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1 introduction

Rademacher’s theorem asserts that Lipschitz functions defined on the Euclidean space are differentiable almost
everywhere with respect to the Lebesgue measure. Obviously this result fails if the Lebesgue measure is replaced
by an arbitrary measure, for instance a Dirac delta. So it is natural to ask whether this is a rigidity property of the
Lebesgue measure, see [44, 2, 1, 3]. Namely, does there exist a singular measure for which Rademacher’s theorem
holds? In [19], the first and the last author showed that the answer to the previous question is negative (in two
dimensions, this also follows by combining the main result of [2, 1] with [3]). Such a result opened the road to
a better understanding of the structure of Lipschitz differentiablility spaces, RCD(K, N) spaces, certain types of
Sobolev spaces and also some general measures satisfying linear PDE constraints, see [12, 18, 25, 29, 39, 17, 10, 13].

In [16], Cheeger generalized Rademacher’s theorem to the setting of metric spaces endowed with a doubling
measure and a Poincaré type inequality. This has inspired a lot of research in the area of analysis on metric
measure spaces. The notion of Lipschitz differentiability space has been later axiomatised by Keith ([28]). In
[14], Bate characterized Lipschitz differentiability spaces in terms of the existence of a sufficiently rich family of
representations of the underlying measure as an integral of Lipschitz curve fragments.

Carnot groups are connected, simply connected, nilpotent Lie groups whose Lie algebra is stratified. Referring
to the next section for more details, we only mention here that they are metric measure spaces whose ambient
vector space is Rd, the metric allowing movements only along certain horizontal curves, tangent to a given smooth
non-involutive distribution of planes, the so-called first layer of the Lie algebra stratification. One can define a
natural notion of differentiablity for functions between Carnot groups and a seminal theorem of Pansu, [41], proves
the analogue of Rademacher’s theorem in this setting, see also [38]. In particular, Carnot groups endowed with the
Haar measure are Lipschitz differentiability spaces.

Also in the context of Canot groups, it is then natural to understand how rigid is the Haar measure for the
validity of a Rademacher type theorem. In this paper we prove the analogue in the Sub-Riemannian setting of the
result proved in [19], namely that the Haar meaesure is indeed (essentially) the unique measure with respect to
which is possible to differentiate Lipschitz function almost everywhere.
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Theorem 1.1. Let G be a Carnot group and H be an homogeneous group and let µ be a Radon measure on G. If every
Lipschitz function f : G → H is Pansu-differentiable µ-almost everywhere, see Definition 2.8, then µ is absolutely continuous
with respect to the Haar measure on G.

In order to prove Theorem 1.1 we follow the same strategy of its euclidean counterpart. First we generalize
the work of Alberti and the second author [3] by associateing to every Radon measure µ on G a decomposability
bundle V(µ, ·) which identifies a set of directions along which a Rademacher-type theorem, adapted to the measure
µ holds true, see Section 3. More precisely we have the following theorem, where we refer to Definition 2.8 for the
notion of differentiability along a homogeneous subgroup.

Theorem 1.2. Let µ be a Radon measure on a Carnot group G. For every homogeneous group H, every Lipschiz function
f : G → H is Pansu differentiable at µ-almost every x ∈ G with respect to the homogeneous subgroup V(µ, x).

Once this bundle is obtained, we exploit the work of Bate [14] to show that for a measure µ satisfying the
assumptions of Theorem 1.1, V(µ, x) = G for µ-a.e. x, see Proposition 7.3. Finally we show that this forces µ to be
absolutely continuous with respect to the Haar measure. This last step is obtained by a PDE type argument that
extends the result of [19] to the hypoelliptc setting.

We note that, although the general strategy follows the one used to prove the euclidean counterpart of Theorem
1.1, its adaptation to the Carnot setting requires several non trivial adjustments. In particular, one of the key step
in the proof of the converse of Rademacher theorem is the link between the fact that the decomposability bundle
of a measure has full dimension and the existence of a suitable family of normal currents, proved in [3, Section
6]. This is indeed a crucial point in order to rely on the results in [19]. The key geometric property used to show
the existence of this family of currents is the fact that, given a compact set K ⊂ [0, 1] and a Lipschitz fragment
γ : K → Rn with γ‘(t) belonging to a cone C for a.e. t ∈ K, this mostly coincides, locally a.e., with a full Lipschitz
curve γ̃ : (a, b) ⊂ [0, 1] → Rn, still satisfying γ̃‘(t) ∈ C, for a.e. t ∈ (a, b), see [3, (6.13)]. This property is in general
false for Carnot groups, [9] and [26] and it requires specific assumptions to be true [49, 46, 34, 43]. We need thus to
rely to a completely different construction which we believe to be of its own interest, see Section 4.

The second key point consists in the extension of the theory established in [19] to the setting of differential
operators defined by Hörmander type vector fields. Indeed the results in [19] strongly rely on the notion of wave
cone associated with a differential operator which is, loosely speaking, related to the notion of ellipticity. This
notion is too strong in this context and it should be relaxed to the notion of hypoellipticty, which however is less
"explicit". Luckily for second order operators (which are the only ones needed in this context), the notions can
be characterized algebraically and this allows to adapt the proofs in [19] to this setting, see Proposition 7.4. We
conclude by noticing that it is an interesting question to extend the full results of [19] to a "hypoellitpic wave cone".
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We add below a list of frequently used notations, together with the page of their first appearance:
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|·| Euclidean norm, 3

dc Carnot-Carathéodory metric 6

δλ intrinsic dilations 3

Xi canonical horizontal vector fields 6

M (Rn, Rn) family of vector-valued Radon measures endowed with the topology of weak*
topology

3

B(x, r) ball of centre x and radius r with respect to the metric dc 3

U(x, r) ball of centre x and radius r with respect to the Euclidean metric 3

Gr(G) Grassmannian of homogeneous subgroups of G 5

GrC(G) Grassmannian of Carnot subgroups of G 5

V(µ, ·) decomposability bundle of the Radon measure 12

N(µ, ·) auxiliary decomposability bundle of the Radon measure 24

∂T boundary of current T 8

dV f (x) differential of a Borel map f along the subgroup V ∈ Gr(G) 7

2 notation and preliminaries

2.1 Preliminaries on Carnot groups

In this subsection we briefly introduce some notations on Carnot groups that we will extensively use throughout
the paper. For a detailed account on Carnot groups we refer to [32].

A Carnot group G of step s is a connected and simply connected Lie group whose Lie algebra g admits a
stratification g = V1 ⊕ V2 ⊕ · · ·⊕ Vs. We say that V1 ⊕ V2 ⊕ · · ·⊕ Vs is a stratification of g if g = V1 ⊕ V2 ⊕ · · ·⊕ Vs,

[V1, Vi] = Vi+1, for any i = 1, . . . , s− 1, and [V1, Vs] = {0},

where [A, B] := span{[a, b] : a ∈ A, b ∈ B}. We call V1 the horizontal layer of G. We denote by n the topological
dimension of g and by nj the dimension of Vj for every j = 1, . . . , s. Furthermore, we define πi : g → Vi to be the
projection maps on the i-th strata. We will often shorten the notation to vi := πiv.

The exponential map exp : g → G is a global diffeomorphism from g to G. Hence, if we choose a basis
{X1, . . . , Xn} of g, any p ∈ G can be written in a unique way as p = exp(p1X1 + · · ·+ pnXn). This means that
we can identify p ∈ G with the n-tuple (p1, . . . , pn) ∈ Rn and the group G itself with Rn endowed with ∗ the
group operation determined by the Baker-Campbell-Hausdorff formula. From now on, we will always assume that
G = (Rn, ∗) and, as a consequence, that the exponential map exp acts as the identity.

The stratificaton of g carries with it a natural family of dilations δλ : g → g, that are Lie algebra automorphisms
of g and are defined by

δλ(v1, . . . , vs) :=

{
(λv1, λ2v2, . . . , λsvs), for any λ > 0,
(−|λ|v1,−|λ|2v2, . . . ,−|λ|svs), for any λ ≤ 0.

where vi ∈ Vi. The stratification of the Lie algebra g naturally induces a gradation on each of its homogeneous Lie
sub-algebras h, i.e., a sub-algebra that is δλ-invariant for any λ > 0, that is

h = V1 ∩ h⊕ . . . ⊕ Vs ∩ h. (1)

We say that h = W1 ⊕ · · · ⊕ Ws is a gradation of h if [Wi, Wj] ⊆ Wi+j for every 1 ≤ i, j ≤ s, where we mean that
Wℓ := {0} for every ℓ > s. Since the exponential map acts as the identity, the Lie algebra automorphisms δλ are
also group automorphisms of G.

Definition 2.1. A subgroup V of G is said to be homogeneous if it is a Lie subgroup of G that is invariant under the
dilations δλ. A homogeneous subgroup V ⊂ G is called horizontal subgroup if V ⊆ exp(V1) = V1.

The following general fact will play a crucial role later on.
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Proposition 2.1. Suppose H is a closed subgroup of G ∼= (Rn, ∗). Then H can be identified with a vector subspace of Rn. In
particular, homogeneous closed subgroups of G are in bijective correspondence through exp with the Lie sub-algebras of g that
are invariant under the dilations δλ.

Proof. Thanks to [35, Theorem 3.6] we know that H is a Lie subgroup of G. In particular its Lie algebra h is a Lie
subalgebra of g. Thanks to the definition of the operation ∗, the exponential map exp acts as the identity and thus
H, can be identified with its Lie algebra in g ∼= Rn and thus it can be viewed as a vector subspace of Rn.

From now on, since as already remarked exp acts as the identity thanks to the choice of ∗, we will always identify with abuse
of notation the elements of G, with their preimage under exp in g. In addition, from now on and if not otherwise stated, G will
be a fixed Carnot group.

Definition 2.2 (Homogeneous left-invariant distance and norm). A metric d : G × G → R is said to be homogeneous
and left-invariant if for any x, y ∈ G we have, respectively

(i) d(δλx, δλy) = λd(x, y) for any λ > 0,

(ii) d(τzx, τzy) = d(x, y) for any z ∈ G.

Given a homogeneous left-invariant distance, its associated norm is defined by ∥g∥d := d(g, 0), for every g ∈ G,
where 0 is the identity element of G1. Given a homogeneous left-invariant distance d on G, for every x ∈ G and
every E ⊆ G we define dist(x, E) := inf{d(x, y) : y ∈ E}.

The specific choice of the metric is not relevant for our purposes thanks to the following result, we refer to [15,
Proposition 5.1.4] for a proof.

Proposition 2.2. Assume d1, d2 are two homogeneous left-invariant metrics on G. Then there exists a constant C > 0
depending on d1 and d2 such that C−1d1(x, y) ≤ d2(x, y) ≤ Cd1(x, y) for any x, y ∈ G.

Lemma 2.3. For any left-invariant and homogeneous distance and for any k > 0 there exists a constant C1 := C1(k, G, d) > 1
such that if x, y ∈ B(0, k), then

∥y−1 ∗ x ∗ y∥ ≤ C1∥x∥1/s.

Proof. For a proof we refer to [37, Lemma 3.6].

Remark 2.1. Let d be a left-invariant homogeneous distance on G. It is well known, see for instance [15, Proposition
5.15.1], that for any compact subset K of Rn there is a constant C(K, d) > 1 such that:

C(K, d)−1|x − y| ≤ d(x, y) ≤ C(K, d)|x − y|1/s for any x, y ∈ K.

More precisely the constant C introduced above depends only on dist(0, K) + diam(K) and d.

For any Lie algebra h with gradation h = W1 ⊕ . . . ⊕ Ws, we define its homogeneous dimension as

dimhom(h) :=
s

∑
i=1

i · dim(Wi).

Thanks to (1) we infer that, if h is a homogeneous Lie sub-algebra of g, then

dimhom(h) :=
s

∑
i=1

i · dim(h∩ Vi).

It is well-known that the Hausdorff dimension, of a graded Lie group G with respect to a left-invariant homogeneous
distance coincides with the homogeneous dimension of its Lie algebra. For a reference for the latter statement, see
[33, Theorem 4.4].

1 In the following we will leave the dependence of the norm on the metric always implicit.
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Definition 2.3 (Carnot subgroups). Let Λ ⊂ [0, ∞). Given a collection F = {vλ ∈ G : λ ∈ Λ} of elements of G we
define the homogeneous subgroup S(F ) of G generated by F as:

S(F ) := cl
({

δρ1(vλ1) ∗ · · · ∗ δρN (vλN ) : N ∈ N, ρi ∈ R and vi ∈ F for any ij ∈ Λ and j ∈ {1, . . . , N}
})

.

We say that a subgroup V of G is a Carnot subgroup if V = S(V ∩ V1).

Definition 2.4 (Intrinsic Grassmannian on Carnot groups). Let Q := dimhom(g) and let 1 ≤ h ≤ Q. We define Gr(h)
and GrC(h) to be the family of all homogeneous subgroups W of G with Hausdorff dimension h and the family of
all Carnot subgroups W of G with Hausdorff dimension h respectively. Finally, we denote by Gr(G) and GrC(G)
the sets

Gr(G) =
Q⋃

h=1

Gr(h), GrC(G) =
Q⋃

h=1

GrC(h).

Since it will be occasionally used, it will be convenient to denote by Greu(G) the Euclidean Grassmannian of the
underlying space of G endowed with the topology induced by the Hausdorff distance induced by the Euclidean
distance. Such topology and that induced by the Carnot-Carathéodory Hausdorff distance are easily seen to be the
same.

Proposition 2.4. Let V ∈ GrC(G) and assume v1, . . . , vN ∈ V ∩ V1 are such that V ∩ V1 coincides with the linear span of
{v1, . . . , vN} when seen as vectors of Rn. Then S({v1, . . . , vN}) = V.

Proof. The inclusion S({v1, . . . , vN}) ⊆ V is obvious and thus we just need to prove the converse. Since
S({v1, . . . , vN}) is a closed homogeneous subgroup of G, it is also a vector subspace of G, see Proposition
2.1. Therefore, we have span{v1, . . . , vN} = V ∩ V1 ⊆ S({v1, . . . , vN}) and thus:

V = S(V1 ∩ V) ⊆ S({v1, . . . , vN}),

where the first identity follows from the fact that V is a Carnot subgroup of G.

For any p ∈ G, we define the left translation τp : G → G as

q 7→ τpq := p ∗ q.

As already remarked above, we can suppose without loss of generality that the group operation ∗ is determined by
the Campbell-Hausdorff formula. It is well known that ∗ has a polynomial expression in the coordinates, see [23,
Proposition 2.1], and more precisely

p ∗ q = p + q +Q(p, q), for all p, q ∈ Rn,

where Q = (Q1, . . . , Qs) : Rn × Rn → V1 ⊕ . . . ⊕ Vs, and the Qis are vector valued polynomials. For any i = 1, . . . s
and any p, q ∈ G we have

(i) Qi(δλ p, δλq) = λiQi(p, q),

(ii) Qi(p, q) = −Qi(−q,−p),

(iii) Q1 = 0 and Qi(p, q) = Qi(p1, . . . , pi−1, q1, . . . , qi−1).

Thus, we can represent the operation ∗ as

p ∗ q = (p1 + q1, p2 + q2 +Q2(p1, q1), . . . , ps + qs +Qs(p1, . . . , ps−1, q1, . . . , qs−1)). (2)

Definition 2.5. A Borel set E ⊂ G is called 1-rectifiable if there exists a countable family of Lipschitz maps
γi : Ki → G, where Ki are compact subsets of R such that H1(E \ ⋃∞

i=1 γi(Ki)) = 0. A Radon measure ϕ on G is
said to be 1-rectifiable if there exists a 1-dimensional rectifiable set E such that ϕ ≪ fH1 E.
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2.2 Lipschitz curves and the horizontal distribution and the Carnot-Carathéodory distance

A fundamental role in this work will be played by Lipschitz curves and fragments in G. In this subsection we intro-
duce the horizontal distribution of n1-dimensional planes associated to Rn and we define the Carnot-Carathéodory di-
stance.

Definition 2.6. Let {e1, . . . , en1} be an orthonormal basis of V1. For every i = 1, . . . , n1 we say that the left-invariant
vector field tangent to ei at the origin

Xi(x) := lim
t→0

x ∗ δt(ei)− x
t

, (3)

is the i-th horizontal vector field. Furthermore, for any i = 1, . . . , n1 we can write the vector field Xi as:

Xi(x) :=
n

∑
j=1

ci
j(x)∂j,

where ci
j(x) are smooth functions since the Qis are polynomial functions. We further let

HG(x) := span(X1, . . . , Xn1) (4)

The distribution HG(x) of n1-dimensional planes is usually said to be the horizontal distribution associated to the
group G. In the following it will be useful to write the coefficients ci

j in the form of the matrix

C (x) :=

c1
1(x) . . . c

n1
1 (x)

...
. . .

...
c1

n(x) . . . c
n1
n (x)

 .

Remark 2.2 (Expression for the ci’s). Thanks to the definition of the vector fields Xi in (3) and to the coordinate-wise
expression of the operation ∗ given in (2), we infer that

Xi(x) = ei +
∂Q

∂qi
(x, 0).

This shows in particular that the matrix C (x) can be represented as

C (x) :=
(

idn1

∂qQ(x, 0)

)
.

Definition 2.7. Let B be a bounded Borel subset of the real line. Given a curve γ : B → G and a Lebesgue density
point t ∈ B, we denote

γ′(t) := lim
r→0

t+r∈B

γ(t + r)− γ(t)
r

, whenever the right-hand side exists.

Furthermore, given a < b we say that an absolutely continuous curve γ : [a, b] → G is horizontal if there exists a
measurable function h : [a, b] → V1 such that:

(i) γ′(t) = C (γ(t))[h(t)] for L 1-almost every t ∈ [a, b],

(ii) |h| ∈ L∞([a, b]).

Following the notation of [40] we shall refer to h as the canonical coordinates of γ and if ∥h∥∞ ≤ 1 we will say that γ
is a sub-unit path. Finally, we define the Carnot-Carathéodory distance dc on G as:

dc(x, y) := inf{T ≥ 0 : there is a sub-unit path γ : [0, T] → Rn such that γ(0) = x and γ(T) = y}.

It is well known that dc(·, ·) is a left-invariant homogeneous metric on G. Finally throughout the paper we will
denote by ∥·∥ the homogeneous function x 7→ dc(x, 0) and from now on and if not otherwise specified, G will always be
endowed with the distance dc.
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Proposition 2.5. The distance dc is a geodesic distance, i.e. for any x, y ∈ G there exists a sub-unit path γ : [0, T] → G such
that γ(0) = x, γ(T) = y and dc(x, y) = T.

Proof. This follows immediately from Proposition 2.2 and [24, Lemma 3.12].

The following lemma allows us to characterise those Euclidean Lipschitz curves that are also Lipschitz curves
when Rn is endowed with the Carnot-Carathéodory distance dc introduced above.

Lemma 2.6. Let B be a bounded Borel subset of the real line. If a curve γ : B → G is L-Lipschitz with respect to the distance
dc on G, then γ is an Euclidean absolutely continuous curve such that:

γ′(t) = C (γ(t))[h(t)] for L 1-almost every t ∈ B,

for some h ∈ L∞(B, V1) with ∥h∥∞ ≤ L.

Remark 2.3. With abuse of language, for any Lipschitz curve γ : B → G we will refer to the function h yielded by
Lemma 2.6 as the canonical coordinates of γ. For the original definition of canonical coordinates, see Definition 2.7.

Proof. The proof of the lemma follows from [40, Lemma 1.3.3] together with an elementary localisation argument.

Proposition 2.7. Let B be a Borel subset of the real line and γ : B → G be a Lipschitz map. Then the measures H 1 im(γ)
and H 1

eu im(γ) are mutually absolutely continuous.

Proof. Since |x − y| ≤ dc(x, y) for every x, y ∈ G the definition of Hausdorff measure immediately implies that
H 1

eu ≤ H 1. For the converse, let us note that for any Lipschitz curve γ : B → G the area formula [36, Theorem 4.4]
implies that for any Borel set A ⊆ G we have

H 1⌞im(γ)(A) =

ˆ
B∩A

|Dγ(t)|dt ≤ 1
maxx∈imγ∥C (x)∥

ˆ
B∩A

|C (γ(t))[Dγ(t)]|dt =
H 1

eu im(γ)(A)

maxx∈imγ∥C (x)∥ ,

where the last identity follows from Lemma 2.3. This concludes the proof.

Definition 2.8 (Pansu differentiability). We say that a map f : G → H is Pansu differentiable at the point x ∈ G

with respect to a homogeneous subgroup V of G if there exists a homogeneous homomorphism L : V → H such
that

dH

(
f (x)−1 ∗ f (xh), L(h)

)
= o(∥h∥G) for all h ∈ V.

When it exists, L is called the (Pansu) derivative of f at x with respect to V and denoted by dV f (x). If V = G then
dV f (x) is the usual (Pansu) derivative, and is simply denoted by d f (x).

The following lemma can be proved with an immediate adaptation of the argument used to prove [40, Lemma
2.1.4] that allows us to characterise the Pansu derivative of Lipschitz curves.

Lemma 2.8. Let B a bounded Borel subset of the real line and assume γ : B → G is a Lipschitz curve. If h ∈ L∞(B, V1) is the
vector of canonical coordinates of γ, then for L 1-almost every t ∈ B we have:

Dγ(t) := lim
s→0

t+s∈B

δ1/s(γ(t)−1 ∗ γ(t + s)) = (h1(t), . . . , hn1(t), 0, . . . , 0).

In particular Dγ(t) exists for L 1-almost every t ∈ B.

Proof. The proof of this lemma follows from [40, Lemma 2.1.4] together with an elementary localization argument.

Definition 2.9 (C-curves). Let e ∈ V1 be a unit vector and σ ∈ (0, 1). We denote by C(e, σ) the one-sided, closed,
convex cone with axis e and opening σ in V1, namely

C(e, σ) := {x ∈ V1 : ⟨x, e⟩ ≥ (1 − σ2)|x|}.

Let B be a bounded Borel subset of the real line. A Lipschitz curve γ : B → G, is said to be a C(e, σ)-curve if:

π1(γ(s))− π1(γ(t)) ∈ C(e, σ) \ {0} for any t, s ∈ B with t < s. (5)

If the domain of a C(e, σ)-curve γ is a compact interval, we will say that γ is a full C(e, σ)-curve.
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Remark 2.4. Thanks to Lemmas 2.6 and 2.8 if γ : B → G is a C-curve, then for L 1-almost every t ∈ B we have:

(π1 ◦ γ)′(t) = π1(γ
′(t)) = π1(C (x)[h(t)]) = Dγ(t),

where h is map of canonical coordinates associated to γ, see Remark 2.3.

Remark 2.5. Note that any C(e, σ)-curve is injective. Indeed, if we suppose by contradiction that γ(s) = γ(t) for
some t < s we would infer that π1(γ(s)) = π1(γ(t)). This however is not possible thanks to (5).

Lemma 2.9. Let γ : K → G be a Lipschitz curve. Then, there exists an H 1-measurable map vγ : im(γ) → G such that
vγ(x) ∈ {Dγ(t) : t ∈ γ−1(x)} and vγ(x) ̸= 0 for H 1⌞im(γ)-almost every x ∈ G.

Proof. Let us denote by N1 the set of those x ∈ im(γ) such that Card(γ−1(x)) = ∞ and define

N2 := {t ∈ K : Dγ(t) does not exists} and N3 := {t ∈ K \N2 : Dγ(t) = 0}.

Therefore, defined N := N1 ∪ γ(N2 ∪N3) it is immediate to see that Pansu’s differentiability theorem and the area
formula in [36, Theorem 4.4], imply that H 1(N) = 0. Denote by T : im(γ) \ N → G the multimap which assigns
to each x ∈ im(γ) the set {Dγ(t) : t ∈ γ−1(x)}. Note that T the multimap is closed-valued as it takes values in the
family of non-empty finite sets. Finally, since the map t 7→ Dγ(t) is Borel and for any Borel set B ⊆ G we have
{x : T (x) ∩ B ̸= ∅} = γ({t : Dγ(t) ∈ B}), we see that the Lipschitzianity2 of γ implies that {x : T (x) ∩ B ̸= ∅}
is H1-measurable for any Borel set B. This in particular proves that T is a measurable multimap and hence [47,
Theorem 5.2.1] implies the existence of the vector field vγ by setting vγ = 0 on G \ (im(γ) \ N).

Definition 2.10 (Tangents to curves). Let B ⊂ R be a Borel set and γ : B → G a Lipschitz map. Then, for any
x ∈ γ(K) where vγ(x) ̸= 0, we define Tan(γ(K), x) as the 1-parameter subgroup generated by vγ(x) and as {0}
otherwise. Note that thanks to Lemma 2.8 we have that Tan(γ(K), x) is a 1-dimensional homogeneous subgroup
for H 1⌞γ(K)-almost every x ∈ G. Furthermore, since γ is in particular an Euclidean Lipschitz curve, we denote by
Taneu(γ, x) the usual Euclidean tangent to γ. Note that by Lemmas 2.6, 2.8 and Proposition 2.7 we have:

Taneu(γ, x) = C (x)[Tan(γ, x)] for H 1-almost every x ∈ G.

2.3 Euclidean and horizontal currents.

We recall here the basic notions and terminology from the theory of Euclidean currents. A k-dimensional current
(or k-current) in Rn is a continuous linear functional on the space of smooth and compactly supported differential
k-forms on Rn, endowed with the topology of test functions.

The boundary of a k-current T is the (k − 1)-current ∂T defined by ⟨∂T ; ω⟩ := ⟨T ; dω⟩ for every smooth and
compactly supported (k − 1)-form ω on Rn, and where dω denotes the exterior derivative of ω. The mass of T,
denoted by M(T), is the supremum of ⟨T ; ω⟩ over all forms ω such that |ω| ≤ 1 everywhere. A current T is called
normal if both T and ∂T have finite mass.

By Riesz theorem a current T with finite mass can be represented as a finite measure with values in the space
∧k(R

n) of k-vectors in Rn, and therefore it can be written in the form T = τµ where µ is a finite positive measure
and τ is a k-vector field such that

´
|τ|dµ < +∞. In particular the action of T on a form ω is given by

⟨T ; ω⟩ =
ˆ

Rn
⟨τ(x) ; ω(x)⟩ dµ(x) ,

and the mass M(T) is the total mass of T as a measure, that is, M(T) =
´
|τ|dµ. Note that 0-dimensional currents

with locally finite mass are signed Radon measures and the mass coincides with the total variation.
In the following, whenever we write a current T as T = τµ we tacitly assume that τ(x) ̸= 0 for µ-almost every x;

in this case we say that µ is a measure associated to the current T.
Moreover, if T is a k-current with finite mass and µ is an arbitrary measure, we can write T as T = τµ + ν where

τ is k-vector field τ in L1(µ), called the Radon-Nikodým density of T w.r.t. µ, and ν is a measure with values in
k-vectors which is singular with respect to µ.

2 Lipschitz curves send sets of L 1-null sets to H 1-null sets.
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Given a Carnot group G, in the previous subsection we have already remarked how we can identify G with Rn, the
underlying vector subspace of its Lie algebra, endowed with the operation given by the Baker-Campbell-Hausdorff
formula. The 1-dimensional currents of finite mass in Rn that are of particular importance for this paper and for
the geometry of G are those that are tangent to the horizontal distribution of G or simply horizontal.

Definition 2.11 (Horizontal 1-dimensional currents of finite mass). Let G = (Rn, ∗). A 1-dimensional current of
finite mass T = τµ on Rn is said to be G-horizontal, or simply horizontal, if for µ-almost every x ∈ Rn we have
τ(x) ∈ HG(x).

The following definition is a central concept throughout the paper, which is the integration of a family of
measures.

Definition 2.12 (Integration of measures). Let (I, dt) be a (σ-)finite measure space and for every t ∈ I let µt be a
real- or vector-valued measure on Rn ∼= G such that:

(a) for every Borel set E in G the function t 7→ µt(E) is measurable;

(b)
´

I M(µt) dt < +∞.

Then we denote by
´

I µt dt the measure on G defined by

[ ´
I µt dt

]
(E) :=

ˆ
I

µt(E) dt for every Borel set E in G.

Note that the assumption (a) is equivalent to say that t 7→ µt is a measurable map from I to the space of finite
measures on G endowed with the weak* topology.

We now introduce some notation that will be used throughout the paper.

Definition 2.13. Let B be a Borel subset of R and γ : B → G be a Lipschitz curve. We denote by JγK the current of
finite mass that acts on compactly supported smooth 1-forms ω as:

⟨JγK ; ω⟩ :=
ˆ

B
⟨γ′(t) ; ω(γ(t))⟩dt.

In the following it will be also useful to write JγK = τγρH 1 im(γ), where ρ is a suitable non-negative function
in L1(H 1⌞im(γ)) and τγ(x) is a unitary Borel vector field that coincides with C (x)[vγ(x)] up to a real (non-zero)
multiple ρH 1 im(γ)-almost everywhere. For a definition of the vector field vγ, see Lemma 2.9.

With this notation at hand we can introduce the following result, essentially due to Smirnov.

Theorem 2.10. Let G be a Carnot group and let T = τµ be a 1-dimensional normal and horizontal current with ∂T = 0
and with |τ(x)| = 1 for µ-almost every x ∈ G. Then, there exists a family of vector-valued measures t 7→ µt satisfying the
hypothesis (a) and (b) of Definition 2.12 such that

(i) for almost every t ∈ I there exists a Lipschitz curve γt : [0, 1] → G for which µt = JγtK and

⟨T ; ω⟩ =
ˆ

I
⟨JγtK ; ω⟩ dt =

ˆ
I

ˆ
ρt⟨τγt ; ω⟩dH 1 im(γt) dt,

for every smooth and compactly supported 1-form ω;

(ii) the following identity holds

M(T) =
ˆ

I
M(JγtK) dt =

ˆ
I
∥ρt∥L1(H 1⌞imγt)

dt,

and in particular τ(x) = τγt(x) for H 1-almost every x ∈ im(γt) and for almost every t ∈ I;

(iii) the measure µ can be written as µ =
´

I∥ρt∥L1(H 1 im(γt))
dt.
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Further, one can also rewrite T as

⟨T ; ω⟩ =
ˆ

R

ˆ
⟨τγt ; ω⟩dH 1 (im(γt) ∩ Et) dt,

where Et is a suitable Borel subset of im(γt) and clearly the map t 7→ H 1 (im(γt) ∩ Et) satisfies the hypothesis (a) and (b)
of Definition 2.12. In addition

M(T) =
ˆ

R

H 1(im(γ) ∩ Et) dt and µ =

ˆ
R

H 1⌞(im(γt) ∩ Et) dt,

and τγt(x) = τ(x) for H 1-almost every x ∈ im(γt) and for almost every t ∈ I.

Proof. Thanks to [42, Theorem 3.1], there exists a family of vector-valued measures t 7→ µt satisfying the hypothesis
(a) and (b) of Definition 2.12 such that for L1-almost every t ∈ [0, M(T)] there exists a Lipschitz curve γt : [0, 1] → G

such that µt = JγtK and

T =

ˆ M(T)

0
JγtKdt and M(T) =

ˆ M(T)

0
M(JγtK)dt =

ˆ M(T)

0

ˆ 1

0
|γ′

t(s)|ds dt. (6)

The proof of the first part of the result can be obtained from the above discussion with the same argument used for
[3, Theorem 5.5]. The only variation on [3, Theorem 5.5] is how to prove that the curves γt used to decompose the
current are Lipschitz, where the codomain is endowed with the Carnot-Carathéodory metric. This can be obtained
as follows. The argument in [3, Theorem 5.5] implies that for H 1-almost every x ∈ im(γt) and almost every t ∈ I
we have

HG(x) ∋ τ(x) = τγt(x),

which coincides with vγt(x) for H 1-almost every x ∈ im(γt) and almost every t ∈ I, see for instance Definition
2.13. This implies thanks to [40, Proposition 1.3.3] that for H 1 im(γt)-almost every x ∈ Rn and almost every t the
curve γt is horizontal and thus Lipschitz if seen as curve γt : [0, 1] → G.

The second part of the statement is a consequence of [3, Remark 2.7 (iii)] and of the Cavalieri formula
ρtH1⌞im(γt) =

´ ∞
0 H1⌞(im(γt) ∩ {ρt ≥ λ})dλ.

Remark 2.6. Let T be a horizontal normal current such that ∂T = 0. Then for any smooth compactly supported
1-form we have

⟨∂T; ω⟩ =
ˆ

Rn
⟨τ(x); dω(x)⟩dµ(x) =

ˆ
⟨τ̃(x), dHω(x)⟩Rn1 dµ(x), 3 (7)

where ⟨·, ·⟩Rn1 is the scalar product on Rn1 and

τ̃(x) :=
n1

∑
i=1

τi(x)∂i and dHω(x) :=
n1

∑
i=1

Xiω(x)dxi, (8)

where τ(x) = ∑n1
i=1 τi(x)Xi(x). It will be convenient in the following to view horizontal finite mass 1-dimensional

currents as Radon measures T ∈ M(G, Rn1) which acts by duality on vector-valued smooth function ω ∈
C∞(G, Rn1).

3 the decomposability bundle

In this section we introduce an intrinsic notion of decomposability bundle to the setting of Carnot groups and we
prove some of its elementary properties.

First of all, we need to introduce a notion of intrinsic Grassmannian.

3 In the following we will drop the subscript Rn1 in the scalar product in the first layer if not otherwise specified.
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Proposition 3.1 ([8, Proposition 2.3]). Fix 1 ≤ h ≤ Q. For any W1, W2 ∈ Gr(G) let

dG(W1, W2) := dH ,G(W1 ∩ B(0, 1), W2 ∩ B(0, 1)),

where dH ,G is the Hausdorff distance of sets induced by the some homogenous left invariant distance d on G. Then, dG is a
metric on Gr(h). Moreover (Gr(h), dG) is a compact metric space for any h ∈ {1, . . . , Q} and thus (Gr(G), dG) is a compact
metric space as well.

Proposition 3.2 ([8, Proposition 2.10]). Let L(G, G) be the set of linear maps from the vector space underlying G into itself,
endowed with the operator norm ρ. Then, the following are equivalent

(i) V : G → Greu(G) is a Borel map;4

(ii) the projection map πV : G → L(G, G), defined as πV(x) := ΠV(x) where ΠV(x) is the Euclidean orthogonal projection
onto V(x), is Borel;

(iii) the projection map πV⊥ : G → L(G, G) defined as πV⊥(x) := ΠV(x)⊥ where ΠV⊥(x)
5 is the Euclidean orthogonal

projection onto V⊥(x), is Borel.

Finally the Borelianity of πV is also equivalent to saying that for any fixed v, w ∈ G, seen as vectors of coordinates, the map
x 7→ ⟨v, πV(x)[w]⟩ is Borel.

Proof. The proof of the proposition is omitted. It can be achieved by proving that the map Ψ associating an element
of the Grassmannian V ∈ Greu(G) to its Euclidean orthogonal projection ΠV is an homeomorphism. Actually what
can be shown is that Ψ is bi-Hölder.

Proposition 3.3. For any couple of Borel distributions of homogeneous subgroups V, W : G → Greu(G), the intersection
map V ∩ W(x) := V(x) ∩ W(x) is Borel.

Proof. Since for any V, W ∈ Gr(G) we have V ∩ W = (V⊥ + W⊥)⊥, Proposition 3.2 implies that in order to prove
the claim it suffices to show the Borelianity of the sum (as vector subspaces of G ∼= Rn) of the maps V⊥ and W⊥.
Let e1, . . . , en be a basis of Rn, that as recalled above is underlying vector space of G, and define

ζi(x) := πV⊥(x)[ei] and ζi+n(x) := πW⊥(x)[ei] for any i = 1, . . . , n.

The vector fields ζ1, . . . , ζ2n : G → G are Borel thanks to Proposition 3.2. In addition by construction we know
that the vector fields {ζ1, . . . , ζn} span V(x)⊥ while the {ζn+1, . . . , ζ2n} span W(x)⊥ for any x ∈ G. This implies in
particular that {ζ1(x), . . . , ζ2n(x)} span V⊥(x) + W⊥(x) for any x ∈ G.

Now, from the ζis we construct some other vector fields ω1, . . . , ω2n that still span V⊥ + W⊥ defined in the
following inductive way. As a first step we define

ω1(x) :=

{
ζ1(x)/|ζ1(x)| if ζ1(x) ̸= 0,
0 otherwise.

Notice that the vector field ω1(x) is trivially seen to be Borel. As a second step, suppose that we already defined
the vector fields ω1, . . . , ωk−1. Define ω̃k(x) := ζk(x)− ∑k−1

i=1 ⟨ζk(x), ωi(x)⟩ωi(x) and note that ω̃k is a Borel vector
field. Finally, we define ωk as:

ωk(x) =

{
ω̃k(x)/|ω̃k(x)| if ω̃k(x) ̸= 0,
0 otherwise.

Notice that ωk is a Borel vector field as well. Thanks its very definition, we see that for any fixed x ∈ G there are only
dim(V⊥(x) + W⊥(x)) non-null elements of {ω1(x), . . . , ω2n(x)} and those that are not null form an orthonormal
basis of V⊥(x) + W⊥(x). In particular, for any x ∈ G the map πV(x)⊥+W⊥(x) is easily seen to be represented as:

πV(x)⊥+W⊥(x) =
2n

∑
i=1

ωi(x)⊗ ωi(x),

which is a Borel matrix field. This concludes the proof by Proposition 3.2.
4 Note that we are allowing V to take values in the Euclidean Grassmannian.
5 From here on, if not otherwise specified the symbol V⊥ will denote the Euclidean orthogonal of V in G ∼= Rn.
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Lemma 3.4. Let G be a Carnot group. Let µ be a measure on G and let G be a family of Borel maps from G to Gr(G)
which is closed under countable intersection, in the sense that for every countable family {Vi} ⊂ G the map V defined by
V(x) := ∩iVi(x) for every x ∈ G belongs to G .

Then G admits an element V which is µ-minimal, in the sense that every other V′ ∈ G satisfies V(x) ⊂ V′(x) for µ-almost
every x. Moreover this µ-minimal element is unique modulo equivalence µ-almost everywhere.

Proof. The proof of the lemma is identical to its Euclidean counterpart, see [3, Lemma 2.4].

Definition 3.1. Let µ be a measure on G, let F be a family of Borel vector fields on G and let G be the class of all
Borel maps V : G → Gr(G) such that for every τ ∈ F there holds

S(τ(x)) ⊆ V(x) for µ-almost every x,

where S(τ(x)) denotes the homogeneous subgroup generated by τ(x), see Definition 2.3. Since G is closed under
countable intersection, see Proposition 3.3, by Lemma 3.4 it admits a µ-minimal element which is unique modulo
equivalence µ-almost everywhere. We call any of these minimal elements the µ-essential span of F .

Lemma 3.5. Suppose that {µt}t∈I is a family of Radon measures satisfying the hypothesis (a) and (b) of Definition
2.12 and for which for almost every t there exists a Lipschitz curve γt such that µt = H 1 im(γt). Then, the map
(x, t) 7→ Tan(γt, x) ∈ Gr(G) is Borel.

Proof. The proof of the lemma can be achieved adapting the argument used to prove [3, Lemma 6.10]. With such
argument one proves that the map (x, t) 7→ νt,x is Borel, where νt,x is the 1-dimensional tangent measure of µt at x,
see [6, 7, 8, 30]. For almost every t ∈ I and H 1 im(γt)-almost every x ∈ G, the tangent measure νt,x is seen easily
to be H 1 S(vγt(x)), where vγt(x) is the vector field introduced in Lemma 2.9. This concludes the proof.

Definition 3.2 (Decomposability bundle). Let G be a Carnot group. Given a measure µ on G we denote by Fµ the
class of all families of measures {µt : t ∈ I} where I is a measured space endowed with a probability measure dt
and:

(a) each µt is the restriction of H 1 to a 1-Lipschitz curve γt in G;

(b) the map t 7→ µt satisfies the assumptions (a) and (b) in §2.12;

(c) the measure
´

I µt dt is absolutely continuous with respect to µ.

We denote by Gµ the class of all Borel maps V : G → Gr(G) such that for every {µt = H 1 im(γt) : t ∈ I} ∈ Fµ

there holds
S(vγt(x)) = Tan(γt, x) ⊂ V(x) for µt-almost every x and almost every t ∈ I. (9)

Since Gµ is closed under countable intersection, by Lemma 3.4 it admits a µ-minimal element. We call any of these
minimal elements the decomposability bundle of µ, and denote it by x 7→ V(µ, x).

Remark 3.1. If we substitute to (a) the assumption

(a*) each µt is an absolutely continuous with respect to the restriction of H 1 to a Lipschitz curve γt in G,

the definition of decomposability bundle does not change. If we denote with V∗(µ, ·) the decomposability bundle
that arises from the assumptions (a*), (b) and (c), it is clear that V∗(µ, x) ⊆ V(µ, x) for µ-almost every x ∈ G.
Therefore, we only need to prove the converse inclusion, i.e. that for any family of measures µt satisfying (a*), (b)
and (c) we have that

S(vγt(x)) = Tan(γt, x) ⊂ V(µ, x) for µt-almost every x and almost every t ∈ I. (10)

In order to see this, let γ : K → G be a Lipschitz curve and suppose µ is a finite measure on G such that
µ ≪ H 1 im(γ). The Radon-Nikodym’s decomposition theorem implies that there exists a ρ ∈ L1(H 1 im(γ))
such that µ = ρH 1 im(γ). Let A ⊆ G be any Borel set and note that the map t 7→ H 1(A ∩ {x : ρ(x) ≥ t})
monotone. Hence, the measures νt := H 1(A ∩ {x : ρ(x) ≥ t}) satisfy the hypothesis (a) and (b) of Definition 2.12
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and thus their integral µ̃ :=
´ ∞

0 νte−tdt is well defined. It is an easy task to check that the measures µ and µ̃ are
mutually absolutely continuous.

Thus, let {µt}t∈I be a family of measures satisfying the hypothesis (a*), (b) and (c). For any t ∈ I and any
s ∈ [0, ∞) we denote by νs,t the measure νs,t := H 1 im(γt) ∩ {x : ρt(x) ≥ s}. It is immediate to see that the
measures (s, t) 7→ νs,t satisfy item (a) and a standard argument shows that they also satisfy item (b). In addition,
the above discussions proves that the measures

´ ´
νs,te−sdtds and

´
µtdt are mutually absolutely continuous and

thus the νs,t satisfy also (c). By definition of V(µ, x) this implies that

S(vγt(x)) = Tan(γt, x) ⊂ V(µ, x) for νs,t-almost every x and almost every (s, t) ∈ I. (11)

On the other hand, again by the above discussion we know that
´

νs,te−sds and µt are mutually absolutely
continuous, and thus from (11) we infer that (10) holds. This shows that V∗(µ, ·) = V(µ, ·).

Lemma 3.6. Let µ be a Radon measure on G. Then, V(µ, x) ∈ GrC(G) for µ-almost every x ∈ G. In other words V(µ, x)
coincides with the closed subgroup of G generated by V1 ∩ V(µ, x) for µ-almost every x ∈ G.

Proof. Since Tan(γt, x) ⊆ V1 for µt-almost every x, by definition of V(µ, x) we have that:

Tan(γt, x) ⊆ V(µ, x) ∩ V1 for µt-almost every x and almost every t ∈ I.

Furthermore since S(V1 ∩ V(µ, x)), the homogeneous subgroup generated by V1 ∩ V(µ, x) is contained in V(µ, x)
for every x ∈ G, we just need to show that the map x 7→ S(V1 ∩ V(µ, x)) is Borel and thus it is a competitor in the
definition of V(µ, x).

The map x 7→ HV(x) := V1 ∩ V(µ, x) is Borel measurable thanks to Proposition 3.3 and hence, since every
element W of GrC(G) is uniquely determined by W ∩ V1 and S(V1 ∩ V(µ, x)) ∈ GrC(G), we infer that for any
closed set C ⊆ Gr(G) we have:

S(V1 ∩ V(µ, x))−1(C) = S(V1 ∩ V(µ, x))−1(C ∩ GrC(G))

=HV−1({V1 ∩ W ∈ Gr(V1) : W ∈ C ∩ GrC(G)}) = HV−1({V1 ∩ W ∈ Gr(V1) : W ∈ C}).
(12)

Since C is closed, the set {V1 ∩ W ∈ Gr(V1) : W ∈ C} is easily proved to be closed. Finally, thanks to the Borelianity
of HV and (12) we thus infer that S(V1 ∩ V(µ, x))−1(C) is Borel as well and the proof of the proposition is
concluded.

Definition 3.3. Let us fix a Radon measure µ on G. For any element F ∈ Fµ we consider the family of all Borel
maps V : G → GrC(G) for which (9) holds. Since this class by Proposition 3.3 is closed by countable intersection, by
Lemma 3.4 it admits a µ-minimal element V(µ, F, ·) that is unique modulo equivalence µ-almost everywhere.

Furthermore, since the elements of F are Euclidean 1-rectifiable measures, F is also a decomposition of the
measure µ in the Euclidean sense, see [3, §2.6]. Consider the family of all Borel maps V : G → Greu(G) for which
[3, Equation (2.2)] holds and note that since this class is closed by countable intersection, by Lemma 3.4 it admits a
µ-minimal element denoted by Veu(µ, F, ·).

Proposition 3.7. For any Radon measure µ on G and any F = {H 1 im(γt) : t ∈ I} ∈ Fµ for µ-almost every x ∈ G we
have:

Veu(µ, F, x) = C (x)[V(µ, F, x) ∩ V1].

Proof. Let us prove that Veu(µ, F, x) ⊆ C (x)[V(µ, F, x) ∩ V1] for µ-almost every x ∈ G. By definition of V(µ, F, x)
for almost every t ∈ I and H 1 im(γt)-almost every x ∈ G we have:

Taneu(γt, x) = C (x)[Tan(γt, x)] ⊆ C (x)[V(µ, F, x) ∩ V1]. (13)

The last part of Proposition 3.2 implies that the distribution of planes C (·)[V(µ, F, ·) ∩ V1] is Borel measurable
and thanks to (13) it is a competitor in the definition of Veu(µ, F, x). This shows in particular that Veu(µ, F, x) ⊆
C (x)[V(µ, F, x) ∩ V1]. Concerning the converse inclusion, by definition of Veu(µ, F, x) we know that for almost
every t ∈ I and H 1 im(γt)-almost every x ∈ G we have

Tan(γt, x) = π1(Taneu(γt, x)) ⊆ π1(Veu(µ, F, x)).
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Let us note that the distribution of planes S(π1(Veu(µ, F, x))) is seen to be Borel with the same argument used to
prove Lemma 3.6. Thus, it is a competitor in the definition of V(µ, F, x) we infer that

V(µ, F, x) ⊆ S(π1(Veu(µ, F, x))) for µ-almost every x ∈ G.

Since V(µ, F, x) is uniquely determined by its intersection with V1, and the resulting distribution is still Borel
measurable by Proposition 3.3, we infer that

V(µ, F, x) ∩ V1 ⊆ S(π1(Veu(µ, F, x))) ∩ V1 = π1(Veu(µ, F, x)) for µ-almost every x ∈ G.

This concludes the proof of the proposition.

Proposition 3.8. Let µ be a Radon measure on G, then

(i) for every F ∈ Fµ there holds V(µ, F, x) ⊆ V(µ, x) for µ-almost every x;

(ii) there exists G ∈ Fµ such that V(µ, G, x) = V(µ, x) for µ-almost every x.

Proof. The proof of the proposition is identical to its Euclidean counterpart, see [3, Proposition 2.8].

Proposition 3.9. Let µ, µ′ be measures on G. Then, the following statements hold:

(i) [strong locality principle] if µ′ ≪ µ then V(µ′, x) = V(µ, x) for µ′-almost every x. More generally, if 1E µ′ ≪ µ for
some Borel set E ⊂ G, then V(µ′, x) = V(µ, x) for µ′-almost every x ∈ E,

(ii) there exists a G = {µt : t ∈ I} ∈ Fµ such that for µ-almost every x we have V(µ, G, x) = V(µ, x) and:

µ {x : V(µ, x) ̸= {0}} ≪
ˆ

I
µtdt.

Proof. The proof of (i) is identical to its Euclidean counterpart, see [3, Proposition 2.9]. In order to prove (ii) let
G ∈ Fµ be the family of measures given by Proposition 3.8 (ii). Consider the Radon Nikodym decompostion
of µ′ := µ {x : V(µ, x) ̸= {0}} with respect to ν :=

´
I µtdt and let E be a Borel set such that µ′ E ≪ ν and

ν(G \ E) = 0. Observe that the choice of E implies that µt(G \ E) = 0 for almost every t ∈ I. We need to prove
that µ′(G \ E) = 0. Assume by contradiction that this is not the case, and observe that by point (i) the family
G′ := {µt (G \ E)} ∈ Fµ (G\E) satisfies

{0} = V(µ′ (G \ E), G′, x) = V(µ′ (G \ E), x),

for µ′-almost every x ∈ G \ E. This contradicts the fact that V(µ, x) ̸= {0} for µ′-almost every x.

Proposition 3.10. Let µ be a Radon measure on G and let T be an horizontal 1-dimensional normal current, see Definition
2.11. Then

S(π1(τ(x))) ⊆ V(µ, x) for µ-almost every x ∈ G, (14)

where τ is the Radon-Nikodym derivative of T with respect to µ.

Proof. Let T = τ′µ′ with |τ′(x)| = 1 for µ-almost every x ∈ G and let {µt}t∈I be the family of rectifiable measure
yielded by Theorem 2.10. Thanks to Theorem 2.10, we know that for any t ∈ I we have µt = JγtK and for almost
every t ∈ I and H 1-almost every x ∈ im(γt)

τ′(x) = τγt(x) = λC (x)[vγt(x)] for some λ ̸= 0, (15)

for H 1 im(γt) almost every x and almost every t ∈ I. The last identity follows from the last lines of Definition
2.13. Projecting on V1 identity (15), we deduce that π1(τ

′(x)) = λvγt(x) and hence

S(π1(τ
′(x))) = S(vγt(x)) = Tan(γt, x) for almost every t ∈ I and H 1-almost every x ∈ im(γt).
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However, since µ′ =
´

I∥µt∥dt, this implies by definition of decomposability bundle that

S(π1(τ
′(x))) ⊆ V(µ′, x) for µ′-almost every x ∈ G. (16)

Write T = τ′µ′ = τµ + µ′
s, where µ and µ′

s are mutually singular and where here the vector field τ is the Radon-
Nikodym derivative of T with respect to µ as in the statement of the proposition. Let A be a Borel set, yielded by the
Hahn decomposition theorem such that µ(A) = 0 and µ′

s(Ac) = 0 and denote by τ̄ a µ-measurable representative τ.
Finally, let E ⊆ Ac be the µ-measurable where τ̄ ̸= 0. It is immediate to see that τ′µ′ E = τµ = (τ/|τ|)|τ|µ and
hence by the uniqueness of the polar decomposition, we infer that τ′(x) = τ(x)/|τ(x)| on µ-almost every x ∈ E.

Since 1Eµ ≪ µ′, Proposition 3.9(i) implies that V(µ, x) = V(µ′, x) for µ-almost every x ∈ E. This, together with
(16) implies that

S(π1(τ(x))) ⊆ V(µ, x) for µ-almost every x ∈ E.

This concludes the proof.

4 integrals of lipschitz fragments are pieces of horizontal normal currents

This section is devoted to the proof of Proposition 4.1. Proposition 4.1 shows that any vector-valued measure µ
which can be represented by integration of natural vector-valued measures associated to Lipschitz fragments can be
closed to a horizontal normal current by adding to µ another integral of Lipschitz fragments σ whose total variation
can be taken singular with respect to any given Radon measure η. The strategy of the proof partially follows that of
[4, Theorem 1.1], but here the necessity to construct a horizontal normal current introduces substantial additional
difficulties. In our applications we are interested to use these integrals of curves to study some fixed Radon measure
Φ which is absolutely continuous with respect to the total variation of µ. In particular, if we let σ ⊥ Φ + ∥µ∥ we still
have Φ ≪ ∥σ + µ∥, which is only possible if we know that σ and µ do not have cancellations on a set of positive
Φ-measure, and still, when studying the local structure of the measure Φ the choice of σ is essentially negligible.

Proposition 4.1. Let (I, dt) be a σ-finite measure space, η be a positive Radon measure and t 7→ µt be a family of vector-valued
measures satisfying the hypothesis (a) and (b) of Definition 2.12 and such that for almost every t ∈ I there exists a 1-Lipschitz
curve γt : Kt → G defined on a compact set Kt of R such that µt = τtH 1 im(γt), where τt is a unit vector field such that
τt ∈ Taneu(im(γt), x) for H 1-almost every x ∈ im(γt). Further, we let

µ :=
ˆ

I
µt dt. (17)

Then, for every ε0 > 0 there exists a normal 1-current T on G ∼= Rn such that ∂T = 0, M(T) ≤ 2M(µ) + ε0 and T = µ+σ,
where σ and η are mutually singular and σ is an integration of horizontal Lipschitz fragments as in (17).

Proposition 4.2. Let K be a compact subset of R and γ : K → G be a 1-Lipschitz curve. Then, for any ε > 0 there exist
finitely many closed intervals {Ij}j=1,...,N and a 1-Lipschitz curve γ̃ : ∪N

j=1 Ij → G such that:

(i) K ⊆ ⋃{Ij : j = 1, . . . , N} and L1(
⋃{Ij : j = 1, . . . , N} \ K) < εL1(K),

(ii) γ̃|K= γ.

Proof. Since K is compact, we can find countably many disjoint open intervals {(aj, bj)}j∈N such that:

K ∪
⋃
{(aj, bj) : j ∈ N} = [min K, max K].

Let ε > 0 arbitrary and choose N = N(ε) ∈ N in such a way that ∑j>N(bj − aj) < ε. Then:

[min K, max K] \
⋃

j≤N
(aj, bj) = K ∪

⋃
j>N

(aj, bj),

and in particular K ∪⋃
j>N(aj, bj) is a finite union of closed intervals. Denote now by ηj : [0, d(γ(aj), γ(bj))] → G

be the geodesic joining γ(aj) and γ(bj) and note that if we let:

γ̃(t) :=

γ(t) if t ∈ K,

ηj

( d(γ(aj),γ(bj))(t−aj)

bj−aj

)
if t ∈ (aj, bj),

(18)
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then γ̃ satisfies (ii).
In order to conclude the proof, we just need to check that γ̃ is a 1-Lipschitz curve. We check here only the most

complicated case in which si ∈ (aji , bji ) for some j1 ̸= j2. Assume without loss of generality that bj1 < aj2 and note
that:

d(γ̃(s2), γ̃(s1)) ≤d(γ̃(bj1), γ̃(s1)) + d(γ̃(bj1), γ̃(aj2)) + d(γ̃(aj2), γ̃(s2))

≤
d(γ(aj1), γ(bj1))

bj1 − aj1
(bj1 − s1) + (aj2 − bj1) +

d(γ(aj2), γ(bj2))

bj2 − aj2
(s2 − aj2) ≤ (s2 − s1).

This concludes the proof.

Definition 4.1 (Strong graph metric). For any couple of Lipschitz curves γi : dom(γi) → G with i = 1, 2, we let
their strong Hausdorff distance to be

dsH (γ1, γ2) := dH ,eu(gr(γ1), gr(γ2)) + ∥1dom(γ1)
− 1dom(γ2)

∥L1 ,

where gr(γi) := {(t, γi(t)) ∈ Rn+1 : t ∈ dom(γi)} for i = 1, 2, and where dH ,eu is the Hausdorff distance induced
by the Euclidean metric on Rn+1.

Remark 4.1. Note that since the Euclidean metric on G ∼= Rn and any left-invariant homogeneous distance on G are
locally Hölder equivalent, the topologies respectively induced by their Hausdorff distances on XN on compact sets
are equivalent as well.

Definition 4.2. Let N ∈ N. In the following we denote by XN the family of the curves γ : dom(γ) → G where γ is
a 1-Lipschitz curve and where dom(γ) is the domain of γ, which is a union of at most N disjoint compact intervals.
We endow XN with the topology induced by the Hausdorff distance dsH between the corresponding graphs, see
Definition 4.1. In addition, we let X := ∪N∈NXN be the topological union 6 of the XN .

Proposition 4.3. Let (I, dt) and {µt}t∈I be as in Proposition 4.1. Then, for every ε > 0 there exists an N ∈ N, a finite
measure space ( Ī, dt̄) and a Borel map ηε : Ĩ → M (Rn, Rn) such that

(i) for almost every t ∈ Ĩ we have ηε(t) = JΓ(t)K where the map Γ : Ĩ → XN is a Borel map with respect to the metric
dsH introduced in Definition 4.2;

(ii) M[
´

I µtdt −
´

Ĩ ηε(t)dt] < ε.

Proof. Throughout the proof, we identify without further comment G with its underlying vector space Rn as
Lipschitz curves in G, as it has been previously remarked, are Lipschitz in G ∼= Rn endowed with the Euclidean
metric. Without loss of generality, we can assume that the µt’s are supported on the closed ball B(0, R) for some
R > 0 and that I is R and dt is the Lebesgue measure, see [3, Remark 2.7 (iii)]. Thanks to the fact that the masses of
the µt are assumed to be summable, i.e.

´
R

M(µt)dt < ∞, for every ε > 0 there exists a compact interval Ĩ such that´
R\ Ĩ M(µt)dt < ε/3.

For any λ > 0 in the following we denote with BLλ the family of (1 + λ)-bi-Lipschitz fragments endowed with
dsH ,7 the metric of strong Hausdorff convergence of graphs, see Definition 4.1.

Step 1. In this first step, we show that for any fixed λ > 0 and ε > 0 there exists a finite measure space ( Ĩε, dt)
and a Borel map Ξ̃ : Ĩε → M (B(0, R), Rn) such that

(α) for almost every t ∈ Ĩε such that Ξ̃(t) = JΓ(t)K, where Γ : Ĩε → BLλ is Borel;

(β) M[
´

I µtdt −
´

Ĩε
Ξ̃(s)ds] ≤ 2ε/3.

6 The topological union is defined as follows: first take the disjoint union of the product topological spaces XN × {N} and quotient with the
equivalence relation given by the inclusions XN ⊆ XM provided N ≤ M, see [20].

7 It is immediate to see that with such metric BLλ is a complete metric space.
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Let us fix an N ∈ N and let us define the map Ψ : Ĩ ×BLN
λ ×M (B(0, R), Rn) → R × R as

Ψλ,N(t, γ1, . . . , γN , ν) := (M(µt − ν), M(ν −
N

∑
j=1

JγjK)),

and we claim that Ψλ,N is Borel. This is actually equivalent to prove that the maps

Ψ1,λ,N : (t, ν) 7→ M(µt − ν) and Ψ2,λ,N : (γ1, . . . , γN , ν) 7→ M(ν −
N

∑
j=1

JγjK),

are Borel. Let us note that

(a) by assumption t 7→ µt is a Borel map from Ĩ to the space M (B(0, R), Rn) endowed with the weak∗ topology,
see Definition 2.12;

(b) E : (ν0, ν1, . . . νN) 7→ M(ν0 − ∑N
j=1 νj) is Borel since it is the supremum over countably many maps ϕ ∈

Cc(Rn, Rn) with |ϕ| ≤ 1 of the maps (ν0, ν1, . . . νN) 7→ ⟨ν0 ; ϕ⟩ − ∑N
j=1⟨νj ; ϕ⟩ which are continuous with

respect to the weak* topology. With the same argument one can also prove that the map (µ, ν) 7→ M[µ − ν] is
Borel as well;

(c) the map F : BLλ → M (B(0, R), Rn) defined as F(γ) := JγK is Borel.

Items (a), (b) and (c) imply that the map Ψλ,N = (M(µ − ν), E[ν, F[γ1], . . . , F[γN ]]) is Borel, and hence Ψ−1
λ,N([0, ε]×

{0}) is a Borel set. Furthermore, it is not difficult to prove using [30, Lemma 4, Theorem 7] that for almost every
t ∈ Ĩ there exists an Nt,ε ∈ N and finitely many {γt,j}j=1,...,Nt,ε ⊆ BLλ such that

M[µt −
Nt,ε

∑
j=1

Jγt,jK] ≤ ε/3L 1( Ĩ), im(γt,j1) ∩ im(γt,j2) = ∅ and
Nt,ε

∑
j=1

M[Jγt,jK] ≤ M[µt].

This in particular shows that if we denote by π1 the projection on Ĩ, we have that

L 1( Ĩ \ π1(
⋃

N∈N

Ψ−1
λ,N([0, ε/3L 1( Ĩ)]× {0}))) = 0. 8

This shows in particular that there exists an N ∈ N such that L 1( Ĩ \ π1(Ψ−1
λ,N([0, ε/3L 1( Ĩ)] × {0}))) ≤ ε/3.

So, defined Ĩε := π1(Ψ−1
λ,N([0, ε/3L 1( Ĩ)]× {0})), we have by [47, Theorem 5.5.2] that there exists a universally

measurable map Ξ : Ĩε → BLN
λ ×M (B(0, R), Rn) defined as Ξ(t) := (γ1,t, . . . , γN,t, νt) such that

(a’) M[νt − ∑N
j=1Jγj,tK] ≤ ε/3L 1( Ĩ) and M[µt − νt] = 0;

(b’) for every j = 1, . . . , N we have Ξj : Ĩε → M (B(0, R), Rn) defined as Ξj(t) := Jγj,tK is Borel.

It is immediate to see that items (a’) and (b’) together with [3, Remark 2.7 (iii)] imply items (α) and (β).

Step 2. Let us move to the proof of the main statement. Let us define the map Ψ : Ĩε ×X ×M (B(0, R), Rn) →
R × R as

Ψ(t, γ, ν) := M(Ξ̃(t)− F(γ)),

where F : X → M (B(0, R), Rn) is the map F(γ) := JγK. Arguing as above, one can prove that Ψ is Borel. In
addition, thanks to Proposition 4.2, we know that for t ∈ Ĩε there exists an Mt,ε ∈ N and a γ ∈ XMt,ε such that

M[F(γ)− Ξ̃(t)] ≤ ε/6L 1( Ĩε).

Hence, arguing as above it is possible to show that there exists an Mt,ε ∈ N and a universally measurable map
ηε : Ĩε → M (Rn, Rn) such that

8 Recall that projection of Borel sets are Suslin and thus universally measurable.
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(α′) for almost every t ∈ Ĩε such that Ξ̃(t) = JΓ(t)K, where Γ : Ĩε → XMt,ε is Borel;

(β′) M[
´

I µtdt −
´

Ĩε
Ξ̃(s)ds] ≤ ε.

This concludes the proof of the proposition.

Proposition 4.4. Let K be a compact subset of the real line of positive L1-measure, assume that γ : K → G is a Lipschitz
curve and let η be a positive and finite Radon measure on G. Then, for every δ > 0 there exists a set of full measure of vectors
v ∈ B(0, δ) such that η and H1 (v ∗ im(γ)) are mutually singular.

Proof. Without loss of generality we can assume that η is finite by restricting η to a ball that compactly contains
∪v∈B(0,1)v ∗ im(γ). We can further assume that η is mutually singular with respect to L n. Indeed, if we write
η = ηa + ηs where ηa ≪ L n and ηs ⊥ L n, for every Lipschitz curve γ we have that any λ ≪ H 1 im(γ) and ηa
are mutually singular. For the rest of the proof we will also consider δ to be fixed.

Step 1. Let u(v, x) be a non-negative Borel function on B(0, δ)× im(γ). Then, for any Borel set A, the map

v 7→
ˆ

A
u(v, v−1 ∗ x)dH 1 v ∗ im(γ)(x) =: GA,u(v) is Borel.

First of all, we prove that given a fixed Borel set A for any Borel set B we have that the map v 7→ H 1(v ∗ im(γ) ∩
v ∗ A ∩ B) = H 1 im(γ) ∩ A(v−1 ∗ B) is Borel. This however is an immediate consequence of the fact that the map
v 7→ H 1 v ∗ (im(γ) ∩ A) is continuous in the space of Radon measures endowed with the weak* topology, see
Definition 2.12.

Let us assume now that u is of the form u(v, x) = a1B1(v)1B2(x) where a > 0 and B1 and B2 are Borel subsets of
B(0, δ) and G respectively and that A is some fixed Borel set. Then

GB,u(v) = a1B1(v)
ˆ

A
1B2(v

−1 ∗ x)dH 1 v ∗ im(γ)(x) = a1B1(v)H
1(v ∗ im(γ) ∩ v ∗ B2 ∩ A).

This shows by the discussion above that in this case GA,u is Borel measurable.
If now u is supposed to be a general non-negative measurable function, we can find an increasing sequence of

simple function gi such that for every i ∈ N there is an Ni ∈ N and aj > 0 Borel subsets B1,j and B2,j of B(0, δ) and
im(γ) respectively for j = 1, . . . , N such that

gi(v, x) =
Ni

∑
j=1

aj1B1,j(v)1B2,j(x),

and the functions gi pointwise converge to u. Let further A be a fixed Borel set in G. It is immediate to see that the
functions GA,gi can be rewritten as follows

GA,gi (v) =
ˆ

A

N

∑
j=1

aj1B1,j(v)1B2,j(v
−1 ∗ x)dH 1 v ∗ im(γ)(x)

=

ˆ N

∑
j=1

aj1B1,j(v)1B2,j(x)1A(v ∗ x)dH 1 im(γ)(x) =
ˆ

1A(v ∗ x)gi(v, x)dH 1 im(γ)(x).

Since the sequence of the gi’s is increasing, by the monotone convergence theorem this shows that for any v ∈ B(0, δ)
we have the pointwise convergence GA,u(v) = limi→∞ GA,gi (v). However, thanks to the above discussion and the
linearity of the integral and the previous paragraph, we know that the functions GA,gi are Borel and since pointwise
countable limit of Borel functions is Borel, we conclude the proof of the claim that GA,u itself is Borel.

Step 2. Suppose u(v, x) : B(0, δ)× im(γ) → R is a non-negative Borel function in L1(L n B(0, δ)⊗H 1 im(γ)).
We claim that the Radon measure µγ,u defined by

µγ,u(A) :=
ˆ

B(0,δ)

ˆ
A

u(v, v−1 ∗ x)dH 1 v ∗ im(γ)(x)dv for any Borel set A, (19)
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is absolutely continuous with respect to the Lebesgue measure. Note that the measure µγ,u is well defined thanks
to Step 1. Let us fix a Borel set A ⊆ G and note that since the curve v ∗ γ has the same Lipschitz constant of γ, we
infer that ˆ

A
u(v, v−1 ∗ x)dH 1 v ∗ im(γ)(x) =

ˆ
K

u(v, γ(t))1A(v ∗ γ(t))|Dγ(t)|dL 1(t)

≤Lip(γ)
ˆ

K
u(v, γ(t))1A(v ∗ γ(t))dL 1(t),

(20)

where above we used the area formula [36, Theorem 4.4] and where we recall that Dγ(t) above denotes the Pansu
derivative of γ at t and that D(v ∗ γ(t)) = D(γ(t)). Thanks to (20) we infer that

ˆ
B(0,δ)

ˆ
K

u(v, γ(t))1A(v ∗ γ(t))dL 1(t)dL n(v)

≥Lip(γ)−1
ˆ

B(0,δ)

ˆ
A

u(v, v−1 ∗ x)dH 1 v ∗ im(γ)(x)dL n(v) = Lip(γ)−1µγ,u(A).
(21)

On the other hand, since we are dealing with positive measurable functions, Tonelli’s theorem implies

Lip(γ)−1µγ,u(A)
(21)
≤

ˆ
B(0,δ)

ˆ
K

u(v, γ(t))1A(v ∗ γ(t))dL 1(t)dL n(v)

=

ˆ
K

ˆ
B(0,δ)

u(v, γ(t))1A(v ∗ γ(t))dL n(v)dL 1(t) =
ˆ

K

ˆ
B(0,δ)∗γ(t)

u(w ∗ γ(t)−1, γ(t))1A(w)dL n(w)dL 1(t),
(22)

where the last identity above comes from the fact that Carnot groups are unimodular. Summing up, we have shown
that

µγ,u(A) ≤ Lip(γ)
ˆ

K

ˆ
B(0,δ)∗γ(t)∩A

u(w ∗ γ(t)−1, γ(t))dL n(w)dL 1(t).

From the above inequality is immediate to see that if A is Lebesgue-null then it is µγ,u-null and this concludes the
proof of the claim. With the choice u ≡ 1, this implies in particular that

(I) for any w and for L n-almost every v ∈ B(0, 1) we have H 1(v ∗ im(γ) ∩ w ∗ im(γ)) = 0.

Step 3. Thanks to Radon-Nikodym’s decomposition theorem we can write

η v ∗ im(γ) = ρvH
1 v ∗ im(γ) + ηv, (23)

for any v ∈ B(0, δ), where ρv ∈ L1(H 1 v ∗ im(γ)) and ηv is supported on v ∗ im(γ) and singular with respect to
H 1 v ∗ im(γ). Note that since η is finite, then for any v ∈ B(0, δ) we have

η(G) ≥ η(v ∗ im(γ)) ≥
ˆ

ρv(y)dH 1 v ∗ im(γ)(y). (24)

We now show that the function (x, v) 7→ ρv(v ∗ x) belongs to L1(L n ⊗ H 1 im(γ)). Thanks to the Euclidean
Besicovitch’s differentiation theorem we know that for every v ∈ B(0, δ) and H 1 im(γ)-almost every x ∈ G we
have

ρv(v ∗ x) = lim
r→0

η(U(v ∗ x, r))
H 1 v ∗ im(γ)(U(v ∗ x, r))

= lim
i→∞
i∈N

η(U(v ∗ x, i−1))

H 1 v ∗ im(γ)(U(v ∗ x, i−1))
=: ρ̃(v, x),

we remark that U(y, s) above denote the Euclidean ball of centre y and radius s.
For any i ∈ N the functions (x, v) 7→ η(U(v ∗ x, i−1)) and (x, v) 7→ H 1 v ∗ im(γ)(U(x, i−1)) are upper semicon-

tinuous in both variables (v, x) thanks to Fatou’s lemma. Therefore, the ratio η(U(x, i−1))/H 1 v ∗ im(γ)(U(x, i−1))
is Borel measurable jointly in the variables (x, v). Since the function ρ̃(v, x) is the pointwise limit of countable many
Borel functions, this shows that for any v ∈ B(0, δ) and for H 1 im(γ)-almost every x ∈ G, the function ρv(v ∗ x)
coincides with the Borel function ρ̃(v, x) for L n B(0, δ)⊗H 1 im(γ)-almost every (v, x) ∈ B(0, δ)× im(γ).
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Let us prove that ρv(v ∗ x) is in L1(L n ⊗H 1 im(γ)). In order to see this, just note that
ˆ

ρv(v ∗ x)dL n B(0, δ)⊗H 1 im(γ)(v, x) =
ˆ

ρ̃(v, x)dL n B(0, δ)⊗H 1 im(γ)(v, x) ≤ L n(B(0, δ))η(G),

where the last inequality comes from Tonelli’s theorem and (24).
Let B be a Borel set and note that putting together all the pieces of information collected up to now, we infer that

for L n-almost every v ∈ B(0, δ) we have

νv(B) :=
ˆ

B
ρv(y)dH 1 v ∗ im(γ)(y) =

ˆ
B

ρv(v ∗ x)dH 1 im(γ)(x) =
ˆ

B
ρ̃(v, x)dH 1 im(γ)(x).

The above identity thus proves that the map v 7→ νv(B) coincides with a Borel map, see Step 1, on a set of full
L n B(0, δ)-measure.

Step 4. An immediate consequence of the measurability of the function v 7→ νv(G) is that for any ε > 0 the set Fε

of those v ∈ B(0, δ) for which νv(G) ≥ ε is L n measurable. Let us assume by contradiction that

(A) there is ε > 0 and a Borel set F ⊆ Fε of positive L n-measure.

Since the map v 7→ νv(B) is L n-measurable for any Borel set B, it is well defined the measure that acts as

ℸ(B) :=
ˆ

F
νv(B)dL n(v) on every Borel set B.

It is immediate to see that ℸ is finite and that ℸ ≪ η. Therefore, thanks to Radon-Nykodym theorem, there exists a
ρ ∈ L1(η) such that ℸ = ρη. However, since it is immediately seen that ℸ ≤ µγ,ρ̃, by Step 2 we conclude that

ρη ≤ µγ,ρ̃ ≪ L n,

which is in contradiction with the assumption that η was mutually singular with respect to L n. This shows in
particular that νv(G) = 0 for almost every v ∈ B(0, δ) and hence H 1 v ∗ im(γ) is singular with respect to η for
L n-almost every v ∈ B(0, δ).

Proof of Proposition 4.1. We divide the proof in several steps. Throughout the proof we fix 0 < ε < M[
´

I µtdt]/10.
Without loss of generality, we can assume that the µt’s are supported on the closed ball B(0, R) for some R > 0
and that I is R and dt is the Lebesgue measure, see [3, Remark 2.7 (iii)]. Thanks to the assumption that the
masses of the µt are summable, i.e.

´
R

M(µt)dt < ∞, for every ε > 0 there exists a compact interval Ĩ such that´
R\ Ĩ M(µt)dt < ε/3.

Step 1 Since the family of measures {µt}t∈ Ĩ satisfies the hypothesis (a) and (b) of Definition 2.12 and hence
Proposition 4.3 and [3, Remark 2.7 (iii)] imply that there exists a compact interval Ĩ and a Borel map ηε : Ĩ →
M (Rn, Rn) such that

• for almost every t ∈ Ĩ we have ηε( Ĩ) = JΓ(t)K where the map Γ : Ĩ → X is a Borel map with respect to the
metric dsH introduced in Definition 4.1;

• M[
´

Ī µt̄dt̄ −
´

Ī ηε(t̄)dt̄] < ε/3.

Thanks to Lusin’s theorem and by the absolute continuity of the integral, guaranteed by property (b) of Definition
2.12, we can find a closed subset J ⊂ Ī and an N ∈ N such that L 1( Ī \ J) ≤ ε/6 and

• the maps ηε : J → M (Rn, Rn), Γ : J → X and t 7→ M[Γ(t)] are continuous with respect to the metric d
inducting the weak* topology on M (Rn, Rn) and dsH respectively, see Definition 4.2 and Remark 4.1.

• Γ(J) ⊆ XN ∩ {γ ∈ X : dom(γ) ⊆ [0, N]}.
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• denoting µ̄t := ηε(t) and

µ̄ :=
ˆ

J
µ̄t dt, (25)

the vector-valued measure µ − µ̄ is an integral of (horizontal) Lipschitz curves in the sense of (17) and it holds

M(µ − µ̄) < 5ε/6. (26)

Step 2 Throughout the rest of the proof, we let γ̄t := Γ(t) and we claim that there exits δ = δ(ε) such that
for any t ∈ J and any Borel set A ⊂ J ∩ (t − δ, t + δ) there exists t0 ∈ A such that denoting NA := |A|Jγ̄t0K and
TA :=

´
AJγ̄sKds the following holds:

M(NA) ≤ M(TA) (27)

and moreover
NA − TA = R + ∂S, with M(R) + M(S) < ε|A| (28)

where R is an integration of Lipschitz curves defined on compact intervals and with values in G and S is a
2-dimensional (Euclidean) normal current.

In order to prove that (27) and (28) hold, it suffices to show that, for every 0 < d < 1 and for any s, t ∈ J such
that dsH (γ̄s, γ̄t) ≤ d, we have

Jγ̄tK− Jγ̄sK = R1 + ∂S1, with M(R1) + M(S1) ≤ C(N)d
1
s (29)

where R1 is a finite sum of Lipschitz curves defined on compact intervals and with values in G, S is a 2-dimensional
(Euclidean) integral current and C(N) is a constant depending only on N.

Let us prove that (29) implies (27) and (28). Thanks to the uniform continuity on J of the map t 7→ γ̄t there is a
δ = δ(ε) > 0 such that for every s, t0 ∈ J ∩ (t − δ, t + δ) it holds dH (γ̄s, γ̄t0) ≤ (C(N)−1ε)s. Therefore, for any t ∈ J
and any Borel subset A of J ∩ (t − δ, t + δ) (27) holds whenever t0 ∈ A is such that

M(Jγ̄t0K) ≤
 

A
M(Jγ̄sK)ds.

On the other hand, (28) follows immediately integrating (29) on A.
Let us move to the proof of (29). Observe that for every z ∈ Ks,t := dom(γ̄s) ∩ dom(γ̄t) it holds

|γ̄s(z)− γ̄t(z)| ≤ 2d, (30)

and consider the map g : Ks,t × [0, d] → G given by

g(σ, τ) =
(

1 − τ

d

)
γ̄s(σ) +

τ

d
γ̄t(σ).

Let us observe that thanks to our choice of J and since s, t ∈ J we have that Ks,t has the form Ks,t =
⋃M

i=1[ai, bi], for
some number M ≤ N2. Moreover it is easy to check that g is 3-Lipschitz, because it is 1-Lipschitz in the variable σ,
being a convex combination of 1-Lipschitz maps, and it is 2-Lipschitz in the variable τ, due to (30). Let us further
denote

S0 := g♯JKs,t × [0, d]K := g#

ˆ
e1 ∧ e2dL 2 Ks,t × [0, d],

R0 :=
M

∑
i=1

g(bi, ·)♯J[0, d]K−
M

∑
i=1

g(ai, ·)♯J[0, d]K+ Jγ̄t (dom(γ̄t) \ Ks,t)K− Jγ̄s (dom(γ̄s) \ Ks,t)K,
(31)

where g# denotes the pushforward of currents through the maps g, see [31, §7.4.2]. The first identity follows from
the fact that pushforward and boundary are two commuting operators, i.e. ∂g#T = g#∂T for any 2-dimensional
normal current T. Note that since JKs,t × [0, d]K is a 2-dimensional normal current in R2, the 2-current S0 is well
defined thanks to [3, Proposition 5.17]. Notice also that by definition of S0 and R0 we have

Jγ̄tK− Jγ̄sK = R0 + ∂S0. (32)
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The proof of (29) is not still completed since R0 is not a sum of horizontal Lipschitz curves.
Therefore, for every i = 1, . . . , M let us denote ψai a geodesic joining g(ai, 0) to g(ai, d) and ψbi

a geodesic joining
g(bi, 0) to g(bi, d) and define Ri := JψaiK− Jψbi

K. Since we are working inside the fixed compact set B(0, R), there
exists a constant C(R, G) such that:

M(Ri) ≤ C(R, G)d
1
s , (33)

and this is a consequence of Remark 2.1. Let Sai and Sbi
be 2-dimensional currents with boundary g(ai, ·)♯J[0, d]K−

JψaiK and g(bi, ·)♯J[0, d]K− Jψbi
K respectively and

M(Sai ) + M(Sbi
) ≤ Cd

1
s . (34)

S

S

a

a

1

1

b1
ψ
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b1

 ψ
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Figure 1: The image shows the filling 2-dimensional surfaces with horizontal boundaries attaching the curves γ̄s to γ̄t.

The choice of such Si, with the above control on their mass, is achievable thanks to the classical cone construction,
see for instance [45, (26.26)]. We further define Si := Sai − Sbi

and

S1 := S0 +
M

∑
i=1

Si and R1 := R0 +
M

∑
i=1

Ri. (35)

It follows from (32) that Jγ̄tK− Jγ̄sK = R1 + ∂S1 and by construction R1 is a finite sum of Lipschitz curves defined
on compact intervals and with values in G. Thanks to the proof of [3, Proposition 5.17] we have that

M(S0) ≤ Lip(g)2MJKs,t × [0, d]K ≤ 9Nd,

and thus M(S1) ≤ C(N)d
1
s . Moreover

M(R1) ≤ M(Jγ̄t (dom(γ̄t) \ Ks,t))K+ M(Jγ̄t (dom(γ̄s) \ Ks,t))K+
M

∑
i=1

M(Rai ) +
M

∑
i=1

M(Rbi
) ≤ C(N)d

1
s ,

where we used (33), (34) and the fact that γ̄s and γt are 1-Lipschitz and (dom(γ̄t) \ Ks,t) and (dom(γ̄s) \ Ks,t) have
length bounded by Cd due to the fact that we have chosen dsH (γ̄s, γ̄t) ≤ d. This concludes the proof of (29) and
hence of the Step 2.

Step 3 Let us take δ as in Step 2 and finitely many disjoint Borel sets Aj of diameter less than δ such that
⋃

j Aj = J.
Denote NAj the corresponding currents given in Step 2 and T1 := ∑j NAj . Notice that by (26) and (27) it holds

M(T1) ≤ M(µ) + 2ε (36)
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and by (28)
µ − T1 = R2 + ∂S2, with M(R2) + M(S2) < Cε, (37)

where R2 is an integration of Lipschitz fragments as in (17) and S2 is a 2-dimensional (Euclidean) normal current.
We claim that there exists a normal 1-current Z, which is a finite sum of Lipschitz curves defined on compact

intervals and with values in G, such that ∥Z∥ and η are mutually singular,

M(Z) ≤ M(T1) (38)

and moreover
T1 − Z = R3 + ∂S3, with M(R3) + M(S3) < Cε, (39)

and R3 is a finite sum of Lipschitz curves defined on compact intervals and with values in G.

Since T1 is a finite sum of Lipschitz curves defined on compact intervals, it is sufficient to prove the claimed
conclusion for T1 = JγK being a single curve with dom(γ) = [0, 1]. To this purpose we apply Proposition 4.4 with
δ = ϵs and we take Z to be the current Z := Jv ∗ γK for any v ∈ B(0, δ) as in the conclusion of the proposition.
Defining R3 and S3 as in the previous step (see (35)) we get (39) with the same argument employed above.

Putting together (36), (37), (38), (39) we get currents R̄ := R2 + R3 and S̄ := S2 + S3 such that:

M(Z) ≤ M(µ) + 2ε, (40)

and
µ − Z = R̄ + ∂S̄, with M(R̄) + M(S̄) < Cε, (41)

where R̄ is an integration of Lipschitz fragments as in (17) and S̄ is a 2-dimensional (Euclidean) normal current.

Step 4 We obtain the current T by iterating on the previous steps, as follows.
Applying Step 1, 2 and 3 we obtain currents Z1, R̄1, S̄1 such that (40) and (41) hold with ε = ε0/4. In particular,

Z1 and η are mutually singular.
By construction of R1, we can apply step 1,2 and 3 to µ1 := R1 with ε := ε0/8 thus obtaining currents Z2, R̄2, S̄2

such that:

M(Z2) ≤ M(µ1) + ε0/4
(40)
≤ M(µ) + 3ϵ0/4, (42)

and
(µ − Z1 − ∂S̄1)− Z2 = µ1 − Z2 = R̄2 + ∂S̄2, with M(R̄2) + M(S̄2) < Cε0/8, (43)

One can rewrite (43) in the following more appealing way:

µ − (Z1 + Z2) = R̄2 + ∂(S̄1 + S̄2), with M(R̄2) < Cε0/8 and M(S̄1 + S̄2) < 3Cε0/8,

and where R̄2 is still an integration of horizontal fragments. Note also that Z1 + Z2 and η are mutually singular.
Iterating the procedure, since (M(S̄i))i and (M(Zi))i are summable sequences and M(R̄i) is infinitesimal, we

have that the currents

σ =: −
∞

∑
i=1

Zi and S :=
∞

∑
i=1

Si,

are well defined. We observe that σ and η are mutually singular, that

M(σ) ≤ M(µ) + ε0,

that σ is an integration of horizontal fragments and that defined

T := µ + σ = S,

we have that ∂T = 0 and M(T) ≤ 2M(µ) + ε0.
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5 auxiliary decomposability bundle

In this section we relate the decomposability bundle to the existence of suitable horizontal normal currents, which
is the key step in the proof of the main theorem; compare with [3, Section 6].

Definition 5.1 (Auxiliary decomposability bundle). Let µ be a Radon measure on G. For any x ∈ supp(µ) we
denote with N(µ, x) the set of all vectors of v ∈ C (x)[V1] for which there exists a horizontal 1-dimensional normal
current T with ∂T = 0 such that:

lim sup
r→0

M((T − vµ) U(x, r))
µ(U(x, r))

= 0,

where we recall that U(x, r) denotes the closed Euclidean ball centred at x of radius r.

Lemma 5.1. For any Radon measure µ, the map x 7→ N(µ, x) is universally measurable.

Proof. The proof can be achieved following the argument used to prove [3, Lemma 6.9]. The only difference is that
here the vector v is forced to lie in the smooth distribution of n1-dimensional planes C (x)[V1].

Proposition 5.2. For any Radon measure µ on G and any 1-dimensional horizontal normal current T, if we denote by τ the
Radon-Nikodym derivative of T with respect to µ, we have

τ(x) ∈ N(µ, x) for any µ-almost every x ∈ G.

Proof. Indeed, let T = τµ + σ, where σ and µ are mutually singular. Then by Lebesgue-Besicovich differentiation
theorem we have

lim sup
r→0

M[(T − τ(x)µ) U(x, r)]
µ(U(x, r))

≤ lim sup
r→0

 
U(x,r)

|τ(y)− τ(x)|dµ(y) + lim sup
r→0

σ(U(x, r))
µ(U(x, r))

= 0,

for µ-almost every x ∈ G, which in turn implies that τ(x) ∈ N(µ, x).

Lemma 5.3. Let µ be a Radon measure on G and suppose τ is an L1(µ) vector field such that τ(x) ∈ N(µ, x) for µ-almost
every x ∈ G. Then, for any ε0 > 0 there exists an horizontal normal current T on G such that:

(i) ∥τ̃ − τ∥L1(µ) ≤ ∥τ∥L1(µ)/2 where τ̃ is the Radon-Nikodym derivative of T with respect to µ;

(ii) ∂T = 0 and M(T) ≤ 2(1 + 2ε0)∥τ∥L1(µ).

Proof. Let us prove the statement when µ has compact support. If τ(x) = 0 for µ-almost every x ∈ G there is
nothing to prove and hence we may assume that τ is non-trivial. Let ε > 0 to be chosen later and thanks to
Lebesgue’s differentiation theorem, see for instance [21, Corollary 2.9.9], for µ-almost every x ∈ G there exists an
r0(x) > 0 such that for any 0 < s < r0(x) we have

 
U(x,s)

|τ(y)− τ(x)|dµ(y) ≤ ε.

Therefore, thanks to Besicovitch’s covering theorem and the fact that τ(x) ∈ N(µ, x) for µ-almost every x ∈ G, we
can find countably many closed and disjoint Euclidean balls {U(xi, ri)}i∈N such that:

1. µ(G \⋃
i U(xi, ri)) = 0 and µ(∂U(xi, ri)) = 0,

2. for any i ∈ N we have
ffl

U(xi ,ri)
|τ(y)− τ(xi)|dµ(y) ≤ ε and we can find a 1-dimensional horizontal normal

current Ti = τiµi such that ∂Ti = 0 and

M
(
(Ti − τ(xi)µ) U(xi, ri)

)
≤ εµ(U(xi, ri)). (44)
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Thanks to Theorem 2.10, for any i ∈ N we can find a family of vector-valued measures t 7→ ηi
t satisfying the

hypothesis (a) and (b) of Definition 2.12 and such that for any i ∈ N and for almost every t ∈ I there exists a
Lipschitz curve γi

t : [0, 1] → G such that ηi
t = Jγi

tK = τγi
t
ρt,iH

1 im(γi
t) and

⟨Ti ; ω⟩ =
ˆ

I
⟨Jγi

tK ; ω⟩ dt for every smooth and compactly supported 1-form ω,

In addition τi = τγi
t

for ρt,iH
1 im(γi

t)-almost every x ∈ Rn and almost every t ∈ I.

Let N = N(ε) be so big that µ(G \⋃N
i=1 U(xi, ri)) ≤ εM(µ) define on [0, N] and let

ηt := η
⌊t⌋+1
{t} B(x⌊t⌋, r⌊t⌋) for any t ∈ [0, N].

It is immediate to see that the map t 7→ ηt is Borel. Denoted ν :=
´ N

0 ηtdt we see that ν⌞B(xi, ri) = Ti⌞B(xi, ri) for
any i = 1, . . . , N and that the hypothesis of Proposition 4.1 are satisfied by the family of measures ηt. This implies
that we can find a 1-dimensional horizontal normal current T such that ∂T = 0, M(T) ≤ (2+ ε)∑N

i=1 M(Ti B(xi, ri))
and T = ν + σ where ∥ν∥+ µ and ∥σ∥ are mutually singular. Thanks to the choice of σ and to Radon-Nykodym’s
decomposition theorem we can write T as

T = ∑
i∈N

dTi
dµ

µ U(xi, ri) + ∑
i∈N

σi + σ, (45)

where the σi’s are vector valued measures supported on U(xi, ri) singular with respect to µ U(xi, ri). Hence, if we
write T as T = τ̃µ + σ̃, where µ and (the total variation of) σ̃ are mutually singular, then

τ̃(y) =
dTi
dµ

(y) for µ-almost every y ∈ U(xi, ri).

Hence
ˆ
|τ̃(y)− τ(y)|dµ(y) =

∞

∑
i=1

ˆ
U(xi ,ri)

|τ̃(y)− τ(y)|dµ(y) ≤
∞

∑
i=1

ˆ
U(xi ,ri)

|τ̃(y)− τ(xi)|dµ(y) + εM(µ)

=
∞

∑
i=1

ˆ
U(xi ,ri)

∣∣∣dTi
dµ

(y)− τ(xi)
∣∣∣dµ(y) + εM(µ).

(46)

Inequality (44) can be rewritten thanks to (45) as

εµ(U(xi, ri)) ≥ M
(
(Ti − τ(xi)µ) U(xi, ri)

)
=

ˆ
U(xi ,ri)

∣∣∣dTi
dµ

(y)− τ(xi)
∣∣∣dµ(z) + M(σi) + M(σ U(xi, ri)). (47)

Putting together (46) and (47) we conclude that
ˆ
|τ̃(y)− τ(y)|dµ(y) ≤ 2εM(µ).

In addition, (44) also implies that

M(T) ≤(2 + ε) ∑
i∈N

M(Ti U(xi, ri)) ≤ (2 + ε) ∑
i∈N

(|τ(xi)|+ ε)µ(U(xi, ri))

≤(2 + ε)
(

∑
i∈N

ˆ
U(xi ,ri)

|τ(y)|dµ(y) + 2εM(µ)
)
= (2 + ε)(∥τ∥L1(µ) + 2εM(µ)).

(48)

The claim of the proposition follows by choosing ε ≤ ∥τ∥L1(µ)ε0/4M(µ).

Proposition 5.4. Let µ be a Radon measure on G and suppose τ is an L1(µ) vector field such that τ(x) ∈ N(µ, x) for
µ-almost every x ∈ G. Then there exists an horizontal normal current T on G such that:
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(i) the Radon-Nykodym derivative of T with respect to µ coincides µ-almost everywhere with τ, that is T = τµ+ 7→ σ
where 7→ σ and µ are mutually singular;

(ii) ∂T = 0 and M(T) ≤ 4∥τ∥L1(µ).

Proof. The proof of the proposition follows verbatim that of [3, Proposition 6.3] where we replace [3, Lemma 6.11]
with Lemma 5.3.

Theorem 5.5. Let µ be a Radon measure on G. Then, for µ-almost every x ∈ G we have V1 ∩ V(µ, x) = π1(N(µ, x)).

Proof. Let us first prove the inclusion π1(N(µ, x)) ⊆ V1 ∩ V(µ, x). Assume by contradiction that the inclusion does
not hold on a set of positive µ-measure. Then, by [47, Theorem 5.2.1] we can find a bounded Borel vector field
τ : G ∼= Rn → V1 such that π1(τ(x)) ∈ π1(N(µ, x)) \V1 ∩V(µ, x) on a set of positive µ-measure. Note that here the
measurability of N(µ, x) provided by Lemma 5.1 is required. Thanks to Proposition 5.4 there exists an horizontal
1-dimensional normal current T such that T = τµ + σ where σ and µ are mutually singular. Thanks to Proposition
3.10, we know that S(π1(τ(x))) ⊆ V(µ, x) ∩ V1 for µ-almost every x ∈ G which is in contradiction with the choice
of τ.

Let us prove the converse inclusion. First of all we modify the map x 7→ N(µ, x) in a µ-negligible set to make it
Borel. By definition of the decomposability bundle, it suffices to prove that the map x 7→ N(µ, x) belongs to the
class Gµ, see Definition 3.2, or in other words, given a measure a family of measures µt := H 1 im(γt) such that
{µt}t∈I ∈ Fµ, we must show that

Tan(γt, x) = S(vγt(x)) = S(τγt(x)) ⊆ π1(N(µ, x)) for µt-almost any x ∈ G and almost every t ∈ I, (49)

where we recall that Tan(γt, x) was introduced in Definition 2.10 and vγ in Lemma 2.9. Let us assume by
contradiction that N(µ, ·) ̸∈ Gµ and thus that there is a family of measures {µt}t∈I ∈ Fµ as above such that (49)
fails.

Denoted with δt the Dirac delta at t, it can be easily seen that t 7→ δt ⊗ µt is a Borel function. This can be shown
for instance by proving that Λ > 0 and any Borel set A ⊆ G, the function t 7→ δt ⊗ µt((−∞, Λ] × A) is Borel.
Further, denote by µ′′ the measure on I × G given by µ′′ :=

´
I(δt ⊗ µt) dt, that is well defined thanks to the above

discussion and Definition 2.12 and by F to be the set of all (t, x) ∈ I × Rn such that vγ(x), exists non-zero and is
not contained in N(µ, x). Thanks to Lemma 3.5, the set F is Borel and hence, the fact that (49) does not hold is
equivalent to saying that F has positive µ′′-measure.

Now, let Θ be a family of cones C = C(e, α) ⊆ V1 with e ranging in a given countable dense subset of the
unit sphere in V1 and α ranging in a given countable dense subset of (0, 1). For for every C ∈ Θ we denote
by FC the subset of (t, x) ∈ F such that vγt(x) and π1(N(µ, x)) are separated by C, that is, vγt(x) ∈ Int(C) and
π1(N(µ, x)) ∩ C = {0}. Note that the set FC is Borel since F and of the maps (t, x) 7→ vγt(x) and x 7→ N(µ, x) are
Borel measurable. Then the sets FC with C ∈ Θ form a countable cover of F, and since µ′′(F) > 0 there exists one
C̃ ∈ Θ such that µ′′(FC̃) > 0. We then let Ĩ be the projection on I of the set FC̃ and let GC̃,t := {x ∈ G : (t, x) ∈ FC̃},
which is Borel for every t. It is immediate to see that {µt GC̃,t}t∈ Ĩ belongs to Fµ.

The map of vector valued measures t 7→ vγt µt GC̃,t is Borel. This is due to Proposition 2.9 and the fact that the
map t 7→ µt GC̃,t is Borel. This implies by Proposition 4.1 that we can find a 1-dimensional horizontal normal
current T such that

T =

ˆ
Ĩ
C (x)[vγt ]µt GC̃,tdt + σ,

where σ is mutually singular with respect to µ. The vector valued measure
´

Ĩ C (x)[vγt ]µt GC̃,tdt is not trivial since
the vector fields vγt ∈ C̃ for µt GC̃,t-almost every x and almost every t ∈ Ĩ and thus there cannot be cancellations.
It is immediate to see that ∥

´
Ĩ C (x)[vγt ]µt GC̃,tdt∥ ≪ µ. Hence ∥

´
Ĩ C (x)[vγt ]µt GC̃,tdt∥ = ρµ where ρ ∈ L1(µ) and

hence on {ρ > 0} the measures µ and ∥
´

Ĩ C (x)[vγt ]µt GC̃,tdt∥ are mutually absolutely continuous.
Writing T = τ̄ν, since

vγt(x) ∈ int(C̃) for any t ∈ Ĩ and µt-almost every x ∈ GC̃,t, (50)

we infer that τ̄(x) ∈ C (x)[int(C̃)] for
´

Ĩ µt GC̃,tdt-almost every x ∈ G. This implies in particular that

π1(τ̄(x)) ∈ int(C̃) on a set of µ-positive measure.
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However, this is in contradiction with Proposition 5.2 which implies that π1(τ̄(x)) ∈ π1(N(µ, x)) for µ-almost every
x ∈ G.

6 differentiability along the decomposability bundle

This section is devoted to the proof of Theorem 1.2. Throughout the rest of this section and if not otherwise specified, H

will always be a fixed Carnot group endowed with a homogeneous and left invariant distance.

6.1 Construction of vector fields of universal differentiability.

This subsection is devoted to the proof of the following

Lemma 6.1. Let µ be a Radon measure on G. Then, there are n1 Borel maps ζ1, . . . , ζn1 : G → G such that:

(i) V(µ, x) = S({ζ1(x), . . . , ζn1(x)}) for µ-almost every x ∈ K,

(ii) every f ∈ Lip(G, H) has derivative along ζi(x) for every i = 1, . . . , n1 and for µ-almost every x ∈ G.

Proof. For any i = 1, . . . , n1 define

ζi(x) :=


πV(µ,·)(x)[ei ]

|πV(µ,·)(x)[ei ]|
if πV(µ,·)(x)[ei] ̸= 0,

0 otherwise.
and ξi(x) := C (x)[ζi(x)].

where the eis are the vectors of Definition 2.6 and the map πV(µ,·) is the projection map associated to V(µ, ·) yielded
by Proposition 3.2. Note that µ-almost every x ∈ G the vectors ζi(x) are contained V(µ, ·) ∩ V1 and since e1, . . . , en1

are othronormal, the Borel vector fields ζi span V(µ, ·) ∩ V1 at µ-almost every x ∈ G. Furthermore, by Remark
2.2 for µ-almost every x ∈ G on the one hand we have that the vector fields ξ1, . . . , ξn1 span the vector space
C (x)[V(µ, x) ∩ V1] and we also have that the identity π1[ξi(x)] = ζi(x) holds at every x ∈ G.

For any i = 1, . . . , n1 let Ti = τiµi be the 1-dimensional horizontal normal currents yielded by Proposition 5.4
with the choice τ = ζi. Thanks to Theorem 2.10 for any i we can find a family of vector-valued measures t 7→ µi

t
satisfying the hypothesis (a) and (b) of Definition 2.12 and such that Ti can be written as Ti =

´
I µi

t dt. Thanks to
Theorem 2.10 we infer that for any i and every t there exists a Lipschitz curve γi

t : [0, 1] → G such that µi
t = Jγi

tK
and τγi

t
= τi for ρt,iH

1 im(γi
t)-almost every x ∈ G. It is elementary to see that every Lipschitz map f ∈ Lip(G, H)

is Pansu differentiable along π1(τi) for H 1 im(γi
t)-almost every x ∈ Rn and almost every t ∈ I. This implies in

particular that every f ∈ Lip(G, H) is Pansu differentiable along π1(τi) for
´

ρt,iH
1 im(γi

t)-almost every x ∈ Rn.
However, since by Theorem 2.10 we have that µi =

´
ρt,iH

1 im(γi
t) and that π1(τi) = π1(ξi) = ζi for µ-almost

every x ∈ Rn we conclude that every f ∈ Lip(G, H) is Pansu differentiable along ζi for µ-almost every x ∈ Rn.
Thanks to Proposition 2.4 and the fact that ζ1, . . . ζn1 span V(µ, ·) ∩ V1 µ-almost everywhere, the proof of the lemma
is achieved.

6.2 Partial and total derivatives

In this section we relate the existence of partial derivatives to the Pansu differentiability along the decomposability
bundle. Since the group operation is not commutative, we cannot follow the proof of the Euclidean counterpart, see
[3, Section 3]

Definition 6.1. A function f : G → H is said to have derivative D f (x, ζ) at x along ζ ∈ G if the following limit exists:

D f (x, ζ) = lim
r→0

δ1/r( f (x)−1 ∗ f (xδr(ζ))) ∈ G.

Furthermore, f is said to be differentiable at the point x ∈ G along ζ ∈ G, if D f (x, ζ) and D f (x, ζ−1) exist and
D f (x, ζ)−1 = D f (x, ζ−1).
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Remark 6.1. Note that if D f (x, ζ) exists, then for any λ > 0 the derivative D( f , δλ(ζ)) of f along δλ(ζ) at x exists
and:

D f (x, δλ(ζ)) = δλD f (x, ζ).

Indeed:

lim
t→0

δ1/r( f (x)−1 f (xδλr(ζ))) = δλ

(
lim
r→0

δ1/λr( f (x)−1 f (xδλr(ζ)))

)
= δλ(D f (x, ζ)).

Proposition 6.2. Let µ be a Radon measure on G and ζ : G → G be a Borel map such that any Lipschitz map f : G → H is
differentiable µ-almost everywhere along ζ(·). Finally let B be any µ-positive Borel subset of supp(µ). Then, for µ-almost
every x ∈ B, there exists a t(x) > 0 and a map x(·) : (−t(x), t(x)) → B such that:

lim
t→0

dc(x(t), x ∗ δt(ζ(x)))
t

= 0. (51)

Proof. Since in any Carnot group there is an isometrically embedded copy of R if we prove the claim for H = R,
the result follows in full generality. The first step of the proof is to show that the function g(x) := inf{r > 0 :
µ(B(x, r) ∩ B) > 0} is a non-negative 1-Lipschitz function. Let x, y ∈ G and note that B(y, r) ⊆ B(x, r + d(x, y)).
Therefore, for any ε > 0 we have:

µ(B(x, g(y) + d(x, y) + ε) ∩ B) ≥ µ(B(y, g(y) + ε) ∩ B) > 0. (52)

Inequality (52) implies that g(x) ≤ g(y) + d(x, y) and thus, interchaning x and y, the claim is proved.
Suppose by contradiction that there is a µ-positive compact set K ⊆ B for which (51) fails µ-almost everywhere

on K. This means that for µ-almost every x ∈ K there is an infinitesimal sequence si(x) and a λ(x) > 0 such that:

dist(x ∗ δsi(x)(ζ(x)), B) ≥ λ(x)si(x) for any i ∈ N. (53)

First of all, let us show that g(z) = 0 for µ-almost every z ∈ K. If this is not the case, we can find a µ-positive
subcompact K̃ such that g > 0 on K̃. Then, by definition of g, for any z ∈ K̃ we can find a r(z) > 0 such that
µ(int

(
B(x, r(x)

)
∩ B) = 0. However, since K̃ is compact, we can find a finitely many zi ∈ K, with i = 1, . . . , N such

that

K̃ ⊆
N⋃

i=1

B(zi, ri).

This implies that

µ(K̃) = µ(K̃ ∩ B) ≤
N

∑
i=1

µ(B(zi, r(zi)) ∩ B) = 0,

which is in contradiction with the fact that K̃ had positive measure. This concludes the proof of the fact that
g(z) = 0 for µ-almost every z ∈ K. In order to discuss why (53) is false, we shall fix a z ∈ K where g(z) = 0 and
note that (53) implies that

lim sup
r→0

dist
(
z ∗ δr(ζ(z)), B

)
|r| ≥ η(z), (54)

for some positive η(z) > 0 depending on z. We can also assume without loss of generality that g is differentiable
along ζ(z) at z. This implies that

Dg(z, ζ(z)) = lim
r→0

g(z ∗ δr(ζ(z)))− g(z)
|r| = lim sup

r→0

g(z ∗ δr(ζ(z)))
|r| ≥ η(z).

This, together with the fact that g is non-negative implies that g cannot be differentiable along ζ(z) at z, since the
identity Dg(z, ζ(z)) = −Dg(z, ζ(z)−1) cannot be satisfied even if both Dg(z, ζ(z)) and Dg(z, ζ(z)−1) existed. The
Borel regularity of the measure µ yields the desired conclusion.



differentiability along the decomposability bundle 29

Proposition 6.3. Suppose µ is a Radon measure on G and assume ζ1, ζ2 : G → G are two Borel vector fields such that every
f ∈ Lip(G, H) is differentiable along both ζ1(x) and ζ2(x) for µ-almost every x ∈ G. Then, µ-almost everywhere, every f is
differentiable along ζi1(x)β1 ζi2(x)β2 , where ij ∈ {1, 2} and β j ∈ {±1} as j = 1, 2. Furthermore, we have:

D f (x, ζi1(x)β1 ζi2(x)β2) = D f (x, ζi1(x))β1 D f (x, ζi2(x))β2 . (55)

Proof. Without loss of generality we can assume that the measure µ is supported on a compact set K. Therefore,
thanks to Severini-Egoroff’s theorem and Lusin’s theorem we can find a compact set K1 such that:

(i) µ(K \ K1) ≤ εµ(K),

(ii) the incremental ratios R f (x, ζi(x); t) := δ1/t( f (x)−1 f (x ∗ ζi(x))) converge uniformly to D f (x, ζi) on K1 as t
goes to 0 for i = 1, 2,

(iii) the maps ζi(·) and D f (x, ζi(x)β) are continuous on K1 for any i = 1, 2 and β ∈ {±1}.

Let β1, β2 ∈ {±1} and i1, i2 ∈ {1, 2} and note that:

R f (x, ζi1(x)β1 ζi2(x)β2 ; t) = R f (x, ζi1(x)β1 ; t) ∗ R f (x ∗ δt(ζi1(x)), ζi2(x)β2 ; t). (56)

By (ii) we immediately infer that limt→0 R f (x, ζ
β1
i1

; t) = D f (x, ζi1(x)). This implies in particular that in order to
conclude the proof of the proposition, we just need to show that:

lim
r→0

R f (x ∗ δt(ζi1(x))β1 , ζi2(x)β2 ; t) = D f (x, ζi2(x)β2). (57)

Thanks to Proposition 6.2, for µ-almost every x ∈ K1 we can find a map x(t) taking values in K1 for which:

lim
t→0

dc(x(t), xδt(ζi1(x)β1))

t
= 0. (58)

With the aid of the map x(t), we can rewrite R f (xδt(ζi1(x))β1 , ζi2(x)β2 ; t) as follows

R f (x ∗ δt(ζi1(x))β1 , ζi2(x)β2 ; t)

= δ1/t

(
f
(

x ∗ δt(ζi1(x)β1)
)−1 f (x(t))

)
︸ ︷︷ ︸

(I)

∗ R f (x(t), ζi2(x)β2 ; t)︸ ︷︷ ︸
(II)

∗ δ1/t

(
f
(
x(t) ∗ δt(ζi2(x)β1

)−1 f (x ∗ δt(ζi1(x)β1 ∗ ζi2(x)β2)
)

︸ ︷︷ ︸
(III)

.

(59)

Let us separately estimate the norm of the terms (I), (II) and (III). Thanks to the Lipschitzianity of f , we deduce
that:

limt→0∥(I)∥
Lip( f )

≤ lim
t→0

dc(x ∗ δt(ζi1(x)β1), x(t))
t

= 0. (60)

Furthermore, thanks to (58) we infer that:

limt→0∥(III)∥
Lip( f )

≤ lim
t→0

d
(

x(t) ∗ δt(ζi2(x)β2), x ∗ δt(ζi1(x)β1 ∗ ζi2(x)β2)
)

t

= lim
t→0

∥ζi2(x)−β2 δ1/t
(
x(t)−1 ∗ x ∗ δt(ζi1(x)β1)

)
∗ ζi2(x)β2∥ = 0.

(61)

Finally, we can rewrite (II) in the following convenient way:

(II) = R f (x(t), ζi2(x(t))β2 ; t) ∗ δ1/t( f (x(t) ∗ δt(ζi2(x(t))β2)−1 ∗ f (x(t) ∗ δt(ζi2(x)β2))︸ ︷︷ ︸
(IV)

. (62)

Thanks to (ii) and the fact that x(t) ∈ K1, for any ε > 0 there exists a tε > 0 such that:

∥D f (x(t), ζi2(x(t))β2)−1R f (x(t), ζi2(x(t))β2 ; t)∥ ≤ ε,
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for any |t| ≤ tε. Finally, the Lipschitzianity of f and (iii) imply that:

lim
t→0

∥(IV)∥ ≤ Lip( f ) lim
t→0

∥ζi2(x(t))−β2 ζi2(x)β2∥ = 0. (63)

Putting together the information we gathered, we infer that:

lim sup
t→0

∥D f (x, ζi2(x)β2)−1 ∗ R f (x ∗ δt(ζi1(x)), ζi2(x)β2 ; t)∥

=
(59),(62)

lim sup
t→0

∥D f (x, ζi2(x)β2)−1 ∗ (I) ∗ D f (x, ζi2(x)β2) ∗ D f (x, ζi2(x)β2)−1 ∗ R f (x(t), ζi2(x(t))β2 ; t) ∗ (IV) ∗ (III)∥

=
(60),(61),(63)

lim sup
t→0

∥D f (x, ζi2(x)β2)−1 ∗ R f (x(t), ζi2(x(t))β2 ; t)∥

≤ lim sup
t→0

∥D f (x, ζi2(x)β2)−1 ∗ D f (x(t), ζi2(x(t))β2)∥+ ∥D f (x(t), ζi2(x(t))β2)−1 ∗ R f (x(t), ζi2(x(t))β2 ; t)∥ ≤ ϵ,

where in the last identity we also used Lemma 2.3 and where the last inequality above comes from (iii). The
arbitrariness of ε concludes the proof.

Theorem 6.4. Suppose D is a finite family of Borel maps ζ : G → G such that any f ∈ Lip(G, H) is differentiable at
µ-almost every x ∈ G along ζ(x). Then, every Lipschitz map f ∈ Lip(G, H) is Pansu differentiable with respect to the
subgroup S({ζ(x) : ζ ∈ D}) for µ-almost any x ∈ G .

Proof. Let v : G → G be a map for which there exists an N ∈ N, ρi ∈ Q and vi ∈ D with i = 1, . . . , N such that

v(x) = δρ1(v1(x)) ∗ · · · ∗ δρN (vN(x)). (64)

Let S̃ be the countable family of maps that satisfy identity (64) for some choice of N, ρi and vi and let

S̃(x) := {w ∈ G : there exists a v ∈ S̃ such that v(x) = w}.

Proposition 6.3 and Remark 6.1 immediately imply that for µ-almost every x ∈ G every Lipschitz map is differen-
tiable along v(x) whenever v ∈ S̃ and

D f (x, u(x)v(x)) = D f (x, u(x))D f (x, v(x)) for µ-almost every x ∈ G and any u, v ∈ S̃. (65)

In particular this can be rephrased as follows. For µ-almost every x ∈ G, every Lipschitz map is differentiable along
any v ∈ S̃(x) and D f (x, u ∗ v) = D f (x, u)D f (x, v) for µ-almost every x ∈ G and any u, v ∈ S̃(x).

The next step in the proof is to show that for µ-almost every x ∈ G and any w ∈ cl(S̃(x)) every Lipschitz function
is differentiable along w at x. Thanks to the choice of w there exists a Cauchy sequence {wi}i∈N ⊆ S̃(x) such that
for any k ∈ N there exists an M ∈ N such that for any i, j ≥ M we have dG(wj, wi) ≤ 1/k. Since w−1

i wj ∈ S̃(x),
thanks to (65) we infer that

dH(D f (x, wi), D f (x, wj)) =dH(D f (x, w−1
i ∗ wj), 0) = lim

t→0

dH

(
f (x)−1 ∗ f (x ∗ δt(w−1

i ∗ wj)), 0
)

t
≤Lip( f )dG(wj, wi) ≤ Lip( f )/k.

(66)

for any i, j ≥ M. The bound (66) shows that the sequence {D f (x, wi)}i∈N is Cauchy in H and thus there exists an
element of H, that we denote by d f (x, w), such that limi→∞ D f (x, vi) = d f (x, v). However, for any i ∈ N we have

lim sup
r→0

∥δt(d f (x, w))−1 ∗ f (x)−1 ∗ f (x ∗ δt(w))∥H

|t|

≤∥d f (x, wi)
−1 ∗ d f (x, w)∥H + lim sup

r→0

∥δt(d f (x, wi))
−1 ∗ f (x)−1 ∗ f (x ∗ δt(wi))∥H

|t|

+ lim sup
r→0

∥ f (x ∗ δt(wi))
−1 ∗ f (x ∗ δt(w))∥H

|t|
≤∥d f (x, wi)

−1 ∗ d f (x, w)∥H + Lip( f )dG(wi, w).

(67)
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The arbitrariness of i implies that

d f (x, w) = lim
r→0

δ1/r( f (x)−1 ∗ f (x ∗ δr(w)) = D f (x, w),

and this shows that f is differentiable at x along w. Note in particular that the above computations also prove that
the function D f (x, ·) : cl(S̃(x)) → H is continuous.

Since it can be easily seen that S({v(x) : v ∈ D}) = cl(S̃(x)) for any x ∈ G, the only thing left to prove is that
the map v 7→ D f (x, v) is a homogeneous homomorphism on cl(S̃(x)). To do to this, let v, w ∈ cl(S̃(x)) and let
vi, wi ⊆ S̃(x) be two sequence converging to v and w respectively. Since the sequence vi ∗ wi ∈ cl(S̃(x)) converges
to v ∗ w, by the continuity of D f (x, ·), we infer:

D f (x, v ∗ w) = lim
i→∞

D f (x, vi ∗ wi) = lim
i→∞

D f (x, vi) ∗ D f (x, wi) = D f (x, v) ∗ D f (x, w).

This concludes the proof, since the homogeneity of D f (x, ·) is guaranteed by Remark 6.1.

Theorem 6.5. Let µ be a Radon measure on G. Then, for any Carnot group H and for µ-almost every x ∈ G every Lipschitz
map f ∈ Lip(G, H) is differentiable along the subgroup V(µ, x) ∈ GrC(G), the decomposability bundle of µ defined in
Definition 3.2, for µ-almost every x ∈ G.

Proof. The Theorem follows immediately from Lemma 6.1, which guarantees that every Lipschitz function admits
directional derivatives along a family of Borel vector fields ζ1, . . . , ζn1 : G → G generating the decomposability
bundle V(µ, x) at µ-almost every x, and Theorem 6.4 guarantees that these directional derivatives give rise to the
Pansu differentiability with respect to the decomposability bundle.

Remark 6.2. Here below we list some observation on Theorem 6.5 and its proof.

1. With few modifications to the proofs, the statement of Theorem 6.5 can be strengthened to the following form.

Let µ be a Radon measure on G and B ⊆ G be a Borel set. Then, for any homogeneous group H and for µ-almost
every x ∈ G every Lipschitz map f ∈ Lip(B, H) is differentiable along V(µ, x), for µ-almost every x ∈ B, i.e.

lim
B∋y→x

∥d f (x)[x−1y]−1 f (x)−1 f (y)∥H

dc(x, y)
= 0,

for some homogeneous homomorphism d f (x) : V → H.

where here Lip(B, H) denotes the family of Lipschitz maps f : B ⊆ G → H. This is a non-trivial extension
as it is well known that maps between general Carnot groups do not enjoy any extension property, see for
instance [11, Theorem 1].

2. At this stage it is not clear whether the decomposability bundle constructed here is sharp in the sense
that on the directions v on G not contained in V(µ, x) there are Lipschitz function f : G → R which are
non-differentiable along v at x, compare with [3, Theorem 1.1(ii)]. It seems however plausible that the same
techniques employed in [3] might yield the existence of a Lipschitz function f ∈ Lip(G, R) such that f is non
differentiable along any v ∈ G \ (V(µ, x) ∪ exp(V2 ⊕ . . . ⊕ Vs)) for µ-almost every x ∈ G. This will be subject
to further investigation.

Finally, it is a simple observation to note, see for instance [27, Remark 1.2], that there are measures µ for
which V(µ, x) is the largest subspace of differentiability for Lipschitz functions, in the following sense: if
V : G → Gr(G) is a Borel map such that for every Carnot group H every f ∈ Lip(G, H) is differentiable µ-a.e.
along V(x), then we have V(x) ⊆ V(µ, x) for µ-almost every x ∈ G.
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7 the reverse of pansu’s theorem

7.1 Decompositions of a measure satisfying Pansu’s Theorem

Definition 7.1. We say that a Carnot group G endowed with a Radon measure µ has the Pansu property with
respect to a Carnot group H if for any Lipschitz function f : G → H and for µ-almost every x0 ∈ G there exists a
homogeneous homomorphism d f (x0) : G → H such that

lim sup
x→x0

dH( f (x), f (x0) ∗ d f (x0)[x−1
0 x])

dc(x, x0)
= 0. (68)

Remark 7.1. If D : G → R is a group homomorphism thanks to [23, Proposition 2.5] for any g ∈ G we have
D[g] = D[π1(g)].

Remark 7.2. Suppose µ is a Radon measure on G with the Pansu property with respect to some Carnot group H.
Let g : G → R be a Lipschitz map and e be an element of the first layer V1 of G. It is easily seen that the map
f : G → H defined as f (x) := δg(x)(e), is Lipschitz and

0 = lim sup
x→x0

∥d f (x0)[x−1
0 x]−1 f (x0)

−1 f (x)∥H

dc(x, x0)
= lim sup

x→x0

∥d f (x0)[x−1
0 x]−1δg(x)−g(x0)

(e)∥H

dc(x, x0)
. (69)

This shows in particular that for any v ∈ G we have

lim
r→0

g(x0δr(v))− g(x0)

r
e = d f (x0)[v].

Therefore, the image of the homogeneous homomorphism d f (x0) is contained in the 1-parameter subgroup
generated by e. This immediately shows together with Remark 7.1 that d f (x0) = δ⟨L(x0),π1(x−1

0 x)⟩(e), where L(x0) is

a suitable element of V1. It is thus immediate to see that defined dg(x0) := ⟨L(x0), π1(x−1
0 x)⟩ we have

lim sup
x→x0

|g(x)− g(x0)− dg(x0)[x−1
0 x]|

dc(x, x0)
= 0.

This shows that in order to prove Theorem 1.1 it is sufficient to restrict ourselves to the case where the real line and
that the definition of the Pansu property with real-valued functions is the weakest possible.

Proposition 7.1. Suppose the Carnot group G endowed with the measure µ has the Pansu property. Then, (G, d, µ) is a
Lipschitz differentiability space with the global chart π1 : G → V1.

Proof. Thanks to Remark 7.1, for any Lipschitz function f : G → R and µ-almost any x ∈ G we have:

0 = lim sup
x→x0

| f (x)− f (x0)− d f (x0)[x−1
0 x]|

dc(x, x0)
= lim sup

x→x0

| f (x)− f (x0)− d f (x0)[π1(x−1
0 x)]|

dc(x, x0)

= lim sup
x→x0

| f (x)− f (x0)− d f (x0)[π1(x)− π1(x0)]|
dc(x, x0)

.

The above computation shows that the hypothesis of the axioms of Lipschitz differentiability space are satisfied by
(G, d, µ) with the global chart π1 : G → V1.

Remark 7.3. The chart (π1, G) is 1-structured in the sense of [14, Definition 3.6]. Indeed, if for any x ∈ G and any
R > 0, we let xi := x ∗ δRei, then:

max
1≤i≤n1

|⟨π1(xi)− π1(x), ei⟩|
dc(xi, x)

= max
1≤i≤n1

|⟨x1 + Rei − x1, ei⟩|
dc(δRei, 0)

= 1.
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Definition 7.2. Let ej ∈ Sn1−1 and σj ∈ (0, 1) for any 1 ≤ j ≤ n1. We say that the cones C(ej, σj) are independent if
for any choice of vj ∈ C(ej, σj) \ {0}, the vi are linearly independent.

Remark 7.4. Note that if the cones C(ej, σj) for j = 1, . . . , n1 are independent, since they are by construction closed
sets, there exists a Ξ > 0 such that for any λ1, . . . , λn1 ∈ R \ {0} we have:

∥
n1

∑
i=1

λivi∥ > Ξ max
1≤i≤n1

∥λivi∥.

Proposition 7.2. Assume µ is a Radon measure on G with the Pansu property. Then, there are countably many disjoint
Borel subsets Ui that cover µ-almost all G such that for any e ∈ Sn1−1 and any i ∈ N there is a family of measures t 7→ µi

t
satisfying the hypothesis (a) and (b) of Definition 2.12 and such that:

(i) for almost every t ∈ I there exists a bi-Lipschitz curve γi
t defined on a compact set Ki

t of R such that µi
t ≪ H 1 im(γi

t)
and:

µ Ui =

ˆ
µi

t dt.

(ii) for almost every t ∈ I and almost every s ∈ Ki
t we have Dγi

t(s) = (π1 ◦ γi
t)
′(s) ∈ C(e, ε).

Proof. Proposition 7.1 shows that (G, dc, µ) is a Lipschitz differentiability space and thus thanks to [14, Theorem
6.6] for any fixed R ∈ N there are countably many disjoint Borel sets Ui that cover µ-almost all of B(0, R) such
that for every i ∈ N there are n1 independent cones Cj

i and families of measures Aj
i = {µ

j
i,t : t ∈ I} satisfying the

hypothesis (a) and (b) of Definition 2.12 such that:

(α) for almost every t ∈ I there exists a bi-Lipschitz curve γ
j
i,t : K j

i,t → G defined on a compact set K j
i,t of R such

that µ
j
i,t ≪ H 1 im(γ

j
i,t) and:

µ Ui =

ˆ
µ

j
i,t dt. (70)

(β) for almost every t ∈ I and almost every s ∈ K j
i,t we have (π1 ◦ γ

j
i,t(s))

′ ∈ Cj
i .

Let us observe that since the Uis are disjoint and contained in B(0, R), thanks to (70) we have that for any i ∈ N,
any j = 1, . . . , n1 for almost every t we have im(γ

j
i,t) ⊆ B(0, R). Let us fix an j ∈ {1, . . . , n1} and a i ∈ N and a let

t ∈ I be such that (α) and (β) hold. Then, thanks to Lemmas 2.6 and 2.8, we infer that:

|(γj
i,t)

′(s)|
supx∈B(0,R)∥C (x)∥ =

∣∣C (γ
j
i,t(s))[Dγ

j
i,t(s)]

∣∣
supx∈B(0,R)∥C (x)∥ ≤ |Dγ

j
i,t(s)| = (π1 ◦ γ

j
i,t(s))

′, (71)

where the last identity comes from Remark 2.4. In the language of [14], this means that the decompositions Ai
j

have π1-speed bigger than supx∈B(0,R)∥C (x)∥−1. Therefore, the arbitrariness of R, Remarks 7.3 and 7.4 together [14,
Theorem 9.5] conclude the proof of the proposition.

Proposition 7.3. Assume µ is a Radon measure on G with the Pansu property. Then:

(i) V(µ, x) = G for µ-almost every x ∈ G,

(ii) there are countably many disjoint Borel sets {Ui}i∈N of G that cover µ-almost all G and such that for any j = 1, . . . , n1
we can find a 1-dimensional horizontal normal current Ti,j = τi,jηi,j with ∂Ti,j = 0 and such that µ Ui ≪ ηi,j and

τi,j(x) = C (x)[ej] for µ-almost every x ∈ Ui,

where as usual {e1, . . . , en1} denotes an orthonormal basis of V1.

Proof. In order to prove items (i) and (ii), let us note that Propositions 2.4, 3.6, 7.2 together with Remark 3.1 imply
that V(µ Ui, x) = G for µ-almost every x ∈ G and any i. Proposition 5.4 and Theorem 5.5 immediately imply the
existence of the currents Ti,j.
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We are now ready to prove the main result, which states that the existence of n1 independent representations for
a Radon measure µ in a Carnot group G implies that µ is diffuse. This is the analogue of [19, Corollary 1.12] and
the proof follows the same overall strategy of [19, Theorem 1.1], which was in turn inspired by the strong constancy
lemma of Allard [5]. As explained in the introduction, we have however to adapt the proof to the “hypoelliptic
setting”. As an additional difficulties, we note that in this context we can not rely on a Besicovicth covering theorem
and some classical Lebesgue point arguments need to be adapted. For the sake of readability we report these proofs
in the appendix.

Proposition 7.4. Suppose µ is a Radon measure on G satisfying item (ii) of Proposition 7.3. Then µ ≪ Ln.

An immediate consequence of the above proposition is our main result

Theorem 7.5. Let G, H be Carnot groups. Suppose further that µ is a Radon measure on G with the Pansu property with
respect to H. Then µ ≪ Ln.

Proof. The claim follows immediately from Propositions 7.4, 7.3 and Remark 7.2.

Proof of Proposition 7.4. It is clear that if for any i ∈ N we prove that µ⌞Ui is absolutely continuous with respect to
Ln the conclusion follows as the Ui are disjoint. Therefore, in the following we assume without loss of generality
that

for any j = 1, . . . , n1 we can find a 1-dimensional horizontal normal current Tj = τjηj with ∂Tj = 0 and such
that µ ≪ ηj and τj(x) = C (x)[ej] for µ-almost every x ∈ G.

Thanks to Remark (2.6), we can think to Tj as a vector-valued measure Tj ∈ M(G, Rn1) acting by duality with
the scalar product of Rn1 on the smooth function ω ∈ C∞(G, Rn1) and the boundary operator ∂ on these measures
acts as shown in (7) and (8). Thus, the currents T1, . . . , Tn1 above can be written in this notation as Tj = ejηj for any
j = 1, . . . , n1.

Throughout the proof, we define on the measures ν = (ν1, . . . , νn1) ∈ M(G, Rn1×n1), i.e. the Radon measures
taking values in Rn1×n1 , the differential operator Bν := (∂ν1, . . . , ∂νn1), or more precisely for any test function
φ := (φ1, . . . , φn1) ∈ C∞(G, Rn1 × Rn1)

⟨Bν, φ⟩ = (⟨ν1, dH φ1⟩, . . . , ⟨νn1 , dH φn1⟩).

In the above notations, defined T := (T1, . . . , Tn1) we have that BT = 0. We can write T as

T = (τ1η1, . . . , τn1 ηn1) = TΞ = TΞa + TΞs,

where T ∈ Rn1×n1 is a Borel map in L1(Ξ) such that |T| = 19 for Ξ-almost every x ∈ G, Ξa ≪ Ln and Ξs is mutually
singular with respect to Ln. Note that since for any j = 1, . . . , n1 we have Ξ ≥ ηj and this shows in particular that
µ ≪ Ξ.

Let us assume by contradiction that there exists an x0 ∈ supp(Ξs) for which there exists an infinitesimal sequence
rk such that

(i) lim
k→∞

 
B(x0,rk)

|T(x)− T(x0)| dΞ(x) = 0;

(ii) lim sup
k→∞

Ξ(B(x0, rk/5))
Ξ(B(x0, rk))

≥ 1
j0

for some j0 ∈ N;

(iii) lim
k→∞

Ξa(B(x0, rk))

Ξs(B(x0, rk))
= 0;

(iv) P0 := T(x0) = diag(κ1, . . . , κn1) for some κ1, . . . , κn1 ∈ R \ {0}.

9 Given an n1 × n1 matrix A the norm |A| is computed as follows. Denoted by a1, . . . , an1 ∈ Rn1 the columns of A we let |A|2 := n−1
1 ∑n1

i=1|ai |2,
where |ai | denotes the usual Euclidean norm of the vectors ai .
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First of all, let us show that the hypothesis (i) to (iii) are satisfied on a set of full Ξs-full measure. It follows
immediately from Proposition A.2 that (i) holds Ξ-almost everywhere. Further, it is showed in the proof of
Proposition A.2 that (ii) holds Ξ-almost everywhere. Finally, thanks to Proposition A.2 we know that

lim
k→∞

Ξa(B(x0, rk))

Ξ(B(x0, rk))
= 0, (72)

for Ξ-almost every x ∈ G, and thus Ξs-almost everywhere, with the choice f := χsupp(Ξa). In the following, we will
prove that this is in contradiction with (iv) at every such x0. Define the normalized blow-up sequence

νk :=
1

Ξ(B(x0, rk))
Tx0,rk T, for any k ∈ N. (73)

and note that ∥νk∥(B(0, 1)) = 1 and ∥νk∥(B(0, 1/5)) ≥ j−1
0 > 0. Up to the extraction of a subsequence, by (ii) we

can assume that
∥νk∥ ⇀ ν in M+(B(0, 1)) (74)

with ν(B(0, 1)) ≤ 1 and ν(B(0, 1/5)) ≥ j−1
0 . The vector fields Xi are left-invariant, and thus their (formal) adjoints

coincide with −Xj, and this implies that

B(µ1, . . . , µn1
) = −(

n1

∑
i=1

Xi(µ
i
1), . . . ,

n1

∑
i=1

Xi(µ
i
n1
)), (75)

where µi
j denotes the ith entry of µj. In addition, since the vector fields Xj are homogeneous, we also have

Xj φ(δ1/r(x−1y)) = rXj(φ(δ1/r(x−1·)))(y) for all j = 1, . . . , n1, all smooth functions φ and all r > 0. This, together
with an elementary computation shows in particular that B[νk] = 0 for any k ∈ N.

Then B[P0∥νk∥] = −PT
0 [∇G∥νk∥] where ∇G := (X1, . . . , Xn1). On the other hand

B[P0∥νk∥] = B[P0∥νk∥ − νk] +Bνk = B[P0∥νk∥ − νk]. (76)

Let Φ be a smooth positive function supported on B(0, 1) such that
´

ΦdLn = 1 and Φ(·) = Φ(·−1) = Φ(−·). Let
{εk}k∈N be an infinitesimal sequence of positive real numbers to be fixed later, let Φεk (·) := ε−Q

k Φ(δ1/εk
(·)) and

define

uk := Φεk ∗ ∥νk∥ ∈ C∞(B(0, 1)),

Vk := Φεk ∗
[
P0∥νk∥ − νk

]
∈ C∞(B(0, 1), Rn1×n1),

where here ∗ denotes the convolution with respect to the group law of G, i.e. f ∗ g :=
´

f (xy−1)g(y)dLn(y). It will
be clear from the context when ∗ denotes a convolution and when it denotes the group law of G. Then, if we let
χ ∈ C∞(G, [0, 1]) be such that χ = 1 on B(0, 1/2) and χ = 0 on B(0, 3/4)c, we infer from the above discussions that

− PT
0 [∇G(χuk)] = B[P0χuk] = −ukPT

0 [∇Gχ]− χPT
0 [∇Guk] = −ukPT

0 [∇Gχ]− χPT
0 [∇G(Φεk ∗ ∥νk∥)]

=− ukPT
0 [∇Gχ]− χPT

0 [Φεk ∗ ∇G∥νk∥] = −ukPT
0 [∇Gχ]− χΦεk ∗ PT

0 [∇G∥νk∥]
=− ukPT

0 [∇Gχ] + χΦεk ∗B[P0∥νk∥] = −ukPT
0 [∇Gχ] + χΦεk ∗B[P0∥νk∥ − νk] + χΦεk ∗B[νk]

=− ukPT
0 [∇Gχ] + χΦεk ∗B[P0∥νk∥ − νk].

(77)

Thanks to (75) and to the fact that for any i = {1, . . . , n1} we have ⟨Xψ1, φ⟩ = −⟨ψ1, Xφ⟩ and X(ψ1 ∗ ψ2) = ψ1 ∗ Xψ2
for any distribution ψ1, ψ2 and any test function φ. It is possible to prove that

Φεk ∗B[P0∥νk∥ − νk] = B[Φεk ∗ (P0∥νk∥ − νk)],

and hence (77) can be rewritten as

−PT
0 [∇G(χuk)] = −ukPT

0 [∇Gχ] + χB[Vk] = −ukPT
0 [∇Gχ]− VkB[χ] +B[χVk]. (78)
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Define Rk := −ukPT
0 [∇Gχ]− VkB[χ] and let us apply to both sides of (78) the differential operator −∇T

GP0, to
obtain

∇T
GP0PT

0 ∇G[χuk] = −∇T
GP0[B[χVk] + Rk] = −∇T

GP0[B[χVk]]−∇T
GP0[Rk].

The matrix Γ := PT
0 P0 = diag(κ2

1, . . . , κ2
n1
) is positively definite and diagonal. Therefore, the operator ∇T

GP0PT
0 ∇G

can thus be rewritten as

D := ∇T
GP0PT

0 ∇G =
n1

∑
i=1

κ2
i X2

i =
n1

∑
i=1

(|κi|Xi)
2.

It is well known that, see for instance [15, Proposition 5.3.2] and [15, Proposition 5.3.11], since D is a sub-Laplacian,
that D admits a fundamental solution K0 such that K0 ∈ C∞(G \ {0}) and that K0(x) = K0(−x). Let us first prove
that

0 ≤ χuk = −∇T
GP0[B[χVk]] ∗ K0 −∇T

GP0[Rk] ∗ K0 = L1[χVk] ∗ K0 + L2[Rk] ∗ K0 =: fk + gk, (79)

where we note that the convolutions above must me intended in the distributional sense and that they are well
defined since both −∇T

GP0[B[χVk]] and −∇T
GP0[Rk] have compact support.

Let us check that the sequence χVk converges to 0 in L1(B(0, 1/2)). Indeed thanks to the choice of χ we have
ˆ

χ(y)|Vk(y)|dLn(y) ≤
ˆ

B(0,3/4)
|Vk(y)|dLn(y)

=

ˆ
B(0,3/4)

|Φεk ∗ (P0∥νk∥ − νk)|(y)dLn(y) ≤
ˆ

B(0,1)
|P0 − Tk(y)|d∥νk∥(y).

(80)

where νk = Tk∥νk∥. Note that the arbitrariness of χ imply that even
√

χVk converges to 0 in L1(B(0, 3/4)). On the
other hand, recalling the definition of νk in (73), the (80) boils down to

lim
k→∞

ˆ
χ(y)|Vk(y)|dLn(y) ≤ lim

k→∞

´
B(0,1)|P0 − T(x0δrk (y))|dTx0,rk Ξ(y)

Ξ(B(x0, rk))

≤ lim
k→∞

´
B(x,rk)

|P0 − T(z)|dΞ(z)

Ξ(B(x0, rk))
= 0,

which shows that χVk → 0 in L1(G). Let us now give a uniform upper bound on the L1(G, Rn1) norm of the
functions Rk. It is easy to see that

ˆ
|Rk|dLn ≤

ˆ
B(0,3/4)

uk|PT
0 [∇Gχ]|+

ˆ
B(0,3/4)

|Vk||B[χ]|dLn

≤ ∥PT
0 [∇Gχ]∥∞

ˆ
B(0,3/4)

ukdLn + ∥B[χ]∥∞

ˆ
B(0,3/4)

|Vk|dLn ≤ ∥PT
0 [∇Gχ]∥∞ + ∥B[χ]∥∞

ˆ
B(0,3/4)

|Vk|dLn.

Since we showed above that Vk → 0 in L1(B(0, 3/4)), this shows that

sup
k∈N

∥Rk∥L1(G,Rn1 ) ≤ ∥PT
0 [∇Gχ]∥∞ + ∥B[χ]∥∞. (81)

Let us prove that the sequence L2[Rk] ∗ K0 is precompact in L1
loc(G, Rn1). As a first step, let us write the action of

L1[Rk] ∗ K0 on test functions in a more explicit way

⟨L1[Rk] ∗ K0, φ⟩ = ⟨L1[Rk], φ ∗ K∨
0 ⟩ = ⟨L1[Rk], φ ∗ K0⟩ =

n1

∑
i,j=1

⟨Rj
k ∗ (XiK0)

∨, φ⟩ = −
n1

∑
i,j=1

⟨Rj
k ∗ (XiK0), φ⟩ (82)

where we denoted by Rj
k the jth component of the vector Rk, and we used repeatedly the fact that K0 = K∨

0 , where
Ψ∨ denotes the distribution that acts as ⟨Ψ∨, φ⟩ = ⟨Ψ, φ(−·)⟩. Since XiK0 is an (1 − Q)-homogeneous distribution,
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we can represent its action on test functions by integration. Let us prove that for any ρ > 0 the functions Rj
k ∗ (XiK0)

are equicontinuous in L1(B(0, ρ)). For any smooth function u with compact support in B(0, 1) we have

∥u ∗ (XiK0)(· ∗ h)− u ∗ (XiK0)(·)∥L1(B(0,ρ)) =

ˆ
B(0,ρ)

|u ∗ (XiK0)(y ∗ h)− u ∗ (XiK0)(y)|dLn(y)

≤
ˆ

B(0,ρ)

∣∣∣ ˆ
B(0,ρ)

u(z)
(
(XiK0)(z−1y)− (XiK0)(z−1yh)

)
dLn(z)

∣∣∣dLn(y)

≤
ˆ

B(0,ρ)

ˆ
B(0,ρ)

|u(z)||(XiK0)(z−1y)− (XiK0)(z−1yh)|dLn(z)dLn(y)

≤
ˆ

B(0,ρ)
|u(z)|

( ˆ
B(0,ρ)

|(XiK0)(z−1y)− (XiK0)(z−1yh)|dLn(y)
)

dLn(z)

(83)

Let us study the inner integral above. Let η := ∥h∥ and note that
ˆ

B(0,ρ)
|(XiK0)(z−1y)− (XiK0)(z−1yh)|dLn(y)

≤
ˆ
∥z−1y∥≤2η

|(XiK0)(z−1y)− (XiK0)(z−1yh)|dLn(y)︸ ︷︷ ︸
(I)

+

ˆ
∥z−1y∥>2η,∥y∥≤ρ

|(XiK0)(z−1y)− (XiK0)(z−1yh)|dLn(y)︸ ︷︷ ︸
(II)

In order to estimate (I) it suffices to recall that XiK0 is (1 − Q)-homogeneous

|(I)| ≤
ˆ
∥z−1y∥≤2η

|(XiK0)(z−1y)|dLn(y) +
ˆ
∥z−1yh∥≤3η

|(XiK0)(z−1yh)|dLn(y) ≤ 20η sup
∥p∥=1

|XiK0(p)|,

On the other hand, smooth functions are locally Lipschitz with respect to the intrinsic distance on G and thanks
to the fact that XiK0 is (1 − Q)-homogeneous it is not hard to see that there exists a constant C > 0 such that
| f (a)− f (ah)| ≤ C∥a∥−Qη.

This allows us to prove

|(II)| ≤ Cη

ˆ
2η<∥z−1y∥<ρ+∥y∥

∥z−1y∥−QdLn(y) ≤ Cη(ρ + ∥z∥ − 2η). (84)

Summing up what we have shown above, we infer that

∥u ∗ (XiK0)(· ∗ h)− u ∗ (XiK0)(·)∥L1(B(0,ρ)) ≤ (20 sup
∥p∥=1

|XiK0(p)|+ 2Cρ)∥h∥∥u∥L1(B(0,ρ)).

The above bound, together with (81) conclude the proof of the fact, by choosing suitably diagonal subsequences,
that the sequence gk is precompact by Kolmogorov-Riesz-Frechet theorem.

As a first step, let us show that fk converges to 0 in the weak L1 space L1,∞ and as distribution they converge to 0
in the weak* topology. We can rewrite fk in the following way

⟨ fk, φ⟩ = ⟨L1[χVk] ∗ K0, φ⟩ = ⟨χVk,L∗
1 [φ ∗ K0]⟩,

where L∗
1 is the adjoint operator of L1. In addition, since χVk converge to 0 in L1, and thus it is immediate that

limk→0⟨χVk,L∗
1 [φ ∗ K0]⟩ = 0 for any test function φ. Hence limk→∞⟨ fk, φ⟩ = 0, and thus by definition of weak*

convergence of distributions we conclude that fk
∗
⇀ 0. In addition we can further rewrite the action of fk on text

functions as

⟨L1[χVk] ∗ K0, φ⟩ = ⟨L1[χVk], φ ∗ K∨
0 ⟩ = ⟨−∇T

GP0B(χVk), φ ∗ K0⟩ =
n1

∑
i=1

n1

∑
j=1

κj⟨(χVk)
j ∗ (XiXjK0), φ⟩
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where (χVk)
j denotes the jth entry of the vector valued function χVk. It is easily checked that the distribution

XiXjK0 is −Q homogeneous and it coincides with a smooth function away from 0. In the notations of [22, p.164],
the distribution XiXjK0 is said to be a Kernel of type 0 and by [22, Proposition 1.8] there is a constant C > 0 such that

XiXjK0 = Cδ0 + PV(XiXjK0),

where the distribution PV(XiXjK0) acts on test functions φ as

⟨PV(XiXjK0), u⟩ = lim
ϵ→0

ˆ
∥x∥≥ϵ

XiXjK0(x)u(x)dx.

In order to see that such distribution is well defined we refer to [22, p.166]. In addition, [22, Proposition 1.9]
tells us that the operator T : u 7→ u ∗ XiXjK0 is bounded in Lp(G, Rn1) for any 1 < p < ∞ and thus the operator
L̃ : u 7→ L1[u] ∗ K0, is, or more precisely extends to a, bounded in Lp(G, Rn1) for any 1 < p < ∞. To be precise [22,
Proposition 1.9] gives us a little more. Indeed, defined Tε[u] = u ∗ (XiXjK0)

ε + Cu where (XiXjK0)
ε is the function

coinciding with XiXjK0 on B(0, ε)c and 0 otherwise, we have that Tε are uniformly bounded in Lp for any 1 < p < ∞
and

lim
ε→0

∥Tε[u]− T[u]∥Lp(G) = 0 for any test function u. (85)

Let us now show that the operator u 7→ u ∗ XiXjK0 is of weak (1, 1)-type. The above discussion shows that

T[u]− Cu = lim
ϵ→0

Tϵ[u]− Cu = lim
ϵ→0

ˆ
∥w∥≥ϵ

u(· ∗ w−1)XiXjK0(w)dLn(w),

where the limits above have to been understood in the Lp sense. This in particular implies that the operator

u 7→ lim
ϵ→0

ˆ
∥w∥≥ϵ

u(· ∗ w−1)XiXjK0(w)dLn(w),

defines an operator bounded on Lp. In addition, let us note that it is possible to show that for any ε > 0, there exists
a constant C > 0 such that for any ∥z−1w∥ ≥ ε we have

|XiXjK0(w−1z)− XiXjK0(w−1z̄)| ≤ C∥w−1z∥−(Q+1)∥z−1z̄∥ for any ∥z−1z̄∥ ≤ ε/4,

which implies that there exists a constant A > 0 such that
ˆ
∥w−1z∥≥ε

|XiXjK0(w−1z)− XiXjK0(w−1z̄)| ≤ A for any ∥z−1z̄∥ ≤ ε/4,

which, thanks to the fact that the topologies induced by the Euclidean metric and the sub-Riemannian one are the
same together with the argument employed in the proof of [48, Chapter 1, §5 Theorem 3 ], allows us to conclude
that the operator T[u]− u is of weak (1, 1)-type. Thus clearly T[u] is of weak (1, 1)-type as well. This together with
the fact that χVk converge to 0 in L1(G) implies that

lim
k→∞

∥ fk∥L1,∞ = 0. (86)

Thanks to (79) we know that fk + gk ≥ 0 and hence we must have that f−k := max 0,− fk ≤ |gk|. However, since gk
is precompact in L1

loc(G), the functions |gk| are locally uniformly integrable, namely for any R > 0 and any ε > 0
there exists a δ > 0 such that for any Borel set E ⊆ B(0, R) such that Ln(E) < δ then

´
E f−k ≤

´
E|gk| < ε. Let us

pick a test function φ and note that

lim
k→∞

ˆ
φ| fk|dLn ≤ lim

k→∞

ˆ
φ fkdLn + 2

ˆ
f−k dLn = ⟨χVk,L∗(φ ∗ K0)⟩+ 2

ˆ
f−k dLn

≤ lim
k→∞

⟨√χVk,
√

χL∗
1(φ ∗ K0)⟩+ 2

ˆ
{| fk |>δ}

φ f−k dLn + δ∥φ∥L1(G)

≤ lim
k→∞

∥√χVk∥L1(G)∥
√

χL∗
1(φ ∗ K0)∥L∞(G) + 2Ln({| fk| > δ})∥φ∥+ 2δ∥φ∥L1(G) = δ∥φ∥L1(G),
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where L∗
1 is the adjoint of the operator L1, and where the last identity comes from the fact that

√
χVk is converging

to 0 in L1(G) and (86). Finally thanks to the arbitrariness of δ we conclude that limk→∞
´

φ| fk|dLn = 0. This show
in particular that the sequence fk is converging to 0 in L1

loc(G) (see [19, Lemma 2.2] for the same type of argument).
Since gk is precompact in L1

loc(G), thanks to the above discussion we know that the sequence χuk = fk + gk is
also precompact in L1

loc(G) and thus there exists a v ∈ L1(G) supported on B(0, 3/4) such that χuk → v in L1(G).
Let us show that Φεk ∗ [∥νk∥ − ∥νk∥s] converges to 0 in L1(B(0, 1)). By definition, we have

lim
k→∞

∥uk − Φεk ∗ ∥νk∥s∥L1(B(0,1/2)) = lim
k→∞

ˆ
B(0,1/2)

Φεk ∗ [∥νk∥ − ∥νk∥s]dLn ≤ lim
k→∞

∥νk∥a(B(0, 1))

= lim
k→∞

Ξa(B(x0, rk))

Ξ(B(x0, rk))

(86)
= 0,

(87)

and this implies in particular that the sequence Φεk ∗ ∥νk∥s is precompact in L1
loc(G). In addition, we also have that

Φεk ∗ ∥νk∥s ⇀ ν. Indeed, for any test function φ supported in B(0, 1/2) we have

lim
k→∞

⟨Φεk ∗ ∥νk∥s, φ⟩ (87)
= lim

k→∞
⟨Φεk ∗ ∥νk∥, φ⟩ = lim

k→∞
⟨∥νk∥, Φεk ∗ φ⟩ = lim

k→∞

ˆ
(Φεk ∗ φ)d∥νk∥ = ⟨ν, φ⟩, (88)

where the last identity comes from the fact that the sequence of functions Φεk ∗ φ converges uniformly to φ. The
above chain of identities also proves that

⟨v, φ⟩ = lim
k→∞

⟨χuk, φ⟩ = lim
k→∞

⟨Φεk ∗ ∥νk∥, φ⟩ = ⟨ν, φ⟩,

which means that on B(0, 1/2) the measure ν is (represented by) the L1(B(0, 1/2)) function v.
It is now the moment to choose the sequence {εk}k∈N. Thanks to the lower semicontinuity of the total variation

we know that
|∥νk∥s − ν|(B(0, 1/2)) ≤ lim inf

ε→0
|Φε ∗ ∥νk∥s − ν|(B(0, 1/2)),

this means that for any k ∈ N we can choose an εk such that

|∥νk∥s − ν|(B(0, 1/2)) ≤ |Φεk ∗ ∥νk∥s − ν|+ k−1. (89)

Let E be a Borel set of G such that Ln(E) = 0, Ξs(G \ E) = 0. Thanks to (72) and to (ii) we know that if k is
sufficiently big, we have

1/j0 ≤Ξs(B(x0, rk/2))
Ξ(B(x0, rk))

=
Ξs(B(x0, rk/2) ∩ E)

Ξ(B(x0, rk))
= ∥νk∥s(B(0, 1/2) ∩ δ1/rk

(x−1
0 E))

≤|∥νk∥s − ν|(B(0, 1/2) ∩ δ1/rk
(x−1

0 E))) + ν(B(0, 1/2) ∩ δ1/rk
(x−1

0 E))

=|∥νk∥s − ν|(B(0, 1/2) ∩ δ1/rk
(x−1

0 E)))
(89)
≤ |Φεk ∗ ∥νk∥s − ν|(B(0, 1/2)) + k−1

(90)

Since |Φεk ∗ ∥νk∥s − ν|(B(0, 1/2)) = ∥Φεk ∗ ∥νk∥s − v∥L1(B(0,1/2)), we see that if k is chosen small enough the
inequality

1/j0 ≤ ∥Φεk ∗ ∥νk∥s − v∥L1(B(0,1/2)) + k−1,

cannot be satisfied thanks to the fact that uk → v in L1(B(0, 1/2)) and to (87). This shows that the points where (i),
(ii), (iii) and (iv) hold together form a Ξs-null set.

Thanks to Radon-Nykodim decomposition, we can write µ as µ = µa + µs, where µa ≪ Ln and µs ⊥ Ln and it is
elementary to see that µs ≪ Ξs since µ ≪ Ξ. Since ηi ≪ Ξ there are αi ∈ L1(Ξ) such that ηi = αiΞ. Hence, it is easy
to see that

T(x) =
dT(x)

dΞ
=

(d(τ1η1)

dΞ
(x), . . . ,

d(τn1 ηn1)

dΞ
(x)

)
=

(d(τ1α1Ξ)
dΞ

(x), . . . ,
d(τn1 αn1 Ξ)

dΞ
(x)

)
=(α1(x)τ1(x), . . . , αn1(x)τn1(x)) = (α1(x)e1, . . . , αn1(x)en1),
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for Ξ-almost every x ∈ ∩n1
i=1{0 < |αi| < ∞}. It is thus immediate to see that this implies

T(x) = (α1(x)e1, . . . , αn1(x)en1) for
n1

∑
i=1

ηi-almost every x ∈ G,

and ∩n1
i=1{0 < |αi| < ∞} is a set of full ∑n1

i=1 ηi-measure. Finally, since µ ≪ ∑n1
i=1 ηi, we conclude that

T(x) = diag(α1(x), . . . , αn1(x)) for µ-almost every x ∈ G,

and α1(x), . . . , αn1(x) ∈ R \ {0} for µ-almost every x ∈ G. However, thanks to the discussion above we know that

Ξs({x ∈ G : T(x) = diag(α1(x), . . . , αn1(x)) and 0 < |αi| < ∞ for any i = 1, . . . , n1}) = 0.

This, however, concludes the proof of the fact that µs = 0.

a differentiation properties for non-doubling radon measures

In this section we prove that for any Radon measure ν and ν-almost everywhere there exists a sequence of scales
on which ν behaves like a doubling measure and along such sequence of scales a form of Lebesgue differentiation
theorem holds.

Lemma A.1. Let ν be a non-negative Radon measure and let t ∈ (0, 1). There exists a ν-measurable set Et
ν with ν(Et

ν) = 0
such that for all x ∈ supp(ν) \ Et

ν it holds that

lim sup
r→0

ν(B(x, tr))
ν(B(x, r))

> 0. (91)

Proof. Since the map x 7→ ν(B(x, tk)) is upper semicontinuous, we infer that r(x) := lim supk→∞ ν(B(x, tk+1)/ν(B(x, tk)))
is Borel. Hence, the set Et

ν := supp(ν) \ r−1(0) is Borel as well. Clearly, the set of points in supp(ν) where (91) is
not satisfied is contained in Et

ν.
Assume by contradiction that ν(Et

ν) > 0. Since as seen above, the fractions x 7→ ν(B(·, tk+1))/ν(B(·, tk)) are Borel
functions, by Severini-Egorov’s Theorem there exists a compact set K ⊂ Et

ν with ν(K) > 0 where for every ε > 0
there exists k0 ∈ N such that

ν(B(x, tk+1)) ≤ εν(B(x, tk)) for every x ∈ K and every k ≥ k0.

For any such x ∈ K it therefore holds that

ν(B(x, tk)) ≤ ν(B(x, tk0))εk−k0 .

Since K is compact, ν is Radon, and t < 1, the right hand-side of the above inequality is uniformly bounded by
some constant C > 0. This implies by Remark 2.1 that ν(U(x, tsk)) ≤ Cεk−k0 , where here U(x, r) denotes the closed
euclidean ball with centre x and radius r. Choosing δ < 1 and ε = δtsd, we obtain a sequence rk := tks such that

ν(U(x, rk)) ≤ Cδk−k0 rd
k .

This last inequality can hold however only for a ν-null set of points x, since the classical Vitali-Besicovitch theorem,
applied to the covering

U := {U(x, rk) : x ∈ K and k ≥ k0 + 2},

provides a disjoint subcover {U(xi, rki
)}i∈N of U such that

ν(K) ≤ Cδk1−k0 ∑
i∈N

rn
ki
≤ Cδk1−k0Ln(U(K, 1))

where U(K, 1) denotes the closed Euclidean neighbourhood of radius 1 of the compact set K. The arbitrariness of δ
concludes that ν(Et

ν) = 0.
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Proposition A.2. Let ν be a Radon measure on G and let f ∈ L1(ν). Then, for ν-almost every x ∈ G there exists an
infinitesimal sequence rx

k such that

lim
k→∞

 
B(x,rx

k )
| f (y)− f (x)|dν(y) = 0. (92)

Proof. Let us fix t := 1/5. As a first step, let us define

Ej := {x ∈ Et
ν : lim sup

k→∞

ν(B(x, tk+1))

ν(B(x, tk))
> j−1}.

The set Ej is easily seen to be Borel, thanks to the discussion contained in the proof of Lemma A.1 and the arguments
therein contained also prove that ν(G \⋃

j∈N Ej) = 0.
For any φ ∈ L1(ν) us define the function Mφ : ∪j∈NEj → R such that

Mφ(x) := sup
k∈N

 
B(x,tk+1)

|φ(y)|dν(y),

Let us see that the function Mφ is ν-measurable. It is easy to see that the map x 7→
ffl

B(x,tk+1)|φ(y)|dν(y), is
ν-measurable and thus Mφ is as well since it is the countable supremum of ν-measurable maps. Let us now show
that

ν({Mφ > λ} ∩ Ej) ≤
j
λ

ˆ
|φ(y)|dν(y).

For any x ∈ {Mφ > λ} ∩ Ej, there exists a k = k(x, λ) ∈ N such that

 
B(x,tk+1)

|φ(y)|dν(y) > λ and
ν(B(x, tk+1))

ν(B(x, tk))
> j−1.

This implies that Ej is covered by the balls C := {B(x, tk(x)) : x ∈ Ej} and thus by the classical Vitali covering lemma
applied to the family of balls C we infer we can find countably many yi ∈ Ej such that the B(yi, tk(yi)) cover Ej and
the balls B(yi, tk(yi)+1) are disjoint. This implies

ν({Mφ > λ} ∩ Ej) ≤
∞

∑
i=1

ν(B(yi, tk(yi))) ≤ j
∞

∑
i=1

ν(B(yi, tk(yi)+1)) ≤ j
λ

ˆ
|φ(y)|dν(y).

Let us define
Aℓ,j :=

{
x ∈ Ej : lim sup

k→∞

 
B(x,tk)

| f (y)− f (x)|dν(y) > ℓ−1
}

,

observe that for every continuous function g we have

Aℓ,j ⊆ {x ∈ Ej : M| f − g| > (2ℓ)−1} ∪ {x ∈ Ej : | f (x)− g(x)| > (2ℓ)−1}, (93)

This implies thanks to the above discussion that

ν(Aℓ,j) ≤ 2jℓ
ˆ
|( f − g)(y)|dν(y) + 2ℓ

ˆ
Ej

|( f − g)(y)|dν(y). (94)

Thanks to the arbitrariness of the choice of g, we finally conclude that ν(Aℓ,j) = 0. This concludes the proof since
the set of points where (92) holds in contained in the complement of ∪ℓ,j∈N Aℓ,j.
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