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Abstract. In this paper, we prove BV regularity on the transport density in the mass
transport problem to the boundary in two dimensions under certain conditions on the domain,
the boundary cost and the mass distribution. Moreover, we show by a counter-example that
the smoothness of the mass distribution, the boundary and the boundary cost does not imply
that the transport density is W 1,p, for some p > 1.

1. Introduction

Let Ω be a compact domain in the Euclidean space R2. Let f± ∈ L1(Ω) be two densities
satisfying the mass balance condition∫

Ω
f+(x) dx =

∫
Ω
f−(y) dy.

The Monge-Kantorovich problem [21] consists in finding a measure Λ on Ω×Ω which minimizes
the cost functional

C(Λ) =
∫
Ω×Ω

|x− y|dΛ(x, y)

among all transport plans satisfying the measure-preserving conditions (Πx)#Λ = f+ and
(Πy)#Λ = f−, namely∫

E×Ω
dΛ(x, y) =

∫
E
f+(x) dx and

∫
Ω×E

dΛ(x, y) =

∫
E
f−(y) dy for all Borel sets E ⊂ Ω.

In fact, this problem has been extensively studied (see, for instance, [2, 18, 23, 24]). In
particular, one can show that the maximization of the functional

J (u) =

∫
Ω
ud(f+ − f−)

among all 1-Lipschitz functions u on Ω, is the dual of this Monge-Kantorovich problem (in
the sequel, a maximizer for this problem will be called a Kantorovich potential). This duality
implies that optimal Λ and u satisfy u(x) − u(y) = |x − y| on spt(Λ) (a maximal segment
[x, y] that satisfies this equality will be called a transport ray). In this transport problem, it
is classical to associate with any optimal transport plan Λ a nonnegative measure σΛ on Ω
(called transport density) which represents the amount of transport taking place in each region
of Ω. This measure σΛ is defined by

(1.1) < σΛ, φ >=

∫
Ω×Ω

∫ 1

0
φ((1− t)x+ ty)|x− y|dt dΛ(x, y), for all φ ∈ C(Ω).

From [19], this transport density σ is unique (i.e., it does not depend on the choice of the
optimal transport plan Λ) and it belongs to L1(Ω). On the other hand, it is well known (see
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[23]) that this transport density σ with the Kantorovich potential u solve together a particular
PDE system (called Monge-Kantorovich system):

(1.2)


−∇ · [σ∇u] = f := f+ − f− in Ω,

σ∇u · n = 0 on ∂Ω,

|∇u| ≤ 1 in Ω,

|∇u| = 1 σ − a.e.

The Lp summability of this transport density σ was already studied in different papers (see
[10, 11, 12, 23]), where the authors prove that σ is in Lp(Ω) as soon as f± ∈ Lp(Ω), for all
p ∈ [1,∞]. However, the higher order regularity of σ turns out to be a difficult and delicate
problem. We note that in general the transport density σ fails to be more regular than the
two densities f+ and f− (an example can be found in [13], but anyway the construction is
classical). In [20], the authors prove that σ is continuous as soon as f± are two positive
continuous densities with compact, disjoint and convex supports. In [18], it has been proven
that when f± are Lipschitz with disjoint supports (and with some extra technical condition
on the supports), then σ is locally Lipschitz “along transport rays”. While in [4], the authors
prove a more general result for the case of just summable f± without any extra condition on
supports; they prove that if f± ∈ Lp(Ω), then σ is in W 1,p

loc ([x, y]), for every transport ray [x, y].
However, the BV or Sobolev regularity of σ on Ω is still an open question; but in [13], there
is a family of counter-examples where the author shows that in general we have the following
statements:

f± ∈ W 1,p(Ω) ⇏ σ ∈ W 1,p(Ω),

f± ∈ BV (Ω) ⇏ σ ∈ BV (Ω),

f± ∈ C∞(Ω) ⇏ σ ∈ W 1,3(Ω).

In the framework of both traffic congestion and membrane reinforcement, in [5] the authors
use a variant of the Monge-Kantorovich problem, already present in [3, 6], where the Monge-
Kantorovich system (1.2) is complemented with Dirichlet boundary condition:

(1.3)


−∇ · [σ∇u] = f ≥ 0 in

◦
Ω,

u = 0 on ∂Ω,

|∇u| ≤ 1 in Ω,

|∇u| = 1 σ − a.e.

In optimal transport terms (see [15]), this corresponds to transport the mass f to the boundary.
But, one can also assume that we have an additional cost g on ∂Ω (see [22, 16, 17]), i.e. we
replace the Dirichlet boundary condition u = 0 by the nonhomogeneous boundary condition
u = g. In this case, the system (1.3) becomes (see also [9]):

(1.4)


−∇ · [σ∇u] = f in

◦
Ω,

u = g on ∂Ω,

|∇u| ≤ 1 in Ω,

|∇u| = 1 σ − a.e.

This system (1.4) describes the growth of a sandpile on a bounded table, with a wall on the
boundary of height g, under the action of a vertical source here modeled by f (we see that in
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order to solve this system, the function g must be 1-Lipschitz). In other words, we consider
the following transport problem:

(1.5) min

{∫
Ω×Ω

|x− y| dΛ +

∫
∂Ω

g d[(Πy)#Λ] : (Πx)#Λ = f and spt[(Πy)#Λ] ⊂ ∂Ω

}
.

Thanks to [22, 16], one can show that Problem (1.5) has a dual formulation which is the
following:

(1.6) sup

{∫
Ω
udf : u ∈ Lip1(Ω), u = g on ∂Ω

}
.

Moreover, it is easy to see that Λ⋆ = (Id, T )#f , where T is a Borel selector function of the
multivalued map

T̃ (x) := argmin{|x− y|+ g(y) : y ∈ ∂Ω}, for all x ∈ Ω,

is an optimal transport plan for the problem (1.5) while the Kantorovich potential u is given
by

(1.7) u(x) = min{|x− y|+ g(y) : y ∈ ∂Ω}.

On the other hand, it is not difficult to prove that Λ⋆ is the unique optimal transport plan for
Problem (1.5) provided that f ∈ L1(Ω) and g is β−Lip with β < 1 (see [16]). Let σ be the
transport density in Problem (1.5), then it is clear that σ is the transport density between f
and T#f . But, this means that the target measure is singular (since it is supported on ∂Ω).
Consequently, it is not clear whether the transport density σ belongs to Lp(Ω) or not, even if
f ∈ Lp(Ω). In [15, 16], the authors have already studied the Lp summability of this transport
density σ. More precisely, σ ∈ Lp(Ω) as soon as f ∈ Lp(Ω), Ω satisfies a uniform exterior ball
condition and, g is β−Lip with β < 1 and semi-concave. Moreover, we have the following Lp

estimate on σ (for all p ∈ [1,∞]):

(1.8) ||σ||Lp(Ω) ≤ C ||f ||Lp(Ω).

However, the higher order regularity (BV, W 1,p, ...) of this transport density σ is an open
question ! In this paper, we will show that under some assumptions on ∂Ω and g, we have the
following statements:

f ∈ BV (Ω) ∩ L∞(Ω) ⇒ σ ∈ BV (Ω),

f ∈ W 1,1(Ω) ∩ L∞(Ω) ⇒ σ ∈ W 1,1(Ω).

More precisely, we prove the following:

Theorem 1.1. Assume that ∂Ω is of class C2,1 and g ∈ C2,1(∂Ω). Then, the transport density
σ in (1.4) is in BV (Ω) provided that f ∈ BV (Ω) ∩ L∞(Ω). Moreover, we have the following
estimate:

||σ||BV (Ω) ≤ C(||f ||BV (Ω) + ||f ||L∞(Ω)).

In addition, we will introduce a counter-example to the W 1,p regularity of σ, for large p.
To be more precise, we will show that in general even if ∂Ω and g are smooth, we have the
following statement:

f ∈ C∞(Ω) ⇏ σ ∈ W 1,5(Ω).
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2. BV estimates on the transport density

Let Ω ⊂ R2 be a compact domain, g be a β−Lip function on ∂Ω with β < 1 and the density
f ∈ W 1,1(Ω) ∩ L∞(Ω). Let Σ be the singular set of the Kantorovich potential u in Problem
(1.6) (see (1.7)), i.e. Σ is the set of points x ∈ Ω at which u is not differentiable or equivalently,

it is the set of points x at which T̃ (x) is not a singleton (it is clear that |Σ| = 0). We note
that if [x, y] is a transport ray, then it is clear that x ∈ Σ and y ∈ ∂Ω. On the other hand, if
∂Ω is C2 (let us denote by κ the curvature of ∂Ω) and g ∈ C2(∂Ω), then by [14, Lemma 2.3],

we have that Σ ⊂
◦
Ω and, Σ is given by

Σ = Σ ∪ {x ∈ Ω\Σ : 1− ∂tg(T (x))
2 − |x− T (x)|Γ(x) = 0},

where

Γ(x) =

√
1− ∂tg(T (x))

2 κ(T (x))− ∂2
ttg(T (x))− ∂ng(T (x))κ(T (x)),

and the vector n := n(T (x)) denotes the unit interior normal vector to ∂Ω at T (x) while
t := t(T (x)) is the corresponding tangent vector (the rotation with angle −π

2 of the normal
vector n). Thanks to [14, Lemma 2.1], we note also that

(2.1) 1− ∂tg(T (x))
2 − |x− T (x)|Γ(x) ≥ 0, for all x ∈ Ω.

From now on, we assume that ∂Ω ∈ C2,1 and g ∈ C2,1(∂Ω). Fix x0 ∈ Ω\Σ. Let α(s),
s ∈ [−ε, ε], be a parametrization of ∂Ω around T (x0) such that |α′| = 1. For every s ∈ [−ε, ε],
we set

τ(s) = min{λ ≥ 0 : α(s) + λ∇u(α(s)) ∈ Σ}.
Set

∆ := {α(s) + λ∇u(α(s)) : s ∈ [−ε, ε] and λ ∈ [0, τ(s)]}.

In the sequel, we will show that the transport density σ ∈ W 1,1(∆) and that there is a uniform
constant C such that the following estimate holds:

||σ||W 1,1(∆) ≤ C(||f ||W 1,1(∆) + ||f ||L∞(∆)).

From (1.1), we have

< σ,φ >=

∫
∆

∫ 1

0
φ((1− t)x+ tT (x))|x− T (x)|f(x) dt dx, for all φ ∈ C(∆).

Take a change of variable x = α(s) + λ∇u(α(s)). Then, for every φ ∈ C(∆), we get that

(2.2)

< σ,φ >=

∫ 1

0

∫ ε

−ε

∫ τ(s)

0
φ(α(s) + (1− t)λ∇u(α(s)))λ f(α(s) + λ∇u(α(s)))J (s, λ) dλ dsdt,

where

J (s, λ) = |det[D(s,λ) x]|

=

∣∣∣∣det
[
α′
1(s) + λ[∂2

x2
1
u(α(s))α′

1(s) + ∂2
x1x2

u(α(s))α′
2(s)] ∂x1u(α(s))

α′
2(s) + λ[∂2

x1x2
u(α(s))α′

1(s) + ∂2
x2
2
u(α(s))α′

2(s)] ∂x2u(α(s))

] ∣∣∣∣
= |[I + λD2u(α(s))]α′(s) ·R−π

2
∇u(α(s))|,
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where R−π
2
(ζ1, ζ2) := (ζ2,−ζ1) denotes the rotation of the vector (ζ1, ζ2) with angle −π

2 . From

[14, Proposition 2.2], we know that

D2u(α(s)) =
−
√
1− ∂tg(α(s))

2 κ(s) + ∂2
ttg(α(s)) + ∂ng(α(s))κ(s)

1− ∂tg(α(s))2
e(s)⊗ e(s),

where
e(s) = R−π

2
∇u(α(s)).

This implies that
J (s, λ) = |[I + λD2u(α(s))]α′(s) · e(s)|

=

∣∣∣∣α′(s) · e(s)− λ

√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

1− ∂tg(α(s))2
[e(s)⊗ e(s)]α′(s) · e(s)

∣∣∣∣
=

∣∣∣∣[1− λ

√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

1− ∂tg(α(s))2

]
α′(s) · e(s)

∣∣∣∣.
Yet, by [14, Lemma 2.1], one has

e(s) =

√
1− ∂tg(α(s))

2 t(s)− ∂tg(α(s))n(s).

Hence, by (2.1), we get

(2.3) J (s, λ) =

1− ∂tg(α(s))
2 − λ

[√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

]
√
1− ∂tg(α(s))2

.

Recalling (2.2), for every φ ∈ C(∆), we have

< σ,φ >

=

∫ 1

0

∫ ε

−ε

∫ (1−t)τ(s)

0
φ(α(s)+λ∇u(α(s)))

λ

(1− t)2
f

(
α(s)+

λ

1− t
∇u(α(s))

)
J
(
s,

λ

1− t

)
dλ dsdt

=

∫ ε

−ε

∫ τ(s)

0

∫ 1− λ
τ(s)

0
φ(α(s)+λ∇u(α(s)))

λ

(1− t)2
f

(
α(s)+

λ

1− t
∇u(α(s))

)
J
(
s,

λ

1− t

)
dtdλ ds.

This implies that

(2.4) σ(s, λ) =

∫ 1− λ
τ(s)

0

λ

(1− t)2
f

(
α(s) +

λ

1− t
∇u(α(s))

) J (s, λ
1−t)

J (s, λ)
dt

=

∫ τ(s)−λ

0
f

(
α(s) + (t+ λ)∇u(α(s))

)
J (s, t+ λ)

J (s, λ)
dt.

Then, we have

(2.5) ∂λσ = −f

(
α(s) + τ(s)∇u(α(s))

)
J (s, τ(s))

J (s, λ)

+

∫ τ(s)−λ

0

[
∇f

(
α(s) + (t+ λ)∇u(α(s))

)
· ∇u(α(s))

]
J (s, t+ λ)

J (s, λ)
dt
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+

∫ τ(s)−λ

0
f

(
α(s) + (t+ λ)∇u(α(s))

)
J (s, λ) ∂λJ (s, t+ λ)− J (s, t+ λ) ∂λJ (s, λ)

J (s, λ)2
dt

and

(2.6) ∂sσ = τ ′(s) f

(
α(s) + τ(s)∇u(α(s))

)
J (s, τ(s))

J (s, λ)

+

∫ τ(s)−λ

0

[
∇f

(
α(s) + (t+ λ)∇u(α(s))

)
· [I + (t+ λ)D2u(α(s))]α′(s)

]
J (s, t+ λ)

J (s, λ)
dt

+

∫ τ(s)−λ

0
f

(
α(s) + (t+ λ)∇u(α(s))

)
J (s, λ) ∂sJ (s, t+ λ)− J (s, t+ λ) ∂sJ (s, λ)

J (s, λ)2
dt.

Yet,

∂x1σ = ∂λσ ∂x1λ+ ∂sσ ∂x1s and ∂x2σ = ∂λσ ∂x2λ+ ∂sσ ∂x2s.

Moreover, one has

(2.7) Dx(s, λ)

=

[ ∂x2u(α(s))

J (s,λ) −∂x1u(α(s))

J (s,λ)

−
α′

2(s)+λ[∂2
x1x2

u(α(s))α′
1(s)+∂2

x2
2
u(α(s))α′

2(s)]

J (s,λ)

α′
1(s)+λ[∂2

x2
1
u(α(s))α′

1(s)+∂2
x1x2

u(α(s))α′
2(s)]

J (s,λ)

]
.

In (2.5), we have ∣∣∣∣− f

(
α(s) + τ(s)∇u(α(s))

)
J (s, τ(s))

J (s, λ)

∣∣∣∣
+

∣∣∣∣ ∫ τ(s)−λ

0
f

(
α(s) + (t+ λ)∇u(α(s))

)
J (s, λ) ∂λJ (s, t+ λ)− J (s, t+ λ) ∂λJ (s, λ)

J (s, λ)2
dt

∣∣∣∣
(2.8) ≤ ||f ||∞

[
J (s, τ(s))

J (s, λ)
+

∫ τ(s)−λ

0

|J (s, λ) ∂λJ (s, t+ λ)− J (s, t+ λ) ∂λJ (s, λ)|
J (s, λ)2

dt

]
.

Yet,

J (s, τ(s))

J (s, λ)
=

1− ∂tg(α(s))
2 − τ(s)

[√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

]
1− ∂tg(α(s))2 − λ

[√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

]

= 1− [τ(s)− λ]

√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

1− ∂tg(α(s))2 − λ

[√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

]

≤ 1 + diam(Ω)

max

{
0,−

[√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

]}
1− β2

(2.9) ≤ 1 + diam(Ω)
(1 + β)||κ||∞ + ||D2g||∞

1− β2
.
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On the other hand, thanks to the fact that ∂λJ (s, t+λ) = ∂λJ (s, λ) and J (s, t+λ)−J (s, λ) =
t ∂λJ (s, λ), we have

|J (s, λ) ∂λJ (s, t+ λ)− J (s, t+ λ) ∂λJ (s, λ)|
J (s, λ)2

=
|J (s, λ)− J (s, t+ λ)| |∂λJ (s, λ)|

J (s, λ)2

= t
∂λJ (s, λ)2

J (s, λ)2
.

Hence,∫ τ(s)−λ

0

|J (s, λ) ∂λJ (s, t+ λ)− J (s, t+ λ) ∂λJ (s, λ)|
J (s, λ)2

dt ≤ [τ(s)− λ]2
∂λJ (s, λ)2

J (s, λ)2
.

Yet, by (2.9), we know that

(2.10) − 1 ≤ [τ(s)− λ]
∂λJ (s, λ)

J (s, λ)
≤ diam(Ω)

(1 + β)||κ||∞ + ||D2g||∞
1− β2

.

Recalling (2.8), we get ∣∣∣∣− f

(
α(s) + τ(s)∇u(α(s))

)
J (s, τ(s))

J (s, λ)

∣∣∣∣
+

∣∣∣∣ ∫ τ(s)−λ

0
f

(
α(s) + (t+ λ)∇u(α(s))

)
J (s, λ) ∂λJ (s, t+ λ)− J (s, t+ λ) ∂λJ (s, λ)

J (s, λ)2
dt

∣∣∣∣
(2.11) ≤ C||f ||∞,

where the constant C depends only on diam(Ω), β, ||κ||∞ and ||D2g||∞. On the other hand,
in (2.6), we have

(2.12)

∣∣∣∣τ ′(s) f(α(s) + τ(s)∇u(α(s))

)
J (s, τ(s))

J (s, λ)

∣∣∣∣
+

∣∣∣∣ ∫ τ(s)−λ

0
f

(
α(s) + (t+ λ)∇u(α(s))

)
J (s, λ) ∂sJ (s, t+ λ)− J (s, t+ λ) ∂sJ (s, λ)

J (s, λ)2
dt

∣∣∣∣
≤ ||f ||∞

[
C|τ ′(s)|+

∫ τ(s)−λ

0

|J (s, λ) ∂sJ (s, t+ λ)− J (s, t+ λ) ∂sJ (s, λ)|
J (s, λ)2

dt

]
.

From (2.3), one has

∂sJ (s, λ) =
−2 ∂tg(α(s)) [D

2g(α(s))α′(s) · t(s) + κ(s)∇g(α(s)) · n(s)]√
1− ∂tg(α(s))2

−λ

√
1− ∂tg(α(s))

2 κ′(s)− ∂tg(α(s))[D2g(α(s))α′(s)·t(s)+κ(s)∇g(α(s))·n(s)]√
1−∂tg(α(s))

2
κ(s)√

1− ∂tg(α(s))2

+λ
∂s[D

2g(α(s)) t(s)] · t(s) +D2g(α(s)) t(s) · κ(s)n(s)√
1− ∂tg(α(s))2

+λ
[D2g(α(s))α′(s) · n(s)−∇g(α(s)) · κ(s) t(s)]κ(s) + ∂ng(α(s))κ

′(s)√
1− ∂tg(α(s))2

+J (s, λ)
∂tg(α(s))[D

2g(α(s))α′(s) · t(s) + κ(s)∇g(α(s)) · n(s)]
1− ∂tg(α(s))2

.
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Moreover,
J (s, λ) ∂sJ (s, t+ λ)− J (s, t+ λ) ∂sJ (s, λ)

J (s, λ)2

=
J (s, λ)[∂sJ (s, t+ λ)− ∂sJ (s, λ)]− t ∂λJ (s, λ) ∂sJ (s, λ)

J (s, λ)2
.

Yet,

∂sJ (s, t+ λ)− ∂sJ (s, λ)

= −t

√
1− ∂tg(α(s))

2 κ′(s)− ∂tg(α(s))[D2g(α(s))α′(s)·t(s)+κ(s)∇g(α(s))·n(s)]√
1−∂tg(α(s))

2
κ(s)√

1− ∂tg(α(s))2

+ t
∂s[D

2g(α(s)) t(s)] · t(s) +D2g(α(s)) t(s) · κ(s)n(s)√
1− ∂tg(α(s))2

+ t
[D2g(α(s))α′(s) · n(s)−∇g(α(s)) · κ(s) t(s)]κ(s) + ∂ng(α(s))κ

′(s)√
1− ∂tg(α(s))2

+ t ∂λJ (s, λ)
∂tg(α(s))[D

2g(α(s))α′(s) · t(s) + κ(s)∇g(α(s)) · n(s)]
1− ∂tg(α(s))2

.

Then, we get that∫ τ(s)−λ

0

|J (s, λ) ∂sJ (s, t+ λ)− J (s, t+ λ) ∂sJ (s, λ)|
J (s, λ)2

dt ≤ C

∫ τ(s)−λ

0

t

J (s, λ)2
dt,

where C := C(diam(Ω), β, ||κ||∞, ||κ′||∞, ||D2g||∞, ||D3g||∞). Consequently, we infer that
we have ∫ τ(s)−λ

0

|J (s, λ) ∂sJ (s, t+ λ)− J (s, t+ λ) ∂sJ (s, λ)|
J (s, λ)2

dt ≤ C
[τ(s)− λ]2

J (s, λ)2
.

Recalling (2.10), we have

(2.13) [τ(s)− λ]
|∂λJ (s, λ)|
J (s, λ)

≤ C.

Moreover,

J (s, λ) =
√
1− ∂tg(α(s))2 + λ∂λJ (s, λ).

If ∂λJ (s, λ) ≥ −
√

1−β2

2diam(Ω)
, then we have J (s, λ) ≥

√
1−β2

2 . If ∂λJ (s, λ) ≤ −
√

1−β2

2diam(Ω)
, then

by (2.13), we get that

(2.14)
τ(s)− λ

J (s, λ)
≤ C.

From (2.12), this implies that

(2.15)

∣∣∣∣τ ′(s) f(α(s) + τ(s)∇u(α(s))

)
J (s, τ(s))

J (s, λ)

∣∣∣∣
+

∣∣∣∣ ∫ τ(s)−λ

0
f

(
α(s) + (t+ λ)∇u(α(s))

)
J (s, λ) ∂sJ (s, t+ λ)− J (s, t+ λ) ∂sJ (s, λ)

J (s, λ)2
dt

∣∣∣∣
≤ C||f ||∞[|τ ′(s)|+ 1].
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On the other hand, it is clear that we have∫ τ(s)−λ

0
∂x1s

[
∇f

(
α(s) + (t+ λ)∇u(α(s))

)
· [I + (t+ λ)D2u(α(s))]α′(s)

]
J (s, t+ λ)

J (s, λ)
dt

+

∫ τ(s)−λ

0
∂x1λ

[
∇f

(
α(s) + (t+ λ)∇u(α(s))

)
· ∇u(α(s))

] J (s, t+ λ)

J (s, λ)
dt

(2.16) =

∫ τ(s)−λ

0
∂x1

[
f

(
α(s) + (t+ λ)∇u(α(s))

)]
J (s, t+ λ)

J (s, λ)
dt.

Yet,

∂x1

[
f

(
α(s)+(t+λ)∇u(α(s))

)]
= ∂x1 [f(x+t∇u(x))] = [I+tD2u(x)]∇f(x+t∇u(x))· < 1, 0 > .

Thanks to [14, Proposition 2.2], we have

I + tD2u(x)

= I − t

√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

1− ∂tg(α(s))2 − λ

[√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

] e(s)⊗ e(s)

=

1− ∂tg(α(s))
2 − (t+ λ)

[√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

]
1− ∂tg(α(s))2 − λ

[√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s)

] e(s)⊗ e(s)

+∇u(α(s))⊗∇u(α(s)).

Recalling (2.9), one can see that

I + tD2u(x) ≤ CI.

From (2.16), we infer that∣∣∣∣ ∫ τ(s)−λ

0
∂x1s

[
∇f

(
α(s) + (t+ λ)∇u(α(s))

)
· [I + (t+ λ)D2u(α(s))]α′(s)

]
J (s, t+ λ)

J (s, λ)
dt

+

∫ τ(s)−λ

0
∂x1λ

[
∇f

(
α(s) + (t+ λ)∇u(α(s))

)
· ∇u(α(s))

] J (s, t+ λ)

J (s, λ)
dt

∣∣∣∣
(2.17) ≤ C

∫ τ(s)−λ

0
|∇f |(α(s) + (t+ λ)∇u(α(s)))

J (s, t+ λ)

J (s, λ)
dt.

Now, recalling (2.5), (2.6) & (2.7) and combining (2.11), (2.15) & (2.17), we infer that

(2.18) |∂x1σ| ≤ C

[
||f ||∞(|τ ′(s)|+ 1)

J (s, λ)
+

∫ τ(s)−λ

0
|∇f |(α(s)+(t+λ)∇u(α(s)))

J (s, t+ λ)

J (s, λ)
dt

]
.

Hence, we get that

||∂x1σ||L1(∆)
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≤ C

[
||f ||∞

∫
∆

|τ ′(s)|+ 1

J (s, λ)
dx+

∫
∆

∫ τ(s)−λ

0
|∇f |(α(s) + (t+ λ)∇u(α(s)))

J (s, t+ λ)

J (s, λ)
dt dx

]
≤ C

[
||f ||∞

(∫ ε

−ε
|τ ′(s)|ds+ 1

)
+ ||∇f ||L1(∆)

]
.

In the same way, we show that

||∂x2σ||L1(∆) ≤ C

[
||f ||∞

(∫ ε

−ε
|τ ′(s)|ds+ 1

)
+ ||∇f ||L1(∆)

]
.

Hence, we get

(2.19) ||∇σ||L1(∆) ≤ C

[
||f ||∞

(∫ ε

−ε
|τ ′(s)| ds+ 1

)
+ ||∇f ||L1(∆)

]
.

Now, we claim that the map s 7→ τ(s) is Lipschitz (we note that the Lipschitz regularity of
this map τ was already proved in [7, Theorem 2.12] but in the particular case g = 0). More
precisely, we show that

(2.20) τ ′(s) ≤ C(diam(Ω), β, ||κ||∞, ||κ′||∞, ||D2g||∞, ||D3g||∞), for all s ∈ (−ε, ε).

For this aim, we show that there is a uniform constant C such that for every s0 ∈ (−ε, ε),
there is a δ > 0 such that

(2.21) τ(s) ≤ τ(s0) + C|s− s0|, for all s ∈ (s0 − δ, s0 + δ).

Fix s0 ∈ (−ε, ε). First, we assume that

(2.22) 1− ∂tg(α(s0))
2− τ(s0)

[√
1− ∂tg(α(s0))

2 κ(s0)− ∂2
ttg(α(s0))− ∂ng(α(s0))κ(s0)

]
= 0.

Let x0 ∈ Σ be a point such that α(s0) ∈ T̃ (x0). Let us denote by P (x0) a projection point of
x0 onto ∂Ω, i.e.

P (x0) := argmin{|x0 − y| : y ∈ ∂Ω}.
Then, we have

|x0 − α(s0)|+ g(α(s0)) ≤ |x0 − P (x0)|+ g(P (x0)).

Since |x0 − P (x0)| ≤ diam(Ω)
2 and thanks to the fact that g is β−Lip with β < 1, this implies

that

τ(s0) ≤
(1 + β) diam(Ω)

2(1− β)
.

From (2.22), we get that√
1− ∂tg(α(s0))

2 κ(s0)− ∂2
ttg(α(s0))− ∂ng(α(s0))κ(s0) ≥

2(1− β)2

diam(Ω)
.

Now, let δ > 0 be small enough. Then it is clear that, for all s ∈ (s0 − δ, s0 + δ), one can
assume that

Γ(s) =

√
1− ∂tg(α(s))

2 κ(s)− ∂2
ttg(α(s))− ∂ng(α(s))κ(s) ≥

(1− β)2

diam(Ω)
.

Hence,

τ(s) ≤ 1− ∂tg(α(s))
2

Γ(s)
=

1− ∂tg(α(s))
2

Γ(s0)
+

[1− ∂tg(α(s))
2](Γ(s0)− Γ(s))

Γ(s) Γ(s0)
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= τ(s0) +
∂tg(α(s0))

2 − ∂tg(α(s))
2

Γ(s0)
+

[1− ∂tg(α(s))
2](Γ(s0)− Γ(s))

Γ(s0) Γ(s)
≤ τ(s0) + C|s− s0|,

where the constant C depends only on diam(Ω), β, ||D2g||∞, ||D3g||∞, ||κ||∞ and ||κ′||∞.
Now, we assume that

(2.23) 1− ∂tg(α(s0))
2 − τ(s0) Γ(s0) > 0.

Thanks to [1, Lemma 4.5] or [14, Proposition 2.6], one can show that there is a Lipschitz
arc γ : [−δ′, δ′] 7→ Σ (for some δ′ > 0) such that |γ′| = 1, γ(0) = x0 and γ′(0) = n, where
n · e1 > 0, e1 = R−π

2
e2, e2 = ∇u(α(s0)) and n is a normal vector to [p, e2], for some vector p

in the set of limiting gradients D⋆u(x0). For every s ∈ [−δ, δ], let t(s) ∈ [−δ′, δ′] be such that

α(s) ∈ T̃ (γ(t(s))). Then, we have

(2.24) [γ(t(s))− α(s)] ·Rπ
2
∇u(α(s)) = 0.

Yet,

(2.25) γ(t(s))− α(s) = τ(s0) e2 + t(s) γ′(0)− (s− s0) t(s0) + o(s− s0) + o(t(s)).

Moreover,

∇u(α(s)) = e2 +D2u(α(s0))(α(s)− α(s0)) + o(s− s0).

But, we recall that

D2u(α(s0)) =
−Γ(s0)

1− ∂tg(α(s0))
2 e1 ⊗ e1.

Hence, we get

∇u(α(s))

= e2−
Γ(s0)

1− ∂tg(α(s0))
2 [e1·(s−s0)t(s0)]e1+o(s−s0) = e2−

Γ(s0)√
1− ∂tg(α(s0))

2
(s−s0) e1+o(s−s0).

Then,

(2.26) Rπ
2
∇u(α(s)) = −e1 −

Γ(s0)√
1− ∂tg(α(s0))

2
(s− s0) e2 + o(s− s0).

By (2.25) & (2.26), we get

[γ(t(s))− α(s)] ·Rπ
2
∇u(α(s))

= [τ(s0) e2+t(s)γ′(0)−(s−s0) t(s0)+o(s−s0)+o(t(s))]·
[
−e1−

(s− s0) Γ(s0)√
1− ∂tg(α(s0))

2
e2+o(s−s0)

]

=
1− ∂tg(α(s0))

2 − τ(s0) Γ(s0)√
1− ∂tg(α(s0))

2
(s−s0)−[γ′(0)·e1] t(s)−

Γ(s0)√
1− ∂tg(α(s0))

2
[γ′(0)·e2](s−s0) t(s)

+ o(s− s0).

Thanks to (2.24), we infer that

1− ∂tg(α(s0))
2 − τ(s0) Γ(s0)√

1− ∂tg(α(s0))
2

(s−s0)− [γ′(0) ·e1]t(s)−
Γ(s0)√

1− ∂tg(α(s0))
2
[γ′(0) ·e2](s−s0) t(s)

+ o(s− s0) = 0.
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This implies that

t(s) =
1− ∂tg(α(s0))

2 − τ(s0) Γ(s0)√
1− ∂tg(α(s0))

2 [γ′(0) · e1]
(s− s0) + o(s− s0).

Hence, we have

τ(s) = |γ(t(s))− α(s)|

= [τ(s0) e2 + t(s) γ′(0)− (s− s0) t(s0) + o(s− s0)] ·
[
e2 −

(s− s0) Γ(s0)√
1− ∂tg(α(s0))

2
e1 + o(s− s0)

]
= τ(s0) + [γ′(0) · e2] t(s)− ∂tg(α(s0)) (s− s0) + o(s− s0)

= τ(s0) +

[
[1− ∂tg(α(s0))

2 − τ(s0) Γ(s0)][γ
′(0) · e2]√

1− ∂tg(α(s0))
2 [γ′(0) · e1]

− ∂tg(α(s0))

]
(s− s0) + o(s− s0)

(2.27) ≤ τ(s0) +

[
1− ∂tg(α(s0))

2 − τ(s0) Γ(s0)√
1− β2 [γ′(0) · e1]

+ β

]
|s− s0|+ o(s− s0).

Yet,

γ′(0) · e1 = n · e1 =
[e2 − p]

|e2 − p|
· e2 =

1− p · e2
|p− e2|

=
|p− e2|

2
.

We recall that p ∈ D⋆u(x0). So, let x ∈ T̃ (x0) be such that ∇u(x) = p. Then, we have
the following:

α(s0)−x = −[u(x0)−g(α(s0))]e2+[u(x0)−g(x)]p = [u(x0)−g(α(s0))][p−e2]+[g(α(s0))−g(x)]p

(2.28) = τ(s0)[p− e2] + [g(α(s0))− g(x)]p.

Thanks to [14, Proposition 2.2 & Lemma 2.3], we have

|∇u(x)−∇u(α(s0))−D2u(α(s0))[x− α(s0)]| ≤ C|x− α(s0)|2.

Then,
(2.29)∣∣∣∣p−e2−

Γ(s0)

1− ∂tg(α(s0))
2 e1⊗e1(τ(s0)[p−e2]+[g(α(s0))−g(x)]p)

∣∣∣∣ ≤ C|τ(s0)[p−e2]+[g(α(s0))−g(x)]p|2.

But, we have

e1 ⊗ e1(τ(s0)[p− e2] + [g(α(s0))− g(x)]p) = τ(s0)[e1 · p]e1 + [g(α(s0))− g(x)][e1 · p]e1

= [τ(s0) + g(α(s0))− g(x)][e1 · p]e1.
Moreover, one has

p− e2 = [e1 · p]e1 + ([e2 · p]− 1)e2 = [e1 · p]e1 −
|p− e2|2

2
e2.

Then,

e1 ⊗ e1(τ(s0)[p− e2] + [g(α(s0))− g(x)]p) = [τ(s0) + g(α(s0))− g(x)]

[
p− e2 +

|p− e2|2

2
e2

]
.
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By (2.29), we get∣∣∣∣p−e2−
Γ(s0)

1− ∂tg(α(s0))
2 [τ(s0)+g(α(s0))−g(x)]

[
p−e2+

|p− e2|2

2
e2

]∣∣∣∣ ≤ C|τ(s0)[p−e2]+[g(α(s0))−g(x)]p|2.

Thanks to (2.28) and the fact that g is β−Lip with β < 1, we have

|g(α(s0))− g(x)| ≤ β|α(s0)− x| ≤ β

1− β
τ(s0)|p− e2|.

Hence,

1− ∂tg(α(s0))
2 − τ(s0) Γ(s0)

1− ∂tg(α(s0))
2 |p− e2| ≤ C|p− e2|2.

This implies that

1− ∂tg(α(s0))
2 − τ(s0) Γ(s0)

γ′(0) · e1
≤ C,

where C is a uniform constant depending only on diam(Ω), β, ||D2g||∞, ||D3g||∞, ||κ||∞ and
||κ′||∞. Recalling (2.27), we get (2.21) which yields (see, for instance, [8, Theorem 7.3]) that
τ is Lipschitz and, this also concludes the proof of the claim (2.20).

Consequently, we get the following Sobolev estimates on the transport density σ:

Theorem 2.1. Assume that ∂Ω is of class C2,1, g is β−Lipschitz with β < 1 and, g ∈
C2,1(∂Ω). Then, the transport density σ is in W 1,1(Ω) as soon as f ∈ W 1,1(Ω) ∩ L∞(Ω).
Moreover, there is a constant C that depends only on diam(Ω), Per (Ω), β, ||D2g||∞, ||D3g||∞,
||κ||∞ and ||κ′||∞ (where κ is the curvature of ∂Ω) such that the following estimate holds

||σ||W 1,1(Ω) ≤ C(||f ||W 1,1(Ω) + ||f ||L∞(Ω)).

Proof. This follows immediately from (2.19), (2.20) & (1.8). □

Finally, we are ready to prove Theorem 1.1.

Proof. Let ρε be a sequence of mollifiers and, set fε to be the mollification of f (i.e. fε := f⋆ρε).
Let σε be the transport density between fε and T#fε. Then, we have

||σε||W 1,1(Ω) ≤ C(||fε||W 1,1(Ω) + ||fε||L∞(Ω)) ≤ C(||f ||BV (Ω) + ||f ||L∞(Ω)).

Hence, up to a subsequence, σε converges weakly
⋆ in BV (Ω). Yet, it is not difficult to see that

σε ⇀ σ in the sense of measures, where σ is the transport density between f and T#f . This
implies that σ ∈ BV (Ω) and that we have the following BV estimate on σ:

||σ||BV (Ω) ≤ C(||f ||BV (Ω) + ||f ||L∞(Ω)). □

3. Counter-example to the W 1,5 regularity of the transport density

Let Ω be a compact domain such that Ω ∩ {x2 ≤ M} = {x21 ≤ x2} (where M > 0 is large
enough), f = 1 on Ω and, g = 0 on ∂Ω. Fix ε > 0 small enough. For every s ∈ [0, ε], the unit

interior normal vector to ∂Ω at (s, s2) is given by n(s) = (−2s,1)√
1+4s2

and the normal line is then

given by x2 = − 1
2sx1 + s2 + 1

2 . Set ∆ := {(x1, x2) : x2 = − 1
2sx1 + s2 + 1

2 , 0 ≤ s ≤ ε}. It is
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easy to see that ∆ ∩Σ = {(0, s2 + 1
2) : 0 ≤ s ≤ ε}. For every x ∈ ∆, it is clear that there is a

unique (s, λ) ∈ [0, ε]× [0, τ(s)], where τ(s) = |(s, s2)− (0, s2 + 1
2)| =

√
s2 + 1

4 , such that

x =

(
s− λ

2s√
1 + 4s2

, s2 +
λ√

1 + 4s2

)
.

∆

Σ

(0, 1
2
)

Recalling (2.3) & (2.4), we have

(3.1) σ(s, λ) =

∫ τ(s)−λ

0

J (s, t+ λ)

J (s, λ)
dt,

where

J (s, λ) = 1− λκ(s).

Hence,

(3.2) σ(s, λ) =

∫ τ(s)−λ

0

[
1− t

κ(s)

1− λκ(s)

]
dt = τ(s)− λ− (τ(s)− λ)2

2

κ(s)

1− λκ(s)

and

κ(s) =
2

(1 + 4s2)
3
2

.

On the other hand, we have

D(s,λ)x =

 1− 2λ

(1+4s2)
3
2

− 2s√
1+4s2

2s− 4sλ

(1+4s2)
3
2

1√
1+4s2

 .

In particular, one has

J̃ (s, λ) = |D(s,λ)x| =
√

1 + 4s2
[
1− λ

2

(1 + 4s2)
3
2

]
and

Dx(s, λ) =
1

√
1 + 4s2

[
1− λ 2

(1+4s2)
3
2

] [ 1√
1+4s2

2s√
1+4s2

−2s+ 4sλ

(1+4s2)
3
2

1− 2λ

(1+4s2)
3
2

]
.

Yet, we have

∂x1σ = ∂sσ ∂x1s+ ∂λσ ∂x1λ.
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But,

∂λσ = −1 + (τ(s)− λ)
κ(s)

1− λκ(s)
− (τ(s)− λ)2

2

κ(s)2

(1− λκ(s))2

and

∂x1λ =
−2s√
1 + 4s2

.

And, by (2.14), one has

τ(s)− λ

1− λκ(s)
≤ C, for all s ∈ [0, ε] and λ ∈ [0, τ(s)].

This yields that ∂λσ ∂x1λ ∈ L∞(∆). Then, it remains to study the summability of ∂sσ ∂x1s
to obtain the summability of ∂x1σ. First of all, we see that

∂x1s =
1

(1 + 4s2)[1− λκ(s)]
.

Moreover, one has

∂sσ =

[
1− (τ(s)− λ)

κ(s)

1− λκ(s)

]
τ ′(s)− (τ(s)− λ)2

2

κ′(s)

(1− λκ(s))2
.

Yet, κ′(s) < 0, κ(s) ≤ 2 and τ ′(s) = s√
s2+ 1

4

≥ 0, for all s ∈ [0, ε]. Hence, we infer that we

have

∂sσ ≥
[
1− 2

τ(s)− λ

1− λκ(s)

]
τ ′(s).

In particular, for s ∈ (0, ε) and λ ∈
(

τ(s)− 1
4

1−κ(s)
4

, τ(s)

)
(or equivalently, 0 ≤ τ(s)−λ

1−λκ(s) ≤
1
4), we have

∂sσ ≥ τ ′(s)

2
.

Then, we infer that there is a constant c > 0 such that the following holds for all s ∈ (0, ε)

and λ ∈
(

τ(s)− 1
4

1−κ(s)
4

, τ(s)

)
:

∂sσ ∂x1s ≥ c
s

1− λκ(s)
.

Consequently, we get that

||∂sσ ∂x1s||
p
Lp(∆) ≥ c

∫ ε

0

∫ τ(s)

τ(s)− 1
4

1−κ(s)
4

sp

(1− λκ(s))p−1
dλ ds

=
c

p− 2

∫ ε

0

sp

κ(s)

[
(1− τ(s)κ(s))−p+2 −

(
1−

τ(s)− 1
4

1− κ(s)
4

κ(s)

)−p+2]
ds

≥ c

∫ ε

0
sp(1− τ(s)κ(s))−p+2

[
1−

(
1− κ(s)

4

)p−2]
ds

≥ c

[
1− 1

2p−2

] ∫ ε

0
sp(1− τ(s)κ(s))−p+2 ds.

Yet,

1− τ(s)κ(s) =
4s2

1 + 4s2
.



16 S. DWEIK

This implies that

||∂sσ ∂x1s||
p
Lp(∆) ≥ c

∫ ε

0
s−p+4 ds.

Hence, σ /∈ W 1,5(Ω). However, one can show that σ ∈ W 1,p(Ω), for all p < 5. This follows
immediately using (2.14) and the fact that

|∂sσ ∂x1s| =
∣∣∣∣[1− (τ(s)− λ)

κ(s)

1− λκ(s)

]
τ ′(s)− (τ(s)− λ)2

2

κ′(s)

(1− λκ(s))2

∣∣∣∣ 1

(1 + 4s2) [1− λκ(s)]

≤ C
s

1− λκ(s)
∈ Lp(∆), for all p < 5.

Finally, we get the following (negative) result:

Proposition 3.1. Let Ω be a compact domain with a smooth boundary and g be a smooth
β−Lip function on ∂Ω with β < 1. Then, in general, we have the following statement:

f ∈ C∞(Ω) ⇏ σ ∈ W 1,5(Ω).

We finish this paper with two last remarks.

Remark 3.1. The W 1,p regularity of the transport density σ with p < 5 is still an open
question. But, it seems that one can construct a counter-example by choosing a suitable domain
Ω; one possibility will be to consider the case where the boundary contains a parabola of the
form {(s, |s|α) : s ∈ [−M,M ]} (where α ≥ 2), except that it is not easy to compute explicitly
σ since it is difficult to describe the singular set Σ when α > 2. In general, we conjecture that
we have the following statement:

f ∈ C∞(Ω) ⇏ σ ∈ W 1,p(Ω), for all p > 1.

Remark 3.2. It is not obvious whether we can extend the BV estimates on the transport
density σ to higher dimension d > 2 or not, since it seems difficult to study the Lipschitz
regularity of the map τ in this case. More precisely, the proof of Lipschitz regularity of the
map τ that we have introduced in Section 2 is based on some estimates where we use rotated
gradient of u (see (2.24) & (2.26)). So, the BV regularity of σ in higher dimension is still an
open question !
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