THE DIRICHLET PROBLEM FOR A FAMILY OF
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ABSTRACT. In the framework of Potential Theory we prove existence for the Perron-
Weiner-Brelot-Bauer solution to the Dirichlet problem related to a family of totally de-
generate, in the sense of Bony, differential operators. We also state and prove a Wiener-
type criterium and an exterior cone condition for the regularity of a boundary point. Our
results apply to a wide family of strongly degenerate operators that includes the following
example £ = t2A, 4 (x,Vy) — 8, for (z,y,t) € RN x RN x R.

1. INTRODUCTION
We consider second-order partial differential operators of the form
m N
(1.1) L:=1"3"02 + > bijw;0a, — 0,
i=1 i,j=1

where z = (z,t) € RN+ m N and 9 are non-negative integers with 1 < m < N. Moreover,
bi; is a real constant for every 7,7 =1,..., N. The standing assumption of this article is:

[H.1] The matrix B := (b;j); j=1,....n has the form

o o ... 0 O
By 0 0 O
B—=|0 B 0 0
0 0 ... By, 0
where every block Bj is a m; X m;_; matrix of rank m; with j = 1,2,...,x. Moreover, every

my; is a positive integer such that
mog>mi>...>mg>1, and mo+mi+...+m;=N.

We agree to let mg := m to have a consistent notation, moreover every 0 denotes a block
matrix whose entries are zeros.

As we will see in the following Proposition 2.2, the condition [H.1] implies that the operator
L is hypoelliptic. This means that, for every open set U C RN*! every function u € Llloc(U),
which solves the equation Lu = f in the distributional sense, belongs to C°°(U) whenever
f € C>(U). In particular, u is a classical solution to Lu = f.
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In the framework of Potential Theory, we address the boundary value problem

{£u=0 in U,

(12) u=q in OU ,

where U is any open subset of RN*! and ¢ € C.(0U)'. The Perron-Weiner-Brelot-Bauer
method provides us with a function H g which is a classical solution to EHQI{ =0in U.

Theorem 1.1. Every open set U C RN is resolutive, i.e. for every ¢ € C.(0U) it is defined
the Perron- Weiner-Brelot-Bauer solution Hg to the problem (1.2). Moreover Hg e C>(U)

is a classical solution to [,Hg =0.

Concerning the boundary value datum, it is well known that solution Hg to (1.2) does not
attain the prescribed boundary datum at every point of QU. We say that a point z, € OU is
L-regular if HY (2) = ¢(2,) as z — 2o, for every ¢ € C.(dU). The second main result of this
article is a Wiener criterium for the regularity of a boundary point z, € OU. Its statement
requires some notation. For any fixed A € (0,1) and for every n € N we consider the following
set

(1.3) US(20) = {z RN\ U s A8 < P(z:2) < x<"+1>log<n+1>} U {zo).

Here I' is the fundamental solution of £, whose explicit expression is given in (2.13). More-
over, we denote with Rlljc(zo) the balayage of the constant function 1 on the set US(z,); see
forthcoming Definition 3.20. With this bit notation we have

Theorem 1.2. Let U C RNt be an open set and let z, = (z0,0) € OU. Then z, is an
L-regular point, if and only if

D Rigg ) (20) = +00.
n=1

The proof of Theorem 1.2 is based on the explicit expression of the fundamental solution I”
of £ and follows the lines of the work [14] of Kogoj, Lanconelli and Tralli, where the regularity
of Kolmogorov operator (1.1) with ¢ = 0 is studied. In particular the article [14] extends to
degenerate Kolmogorov equations the Wiener-Landis test for the heat equation [10], and a
regularity criterion proved by Landis in [18], which again holds for the heat equation.

Finally we give a Zaremba-type criterion for the regularity of boundary points z, = (x,,0),
which is a sufficient geometric condition relying on the definition of cone C(z,) with vertex
at z,; see Definition 2.1 below.

Proposition 1.3. Let U C RV*! be an open set and let z, = (z,,0) € OU. If there exists
an exterior cone C(z,) with vertex at z,, then z, is L-reqular.

Note that Proposition 1.3 extends the analogous result proved by Manfredini [21] for the
case ¥ = 0. The requirement that the time coordinate of z, is t, = 0 both in Theorem 1.2
and in Proposition 1.3 is needed because the definition of the cone C(z,) requires a dilation-
invariance property of £ which, in the case 9 > 0, is granted only for ¢, = 0 (see (2.4) below)
as well as to use the particular invariance properties of the fundamental solution I" of £. On
the other hand, the exterior cone criterion proved by Manfredini [21, Theorem 6.3] as well as
the equivalent characterization of the regularity of boundary points in [17, Theorem 5.4] do
apply to every boundary point z, = (o, t,) with ¢, # 0.

LWe indicate with C, (0U) the family of continuous functions on AU with compact support
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Let us briefly discuss Proposition 1.3 in the simplest case of m = N, ¢ = 1 and B = 0,
that is

(1.4) L=1t"A, — 0.
In this setting, for any (z,t) € R¥*! and any r > 0, the group of dilations is defined as
6 (z,t) == (rPz, r?t),

and following Definition 2.1 the cone of vertex z, := (,,0), height 7' > 0 and base K C RY
is given by

C(zo) := {(a:o + 732, —r?T):2 e K,0<r < 1}.

Note that (1.4) can be reduced to the heat equation by the change of the time-scale u(x,t) :=
v(z,t3/3). The classical parabolic cone

C(20) := {(a:oer:,—TzT):xef(,()grgl},

introduced in [9] by Effros and Kazdan, guarantees the regularity of boundary point z, for
the solution v to problem (1.2) relevant to the heat operator. Inverting the time-scale change
of variables defined above C(z,) does coincide with C(z,). However, this simple argument
does not apply to ultraparabolic operators of the type (1.1). Hence, the result stated in
Proposition 1.3 can not be proved trivially with a time-scale change of variables in the general
setting we are dealing with.

We next give some comments about our main results. The first one concerns the uniqueness
of the solution to the Dirichlet problem (1.2). A first simple answer to the uniqueness problem
plainly follows from the maximum principle (see Corollary 3.15 below). In particular, it
implies that if u and v belong to C(U), for some bounded open set U, u and v are both
classical solutions to (1.2), and attain the same values on QU, then necessarily agree. This
result is however unsatisfactory. Indeed, it is well known that, if we consider the Cauchy-
Dirichlet problem for the heat equation in a cylinder, then the solution is uniquely defined
by the boundary condition on the parabolic boundary of the cylinder. For this reason, we
would expect that only the regular boundary points need to be considered in order to have
the uniqueness of the solution to (1.2). Unfortunately, this fact is not true even in the case of
the heat equation. Indeed, Lukes proves in Example 3.2 (D) of [19] that there exist bounded
open sets that admit different solutions that agree at every regular boundary point.

The classical Perron method for the Laplace equation relies on the Poisson kernel, which
provides us with the solution to the Dirichlet problem on any ball of the Euclidean space. In
the more general setting of the abstract Potential Theory the Euclidean balls are replaced by
the resolutive sets, that are sets such that the Perron-Weiner-Brelot-Bauer solution is defined.
Specifically, it is assumed that there exists a family of resolutive open sets {U;};c;, such that
{Ui},cr s a basis for the topology of the space. Note that, unlike in the case of the Laplace
equation, it is not required that all the boundary points of a resolutive set are regular.

The development of Potential Theory is simpler in the case of the existence of a basis of
reqular sets, which are resolutive sets whose all the boundary points are regular. For this
reason, even in the case of the heat operator, an effort has be done in order to build a basis
of regular sets for the space RV*1. In particular, Bauer first pointed out in [4] that the cones
defined for (z,,t,) € RN*1 and r > 0 as

Ko (2o,to) = {(z,t) e RN i |z — 2| < to —t <1},
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have this property. Later Effros and Kazdan introduce in [9] regular sets that are build as
follows. Every set is the union of the cylinder

ér(xo,to) = {(x,t) ERNTL o —ao| < 1yte —2r <t <t 77“},

and the cone K,.(z,,t,). The regularity of the boundary points for the above families of sets is
proved by a simple barrier argument, which relies on the fact that, for every point of the lateral
boundary of the cone, the spatial component v, of the outer normal v = (v,, ;) € R¥+1 is
non zero.

Bony considers in [5] the boundary value problem (1.2) for degenerate operators in the
form

(1.5) L=) X4V,
j=1
where X1,...,X,, and Y are vector fields defined in a domain Q@ < RM*! with smooth

coefficients, satisfying Hérmander’s condition [11]
(1.6) Lie(X1,..., Xm,Y)(2) = RV, for every z € L.

We recall that Lie(X7, ..., X,,,Y) is the Lie algebra generated by the vector fields X7, ..., X,,
and Y, that is the vector space generated by Xi,...,X,,,Y and their commutators. The
commutator of two given vector fields W and Z is the vector field defined as:

(W,2) =W Z—ZW.

In his work, Bony restricts his study to non totally degenerate operators. This means that,
for every z € RN*1 at least one of the vector fields X;(z),..., X,,(z) is non zero. The non
total degeneracy of the operator £ allows Bony to build a family of bounded open regular
sets by a general method that relies on a barrier argument. Note that for ¥ = 0 the Bony’s
theory applies to the operator £. We refer the reader to [7], [13], [16] and [21] for the study
of the relevant Dirichlet problem.

We remark that the non total degeneracy of the operator £ is a mild requirement. Indeed,
from the very definition of commutator it follows that

W(z)=0and Z(2)=0 = [W,Z](z) =0,

thus
X1(2)=0,...,X,,(2) =0,Y(2) =0 = Lie(Xy,...,Xm,Y)(z) ={0}.

In particular, if £ satisfies Héormander’s condition, then at least one of the vector fields
Xq,..., X, Y is different from zero. Concerning the operator £, it can be written in the
form (1.5) with

X; =10y, j=1,....m, Y := (Bz, D) — 0,

and, as we say in Proposition 2.2, the assumption [H.1] is equivalent to Hérmander’s condi-
tion, even though L is totally degenerate at t = 0, for ¥ > 1.

In this work we rely on the construction of the Perron-Weiner-Brelot-Bauer solution to the
Dirichlet problem (1.2) based on the existence of a family of resolutive sets, as explained in
the monograph [8] by Constantinescu and Cornea. We recall that a family of resolutive sets
for operators in the form (1.1) satisfying the assumption [H.1] has been built by Montanari
n [22]. We point out that in the particular case of the heat operator, these resolutive sets
agree with the standard cylinders.
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Outline of the article. In Section 2 we specify the notation adopted throughout the rest
of the article and recall some known results about the operator £. Moreover, we also give a
detailed proof of the hypoellipticity of £. In Section 3 we recall all the notions and results
from Potential Theory that we need. We also give a characterization of boundary regularity
in the abstract setting of Potential Theory; see forthcoming Theorem 3.30. In Section 4 we
construct the Perron-Weiner-Brelot-Bauer solution of the problem (1.2) and prove Theorem
1.1. In Section 5 we prove Theorem 1.2 and Proposition 1.3.
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2. PRELIMINARIES

In this section we specify the notation adopted throughout the rest of the paper and
provide some known results about the family of operators we are dealing with. We also give
a detailed proof of the hypoellipticity of £ and of the existence of its fundamental solution.

We denote with ¢ a positive universal constant greater than one, which may change from
line to line. For the sake of readability, dependencies of the constants will be often omitted
within the chains of estimates, therefore stated after the estimate. Relevant dependencies on
parameters will be emphasized by using parentheses.

For any U C RN¥*! we denote with |U| the Lebesgue measure of U. As customary, for
any r > 0 and any y, € RV we denote by B,.(y,) = B(yo;7) := {y € RN* |y —y,| <7},
the open ball with radius r and center y,. Here and in the following of this note we write the
operator £ in Hormander’s form

L= (170:,)° + (Bx,V) =8, = ) X} +Y,
j=1 j=1
with
X;=1t"9,,, Y :=(Bz,V)-0,
for j = 1,...,m. As usual in the theory of Hérmander’s operators, we identify any vector

field X with the vector valued function whose entries are the coefficients of X, specifically

N
X = ch(x7t)8x]‘ +Co(w7t)at =~ (Cl(‘rat)v' .. vCN(xat)7Co(xvt))'
j=1

We denote by A and e~ *F the N x N matrices defined as

= [Tmo 0 —p N~ (DS
(2.1) A._{O 0} e ._nzz;) B

where I, is the mo x mg identity matrix and s is any real number. For every ¢,7 € R we
eventually define the matrix

t—1
(2.2) C(r,t) = / (t— s)we*SBAe*SBTds.
0
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We spend few words about some geometric aspects related to the operator £. In the
article [16] the composition law

(2.3) (@,t)o (§,7) = (E+ePat+1) (2,1),(67) € RV,

was introduced and it was proved that K := (RV*1, o) is a non-commutative Lie group with
zero element (0,0) and inverse element given by

(z,t)7t = (—etPx, —t) V(x,t) € RVTL

Moreover, the operator £ with ¥ = 0 is invariant with respect to the left translation (2.3).
We refer the reader to the monograph [3] for a general presentation of the theory of Lie
groups and to [1,2] for a survey of results on the operator £. However, the operator L is not
translation invariant as ¥ > 1; see Proposition 1.2.13 in [3]. Nevertheless, the matrix (2.1)
will be used also for ¥ > 1 in order to define a basis of resolutive sets and to state a Harnack
inequality.

For every r > 0, we denote with 6, : RN*! — RN+ the family of automorphisms on RV+!
making £ homogeneous of degree two

(2.4) Lod, =1r*5,0L Vr>0.
and whose explicitly expression is given by
Op(z,t) = (Mo glm) g (me) )
(2.5) = (p20FLglmo) p2042,0m) 20l p(me) 24y

where (™) € R™i for j = 0,...,x and for r > 0. Throughout the sequel we indicate with
Q+2:= 20+ 1)mo+ (20 + 2)my + -+ (20 + 25 + 1)m,;, + 2 the homogeneous dimension
of RVN*1 with respect to (d,),>0. The number Q will be the homogeneous dimension of RY
with respect to the family of automorphisms (D,.),~¢ given by

(2.6) D, :RY - RN, D,(x):= (r2Fta(mo) . ,rQ<ﬁ+“)+1x(m”)).

Throughout the paper, we will denote with |- | the Euclidean norm on RY, R™ (for j =
0,...,%) or R. For any z € RN we denote with

(2.7) ol += (O (~1,0),2).

Denoting with 40% the smallest eigenvalue of the positive definite matrix

efBTC'fl(—l,O)efB,

we have
(2.8) e Pafe > o |af*.
Moreover, we recall that a homogeneous norm || - || : RN — R is a D,-homogeneous function

of degree 1 defined as follows

1
2(5+9)+1

Jall == 3 [om
=0

We call homogeneous cylinder of radius r > 0 and centered in z, = (x,,0) the set
(2.9) Q9 (20) :={z = (z,1) € RN ||z — e Bay|| <7, —r2 <t < 0}.

The norms ||-|| and || can be compared as follows

amin{|m|ﬁ , \x|2(~+711’>+1}
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(2.10) < |lz]l < (k + 1) max {mﬁ | || T } VzeRY,

where o = min|,— [|z[|. Indeed, on one side we simply have

K
Joll < D7 1al T < (k4 1) max { o] 75 Jo] 7m0 L va e RY.
j=0
On the other hand, for any = # 0, we get

1
|2(]+0>+1 K 2(j+9)+1

] o _

m1n{|x\1+2’9 |x|2(~+v9>+1} = |I‘|2(]+19)+1 =

<x)(mg')
2|

Definition 2.1. For any T > 0, R > 0 and any compact subset K of RY with positive
Lebesgue measure we call L-cone of vertex zo := (x,,0), base K and height T, the set
C(z0) := {(Drx +x0,—7"2T) re K,0<r< R},

where D, is defined in (2.6).
Given an open subset U of RN*L and z, = (z,,0) € OU we say that there exists an exterior
cone with vertex in z, if there exists an L-cone C(2,) such that C(z,) C RNT1\ U.

||

Let us give the definition of L-cone.

We recall some known facts about the operator £ in the case ¥ = 0, which will be useful
for the study of the case when ¢ > 1.

If ¥ = 0, specifically when

5_252 (Bx,V) — 0,

the following statements are equwalent to the condition [H.1]:
(i) (Hormander’s condition): rankLie(Xy,..., X, Y)(z,t) = N + 1 for every (z,t) €
RN—H;
(ii) Ker(A) does not contain non-trivial subspaces which are invariant for BT ;
(iii) C(r,t) > 0 for every t > 7;
(iv) (Kalman’s rank condition): rank (A, BA,...,BN"14) =N

The equivalence between (7) and (i) was first proved by Hormander in [11]. A detailed
proof of the equivalence between (), (ii), (iii) and [H.1] can be found in [16] (see Proposition
A.1, and Proposition 2.1). The equivalence between (%) and (iv) was pointed out by Lunardi
in [20]. We next prove that the above result also holds in the case ¢ > 1.

Proposition 2.2. The following statements are equivalent to the condition [H.1]:
(i) (Hormander’s condition): rank Lie(Xi,..., X, Y)(z,t) = N + 1 for every (z,t) €
RN+1,'
(ii) Ker(A) does not contain non-trivial subspaces which are invariant for BT ;
(i) C(r,t) >0 for every t > T;
(iv) Kalman’s rank condition): rank (A, BA,...,BN714) =N

Proof. As said above, the assertion is known to be true in the case ¥ = 0. Moreover, the
constant 9 does not appear in [H.1], (i) and (iv), hence the equivalence between [H.1], (ii)
and (i) trivially follows from the case ¥ = 0.
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We next prove that [H.1] is equivalent to (i) for every ¢ > 1. With this aim, we compare
condition (ii) with ¢ = 0 and condition (%) with ¥ > 1. In order to distinguish the two cases
we set, for j=1,...,m,

X =0, XF =Xy, k=1,....k.

Moreover, we let
szzspan{ff,...,fﬁl}, k=0,...,K.
and we set, for j =1,...,m,
9 k—

X} :=1"9,,, XF =[xy, k=1,...,k.
A direct computation shows that

[tﬁaxjay] :tﬁ[axjay] +19t19718xj7 .7 = 17"'7ma

that can be written as follows

X=X} +ot'IXD, j=1,....m.
By iterating the same argument, we find
2 _ 9 %2 9—1 31 9—2 30 o
(2.11) X5 =t"X5 +20t" X + 90 — 1t X7, j=1...,m.
and, for k=3,... and j=1,...,m,
E_ 9%k 9—1 k-1 9—k §0
(2.12) XF=t"XF 4+ kot X 90— 1) (0 — B+ 1) RXD

Note that the last coefficient vanishes whenever k > 4.
We are now ready to show that Hormander’s condition (i) is satisfied by the system of
vector fields {X¥ ..., X* Y} in the set {t # 0}. Indeed, we easily see that, in this case,

span{)??,...,)?gl} :span{X?,...7X21}.
Moreover (2.11) implies that
span{)N(?,...,)?21,5(11,...,)?;1} :span{Xll,...,Xﬁh},

for every t # 0. By the same reason, using the above assertions and (2.12), we conclude that
Lie{XF,..., Xk Y} agrees with Lie{XF,..., X* Y} whenever t # 0.
We are left with the set {¢ = 0}. In this case we use (2.12) with k& = ¢ and we find

X2, 0)=91X%  j=1,...m,

for every & € RYN. This means that )?jo belongs to Lie{X¥ ..., X* Y} computed at ¢t = 0.
Hence, Lie{X* ..., X* Y} contains Lie{X* ..., X* Y} and Hormander’s condition (1.6)
is satisfied also in the set {¢ = 0}. This concludes the proof of the equivalence between [H.1]
and (7).

We next prove that (i) is equivalent to (iii). We follow Hérmander’s argument. We first
note that the matrix Ae=*5" is non negative, for every s € R. Then C(r,t) > 0 whenever
t > 7. Moreover, the function t — (C(7,t)&, ) is non-decreasing. We claim that the following
assertions are equivalent:

(1) there exists a t, > 7 such that (C(7,%,)¢, &) = 0;
(2) (C(7,t)€,&) =0 fo every t > T;
(3) A(BT)k¢ =0, for every non-negative integer k.
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We first prove that 1. implies 3. Assume that there exists a t, > 7 and a vector £ € RV such
that (C(71,t,)€,€) = 0. Then (C(r,t)€,&) = 0 for every t € [7,t,]. From the definition of
C(7,t) (2.2), it follows that

5219<A6783T§,6783T§> =0, forevery sé€[rto,

then

+o0 (_1)k
(Z k:'sk"'wA(BT)k)g =0, forevery sé€[rt,
k=0

which implies the assertion 3. The implications 3. = 2. = 1. are trivial and are omitted.
The proof of the equivalence between (i) and (i) is a direct consequence of the fact that

V.= {§ e RN . A(BT)kf = 0 fo every non-negative integer k}

is the greatest subspace of Ker(A) which is BT -invariant. This completes the proof of Propo-
sition 2.2. ]

We emphasize that the condition (i) of Proposition 2.2 is very important in our setting.
Indeed, by using the Fourier transform we find the explicit expression of the fundamental
solution of £. Indeed, for every z = (z,t),( = (£,7) € RV we have

(471,)—N/2
(2.13) I'(z;¢) := detC(7.t)
0 ift<r.

e 1(CT () (@—e” B z—em (7T By ift> 71

The expression (2.13) was first obtained by Kuptsov under a condition equivalent to (iv), and
used by Montanari in [22]. We also recall the scaling property of the fundamental solution
I' with respect to the automorphism (2.5); see [22, Lemma 2.1].

Lemma 2.3. The following properties of the fundamental solution I" in (2.13) hold true:
(i) For any (z,1), (€, 7) € RN+

[(a,t:¢m) =T —e Py 66—y 7) vyeRY.
(ii) For any (x,t),(&,7) € RN*Y and any r > 0 it holds
I(z,t:¢,7) = r9T(Dyz,r*t; D&, r°7).

The following properties of the fundamental solution I in will the a key tool in the subse-
quent proof of the sufficient condition in Theorem 1.2.
We start by recalling the following identity, whose proof can be found in [16, Remark 2.1]

(2.14) e sBD, = D,e B Vr >0, Vs eR.
We will need the following lemma.
Lemma 2.4. For 0 >t > 7 we have the following matriz inequality
eftBchl(T, t)e B > C~Y(r,0).
Proof. Let us begin noticing that for symmetric positive definite matrices we have
My <M, = M;'>M;!
(see [12, Corollary 7.7.4]) and recalling that (e *B) = e*B, it is enough to show that
(2.15) eBO(r,t)e'B" < O(r,0).
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From the very definition of the matrix C' we get

t—T1
e'BO(r, t)etBT = (B (/ (t— 8)2196753A6753T ds) etB”
0

t—T1
/ (t _ S)zﬁe(t—s)BAe(t—s)BT ds
0
_r .
= / 02%e=B Ae™B" do.
—t
Since —7 > —t > 0 and A is nonnegative definite, we have

/ e 7B Ae=B" (o < / 0206 BAe B o = C(r,0)
0

—t

which proves (2.15) and the lemma. O

Let us now prove an estimate of the ratio If(gz’?), for 2, = (,,0), z = (2,t) and ¢ = (£,7)
with 0 > ¢ > 7. Let us denote with

—t
M= S (05 1)7
—T
(2.16) M(z0,2) := ‘D‘ﬁ: (- e Pa,)|,

and M (z,¢) :== ‘Df (€ —e By,

Lemma 2.5. Fiz z, = (z,,0) € RNFL. There exists a positive constant ¢ such that, for any
z=(z,t),(=(&,7) with0>t>7 and p < min {3, ﬁ}, we have

I'(z,Q) < < 1 )2 GOVIM (20,2) M (2,C)
F(Z07C) a 1- M

where p and M(-) are both defined in (2.16).

9]

Proof. Applying the transformation in Lemma 2.3 we obtain that

_Q C(t—r t T
I'(z,¢) = (t—-7)"2I'(D t17 (x—e ¢ )Bf)’;; a:)
_Q
— C(t — 7-) 2 e*i(071(‘r,t)(:cfe*(t’ﬂB{),mfef(tf")B@
4ot C( 2 1)
_Q
_ C(t B T) 2 e—%(CHI(‘r,t)(:p—ei(t77)35)7w—67(t7T)BE> ,
1
Vdet C(— 5 —£5)
and, similarly, we have
2
-9 —|D_1_ (w,—€"7¢)
I(2,() = &e - c,
det C'(—1,0)

recalling the definition of |- |¢ in (2.7).
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Then, since

(t—7)-%/detC(-1,0) ( 1 )?
(—7)~ % Jdet C(— 4, 1) C\l-p
the only thing we need to control is the exponential term. For this, start noticing that
g—eWDBg = g _e~tDBe By 4 o~mBy )
= et MBeTBy  o~(t-DB(¢ _ o~TBy )
(2.17) = z—ePr,—e B e By,

where we have used that (e *%)~! = e!B. Then, by (2.17) we obtain

— (O ) — P, — =TI

4
- e e — e a0 — )
—§<O—1(r, L (e N e ()
% (C7(r, ) (@ — e*Pag), 2 — e Pay))
< (O (e (6 — ey, =B (e — e, )
(2.18) < (O e TP (E — e Br,), T (E - o)
+% (O ()@ — e Pag) a — e *Pa))

Nl

x ((O—l(r, e B — e By,) e B (g — e‘Ton)>) :

11

since C~1(-,-) is a positive definite matrix. Moreover, Lemma 2.4 yields that for any y € RY

<C71(T, ())eTBy,eTBy> — <C*1(T, t)e*(t*T)By, e’(t77)3y> <0.

By using this and (2.18) we get

1
4
+% (C Y t)(x — e Pay),x e_th()))%
(071, e DB (g — =), DB (g — =g ) )
(2.19) < % (C7Hmt)(z — e Pry), . — e Pay))?
« (<C_1(T, t)e_(t_T)B(f e TBxO)’e—(t—T)B(é- _ e—-ero»)%
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We are going to bound all the above terms in (2.19) separately. We first have

<C_1(T, t)(z — e_tho), T — e_th())

- <c—1 <_1, —1> D1 (x—e'Ba,),D_1 (v — e‘tB:vo)> :

R

u v
Now, let us denote with || A|| the operator norm of a matrix A (i.e. its biggest eigenvalue for
symmetric matrices). By (2.10), for any vector v with |v| =1 we get

. 1 1 1 K41 1 1
min {|D\/ﬁv| 1+28 |D\/ﬁv|2(”“">+1 } < ;\/ﬁHvH < - 1\/ﬁmax {|v FT || 2eF 1 }
K+
- Vi
From p < ﬁ we then deduce |D\/ﬁv‘ < (’%1)20"_1 pz @0+ < (,{?4_1)21%1 VIt since
1 € (0,1). Hence, since by definition 1 is also less than 3, for any [v| = 1 we obtain that
<C’1 (—;,—1) ’U,’U> = <C’71(—1,—u)D\/ﬁU,D\/ﬁv>

| 2

IN

le™ (=1, = |D v

+1 49+2 B
(ﬁ > [C7t (=1, —p)]| 1

g
1
-1(_ 4 _*

) 1) 202
o
which gives recalling (2.16)

<C_1(T, t)(z — e_th0)7 T — e_tho>

4942
() e ()
o 2

On the other hand, by the commutation property (2.14), we get
<C_1(T, t)e_(t_T)B(g _ e_Ton); 6_(t_T)B(€ _ B_TBl‘o)>

UM (2o, 2)2.

_ 071 71, — D . ef(tf'r)B o efTon ’D#ef(tfr)B o eiTB‘To >
(CH 1D e 5 ) D R )
2

< o cr—l|p_etm e - ey

-7

2

= e L= 0D _ (6 - e

T

2

<[[c7H (=1, -m| ‘67(171‘)(34*37")

)

Since 0 < p < 3, the term He—(l—u><B+BT>

-

‘Dﬁ(f—eTBmo)

2

He*(lfu)(BHBT) H ’D (€ —eByry)

1
V=

is bounded from above by a universal constant

c2. Thus we have

<C_1(T, t)e_(t_T)B(g _ e—ﬂ—on)7 6_(t_T)B(f _ e_TB(EO)>
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1
<c|ct (—1,—2>HM(ZO,§)2.
Therefore o
(20 _ < 1 ) 3 OV (20,2 )M (20.8)
F(zov C) - 1- H
which gives the thesis. |

Now, we are now in position to introduce the cylindrical sets with basis at z, = (z,,%,) €

RN+ previously used in [22]. For every T > t, and r > 0, we let
(e"Ba —eoPr,)| < 1} ,
and we denote by 0pQ,.1(%) its parabolic boundary
OpQrr(z0) = Qv (20) \ {z = (2,T) € RN+ . ‘D%(eTBac —elBa)| < 1} .

Here 0Q), 1(2o) is the topological boundary of @, r(%,). It has been shown by Montanari,
in [22], that, for every Q. 1(2,) and for every ¢ € C(0Q, r(z,)), there exists a unique solution
u € C*(Qr1(20)) to the problem

Lu=0 in Qr (%),
u=¢ in 0pQyr,1(%)-
Moreover, again in [22, Theorem 3.1] a Harnack inequality for positive solution to Lu = 0
has been proved.
We introduce some further notation. For every f € R0 < a < v < 1 and v € (0,1,), with
Ve > 0 depending on « and of the coefficients of the matrix B, and for every £ € RY let us
define the following sets

Q+ = QVT,(,BJrl)T(g’ (6 - 1)7") n {6 -7 < t/?" < ﬁ - Oé},
Qi = QV’I‘,(ﬂ""l)T(f? (/8 - 1)T) N {6 +a< t/T < ﬁ + 7}
We state the following Harnack inequality.

(2.20) Qrr(zo) = {z eRV*L ity <t<T, D

1
N

(2.21)

Theorem 2.6. There exists a non-negative constant ¢ = c(a, 7, B,v) < oo such that for all
r >0
maxu < ¢ minu,
Q- Qt
for all non-negative u € C'*° (@VT7(5+1)T(§, (8 — 1)r) satisfying
Lu=0 in QVT,(B+1)7'(§7 (ﬂ - 1)7’)

3. REVIEW OF ABSTRACT POTENTIAL THEORY

We begin recalling some definitions and results from Potential Theory. We adopt the
notation of the monograph [8] by Constantinescu and Cornea. Let us indicate with (£,d¢) a
metric space, locally connected and locally compact. Moreover, denoting with 7¢ the topology
generated by the metric dg on &, we assume that (£, 7¢) has a countable basis of open sets.

Definition 3.1. Suppose we are given, for every open set U € 7¢, a family #(U) of extended
real valued functions v : U — [—o00,00]. We say that the map

# U — #(U),

is a sheaf of functions on & if the following properties hold:
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(1) If Uy,Us € 1¢ with Uy C Uz and u € #(Us) then uy, € #(Uy).
(i) if (Us)ier € T¢ and u : |J;c; Ui — [—00,00] is such that wy, € #(U;) for all i € I,
then v € H(U;c; Us)-

A sheaf of functions # on € will be called harmonic if, for every U € 1¢, #(U) is a linear
subspace of C(U). A sheaf of functions U on € will be said hyperharmonic if, for any U € 7¢,
the family U(U) is a convex cone of lower semi-continuous, lower finite functions.

Note that if U is a hyperharmonic sheaf on £, then the map
Fou U — UU)N(-UU)) VU € 7¢,

is a harmonic sheaf on £.

Throughout the sequel we indicate with # (resp. U) a harmonic (resp. hyperharmonic)
sheaf on £ and #y-functions (resp. U-functions) will be called harmonic (resp. hyperhar-
monic). Moreover, a function u € (—U) will be called hypoharmonic.

Let U C & be an open set and let ¢ : U — (—00, +00] be a lower semi-continuous function.
Then, for any open set V C U, with compact closure and non-empty boundary, and for any
non-negative Radon measure p on 0V we define

(3.1) odp = Sup{/ gdp:geCOV), g<¢on 8V}.
oV oV

Since ¢ is lower finite and 9V is compact, ¢ is bounded from below on V. Hence the set on
the righthand side in (3.1) is not empty. Thus, we can give the following definition.

Definition 3.2. Let V C & be open, with compact closure and non-empty boundary. Let us
consider a family p¥ = {uY }vev of non-negative Radon measures on V. The family pu"
will be called a sweeping on V. For any lower semi-continuous function ¢ : OV — (—oo, +o0]
we will denote with u}; the function

WYV = (~o0, o),

T — ,u(‘;(x) = /a
If # is a harmonic sheaf on &, then the sweeping u" will be called #-sweeping if:

(i) Vo € C(OV) the function u}; is a #-function;

(ii) for any F-function h defined on an open neighbourhood of V. we have u} =h on V.

We will say that the family
(3.2) f2:={u”=={u¥}zaati61},

is a sweeping system on & if {V; : i € I} is a basis for £ of relatively compact sets with
non-empty boundary and for any i € I ;"* is a sweeping on Vj.

pduy .
\%4

If #¢ is a harmonic sheaf on F, then a sweeping system §2 is called #-sweeping system on
E if 4Vi is a #-sweeping on V;, for every i € I.

A hyperharmonic sheaf can be defined starting from a sweeping systems. Indeed, let us
consider on £ a sweeping system ) as defined in (3.2) and give the following definition.

Definition 3.3. Let U C €. A lower semicontinuous function u : U — (—o0, +00] will be
said Q-hyperharmonic if for any i € I such that V; € U we have that u) < u onV;, i.e.

u(x) > / wdp?, Vo e V.
ov;
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The function u will be said locally Q-hyperharmonic if there exists an open covering {W,},cs
of U such that, ¥V j € J, ujw, is Q-hyperharmonic on W,.

Let Q be a sweeping system on the space £. We call hyperharmonic sheaf generated by (2
the map U defined as follows

U:1e 5U — UU) := {u: u is locally Q-hyperharmonic on U}.

Given the hyperharmonic sheaf U generated by the sweeping system (2, we call harmonic
sheaf generated by €2 the harmonic sheaf given by

Hy U —> U(U) n (7U(U)) YU € 7¢.

3.1. Resolutive sets. Throughout the rest of this section U will denote a given hyperhar-
monic sheaf on the space £. Let us give the following definition.

Definition 3.4. An open set U C £ will be called a minimum principle set, in short a MP-
set, if every U-function u which is non-negative outside the intersection with U of a compact
set K C £ and

liminfu(z) >0 Yy e U,

is mon-negative on U.

Remark 3.5. We point out that, if in the previous definition we are considering an open set
U with compact closure, we drop the condition that a U-function u is non-negative outside
the intersection with U of a compact set K C &.

Let U be the hyperharmonic sheaf on €, U C £ be a MP-set and let ¢ : OU — [—o0, +00].
Let us consider the set

ﬂg = {u € U(U) : {u < 0} is a compact, possibly empty, subset of U

liminf u(x) > ¢(y) Yy € (“)U}.
Udz—y

—U —U
The sets U, and Qg = —U_, will be called respectively the set of upper-functions and
the set of lower-function. We will call upper-solution and lower-solution the functions:
—=U . .U
Hy :=infU,, ﬂg = supug.
The next proposition is a straightforward consequence of the definition of upper and lower
solution.
Proposition 3.6. Let ¢1,¢2: 0U — R,a € R, o0 > 0. Then:
. —=U —U U U
(i) ¢1U§ P2 = HU?&I < I{]@aﬁqgl < H,,,
(i) Hy g, <Hg, +f¢2,ﬁgl+¢2 ZUﬂgl —l—ﬂgy whenever the sums are defined.
ooy U U 77 =V U
(i) Hog, = ally, Hag, = ally, Hoag, = —ally,,
. -7 U
(w) ¢1>0= H¢17ﬂ¢1 > 0.

Let us given now a crucial definition.

Definition 3.7. A function ¢ : OU — [—o00, 00| is called resolutive if the functions Fg,ﬂg

—=U
are #y -functions and coincide. In this case we set Hg =H, = ﬂg and we say that Hg 18
the generalized solution in the sense of Perron-Weiner (in short PW solution).

An open set U of €, with non-empty boundary, is said to be a resolutive set (with respect
to U) if every ¢ € C.(9U) is resolutive.
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If U is a resolutive set, for any = € U, the map
Ce(0U) > ¢ — HJ (z) € R,

is a linear and non-negative functional, hence by the Riesz Theorem, for every z € U, there
exists a suitable Radon measure pY on U such that

HY () = /8 o) A ).

The measure pY is called the #H-harmonic measure related to U and . Clearly the family
Y = {u¥}sev is a sweeping on U and, if U is compact, the family p is a #-sweeping on
U.

3.2. Harmonic spaces and B-harmonic spaces. Let us begin defining a harmonic space.

Definition 3.8. The couple (£,U), where U is a hyperharmonic sheaf on &, is called a
harmonic space if the following azioms are satisfied:

(i) (A1)(Positivity): For every x € £ there exists a ¥y -function, defined in a neighbourhood
of x, that does mot vanish at x.
(ii) (A2)(Bauer convergence property): Let {un}nen be a monotone increasing sequence of
Hy-functions on an open set U of £. Then
v ngrfoo tins
s a #y-function whenever it is locally bounded.
(iii) (A3)(Resolutivity): The resolutive sets (with respect to U) form a basis for the topology
Te on .
(iv) (A4)(Completeness): A lower semi-continuous, lower finite function u on an open set U
of € belongs to U(U) if, for any relatively compact with non-empty boundary resolutive
set V' (with respect to U) such that V. .C U , we have pY < wu on 'V, that is

u(x)E/ udpu, VY eV,
ov

where 11V is given by the sweeping constructed with the basis of resolutive sets.

Remark 3.9. In the particular case the hyperharmonic sheaf U is generated by a sweeping
system  (see Definition 3.3), the axiom (A4) of Completeness, is trivially satisfied.

In our setting, by using the Harnack inequality for the non-negative solutions to Lu = 0
given in Theorem 2.6, we will prove the following property which, in turn, implies the Bauer
convergence property (A2).

(iv) (A2)’(Doob convergence property): If {u,}nen is a monotone increasing sequence of
#ty-functions on an open set U C &£ such that the set

{x e U] supuy(z) < oo},

neN
is dense in U, then

u = lim u,,
n—oo

is a #y-function on U.
Throughout the sequel we indicate with (£, U) a harmonic space.
Definition 3.10. A hyperharmonic function u on a harmonic space (€,U) is called super-

harmonic if, for any relatively compact resolutive set V, the function pY is harmonic. A
hypoharmonic function v will be said subharmonic if —u is superharmonic.
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Remark 3.11. Every superharmonic function wu is finite on a dense subset of its domain.
Moreover, if the harmonic sheaf #;; has the Doob convergence property (A2)’, then hyper-
harmonic functions, which are finite on a dense set, are superharmonic.

Definition 3.12. A non-negative superharmonic function p for which any non-negative har-
monic minorant vanishes identically is called a potential.

We refer to [8] for some properties of superharmonic functions and potentials. Let us give
the following definition.

Definition 3.13. A harmonic space (€, U) will be called P-harmonic space if for any x € €
there exists a potential p on € such that p(x) > 0.

The following result holds (see [8, Proposition 2.3.2 ]).

Proposition 3.14. Let (£,U) be a harmonic space. The following conditions are equivalent:
(i) & is a P-harmonic space;
(ii) the set P. of finite continuous potentials on € such that any p € P, is harmonic outside
a compact set, separates the points of &;
(iii) the set of non-negative superharmonic functions on & separates the points of &;
(iv) for any relatively compact, resolutive set V and for any x € V, there exists a non-
negative, finite, continuous superharmonic function u on £ such that

/ udpy < u(z).
oV

As a consequence of the proposition above we have the following corollary [8, Corollary
2.3.3].

Corollary 3.15. FEvery open set of a *B-harmonic space is an MP-set, according to Definition
3.4.

PB-harmonic spaces are really important since the following result holds true [8, Theorem
2.4.2].

Theorem 3.16. Any open set of a *P-harmonic space with non-empty boundary is resolutive.
The consequence of Theorem 3.16 is that given an open set U of a B-harmonic space the

#y-Dirichlet problem

(3.3) {ue(%u(U),

u=¢ ondU, V¢ € C.(0U),
admits a solution Hg in the sense of Perron-Weiner-Brelot-Bauer.

In general, we cannot expect a good behaviour of H g at the boundary points of U. In the
following section we describe the conditions under which the boundary datum ¢ in (3.3) is
attained by the generalized solution Hg

3.3. Boundary regularity. Let us give the following definitions.

Definition 3.17. Let (£,U) be a B-harmonic space and let U be an open subset of £ with
non-empty boundary. A point xo € OU is said #y-regular if

lim H (2) = ¢(z), Vo € Ce(AU).

A point x, € OU which is not regular is called #y-irreqular.
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Definition 3.18. Let (£,U) be a B-harmonic space and let U be an open set of & with non-
empty boundary, x, € OU and let V' be an open neighbourhood of x,. We say that a function
w € UV NU) is a barrier at x, if:

(i) w>00nUNV;

(i) lim w(z)=0.

T—=To

The first condition for a boundary point to be regular is having a barrier function [8,
Proposition 2.4.7].

Proposition 3.19. Let U be a resolutive subset of a PB-harmonic space (€, U). Then, any
boundary point x, which possesses a barrier is regular.

In order to state some geometrical characterization of regular point we need some further
notation. The following notion was introduced by Brelot ([6]).

Definition 3.20. Let (£,U) be a P-harmonic space. For any non-negative function u on £
and any subset A of £ denote
G={veld():v>00n& andv>u on A}.
We call the reduit of u on A the following function
RY :=inf {v:ve ®Y}.
We call balayage of u on A the lower semi-continuous reqularization of the reduit function of

u on A, that is R
R4 (z) :==liminf R4 (y) Vzef&.

Yy—x

We list some useful properties of the balayage and the reduit function which will turn out
to be helpful in the following parts of the paper.

Proposition 3.21. For any subsets A and B of €& and for every non-negative function u
and v on & the following properties hold

(i) RY =u on A;
(i) ZZA C B and u < v we have RY < RY;
(tit) RY = RY if A is open;
() Riiup + Rinp < RY + R, and Rl p + Rljnp < RY + R,
For a proof of the last property in the proposition above we refer to [8, Theorem 4.2.2].

Proposition 3.22. Let (£,U) be a P-harmonic space and let u be a non-negative superhar-

monic function on & and A C . Then, RY, is harmonic on £\ A and RY, and ﬁz coincide
on £\ A.

Proposition 3.23. Let (£,U) be a P-harmonic space. The balayage of any non-negative
superharmonic function on &£, on any compact subset of £, is a potential.

For a proof of the previous propositions we refer to [8, Proposition 5.3.1 and Proposition
5.3.5].

Definition 3.24. Let (£,U) be a B-harmonic space and let U be an open set of £. A set P
is said polar set in U if there exists a non-negative superharmonic function p on U which is
equal +00o at least on U N P. In this case, we say that the function p is associated to P.

Even though most of the results stated below are proved in [6], we give here their proofs,
since our axiomatic setting is slightly different than the one adopted by the author of [6].
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Proposition 3.25. Let (€,U) be a B-harmonic space, P a polar set in € and u a non-
negative function on £. Then, the reduit RY is zero on a dense subset of £. Moreover,

Rp =0.

Proof. Suppose that P is a polar set and consider its associated function p. Then, p = 400
on P. Choose any point z, where p(z,) < +o0co. We have that Ap > u on P, for every A > 0,
moreover p > 0 outside P. Then,

(3.4) Ap>RYE YA > 0.

Since (3.4) holds also in z, and p(z,) is finite, taking the infimum on A > 0 we get that
RY%(z,) = 0. By the previous argument we have that RY% is zero on every point in which p
is finite. Since p is a superharmonic function, it is finite on a dense subset of £ (see Remark
3.11). Then R% = 0 on a dense subset of £. Form this fact it follows that RY% = 0. O

As an immediate consequence of Proposition 3.25 and 3.21 we have

Corollary 3.26. Let (£,U) be a PB-harmonic space. If P is a polar set of £, then ﬁ'%uP =
RY, for any subset A of € and for any non-negative function u on €.

The following definition will be used to give a further characterization of regular points.

Definition 3.27. Let A be a subset of a ‘B—harmogz’c space (é', U) and let us consider a point
To & A. We say that A is thin at x, if either o & A or x, € A and there exists a non-negative
superharmonic function u on & such that
< liminf .
u(zo) Jim inf u(x)
Let us consider a point xo € A. We say that A is thin at its point x, if {x,} is a polar set in
& (according to Definition 3.24) and A\ {xo} is thin at x,.

Let us remark that we will call a set K C £ a Gg-set if K is the countable intersection of
open sets of £. The following Proposition holds.

Proposition 3.28. Let (£,U) be a P-harmonic space, let A be any subset of £, x, & A and
let w > 0 be a superharmonic function on &, finite and continuous at x,. Then, A is thin in
Zo if and only if there exists an open neighborhood V' of x, such that

(3.5) RY v (T0) < w(zo)  and RYAy(20) < w(z,).

Proof. Let us begin noticing that if A is thin at z,, then by [6, Theorem 29], the first condition
in (3.5) holds true. Then, the second one follows using the definition of balayage function as
well as the continuity of w in x,.

Let us prove the vice versa. Since RY, > ﬁfi{m,, it is enough to show that the second
condition in (3.5) implies that A is thin in z,. First of all, let us note that {z,} is a Gs-set,
since in & the singleton {z,} is the zero level set of the distance function which is a Gs-set.
With no loss of generality let us assume x, € A, otherwise there is nothing to prove. We
endow & of the fine topology, which is the coarsest topology on £ which is finer than 7¢ and
for which any hyperharmonic function on any open set is continuous. By [8, Corollary 5.3.2]
since {z,} is a Gs-set, for any € > 0 such that

(3.6) Rinv (o) +& < w(zo),
there exists a positive superharmonic function u on &€ such that v = w on A and

(3.7) w(zo) < RYny (26) + .
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Moreover, RYny (zo) = ﬁﬂmv(mo). Then, by the continuity of w in z,, combined with (3.6)
and (3.7), we have that

u(zo) < w(z,) = Aalgicrgw w(z) < .Alxlanzlgg u(x).

Thus A is thin at {x}. O
The following theorem holds true; see [8, Theorem 6.3.3].

Theorem 3.29. Let U be an open subset of a P-harmonic space (E,U) and x, € OU. Hence,
Zo 18 Fy-regqular if and only if E\ U is not thin at x,.

We conclude this section recalling a well known result in potential theory that links the
regularity of the boundary points of an open set U with the balayage on the complementary
of £\ U. The forthcoming result is proven in [23, Theorem 14]; see also [17, Theorem 4.6].

Theorem 3.30. Let (E,U) be a PB-harmonic space, U be an open subset of £ and z, € OU
such that {x.} is a polar set in &, according to Definition 3.24. Then, x, is a #y-irregular
point if and only if

inf Ris\vynk (To) =0,
where the infimum is taken on the family of compact neighborhoods K of x, ordered by inclu-
sion.

4. THE PERRON-WEINER-BRELOT-BAUER SOLUTION FOR L
We consider the Dirichlet problem

{Eu() in U,

(4.1) u=q¢ in OU

where U is an open subset of RVl ¢ € C.(0U) and L is the operator defined in (1.1)
satisfying hypothesis [H.1]. As we are interested in classical solution to Lu = 0, throughout
the sequel of this article we denote with # the harmonic sheaf defined as

(4.2) Ur— #(U):={ueC®U): Lu=0in U},

for every open set U of R¥*! and we say that a function u is harmonic in an open set U if
ue #{U).

We next discuss the main steps of the procedure that provides us with the unique solution
u to the boundary value problem (4.1).

4.1. Definition of the sweeping system. We construct the Perron-Weiner-Brelot-Bauer
solution to problem (4.1). With this aim we consider, for any z, = (7o,t,) € RNTL T > t,
and 7 > 0, the cylinder @, r(%,) defined in (2.20), and the relevant Dirichlet problem (2.21).
Note that, in the simplest case of the heat operator £L = A — 9;, we are considering the usual
Cauchy-Dirichlet problem on the parabolic cylinder

(4.3) Qr(20) = Br(wo) X (to, T).

As already recalled in Section 2, there exists a unique classical solution v € C*°(Q. 7 (%))

to the Dirichlet problem (2.21), which attains the boundary data on dpQ,(z,). By Riesz’s

Theorem we have that there exists a Radon measure ,u,;Q“T(%), supported on dpQr.1 (%),

such that
u(z) = / A(Q)du ) (¢),  Vz € Qrr(20)-
OpQr,1(20)
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Thus, the family

(4.4) Q= {/‘QT’T(ZO) = {/‘LéQ"T(ZO)}ZeQT,T(ZO) 2o €RVFLr e RY, T > to}a

is a sweeping system on RV*1,

4.2. The hyperharmonic sheaf U and the f-harmonic space (RV*! U). We now
consider the hyperharmonic sheaf U generated by {2 in accordance with the Definition 3.3,
and we prove that (RV*1 U) is a -harmonic space, according to Definition 3.13.

We first prove that (R™V*! U) is a harmonic space in the sense of Definition 3.8. We
postpone the proof of axiom (A2), since it is the most involved. The axiom (A1) holds
because the constant functions are #fy-functions. The validity of the axiom (A3) is a direct
consequence of the fact that

Q= {QT,T(zO) D20 = (Zoyto) € RN T > to,r > 0},

is a basis of resolutive sets for the Euclidean topology on RV*1. The axiom (A4) follows from
the fact that U is the hyperharmonic sheaf generated by €.

Let us focus our attention to the proof of axiom (A2). We show that (RV*! U) has the
Doob convergence property (axiom (A2)’). With this aim, we consider a monotone increasing
sequence of #y-functions {uy, }nen in an open set U C RVF! such that the set

V= {z € Ulsupun(z) < oo}7
neN
is dense in U. We plan to prove that

(4.5) wi= lim wuy,,

n—-+oo

is a #y-function in U. We first prove that {u,}nen converges uniformly on every compact
subsets K of U. For every z € K, we choose a point (£,7) € RN¥*! and two positive constants
T and r such that

Qrr(&T)EU and z€Q.

Note that, for every p € N, {un4p — un}nen is a sequence of non-negative #y-functions.
Then, by the Harnack inequality stated in Theorem 2.6, we obtain

0< (un-i-p(z) —up(2)) < H&X(un-&-p — Up)
SC@(“TLﬂJ — Up)
T

n— oo

Sc(un-i-p(C) - un(C)) —0.

In the last inequality we have used the fact that there exists a point ¢ € QT NV such that

I%?(“ﬂﬂ —up) < (Untp(C) — un(C)),
since V' is dense in U. From the compactness of K it follows that there exists a finite family
of cylinders {Q;},, contained in U, such that K C |J*, Q; . This proves that {u,}nen

converges uniformly on K.
We next show that u in (4.5) is a #¢y-function. Indeed, fixed @, r(z,) € U, we have that

un(z) = / un(C)dug"T(z")(C), Vz € Qrr(20), Vn € N.
6PQ7’,T(ZO)
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From the uniform convergence, it follows that the limit function u satisfies the same identity.
Then, u € #y(Qr1r(z)) and the Doob convergence property follows. This completes the
proof of (A2), and thus, that (RV*1 1) is a harmonic space.

In order to show that (RN+! U) is a P-harmonic space we show that U separates the
points, so that we can rely on Proposition 3.14. Let us consider two points z; # z3. There
exists T > 0 such that 21,20 € U = RN x [T, T]. If t; # to, then we set uj(z) = e, If
otherwise t; = t, = t we choose v € RY so that (x1 — 29, ewa =% (0 and ¢ > 0 so that

uz(2) = ¢ — (x,e'Pv) > 0, Vz e U.
By definition uy satisfies
Luy(2) = (Bx, Vug(2)) — dua(z) = —(Bx,etPy) + (B, etPy) = 0.
Hence, u12(21) # u1,2(22) and uy,ug are both non-negative superharmonic functions. Then,

by Proposition 3.14 it follows that (RV*1 1) is a YB-harmonic space.

4.3. Conclusions. Thanks to Theorem 3.16, we conclude that there exists a generalized
solution HY € €y (U) to the problem

(4 6) uE%u(U),

i u=¢, indU, Yo € C.(U).
We next show that the generalized solution Hg to (4.6) is also a classical solution to the
equation EHg = 0, then it is a solution to problem (4.1). This fact is the main consequence
of the following

Proposition 4.1. The sweeping system €2, defined above, is a H-sweeping system, with
respect to the sheaf # defined in (4.2).

Proof. We show that p@r7(%) is a #-sweeping, according to Definition 3.2. Clearly fixed
¢ € Cc(0pQrr(%)) the function (recall that ,u?"’T is supported on 9pQ, 1 )

ud ) Quir(z0) = (—00, 00,

2z ,uf”"‘T(z")(z) = / $(Q)dprr =) ((),
8Qr,T(Z0)

is a #f-function, because it is the solution HST’T(ZD) of the Dirichlet problem (2.21) with
boundary data ¢. Consider u € #(U), and let Q, 1(z,) € U be any cylinder. Since u is the
solution to (2.21) with boundary data ¢ = u, we have that

i (2) = / w(Qdpg Q) = u(z), V2 € Qur(zo).
OpQr,1(z0)

Hence, u, nt(Z) _ 4 on Qr, (%) and the thesis follows. O

The main consequence of the above Proposition is that U C RN*! 7, (U) = #(U) for
every open set. We are now ready to give the

Proof of Theorem 1.1. Consider the sweeping system ) defined in (4.4) and the hyper-
harmonic sheaf U generated by Q. We have that (RV*+1,U) is a 3-harmonic space, according
to Definition 3.13, then Theorem 3.16 provides us with the existence of the Perron-Weiner-
Brelot-Bauer solution Hg to (4.6). Moreover, Proposition 4.1 implies that Hg to (4.6) is

also a classical solution to the equation ,CHg =0, then it is a solution to problem (4.1). O
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5. THE WIENER-TYPE TEST AND THE CONE CONDITION AT {t = 0}

In Section 4 we have shown that there exists the generalized solution Hg to the Dirichlet
problem for the operator £ defined in (1.1) in an arbitrary open set U

Lu=0, in U,
u= ¢, in U, V¢ € C.(0U).

In this section we describe the conditions under which the boundary datum ¢ is attained by
the generalized solution Hg In particular, we prove Theorem 1.2 and Proposition 1.3.

5.1. Boundary regularity, L£-potential and L-capacity. In order to use the abstract
Theorem 3.30 we begin showing that every singleton {z,} is a polar set in R+, Our proof
follows the same line as [17, Lemma 4.5].

Let us consider the fundamental solution I" of the operator £, defined in (2.13). In order
to make I a lower semi-continuous function on RN*! we agree to let I'(¢;¢) = 0, so that

(5.1) I¢e) = hg?fr(z; ¢),  V¢eRNFL

The following lemma holds.

Lemma 5.1. Let (, := (&,7o) € RN*L be fived and let u be the function defined as follows
(5.2) u(z) :==I'(2;¢) zeRNVFL

Then, u s a non-negative U-function on RVTL,

Proof. The non-negativity and the lower semi-continuity of u follow form the properties of the

fundamental solution I" and from (5.1). Let us prove that, fixed a cylinder Q1 = Qr (%),
u satisfies the inequality

u(z) > /3 L HOdETQ) e Q.

Let us consider a function ¢ € C(9Q, ) such that ¢ < wu on 0Q, 1.

Assume that {, ¢ Q. r and indicate with HfT the generalized solution to the Dirichlet
problem in @, r with boundary datum ¢. For any 0 > 0, let us apply the strong maximum
principle in [17, Proposition 3.1] on Q.7 N {t < T — §}. In particular, let us note that
0Qr7N{t <T —06} =0pQrrN{t <T — 3§} Then, since every boundary points of dpQ,
is L-regular (see for instance Proposition A.1 in [22]), form the harmonicity of u in @, r and
the lower-semicontinuity of u, we get that

(5:3)  liminf(u(z) = B (2) 2 u(Q) = 6(¢) 20 Y€ 0Qurn{t<T ~ 5},
zZ—r
Hence, [17, Proposition 3.10] we have that u > Hd;QT‘T on Q.rN{t<T -0}

(5.4) u(z) > HfT(z) = / pdu@rT Vze Q.rn{t<T -4}
0Qr,T

Since for any interior point z = (z,t) € @, we can find § > 0 such that t, <t <T -6 < T,
we have that (5.4) holds true for any z € Q.. Then, passing to the supremum of every
¢ <u on 0Q, r we obtain the desired inequality (5.2).

On the other hand, let us suppose that {, € @, 7. Since u = 0 on the set {¢t < 7.} we
have that ¢ <0 on 0Q,r N{t <7}, so that by [17, Proposition 3.10] we obtain Hf“T <0

on Q.1 N{t < 7,}. In particular, Hf“’T((O) < 0. Let us consider @T,T = Qrr \ {(}-
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Then, by proceeding as in the previous case we can prove (5.3) in @T’T, which yields that
u > HQ;QT'T on Q.1 N{t <T —¢§}. Moreover in (, we have that u({,) = 0 > Hf“T(CO).
Hence, u > HfT’T on Q7 N{t <T —§} and (5.4), and in turn (5.2), follows exactly as for
the case (, & Qr 1. O

Proposition 5.2. Every singleton {z,}, z, € RN+ is a polar set in RNTL,

Proof. Let z, := (%0,t,) € RV*! and we use the fundamental solution I” to built a function
p which satisfies the condition of Definition 3.24.
For any € > 0 let us consider the family of points

Ce = (&, 7e) = (€0, 1o —€).
By the definition (2.13) of fundamental solution we obtain that
(4m)N/2 c—0"
(z0iCe) = detC(to — &, to) e
Then, there exists a decreasing sequence {e, }nen such that
(5.5) I'(z0;C,,) > 47, Yn € N.
Let us consider the function p defined as follows

ple)i= 3 Hlzien)

27L

n=1

and show that p satisfies the condition of Definition 3.24. By assumption (5.5) we have

) = Y TS 5§ oo
n=1 n=1

Let z # 2,. Then, there exists a positive r such that
B, (2) X By(20) N {(w,¢) € RNFLx RNFL .y = ¢} = ().
Since I' is continuous in {(w, () € RNt x RN w #£ ¢}, we have

M:= max [I'(y,s;n,0)<-+oo.
(y,8)€Br(2)
(n,0)€Br(20)

Moreover, since (., — 2, as n — 400, there exists an index n > 0 such that, for any n > n,
(e, € Br(2,). We show that p converges uniformly on B,.(z). Indeed,

> SupwEE (2) |F(’LU, CEn)' > 1
- <M — =M.

n=n
Hence, it follows that p converges uniformly on B,.(z). From Lemma 5.1 it then follows
that p is a U- function on RVt finite for any z # z,. Moreover, since the harmonic space
(R¥+1U) has the Doob convergence property, by Remark 3.11, p is superharmonic. Hence,
{2} is a polar set in RN*1 according to Definition 3.24, with associated function p. |

Now we apply the results presented in the last part of Chapter 3 to discuss the regularity
of boundary points. Since the sweeping system €, defined in (4.4), is a F-sweeping (see
Proposition 4.1), the definition of L-regular point and #€;-regular point coincide. Indicating
with U an open subset of RV*! with non-empty boundary let us consider, for any r > 0 and
zo € OU, the set Q,(x,,0) defined in (2.9) and let

(5.6) Gy = {(z,t) eRNTIN\U: —r? <t <0, ||l —e B, <r}.



TOTALLY DEGENERATE DIFFERENTIAL OPERATORS 25

As consequence of Theorem 3.30 and Proposition 5.2 we characterize the regularity of bound-
ary points as follows.

Corollary 5.3. Let U C RN*! be an open set and let z, € OU. Then, being G, the set
defined in (5.6), we have that z, is a L-reqular point if and only if

: 51
7-1—1>%1+ Re, (20) > 0.

Before proceeding with the proof of our regularity criteria we still need few more definitions.
Let us denote with M(RY*1) the collection of all nonnegative Radon measure on R¥*! and
call

L= [ TEO WO, 2 eRY

the L-potential of p.
If F is a compact set of RV 1 and M(F) is the collection of all nonnegative Radon measure
on RV*1 with support in F, the £-capacity of F is defined as

cap(F) := sup{u(F) | p € M(F), T, <1 on RN}

We list some properties of the £-capacities. For every F, F| and F, compact subsets of RN *+1,
we have:

(1) cap(F) < oo;

(ii) if Fy C Fy, then cap(Fy) < cap(F3);
(7ii) cap(Fy U Fy) < cap(F) + cap(Fz);
(iv) cap(6,(F)) = r@cap(F) for every r > 0.

The properties (i) — (iv) are quite standard, and they follow from the features of I". Following
the same lines of the proof of [15, Teorema 1.1], we have the existence of a unique measure
ur € M(F) such that

RE() = Lura) = [ TGO dus(c) 2 e RV,
RN+1
and
pr(RYTY) = cap(F).
The proof of this fact relies on the good behavior of I', a representation formula of Riesz-type

for superharmonic functions proved in [7, Theorem 5.1, and a Maximum Principle for L.

5.2. Wiener-type criterium. We begin proving Theorem 1.2. We extend to our contest
the same approach used in [14]. We will use the lemma below; see [14, Lemma 5.1].

Lemma 5.4. For every n € N, let us split the set G, in (5.6) as follows
G, =GlUG™",
where, for any X € (0,1), we write
G" ={2€ G, : Izo;2) > A€ U {2}
and G ={2€ Gy : [(20;2) < A "loen),
Then,

. 51 1 51
T1—1>r(r)1+ RGT (ZO) - rl—lgl‘*' RG? (ZO).
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Proof of the necessary condition in Theorem 1.2. We prove the implication

(5.7) % is Loregular = > Ri (.. (%) = +o0,

n=1

By the hypothesis it follows from Corollary 5.3 that
(5.8) lim RE (20) > 0.

r—0t

Let us assume by contradiction that

(5.9) Rie (2 (20) < +00,
1

n=
where US(z,) is the set defined in (1.3). We are going to prove that the assumption (5.9) is
in contradiction with (5.8).

By hypothesis (5.9), for every £ > 0, there exists n. := n(e) € N such that

Y Ripea(z0) <

n=ne

On the other hand, following the notation of Lemma 5.4, for any positive radius r > 0, we
have

e c | Usteo):

Then, by Proposition 3.21, we get
~ 0 o~
RlG:«E (ZO) S Z erjﬁ(zo)(zo) < €.
By Lemma 5.4, we get
lim RE (z0) =0,

r—0t+

which is in contradiction with (5.8). This prove the necessary condition (5.7). O

We now prove the sufficient condition of Theorem 1.2. This will require three lemmas.
The first follows by a similar path as in [14, Lemma 6.1] by relying on Corollary 3.15

Lemma 5.5. Suppose we have a sequence of compact sets {Fy,}nen in RNTL such that
FoNFp =10 if n #k,
Vr >0 dn such that F, C G, forn>n.
Suppose also that the following two conditions hold true:
(1)
00 N
Z R};k(zo) = +4o0;
n=1
(i2)

I'(z,0) }
supsupy ———— : z € F,, ( € F}, p < M,.
n#g p{F(ZoyC) <€ B 0

Then we have ﬁbr(zo) > ﬁ for every positive r.
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Now, for any fixed A € (0,1), we recall that the definition of the set US(z,) = US (2o, 0)
given in (1.3) and, setting a(n) = nlogn, let us denote

2
T, = max —t = (CN)\Q(”)) e,
(z,t)eUE (26,0)

where @ is the homogeneous dimension associated to (D;),>o and cy is a given dimensional
constant. Fix ¢ € N such that

2Q 202 Qlog2 2Qlog (=t
(5.10) ¢>qo 1=4+L1> where m = max { 2, @ , UC,Q %8 , @log (%) ,
log (%) log6’ log6’ log8 log 8
and o¢, o are the constants in (2.8) and (2.10). Moreover, let us also denote by
(5.11) p=1+ gJ := 1 + the integer part of %
So 2 <p<1+%<q—1. Foranyn cN consider the sets
USq(an 0) = (U:;q(xo’ 0)N{t> _an+p}) U (U:iq(xm 0)Nn{t< _an+p})
FCOUF,.
Moreover, notice that, since ng + p < g(n + 1), then
5.12 min t= T, > —Therp = ma Vn,m e N, m > n.
(5.12) (@) P ‘ TP mer,

Let us prove the following lemma.

Lemma 5.6. With the notation above, we have that

+oo
Z R;(o) (Zo) < +00.

n=1

Proof. We are going to prove that F,(LO) is contained in a homogeneous cylinder Q, so that

+o0 1 a(ng+1)
(5.13) Z (/\> rQ < 4o0.

n=1
This is enough to prove the statement since

~ 1 (ng+1)
Rbo (o) = [ MO © < (3) - canlFi?),

and by monotonicity and homogeneity we have
cap(F{”) < cap(Q,, ) = cap(Qu)ry.

In order to prove (5.13), we have to find a good bound for r,,. Fix z = (z,t) € F”). Since in
particular z € U (%, 0), we have that by definition of | - |c in (2.7)

1
= (C'(-1,00eBD_1 (z—e B, e BPD 1 (x — e Bua,
O LD ) D, )

e BD 1 (z—e "B,
e

c

IN
—_
o
£}
/N
o
000%
L2
= | 3
m\.{)é
N——

while, on the other hand, by (2.8), we get

e PD 1 (z—ePa,)

o
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so then

(5.14) ‘D\/lj(x —e By

Therefore, from (2.10), we deduce

_thOH

1
ﬁ“”f—e

= HD1(:L'6“3$0)
7=

21914—1
D 1 (z—e 'Ba,)
/=t

)

—t

< (k+ 1) max { ‘Dl (x — e Ba,)

1
2(r+0)+1 }

1 1 exe(ng) 1 1 cexe(ng)
- 10g2(219+1) 3 , I 10g2(2(m+0)+1) Z
0.(2;9+1 (_t) P Ué<~+19>+1 (—t) p)

Let us note that from our choice of a(n) = nlogn we can check that the sequence n —
a(ng + p) — a(ng) is monotone increasing. In particular, by the choice of p in (5.11), this
yields that

< (k+ 1) max

a(ng+p) —a(ng) > a(g+p)—alg)

3 1 3 1
o (261) —a(q) > 54108 <2q) 2 54log6.

Y

By our choice of ¢ (5.10), we have that a(ng + p) — a(ng) > %(l) and so, for any n € N,
A
it holds
Tn2q+p < et (e

This and the fact that the functions s — slog” Q are increasing in the interval (0,e~? 05]
allow to bound the term ||z — e~*Ba, || further. Indeed, having 0 < —t < T),q4p, We get

1 A (ng)
[ N P G B STV (i
oc (—t)=2
1 CN)\a(kq)
S ng+p 2 T ’
an+p
since given that qlog6 > 5 ( y we have also an 4p S A (ng) = ”C which says
1 [ exe(ng)
log? 3 >oc0.
2
an-‘rp

Summing up, we have just proved that

- (r 1 a(nq)
(z,t) e FY = |z — e7Ba, | < YEU /T, 1 log? ( cA ) i

nq+p

0< —t < Tpgyp < (k+1)2Tgup < 72,



TOTALLY DEGENERATE DIFFERENTIAL OPERATORS 29

namely, recalling the definition of Q,(z,,0) in (2.9) yields that
F € Q,,(20,0).
" ( 5> we obtain that (5.13) is verified by the same

argument as in [14, Lemma 6.2]. O

Moreover, by the choice of p > £ > 1+

Lemma 5.7. Let z, := (x,,0). There exists a positive constant My such that

F .
(59 My Vie B, VeeF, ¥YmneN, m#n.
F(Zo; C)
Proof. Fix any m,n € N with m # n. If m < n — 1, then F,, lies below F),, implying that
I'(z;¢) = 0 by definition of I". Thus, the thesis follows. Hence, with no loss of generality we
can assume m > n+ 1. For every z = (z,t) € F,, and ( = (§,7) € F,, by (5.12) we have that

j— —t _ _(x%lié}mmt Ty ( \e(ma) )% - <1>5(a<nq+p)a<mq))
T 7 T = max 7 Thgyp  \Ne(natp) BEUY :
(&T)EF v

Moreover, since ng+p < g(n+1) < mgq, by monotonicity of the map n — a(ng+q) —a(ng+p)
and by the choice of p in (5.11), we have

a(mg) —a(ng+p) = a(ng+q) —alng+p)
a(2q) — a(g +p)
3 q
— Z > (L= .
a(2q) — « (2(1 + 1) > (2 1) log (2q)
Furthermore, by our choice of ¢ (5.10) we have that

Q max {log 2, log (”T'H)2}
2 log(l)

5 }. Hence, by Lemma 2.5 we get

Y

Y

a(mg) — a(ng+p) > (§ —1) log (8)

which, in turn, implies p < min{Q, (n+1
Q
F(z><) < ( 1 ) 2 eC\/ﬁM(zo,z)M(sz) < 2% eC\/IjM'(Zo,z)M(Zo,C)7
F(Zov C) 1- H -
recalling the notation in (2.16).
To finish the proof we need to show that the exponential is uniformly bounded for z € F,,

and ¢ € F,,. By estimating as in (5.14) we have

2 1 )\a(nq)
< — 10

(C)\oz(mn
nq-‘rp

1
log A) a(ng +p) — a(ng)),

D_1 7677—3580
D6 )

IN

1
o2
el
1
o2,
el
and in a similar way

2§i2 log (/1\> a(mg + p) — a(mq)),

so that now the proof follows as in [14, Lemma 6.3]. O

D 1 (z—e 'Bx,)
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Proof of the sufficient condition in Theorem 1.2. The proof now follows by a similar
argument as in [14, Theorem 1.1] by using the above lemmas. a

5.3. Proof of Proposition 1.3. We prove that RV*1 \ U is not thin in z,, according to
Definition 3.27. Then, by Theorem 3.29, z, is a L-regular point. Since z, € RN\ U we
show that (RNVF1\ U) \ {2} is not thin in {z,}. Thanks to Proposition 3.28 it is enough to
prove that, for any open neighborhood V of z,

(5.15) Rpvinuyn(fzop (20) = 1,

For any r > 0 let us consider the neighborhoods G, defined in (5.6). By Proposition 3.21 we
have that

R, (70) < R\ (203 (%0) + Rz, (20)-
Form (5.15) it follows that it is enough to show that
(5.16) R\ (20 (20) 2 R, (20) = Ry (20) 2 1.
Now, let us adopt the following notation
Cr(20) = (2 + D, K) x {—1°T} =: K, (2,) x {—12T}.
For any 6 > 1 and any n € N let us denote with

1 0
0) . _ N+1 . v
EY) .= {z-(w,t)eR VT < I'(xo,0;2,t) < )\nlogn}.

There exists n € N such that

(5.17) EDNCo(20) CU(20) Vn >

We claim that there exist 7; > 7 and a non-empty open set B C RV*! such that
(5.18) BCF9NC(2) Vn>n.

Indeed, take n; > n such that, for any fixed r € (0, R), it holds

sup I'(z,,0;€, —r2T) <
Eeint(K, (z0))

\nlogn vn > 7.

Consider

1
A= { € € it ). 06T < S

< I'(xo,0;&, ’I’ZT)} ,

which is open, and non-empty since int(K,(z,)) # 0 and 6 > 1. Moreover Ax {—r*T} C F
by construction, and A x {—r?T} C C,(2,) for r € (0, R). Now, note that for sufficiently
small r > 0 we have that

(5.19) 0, (2)\ U 2 K, () x {—1°T}.
Thus, by Definition 3.20 of reduit function it holds R, (z,) = 1 and by
| reang-rmas,
Ky (o)
keeping in mind (5.17) and (5.18), we obtain that for n > ny
Rz} (Z0) 2 RE, (20) = R, 3 (20)
4] 1

L2 _ pl s
/I(T(xo) F($0707§> r T) dé- R{ZO}(ZO) > \nlogn R{ZO}(ZO) >1,

Y
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up to choosing a sufficiently small A such that A"'°&" < (1 + Rlzo})/\A|. Then, condi-

tion (5.16) is satisfied and the thesis follows. O
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