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Abstract We study the obstacle problem related to a wide class of nonlinear integro-
differential operators, whose model is the fractional subLaplacian in the Heisenberg
group. We prove both the existence and uniqueness of the solution, and that solutions
inherit regularity properties of the obstacle such as boundedness, continuity and Hölder
continuity up to the boundary. We also prove some independent properties of weak su-
persolutions to the class of problems we are dealing with. Armed with the aforementioned
results, we finally investigate the Perron-Wiener-Brelot generalized solution by proving
its existence for very general boundary data.
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1 Introduction

In the present paper we investigate a class of obstacle problems where the leading oper-
ator L is given by

Lu(ξ) := P. V.

∫

Hn

|u(ξ)− u(η)|p−2(u(ξ)− u(η))

do(η−1 ◦ ξ)Q+sp
dη, ξ ∈ H

n, (1.1)

with do being a homogeneous norm on the Heisenberg group H
n, in accordance with

forthcoming Definition 1, and Q being the homogeneous dimension of Hn.

In order to state our main results about the obstacle problem related to L some
further notation is needed. Let Ω ⋐ Ω′ be bounded open sets, h : Hn → [−∞,∞) be an
extended real-valued function, called the obstacle, and g ∈W s,p(Hn). Define the class

Kg,h(Ω,Ω
′) :=

{

u ∈W s,p(Ω′) : u ≥ h a. e. in Ω, u = g a. e. in H
n
rΩ

}

. (1.2)

and consider the functional A : Kg,h(Ω,Ω
′) → [W s,p(Ω′)]′ given by

〈A(u), v〉 :=

∫

Hn

∫

Hn

|u(ξ)− u(η)|p−2(u(ξ)− u(η))(v(ξ) − v(η))

do(η−1 ◦ ξ)Q+sp
dξdη (1.3)

−

∫

Ω

f(ξ, u)v(ξ) dξ.

where the function f : Hn ×R → R satisfies

f(·, x) is measurable for all x ∈ R and f(ξ, ·) is continuous for a. e. ξ ∈ H
n; (1.4)

f ≡ f(·, x) ∈ L∞
loc(H

n), for any x ∈ R, uniformly in Ω; (1.5)
(

f(ξ, x1)− f(ξ, x2)
)

(x1 − x2) ≤ 0, ∀x1, x2 ∈ R and for a. e. ξ ∈ H
n. (1.6)

We say that u ∈ Kg,h(Ω,Ω
′) is a solution to the obstacle problem in Kg,h(Ω,Ω

′) if

〈A(u), v − u〉 ≥ 0, ∀v ∈ Kg,h(Ω,Ω
′).

Our first main result concerns existence and uniqueness.

Theorem 1 (Existence and uniqueness) Under conditions (1.4), (1.5) and (1.6), if the
class Kg,h(Ω,Ω

′) is not empty, then there exists a unique solution to the obstacle problem
in Kg,h(Ω,Ω

′).

Moreover, if one considers the Dirichlet problem related to L in (1.1) in Ω; i. e.,







Lu = f in Ω,

u = g in H
n
rΩ,

(1.7)

then, as immediate consequence of the previous theorem, we have
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Corollary 1 Let u be the solution to the obstacle problem in Kg,h(Ω,Ω
′). Then u is weak

supersolution to (1.7) in Ω, according to Definition 2.
Moreover, if Br ≡ Br(ξ0) ⊂ Ω is such that

ess inf
Br

(u− h) > 0,

then u is a weak solution to (1.7) in Br. In particular, if u is lower semicontinuous and h
is upper semicontinuous in Ω, then u is a weak solution to (1.7) in {u > h} ∩Ω.

Our second main result concerns the regularity (up to the boundary) of solutions to
the obstacle problem in Kg,h(Ω,Ω

′). In the same spirit of regularity results up to the
boundary for nonlocal equation, see [21,22], a natural measure theoretic condition on the
boundary of Ω has to be assumed; that is, there exists δΩ ∈ (0, 1) and r0 > 0 such that
for every ξ0 ∈ ∂Ω

inf
r∈(0,r0)

|(Hn
rΩ) ∩Br(ξ0)|

|Br(ξ0)|
≥ δΩ. (1.8)

We have

Theorem 2 (Regularity up to the boundary) Let s ∈ (0, 1), p ∈ (1,∞) and, under
assumptions (1.4), (1.5) and (1.6), let u solves the obstacle problem in Kg,h(Ω,Ω

′)
with g ∈ Kg,h(Ω,Ω

′) and Ω satisfying condition (1.8). If g is locally Hölder continu-
ous (resp. continuous) in Ω′ and h is locally Hölder continuous (rips. continuous) in Ω
or h ≡ −∞, then u is locally Hölder continuous (resp. continuous) in Ω′.

Let us note that if we assume the obstacle h ≡ −∞, from Corollary 1, we can see the
theorem above as a boundary regularity result for weak solution to (1.7), which completes
the properties obtained in [25].

Theorems 1 and 2 extend to the non-homogeneous and non-Euclidean setting the re-
sults obtained by Korvenpää, Kuusi and Palatucci in [21] for the obstacle problem related
to a class of integro-differential operators whose model is the fractional p-Laplacian. As
well as they extend to the fractional setting the regularity properties obtained for the
obstacle problem in Carnot groups; see for instance [8,9,30] and the references therein.
Moreover, as shown in [21], solutions to this class of problems inherit up to the boundary
the regularity of the obstacle both in the case of local boundedness, continuity and Hölder
continuity. It is however worth mentioning that our functional and involved geometrical
settings are different than the ones considered in the aforementioned papers. Indeed,
since we consider the non-homogeneous case and the function f ≡ f(·, u) depends on the
solution u itself, we have to take into account the monotonicity assumption in (1.6) in
order to extend the theory presented in [21]. In particular, (1.6) is needed in the proof
of Theorem 1 to show that the operator A, defined in (1.3), is monotone (e. g. satisfies
condition (3.2)). As for conditions (1.4) and (1.5), they are crucial in showing that some
regularity properties of weak solutions to (1.7) such as boundedness, Hölder continuity
and Harnack inequality hold true; see the recent papers [25,28]. In [28] it is proven a
generalization of the nonlocal Harnack inequality obtained by Ferrari and Franchi in [15]
for the linear case when p = 2 via the celebrated Caffarelli-Silvestre extension (see [7]),
which in the more general nonlinear framework (when p 6= 2) is not applicable.

Armed with the results in Theorem 1 and 2 we are able to extend the classical
Perron Method for the Dirichlet problem (1.7). As well known, this method is a classical
procedure in Potential Theory which provides the existence of a solution for the Dirichlet
problem related to the Laplace equation in an arbitrary open set Ω ⊂ R

n and for any
boundary datum g, without ”regularity assumption”. It simply works by finding the least
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superharmonic function greater or equal to the datum g on the boundary ∂Ω and it can
be applied once knowing some helpful properties of superharmonic functions, such as
comparison and maximum principles, and some barriers techniques. Some generalization
of the Perron method are available in the literature when one considers instead of the
classical Laplace operator its nonlinear counterpart. In this sense, we refer the reader
to the paper [17] by Granlund, Lindqvist and Martio and to the monograph [18] by
Heinonen, Kilpleäinen and Martio and the references therein, for the study of more
general nonlinear operators, whose prototype is the p-Laplacian.

Recently, more and more attention has been focused on the study of nonlocal op-
erators and their related fractional Sobolev spaces. For a deep analysis of the Dirichlet
problem related to nonlocal and nonlinear operators whose model is the fractional p-
Laplacian we recall the papers [24] by Lindgren and Lindqvist, [22] by Korvenpää, Kuusi
and Palatucci (where they prove the existence of the generalized solution in the sense of
Perron) and the recent one [26] by Mou. For a brief introduction to fractional Sobolev
spaces in the Heisenberg group we refer the interested reader to the works of Adimurthi
and Mallick [1], where the classical Sobolev and Morrey embeddings are proven for the
fractional functional setting, the paper [32] for some properties of solutions to the non-
linear fractional Laplacian on H

n, and the papers [19,20] by Kassymov and Surgan. In
particular, in [20] the authors prove an existence result for the Dirichlet problem using
the Mountain Pass theorem and the Folland-Stein embedding theorem as main tools.
Moreover,it is worth mentioning [16], where the authors proved, via semigroup theory,
an asymptotic behaviour of fractional subLaplacians on Carnot groups when the differ-
entiability exponent s ր 1. An analogous result has been obtained in [28] via Taylor
polynomials for the particular case of the Heisenberg group and in the same paper has
been used to prove a stability property of the Harnack inequality when s goes to 1.

We aim to extend the existence results for the generalized Perron solution proved
in [24,22] for nonlocal and nonlinear operators in the Heisenberg group.

Theorem 3 (Resolutivity) Let s ∈ (0, 1) and p ∈ (1,∞). Then, under assumptions (1.4),
(1.5) and (1.6), it holds that Hg = Hg = Hg, with Hg, Hg defined in Definition 3.

Moreover, Hg is a continuous weak solution in Ω to problem (1.7), according to
Definition 2.

A few further comments are in order. We remark that for the proof of Theorem 3
above an approach similar to the one used in [22], where the class of (s, p)-superharmonic
functions is defined, is not possible. Indeed, due to the presence of the function f ≡ f(·, u)
in the Dirichlet problem (1.7), most of the properties of (s, p)-superharmonic functions,
holding in the classical Euclidean and homogeneous case, are not easily extendable to our
context. This has led us to generalized the strategy used in [24] where the author studied
the non-homogeneous problem when f = f(x). The dependence of the function f of the
solution u is a novelty with respect to the case considered in [24] and this feature changes
drastically the background of the problem we are dealing with. Indeed, we are forced to
assume (1.6) in order to prove some classical basic technique in Potential Theory, such
as comparison principle (see forthcoming Proposition 3) and to apply the regularity
results for weak solutions up to the boundary in Theorem 2. We remind that if f = f(ξ)
condition (1.6) is trivially satisfied and we plainly obtain the same results as the ones
presented in [24]. Hence, our method is consistent.
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Moreover, with substantially no modifications on the forthcoming proofs, in the same
spirit of the paper [23] we can replace L in (1.1) with the more general class of operators

LΦu(ξ) = P. V.

∫

Hn

Φ(u(ξ) − u(η))K(ξ, η) dη, ξ ∈ H
n,

where the kernel K : Hn ×H
n → [0,+∞) is a measurable function satisfying

Λ−1 ≤ K(ξ, η)|η−1 ◦ ξ|−Q−sp
Hn ≤ Λ, for a. e. ξ, η ∈ H

n,

for some s ∈ (0, 1), p > 1, Λ ≥ 1 and | · |Hn defined in (2.1) and where the real function Φ
is continuous, Φ(0) = 0, and it satisfies

λ−1|t|p ≤ Φ(t)t ≤ λ|t|p for every t ∈ Rr {0},

for some constant λ > 1.
Note that all the previous conditions are verified when K does coincide with a homo-

geneous norm do on H
n (see Proposition 1) and Φ(t) = |t|p−2t.

Open problems and further developments. The analysis of regularity estimates for
double phase equations and their fractional counterpart, as well as mean value proper-
ties for solutions to nonlinear fractional operators, and their stability in the linear case
when p = 2, are still very studied issues; we refer the interested reader to [10,11,5,6,31]
and the references therein. However, to our knowledge, there is not much literature about
this problems in the non-Euclidean setting of Carnot groups. Then, we trust that the
present paper, together with the aforementioned ones [25,28], could be a starting point
in investigating nonlocal and nonlinear (or fractional double phase) operators with more
complex non-Euclidean underlying geometry and their mean value formulas. Moreover,
we hope that Theorem 3 could be an incentive in developing an axiomatic Potential
Theory for more general nonlinear and nonlocal operators on Carnot group, as the well
known results for subelliptic Laplacians presented in the monograph [4].

The article is organized as follows. In Section 2 we introduce some basic notion about
the Heisenberg group and the functional setting of the problem we are dealing with. We
also recall some recent results proved for weak solutions to problem (1.7). In Section 3
we prove Theorem 1 and Theorem 2. In Section 4 we prove some properties about weak
supersolutions, and in Section 5 we give the proof of Theorem 3.

2 Preliminaries

We begin fixing the notation used throughout the paper. We denote with c a general posi-
tive constant which can change form line to line. For the sake of readability, dependencies
of the constants will be often omitted within the chains of estimates, therefore stated af-
ter the estimate. Moreover, throughout the following we indicate with u− := max(−u, 0)
the negative part of u and with u+ := max(u, 0) its positive part.

2.1 The setting of the main problem

Let us introduce the underlying geometrical and functional setting of our problem. For
a more detailed presentation of the results cited below about the Heisenberg group we
refer the reader to the monograph [4].



6 Mirco Piccinini

We denote points in R
2n+1 as

ξ := (z, t) = (x1, . . . , xn, y1, . . . , yn, t).

The Heisenberg group H
n is defined as the triple (R2n+1, ◦, {Φλ}λ>0), where the related

group law is given by

ξ ◦ ξ′ :=
(

x+ x′, y + y′, t+ t′ + 2〈y, x′〉 − 2〈x, y′〉
)

whereas the dilation group {Φλ}λ>0 is defined as follow

Φλ : R2n+1 −→ R
2n+1

ξ 7−→ Φλ(ξ) :=
(

λz, λ2t
)

.

We indicate with Q := 2n+2 the homogeneous dimension related to {Φλ}λ>0. It can be
checked that Hn is a Carnot group with the following stratification of its Lie algebra hn

hn = span{X1, . . . , X2n} ⊕ span{T },

where
Xj := ∂xj + 2yj∂t, Xn+j := ∂yj − 2xj∂t, 1 ≤ j ≤ n, T = ∂t.

Given a domain Ω ⊂ H
n, for u ∈ C1(Ω; R) we define the subgradient ∇Hnu by

∇Hnu(ξ) :=
(

X1u(ξ), . . . , X2nu(ξ)
)

,

and

|∇Hnu|2 :=

2n
∑

j=1

|Xju|
2.

Definition 1 A homogeneous norm on H
n is a continuous function (with respect to the

Euclidean topology ) do : Hn → [0,+∞) such that:

(i) do(Φλ(ξ)) = λdo(ξ), for every λ > 0 and every ξ ∈ H
n;

(ii) do(ξ) = 0 if and only if ξ = 0.

Moreover, we say that the homogeneous norm do is symmetric if

do(ξ
−1) = do(ξ), ∀ξ ∈ H

n.

Let do be a homogeneous norm on H
n. Then the function

d : Hn ×H
n 7−→ [0,+∞), d(ξ, η) := do(η

−1 ◦ ξ),

is a pseudometric on H
n. We will consider throughout the following the standard homo-

geneous norm on H
n,

|ξ|Hn =
(

|z|4 + t2
)

1
4

, for any ξ = (z, t) ∈ H
n. (2.1)

Fixed ξ0 ∈ H
n and R > 0, the ball BR(ξ0) with center ξ0 and radius R is given by

BR(ξ0) :=

{

ξ ∈ H
n : |ξ−1

0 ◦ ξ|Hn < R

}

.

We conclude this section with some properties of the homogeneous norm on H
n that

will be useful in the rest of the paper. For a proof of the next proposition we refer to [4,
Proposition 5.1.4].
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Proposition 1 Let do be a homogeneous norm on H
n. Then there exists a constant Λ > 0

such that

Λ−1 |ξ|Hn ≤ do(ξ) ≤ Λ |ξ|Hn , ∀ξ ∈ H
n, (2.2)

where | · |Hn is defined in (2.1).

Remark 1 In view of the previous proposition, in most of the forthcoming proofs one can
simply take into account the pure homogeneous norm defined in (2.1) with no modifi-
cations at all. Moreover, the homogeneous norm (2.1) turns out to be actually a norm,
since it satisfies the triangle inequality as proved in [3].

We conclude this section with two results which turn out very useful in estimating
the long and small-range contributions given by the homogeneous norm | · |Hn .

Lemma 1 Let γ > 0 and let | · |Hn be the homogeneous norm on H
n defined in (2.1).

Then, there exists c = c(n, γ) > 0 such that

∫

Hn
rBr(ξ0)

dξ

|ξ−1
0 ◦ ξ|Q+γ

Hn

≤ c r−γ .

For the proof of the previous lemma we refer to [25, Lemma 2.6].

Let us introduce now our fractional functional setting. We remind that we refer to [1,
19] for a more detailed presentation of the theorems and definitions stated below.

Let p ∈ (1,∞) and s ∈ (0, 1) and define the fractional Sobolev spaces W s,p(Hn) on
the Heisenberg group as the space

W s,p(Hn) :=







u ∈ Lp(Hn) :
|u(ξ)− u(η)|

|η−1 ◦ ξ|
Q
p +s

Hn

∈ Lp(Hn ×H
n)







, (2.3)

endowed with the natural fractional norm

‖u‖W s,p(Hn) :=

(

‖u‖pLp(Hn) + [u]pW s,p(Hn)

)
1
p

=

(

∫

Hn

|u(ξ)|p dξ +

∫

Hn

∫

Hn

|u(ξ)− u(η)|p

|η−1 ◦ ξ|Q+sp
Hn

dξdη

)
1
p

, u ∈W s,p(Hn).

(2.4)

In a similar way, given a domain Ω ⊂ H
n, one can define the fractional Sobolev space

W s,p(Ω) in the natural way, as follows

W s,p(Ω) :=







u ∈ Lp(Ω) :
|u(ξ)− u(η)|

|η−1 ◦ ξ|
Q
p +s

Hn

∈ Lp(Ω ×Ω)







, (2.5)

with norm given by

‖u‖W s,p(Ω) :=
(

‖u‖pLp(Ω) + [u]pW s,p(Ω)

)
1
p

=

(

∫

Ω

|u(ξ)|p dξ +

∫

Ω

∫

Ω

|u(ξ)− u(η)|p

|η−1 ◦ ξ|Q+sp
Hn

dξdη

)
1
p

, u ∈W s,p(Ω). (2.6)
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We denote with W s,p
0 (Ω) the closure of C∞

0 (Ω) in W s,p(Hn) and recall that if v ∈
W s,p(Ω′) with Ω ⋐ Ω′ and v = 0 outside of Ω almost everywhere, then v has a rep-
resentative in W s,p

0 (Ω) as well. As in the Euclidean case, a Sobolev inequality and a
Poincaré-type one do still hold in the fractional setting in the Heisenberg group. Indeed
– as seen in [19, Theorem 2.5] by extending the approach in [14, Theorem 6.5]; see also
the Appendix in [29] – one can prove the estimate stated below.

Theorem 4 Let p > 1 and s ∈ (0, 1) such that sp < Q. For any measurable compactly
supported function u : Hn → R there exists c = c(n, p, s) > 0 such that

‖u‖p
Lp∗(Hn)

≤ c [u]pW s,p(Hn) ,

where p∗ = Qp/(Q− sp) is the critical Sobolev exponent.

Moreover, applying the same technique used in [2] we can prove a fractional Poincaré-
type inequality

Proposition 2 Let p ≥ 1 and s ∈ (0, 1) and u ∈W s,p
loc (Ω). Then, for any Br ≡ Br(ξ0) ⋐ Ω

we have that
∫

Br

|u− (u)r|
p dξ ≤ c rsp

∫

Br

∫

Br

|u(ξ)− u(η)|p

|η−1 ◦ ξ|Q+sp
Hn

dξdη, (2.7)

where c = c(n, p) > 0 and (u)r = −
∫

Br
u dξ.

For any v ∈ Lp−1
loc (Hn) and for any Br(ξ0) ⊂ H

n define the nonlocal tail of a function
v in the ball Br(ξ0) the quantity

Tail(u; ξ0, r) :=

(

rsp
∫

Hn
rBr(ξ0)

|v(ξ)|p−1|ξ−1
0 ◦ ξ|−Q−sp

Hn dξ

)
1

p−1

. (2.8)

This quantity is the analogue in the Heisenberg framework of the one introduced in [13,
12]; see also [25,28]. The tail function has been crucial in studying the long-range inter-
actions that naturally arise when dealing with operator as in (1.1); we refer to [27] for a
survey in such a framework. Let us consider the space of functions with finite tail

Lp−1
sp (Hn) :=

{

v ∈ Lp−1
loc (Hn) :

∫

Hn

|v(ξ)|p−1

(1 + |ξ|Hn)Q+sp
dξ <∞

}

.

Clearly, it follows by definition that L∞(Hn) ⊂ Lp−1
sp (Hn); so the space above is not

empty.
With this bit of notation we can eventually give the definition of weak (super/sub)

solution to problem (1.7).

Definition 2 A function u ∈W s,p
loc (Ω) such that u− ∈ Lp−1

sp (Hn) ( u+ ∈ Lp−1
sp (Hn), resp.)

is a fractional weak p-supersolution (p-subsolution, resp.) to (1.7) if

∫

Hn

∫

Hn

∣

∣

∣u(ξ)− u(η)
∣

∣

∣

p−2(

u(ξ)− u(η)
)(

ψ(ξ)− ψ(η)
)

do(η−1 ◦ ξ)Q+sp
dξ dη

≥
(

≤, resp.
)

∫

Hn

f(ξ, u(ξ))ψ(ξ) dξ,

for any nonnegative ψ ∈ C∞
0 (Ω).

A function u is a fractional weak p-solution if it is both a fractional weak p-super and
p-subsolution.
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We often simply write weak supersolution, subsolution and solution, omitting p from
our notation. Moreover, in the definition above we can replace the condition ψ ∈ C∞

0 (Ω)
with ψ ∈ W s,p

0 (D) with D ⋐ Ω.

As the next lemma shows, it does not make any difference to assume that u ∈
Lp−1
sp (Hn) instead of u− in Definition 2.

Lemma 2 Let u be a weak supersolution in B2r ≡ B2r(ξ0). Then, there exists c =
c(n, p, s, Λ) > 0 such that

Tail(u+; ξ0, r)

≤ c

(

r
sp−1−Q

p−1 [u]Wh,p−1(Br) + r−
Q

p−1 ‖u‖Lp−1(Br) +Tail(u−; ξ0, r) + r
sp

p−1 ‖f‖
1

p−1

L∞(Br)

)

with

h = max

(

0,
sp− 1

p− 1

)

< s.

In particular, if u is a weak supersolution in an open set Ω, then u ∈ Lp−1
sp (Hn).

Proof. Let us consider in the weak formulation a function ψ ∈ C∞
0 (Br/2) such that ψ ≡ 1

in Br/4, with 0 ≤ ψ ≤ 1 and |∇Hnψ| ≤ 8/r. We have

∫

Hn

f(ξ, u)ψ(ξ) dξ ≤

∫

Br

∫

Br

|u(ξ)− u(η)|p−2(u(ξ)− u(η))(ψ(ξ) − ψ(η))

do(η−1 ◦ ξ)Q+sp
dξdη

+ 2

∫

Hn
rBr

∫

Br/2

|u(ξ)− u(η)|p−2(u(ξ)− u(η))ψ(ξ)

do(η−1 ◦ ξ)Q+sp
dξdη

=: I1 + I2 (2.9)

We separately estimate I1 and I2 on the righthand side of (2.9). As for I1 using the fact
that |ψ(ξ)− ψ(η)| ≤ |η−1 ◦ ξ|Hn/r we trivially obtain that

I1 ≤
c

rmin(sp,1)
[u]p−1

Wh,p−1(Br)
.

On the other hand, for the second integral I2 we make use of the inequality

|u(ξ)− u(η)|p−2(u(ξ)− u(η)) ≤ 2p−1(up−1
+ (ξ) + up−1

− (η))− up−1
+ (η),

Hence, we obtain that

I2 ≤ c r−sp‖u‖p−1
Lp−1(Br)

+ c rQ−spTail(u−; ξ0, r)
p−1 − c rQ−spTail(u+; ξ0, r)

p−1.

As for the lefthand side, using (1.5), we eventually obtain that

∫

Hn

f(ξ, u)ψ(ξ) dξ ≥ −c rQ‖f‖L∞(Br).

Combining all previous estimates we get the desired inequality. The second statement
follows by applying Hölder’s Inequality.
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2.2 Algebraic inequalities

We state here some practical and elementary inequalities. For the sake of readability we
adopt the following notation

L(a, b) := |a− b|p−2(a− b), a, b ∈ R. (2.10)

For a proof of the following lemma see [21, Lemma 2.1-2.2]

Lemma 3 Let 1 < p ≤ 2 and a, b, a′, b′ ∈ R. Then,

|L(a, b)− L(a′, b′)| ≤ 4|a− a′ − b+ b′|p−1. (2.11)

Let p ≥ 2 and a, b, a′, b′ ∈ R. Then,

|L(a, b)− L(a′, b′)| ≤ c |a− a′|p−1 + c |a− a′||a− b|p−2, (2.12)

and
|L(a, b)− L(a′, b′)| ≤ c |b− b′|p−1 + c |b− b′||a− b|p−2, (2.13)

where c depends only on p.

Finally we would like to recall the following inequalities. The first states that there
exists a positive constant c depending only on p such that

1

c
≤

(|a|p−2a− |b|p−2b)(a− b)

(|a|+ |b|)p−2(a− b)2
≤ c, (2.14)

when a, b ∈ R, a 6= b. In particular,

(|a|p−2a− |b|p−2b)(a− b) ≥ 0, a, b ∈ R. (2.15)

2.3 Some results about nonlocal fractional equations in H
n

In this section we state some recent results about nonlocal fractional equation in the
Heisenberg group. All the following theorems are contained in the recent works [25,28].

We remark that the assumption u ∈ W s,p(Hn) can be weakened requiring instead u ∈
W s,p

loc (Ω) ∩ Lp−1
sp (Hn) with substantially no modification in the proofs of the next theo-

rems. Moreover, all results hold only requiring that the function f satisfies conditions (1.4)
and (1.5).

We begin stating a Caccioppoli-type inequality with tail.

Theorem 5 (Caccioppoli-type inequality with tail) Let s ∈ (0, 1), p ∈ (1,∞), and let u
be a weak subsolution to (1.7). Then, for any Br ≡ Br(ξ0) ⊂ Ω and any nonnegative
ϕ ∈ C∞

0 (Br), the following estimate holds true
∫

Br

∫

Br

|η−1 ◦ ξ|−Q−sp
Hn |w+(ξ)ϕ(ξ) − w+(η)ϕ(η)|

p dξ dη

≤ c

∫

Br

∫

Br

|η−1 ◦ ξ|−Q−sp
Hn wp

+(ξ)|ϕ(ξ) − ϕ(η)|p dξ dη (2.16)

+ c

∫

Br

w+(ξ)ϕ
p(ξ) dξ

(

sup
η∈suppϕ

∫

Hn
rBr

|η−1 ◦ ξ|−Q−sp
Hn wp−1

+ (ξ) dξ

+ ‖f‖L∞(Br)

)

where w+ := (u− k)+ and c = c (n, p, s, Λ) > 0.
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The main consequence of the previous inequality is a local boundedness result (which
is new even for the linear case p = 2). In particular,

Theorem 6 (Local boundedness) Let s ∈ (0, 1) and p ∈ (1,∞), let u be a weak subsolution
to (1.7) and let Br ≡ Br(ξ0) ⊂ Ω. Then the following estimate holds true, for any
δ ∈ (0, 1],

ess sup
Br/2

u ≤ δTail(u+; ξ0, r/2) + c δ
− (p−1)Q

sp2

(

−

∫

Br

up+dξ

)
1
p

, (2.17)

where Tail(u+; ξ0, r/2) is defined in (2.8) and the positive constant c depends only on
n, p, s, Λ and ‖f‖L∞(Br).

The parameter δ in the theorem above gives a precise interpolation between the local
and nonlocal term. Combining together the theorems above with a Logarithmic-Lemma
with tail [25, Lemma 1.4], we can prove that weak solutions to (1.7) enjoy oscillation esti-
mates, that clearly holds Hölder continuity, and a natural (nonlocal) Harnack inequality.

Theorem 7 (Hölder continuity) Let s ∈ (0, 1), p ∈ (1,∞), and let u be a weak solution
to (1.7). Then u is locally Hölder continuous in Ω. In particular, if B2r ≡ B2r(ξ0) ⋐ Ω
then there are constants α < sp/(p− 1) and c > 0, both depending only on n, p, s, Λ and
‖f‖L∞(Br), such that

osc
B̺

u ≤ c

(

̺

r

)α






Tail(u; ξ0, r) +

(

−

∫

B2r

|u|p dξ

)
1
p






, (2.18)

for every ̺ ∈ (0, r), where Tail(u+; ξ0, r/2) is defined in (2.8).

Theorem 8 (Nonlocal weak Harnack inequality) For any s ∈ (0, 1) and any p ∈ (1,∞),
let u ∈W s,p(Hn) be a weak supersolution to (1.7) such that u ≥ 0 in BR ⊆ Ω. Then, for
any Br such that B6r ⊂ BR, it holds

(

−

∫

Br

ut dξ

)
1
t

≤ c inf
B 3

2
r

u + c

(

r

R

)
sp

p−1

Tail(u−; ξ0, R) + cχ, (2.19)

where

χ =











r
Qsp

t(Q−sp) ‖f‖
Q

t(Q−sp)

L∞(BR) for t < Q(p−1)
Q−sp if sp < Q,

r
Q(s−ǫ)

tǫ ‖f‖
s
tǫ

L∞(BR) for any s−Q/p < ǫ < s and t < (p−1)s
ǫ if sp ≥ Q,

Tail(·) is defined in (2.8), and u− := max(−u, 0) is the negative part of the function u.
The constant c depends only on n, s, p, and the structural constant Λ defined in (2.2).

3 The obstacle problem

We divide this section into two parts; proving first existence of solutions then their
regularity (up to the boundary) properties.
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3.1 Existence of solutions

Let us begin splitting the operator A in (1.3) as follows

〈A1(u), v〉 :=

∫

Ω′

∫

Ω′

L(u(ξ), u(η))(v(ξ) − v(η))

do(η−1 ◦ ξ)Q+sp
dξdη −

∫

Ω

f(ξ, u)v(ξ) dξ,

and

〈A2(u), v〉 := 2

∫

Hn
rΩ′

∫

Ω

L(u(ξ), g(η))v(ξ)

do(η−1 ◦ ξ)Q+sp
dξdη,

The following observation is useful in estimating the second term A2.

Remark 2 Since Ω ⋐ Ω′ there exist ξ0 ∈ Ω and r ∈ (0, r0), with r0 := dist(Ω, ∂Ω′), such
that Ω ⋐ Br(ξ0) ⋐ Ω′. Hence, for any η ∈ H

n
rBr(ξ0) and any ξ ∈ Ω, it holds

|η−1 ◦ ξ0|Hn

|η−1 ◦ ξ|Hn

≤ 1 +
|ξ−1 ◦ ξ0|Hn

|η−1 ◦ ξ0|Hn − |ξ−1 ◦ ξ0|Hn

≤ c. (3.1)

Thus, by the inequality above, considering a function g ∈ Lp−1
sp (Hn) and a function v ∈

Lp(Ω), we have that
∫

Hn
rΩ′

∫

Ω

|g(η)|p−1|v(ξ)||η−1 ◦ ξ|−Q−sp
Hn dξdη

≤ c

∫

Hn
rBr(ξ0)

∫

Ω

|g(η)|p−1|v(ξ)||η−1 ◦ ξ0|
−Q−sp
Hn dξdη

≤

∫

Hn
rBr(ξ0)

|g(η)|p−1|η−1 ◦ ξ0|
−Q−sp dη

∫

Ω

|v(ξ)| dξ

≤ c r−spTail(g; ξ0, r)
p−1‖v‖Lp(Ω),

by Jensen’s Inequality, with c = c(p,Ω) > 0.

Proof of Theorem 1. We begin proving that the operatorA, defined in (1.3), is monotone,
weakly continuous and coercive on the set Kg,h(Ω,Ω

′). We first prove that the operatorA
in (1.3) is monotone, weakly continuous and coercive.

First we prove that A is monotone, i. e.

〈A(u)−A(v), u− v〉 ≥ 0 for every u, v ∈ Kg,h(Ω,Ω
′). (3.2)

Let us fix two functions u, v ∈ Kg,h(Ω,Ω
′) and consider separatelyA1 andA2. ForA1

we have

〈A1(u)−A1(v), u − v〉

=

∫

Ω′

∫

Ω′

(L(u(ξ), u(η)) − L(v(ξ), v(η)))

× (u(ξ)− u(η)− v(ξ) + v(η))do(η
−1 ◦ ξ)−Q−sp dξdη

−

∫

Ω

(f(ξ, u)− f(ξ, v))(u(ξ)− v(ξ)) dξ.

By inequality (2.15) we have that we only need to prove that
∫

Ω

(f(ξ, u)− f(ξ, v))(u(ξ)− v(ξ)) dξ ≤ 0. (3.3)
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But by condition (1.6) there exists a negligible set E such that for any ξ ∈ ΩrE it holds
(

f(ξ, u(ξ))− f(ξ, v(ξ))
)(

u(ξ)− v(ξ)
)

≤ 0.

Hence (3.3) follows. Similarly, proceeding as in [21], it follows that 〈A2(u)−A2(v), u−v〉 ≥
0. Hence, (3.2) is proven.

Now, let us show that A is weakly continuous. Let {uj} be a sequence in Kg,h(Ω,Ω
′)

converging to u ∈ Kg,h(Ω,Ω
′) in W s,p(Ω′). We want to prove that

〈A(uj)−A(u), v〉 → 0 for all v ∈W s,p(Ω′). (3.4)

Let v ∈ W s,p(Ω′). We estimate separately A1 and A2.

|〈A1(uj)−A1(u), v〉|

≤

∫

Ω′

∫

Ω′

|L(uj(ξ), uj(η)) − L(u(ξ), u(η))||v(ξ) − v(η)|do(η
−1 ◦ ξ)−Q−sp dξdη

+

∫

Ω

|f(ξ, uj)− f(ξ, u)||v(ξ)| dξ

=: I1 + I2.

Consider I2. Since uj converges to u in W s,p(Ω′), it also converges to u in Lp(Ω).
Thus, there exists a subsequence {ujk}k which converges to u almost everywhere in Ω.

Moreover, since by condition (1.4) x 7→ f(ξ, x) is continuous for a. e. ξ ∈ Ω, we have that

f(ξ, ujk) → f(ξ, u) for a. e. ξ ∈ Ω.

Hence, since the sequence {f(·, ujk)} has Lp/(p−1)(Ω)-norms uniformly bounded thanks
to (1.5), we have that f(ξ, ujk) → f(ξ, u) weakly in Lp/(p−1)(Ω). Since the weak limit
is independent of the choice of the subsequence it follows that f(ξ, uj) → f(ξ, u) weakly
in Lp/(p−1)(Ω). Then,

I2
j→∞
−−−→ 0.

Let us focus on I1. By Lemma 3 and Hölder’s Inequality we obtain, for 1 < p ≤ 2,

I1 ≤ c

∫

Ω′

∫

Ω′

|uj(ξ)− u(ξ)− (uj(η)− u(η))|p−1|v(ξ)− v(η)|
dξdη

|η−1 ◦ ξ|Q+sp
Hn

≤ c ‖uj − u‖p−1
W s,p(Ω′)‖v‖W s,p(Ω′)

j→∞
−−−→ 0.

When p ≥ 2 by (3), proceeding as done in [21], we eventually arrive at

I1 ≤ c (‖uj‖W s,p(Ω′) + ‖u‖W s,p(Ω))
p−2‖uj − u‖W s,p(Ω′)‖v‖W s,p(Ω′),

which also vanishes when j → ∞. Also for A2 we split the case 1 < p ≤ 2 and p > 2.
For 1 < p ≤ 2 using again Lemma 3, we obtain

|〈A2(uj)−A2(u), v〉|

≤ 2

∫

Hn
rΩ′

∫

Ω

|L(uj(ξ), g(η)) − L(u(ξ), g(η))||v(ξ)|do(η
−1 ◦ ξ)−Q−sp dξdη

≤ c

∫

Hn
rΩ′

∫

Ω

|uj(ξ) − u(ξ)|p−1|v(ξ)|
dξdη

|η−1 ◦ ξ|Q+sp
Hn

≤ c ‖uj − u‖p−1
W s,p(Ω′)‖v‖W s,p(Ω′)

j→∞
−−−→ 0.
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When p ≥ 2, proceeding as done in [21], by Remark 2, we have that

|〈A2(uj)−A2(u), v〉|

≤ c ‖uj − u‖p−1
W s,p(Ω′)‖v‖W s,p(Ω′)

+ c ‖uj − u‖W s,p(Ω′)‖u‖
p−2
W s,p(Ω′)‖v‖W s,p(Ω′)

+ c r−spTail(g; ξ0, r)
p−2‖uj − u‖W s,p(Ω′)‖v‖W s,p(Ω′)

j→∞
−−−→ 0.

Thus, (3.4) holds.

In the end, let us prove the coercivity, i. e. we prove that there exists a function v ∈
Kg,h(Ω,Ω

′) such that

〈A(u)−A(v), u − v〉

‖u− v‖W s,p(Ω′)
→ ∞ as ‖u‖W s,p(Ω′) → ∞. (3.5)

Since we have assumed that the class Kg,h(Ω,Ω
′) is not empty, there exists at least

one v ∈ Kg,h(Ω,Ω
′). Let us fix such v. Following the same chain of estimates used in [21]

it can be proved that there exists a constant c independent of u such that

|〈A(u)−A(v), v〉| ≤ c ‖u‖p−1
W s,p(Ω′) + c. (3.6)

We prove that the contribution from 〈A(u) − A(v), u〉 dominates when ‖u‖W s,p(Ω′) is
large. As customary we split the operator A into A1 and A2. Then,

〈A1(u)−A1(v), u〉

=

∫

Ω′

∫

Ω′

(L(u(ξ), u(η))− L(v(ξ), v(η)))(u(ξ) − u(η))do(η
−1 ◦ ξ)−Q−sp dξdη

−

∫

Ω

(f(ξ, u)− f(ξ, v))u(ξ) dξ

≥ c

∫

Ω′

∫

Ω′

|u(ξ)− u(η)|p

|η−1 ◦ ξ|Q+sp
Hn

dξdη − c

∫

Ω′

∫

Ω′

|v(ξ)− v(η)|p−1|u(ξ)− u(η)

|η−1 ◦ ξ|Q+sp
Hn

dξdη

− ‖f‖L∞(Ω)

∫

Ω′

|u(ξ)| dξ

≥ c [u− g]pW s,p(Ω′) − c [g]pW s,p(Ω′) − c [v]p−1
W s,p(Ω′)[u]W s,p(Ω′) − c ‖u‖p−1

Lp(Ω′)

≥ c ‖u‖pW s,p(Ω′) − c ‖g‖pW s,p(Ω′) − c ‖v‖p−1
W s,p(Ω′)‖u‖W s,p(Ω′) − c ‖u‖p−1

W s,p(Ω′)

where we have used Hölder’s Inequality and the Sobolev embedding Theorem 4 and where
the constant c depends on n, p, s, ‖f‖L∞(Ω) and Ω′ and the structural constant Λ. On
the other hand, proceeding as in [21] and recalling Remark 2, for A2, we have

〈A2(u)−A2(v), u〉

≥ −c ‖u‖p−1
Lp(Ω′)‖v‖Lp(Ω′) − c r−spTail(g, ξ0, r)

p−1‖v‖Lp(Ω′) − ‖v‖pLp(Ω′).

Combining all previous estimates we obtain that

〈A(u) −A(v), u− v〉 ≥ c ‖u‖pW s,p(Ω′) − c ‖u‖p−1
W s,p(Ω′) − c ‖u‖W s,p(Ω) − c,

where the constant c is independent of u. Hence, the proof of (3.5) is complete.

Then, since A in (1.3) is monotone, weakly continuous and coercive in Kg,h(Ω,Ω
′),

the existence and uniqueness of the solution u to the obstacle problem can be proved
extending to our setting the same argument used in Theorem 1 in [21].
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We now prove Corollary 1.

Proof of Corollary 1. Let us prove that the solution u to the obstacle problem inKg,h(Ω,Ω
′)

is a weak supersolution to (1.7) according to Definition 2. First of all note that clearly u ∈
W s,p

loc (Ω)∩Lp−1
sp (Hn). Moreover, for any nonnegative ψ ∈ C∞

0 (Ω) the function v := u+ψ ∈
Kg,h(Ω,Ω

′). Hence,

0 ≤ 〈A(u), v − u〉

=

∫

Hn

∫

Hn

L(u(ξ), u(η))(ψ(ξ) − ψ(η))do(η
−1 ◦ ξ)−Q−sp dξdη

−

∫

Hn

f(ξ, u)ψ(ξ) dξ.

Then, u is a weak supersolution according to Definition 2. The last statement of Corol-
lary 1 follows repeating the argument of Corollary 1 in [21].

3.2 Proof of Theorem 2

We separately consider two cases: the case of the interior regularity and the case of the
boundary regularity.

3.2.1 Interior regularity

In order to prove that solutions to the obstacle problem are Hölder continuous or simply
continuous inside Ω we begin proving a local boundedness result.

Theorem 9 Let s ∈ (0, 1), p ∈ (1,∞) and, under hypothesis (1.4), (1.5) and (1.6), let u
be the solution to the obstacle problem in Kg,h(Ω,Ω

′). Assume that Br ≡ Br(ξ0) ⊂ Ω′

and set
M := max

(

ess sup
Br∩Ω

h, ess sup
BrrΩ

g
)

.

Here the interpretation is that ess supA ψ = −∞ if A = ∅. If M is finite, then u is
essentially bounded from above in Br/2 ≡ Br/2(ξ0) and

ess sup
Br/2

(u−m)+ ≤ δ Tail((u−m)+; ξ0, r/2) + c δ−γ

(

−

∫

Br

(u−m)t+ dξ

)
1
t

, (3.7)

holds for all m ≥ M , t ∈ (0, p) and δ ∈ (0, 1] with constant γ = γ(n, p, s, t) > 0
and c = c(n, p, s, Λ, ‖f‖L∞(Br)) > 0.

Proof. Let us suppose that M < ∞ and let us choose k ≥ 0, m ≥ M and a test
function ϕ ∈ C∞

0 (Br), such that 0 ≤ ϕ ≤ 1. Denote with v := u − (u −m − k)+ϕ
p ∈

Kh,g(Ω,Ω
′). Since u solves the obstacle problem, denoting with um := u −m, we have

that

0 ≤

∫

Hn

∫

Hn

L(u(ξ), u(η))(v(ξ) − u(ξ)− v(η) + u(η))

do(η−1 ◦ ξ)Q+sp
dξdη

−

∫

Hn

f(ξ, u)(v(ξ)− u(ξ)) dξ

= −

∫

Hn

∫

Hn

L(um(ξ), um(η))((um(ξ)− k)+ϕ
p(ξ)− (um(η)− k)+ϕ

p(η))

do(η−1 ◦ ξ)Q+sp
dξdη
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+

∫

Hn

f(ξ, u)(um(ξ)− k)+ϕ
p(ξ) dξ,

which yields

0 ≥

∫

Hn

∫

Hn

L(um(ξ), um(η))((um(ξ) − k)+ϕ
p(ξ) − (um(η)− k)+ϕ

p(η))

do(η−1 ◦ ξ)Q+sp
dξdη

− ‖f‖L∞(Br)

∫

Hn

(um(ξ)− k)+ϕ
p(ξ) dξ.

As carefully explained in [25] the inequality above is enough to prove a Caccioppoli-
type estimate with tail as Theorem 5, which subsequently can be used to prove a local
boundedness result like Theorem 6, which yields

ess sup
B̺/2(η)

(um)+ ≤ δ̃Tail((um)m; η, ̺/2) + c δ̃−γ̃

(

−

∫

B̺(η)

(um)p+ dξ

)
1
p

, (3.8)

where B̺(η) ⊂ Br, δ̃ ∈ (0, 1], the constant γ̃ = γ̃(n, p, s) > 0 and c depending on n,p,s,
Λ and the function f .

Now we apply a covering argument. Let us set

̺ = (σ − σ′)r,
1

2
≤ σ′ < σ ≤ 1, and η ∈ Bσ′r.

We then proceed to estimate the nonlocal contribution in (3.8). Let us first note that for
any ξ ∈ H

n
rBσr we have that, by the choice of η, it holds

|ξ−1 ◦ ξ0|Hn

|ξ−1 ◦ η|Hn

≤ 1 +
|η−1 ◦ ξ0|Hn

|ξ−1 ◦ ξ0|Hn − |η−1 ◦ ξ0|Hn

≤ 1 +
σ′r

σr − σ′r
=

σr

(σ − σ′)r
(3.9)

Then, by inequality (3.9) we have that the nonlocal tail on the righthand side of (3.8)
can be treated as follows

Tail((um)+; η, ̺/2)
p−1

≤

(

̺

2

)sp

sup
Bσr

(um)p−1
+

∫

BσrrB̺(η)

|ξ−1 ◦ η|−Q−sp
Hn dξ

+ c (σ − σ′)−Q Tail((um)+; ξ0, σr)
p−1

≤ c sup
Bσr

(um)p−1
+ + c (σ − σ′)−Q Tail((um)+; ξ0, r/2)

p−1. (3.10)

Let us study the local contribution in (3.8). Applying Young’s Inequality, with expo-
nent p/(p− t) and p/t, we obtain that

δ̃−γ̃

(

−

∫

B̺(η)

(um)p+ dξ

)
1
p

≤ δ̃−γ̃ sup
B̺(η)

(um)
p−t
p

+

(

−

∫

B̺(η)

(um)t+ dξ

)
1
p

≤
1

4
sup
Bσr

(um)+ + c δ̃−
γ̃p
t

(

−

∫

B̺(η)

(um)t+ dξ

)
1
t
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≤
1

4
sup
Bσr

(um)+ + c δ̃−
γ̃p
t (σ − σ′)−

Q
t

(

−

∫

Br

(um)t+ dξ

)
1
t

. (3.11)

Thus, by combining (3.8) with (3.10) and (3.11) with δ̃ ≤ 1/4c, we eventually arrive at

sup
Bσ′r

(um)+ ≤
1

2
sup
Bσr

(um)+ + c δ̃−
γ̃p
t (σ − σ′)−

Q
t

(

−

∫

Br

(um)t+ dξ

)
1
t

(3.12)

+ c δ̃(σ − σ′)−
Q

p−1 Tail((um)+; ξ0, r/2).

Extending the same argument of [21, Theorem 2] and taking in consideration the da-
tum f and the non-Euclidean structure of our problem we finally obtain the desired
inequality (3.7).

Theorem 10 Let s ∈ (0, 1), p ∈ (1,∞) and let us suppose that h is locally Hölder contin-
uous in Ω or h ≡ −∞. Then, under assumptions (1.4), (1.5) and (1.6), the solution u to
the obstacle problem in Kg,h(Ω,Ω

′) is locally Hölder continuous in Ω as well. Moreover,
for every ξ0 ∈ Ω there is r0 > 0 such that, for any Br ≡ Br(ξ0) ⋐ Br0 ≡ Br0(ξ0), it
holds, for any ̺ ∈ (0, r/3],

osc
B̺

u ≤ c

(

̺

r

)α






Tail(u− h(ξ0); ξ0, r) +

(

−

∫

Br

|u− h(ξ0)|
p dξ

)
1
p






(3.13)

+ c

∫ r

̺

(

̺

τ

)α
[

ωh

(

τ

σ

)

+ Ψ

(

τ

σ

)

]

dτ

τ
,

where ωh(̺) := oscB̺ h, the function Ψ is given by

Ψ(τ) =











τ
Qsp

t(Q−sp) ‖f‖
Q

t(Q−sp)

L∞(Br)
for any t < min

(

p, Q(p−1)
Q−sp

)

if sp < Q,

τ
Q(s−ǫ)

tǫ ‖f‖
ǫ
tǫ

L∞(Br)
for any 0 < ǫ < s and any t < min

(

p, (p−1)s
ǫ

)

if sp = Q,

(3.14)
and α, σ and c are positive constants depending only on n, p, s and the structural con-
stant Λ in (2.2).

Proof. We extend the same approach used in [21] taking in consideration the presence of
the datum f and the underlying structure given by the Heisenberg group.

With no loss of generality we assume that sp ≤ Q, since if the reverse inequality holds
true we have that u is Hölder continuous, as proven in [1].

We divide the proof into two cases: when ξ0 belongs to the contact set, i. e. when it
is such that for every r ∈ (0, R), with R := dist(ξ0, ∂Ω), we have for Br ≡ Br(ξ0),

ess inf
Br

(u− h) = 0,

and when ξ0 does not belongs to the contact set.
Note that, in this second scenario, we can find r0 ∈ (0, R) such that

ess inf
Br0

(u− h) > 0.
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By Corollary 1 it holds that u is a weak solution to (1.7) in Br0 . Hence, an application
of Theorem 7 yields

osc
B̺

u ≤ c

(

̺

r

)α






Tail(u; ξ0, r/2) +

(

−

∫

Br

|u|p dξ

)
1
p






,

for any r ∈ (0, r0), ̺ ∈ (0, r/2). Thus, the desired inequality (3.13) follows.
Let us fix ξ0 on the contact set. We want to show that, for any r ∈ (0, R), there exist

two positive constants σ ∈ (0, 1) and c such that, for Br ≡ Br(ξ0),

osc
Bσr

u+Tail(u− h(ξ0); ξ0, σr)

≤
1

2

(

osc
Br

u+Tail(u − h(ξ0); ξ0, r)

)

+ c ωh(r) + c Ψ(r). (3.15)

with Ψ(·) defined in (3.14). Let us then begin observing that u ≥ d := h(ξ0) − ωh(r)
almost everywhere in Br. So let us set ud := u− d. By Theorem 1 we have that ud is a
nonnegative weak supersolution in Br with datum fd(ξ, ·) := f(ξ, ·+ d). We can proceed
as in Theorem 9 to derive the boundedness estimate (3.7) for ud, which, with m =
d+ 2ωh(r) ≥ supB2̺

h, gives

sup
B̺

ud ≤ 2ωh(r) + δ Tail((ud)+; ξ0, ̺) + c δ−γ

(

−

∫

B2̺

utd dξ

)
1
t

, (3.16)

for ̺ ∈ (0, r], t ∈ (0, p) and δ ∈ (0, 1]. Moreover, since ud is a nonegative weak supersolu-
tion of (1.7) with datum fd and ‖fd‖L∞(Br) = ‖f‖L∞(Br), Theorem 8 yields, exchanging
the role of fd and f ,

(

−

∫

B2̺

utd dξ

)
1
t

≤ c inf
B3̺

ud + c

(

̺

r

)
sp

p−1

Tail((ud)−; ξ0, r) + c Ψ(̺),

where Ψ ≡ Ψ(̺) is defined in (3.14) and given by Theorem 8, ̺ ∈ (0, r/3) and c de-
pending on n, p, s and the structural constant Λ. Recalling that infB̺ ud ≤ ωh(r), due
to ess infBr (u − h) = 0, and that ud ≥ 0 on Br, combining the previous estimates we
arrive at

osc
B̺

u ≤ c δ−γωh(r) + c δTail(ud; ξ0, ̺)

+ c δ−γ

(

̺

r

)
sp

p−1

Tail(ud; ξ0, r) + c δ−γΨ(̺),

for ̺ ∈ (0, r/3), δ ∈ (0, 1), c = c(n, p, s, Λ) > 0.
Observe now that

Tail(ud; ξ0, ̺) ≤ c sup
Br

|ud|+ c

(

̺

r

)
sp

p−1

Tail(ud; ξ0, r), (3.17)

and we can also estimate

sup
Br

|ud| = sup
Br

|u− h(ξ0) + ωh(r)| ≤ osc
Br

u+ 2ωh(r). (3.18)
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Hence, putting together all the estimates above we eventually obtain

osc
B̺

u ≤ c δ osc
Br

u+ c (δ−γ + 2δ)ωh(r)

+ c δ−γ

(

̺

r

)
sp

p−1

Tail(ud; ξ0, r)

+ c δ−γΨ(̺).

For any ε ∈ (0, 1) we choose δ and σ̃ ∈ (0, 1) such that

c δ ≤
ε

2
, and c δ−γ σ̃

sp
p−1 ≤

ε

2
.

Thus, for ̺ := σ̃r it holds

osc
Bσ̃r

u ≤ ε

(

osc
Br

u+Tail(u − h(ξ0); ξ0, r)

)

+ c ωh(r) + c Ψ(r) (3.19)

Applying estimate (3.19) with (3.17), we can estimate for any σ ∈ (0, σ̃)

Tail(u− h(ξ0); ξ0, σr) ≤ c osc
Bσ̃r

u+ c

(

σ

σ̃

)
sp

p−1

Tail(u− h(ξ0); ξ0, σ̃r) + c ωh(r)

≤ c ε

(

osc
Br

u+Tail(u− h(ξ0); ξ0, r)

)

+ c ωh(r) + c Ψ(r)

+ c

(

σ

σ̃

)
sp

p−1
(

osc
Br

u+Tail(u− h(ξ0); ξ0, r)

)

.

Adding now (3.19) and choosing σ and ε such that

c

(

σ

σ̃

)
sp

p−1

≤ ε and (c+ 2)ε ≤
1

2
,

we obtain (3.15).
Iterating (3.15) we have that, for any k ∈ N, it holds

osc
B

σkr

u+Tail(u − h(ξ0); ξ0, σ
kr)

≤ 21−k

(

osc
Bσr

u+Tail(u− h(ξ0); ξ0, σr)

)

(3.20)

+ c
k−2
∑

j=0

2−jωh(σ
k−j−1r) + c

k−2
∑

j=0

2−jΨ(σk−j−1r).

After noticing that oscBr u = oscBr ud ≤ supBr
ud and using the supremum estimate (3.16),

the inequality above yields

osc
B

σkr

u+Tail(u− h(ξ0); ξ0, σ
kr)

≤ c 21−k






Tail(u− h(ξ0); ξ0, r) +

(

−

∫

Br

|u− h(ξ0)|
t dξ

)
1
t






(3.21)

+ c

k−1
∑

j=0

2−jωh(σ
k−j−1r) + c

k−1
∑

j=0

2−jΨ(σk−j−1r).
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Thus, estimate (3.13) follows in the case of the contact set for some exponent α ≤
− log 2/ logσ and some easy manipulation.

The main consequence of the theorem above is the following corollary whose proof
follows directly from the one in [21, Theorem 4] using (3.13).

Corollary 2 Let s ∈ (0, 1) and p ∈ (1,∞) and let us suppose that h is continuous in Ω
or h ≡ −∞. Then, under assumptions (1.4), (1.5) and (1.6), the solution to the obstacle
problem in Kg,h(Ω,Ω

′) is continuous in Ω as well.

3.2.2 Boundary regularity

We consider the boundary behaviour of the solution u to the obstacle problem inKg,h(Ω,Ω
′).

We begin stating some helpful lemmas. The first one is a Caccioppoli-type inequality
whose proof is a verbatim repetition of the one presented in [25, Theorem 1.3], whose
proof strategy goes back to [12,13].

Lemma 4 Let s ∈ (0, 1), p ∈ (1,∞), and, under assumptions (1.4), (1.5) and (1.6), let
u ∈ Kg,h(Ω,Ω

′) be the solution to the obstacle problem in Kg,h(Ω,Ω
′). Let ξ0 ∈ ∂Ω and

let r ∈ (0, dist(ξ0, ∂Ω
′)), and suppose that, for Br ≡ Br(ξ0),

k+ ≥ max

(

ess sup
Br

g, ess sup
Br∩Ω

h

)

and k− ≤ ess inf
Br

g.

Then, for w± := (u− k±)±, we have
∫

Br

∫

Br

|η−1 ◦ ξ|−Q−sp
Hn |w±(ξ)ϕ(ξ) − w±(η)ϕ(η)|

p dξdη

≤ c

∫

Br

∫

Br

|η−1 ◦ ξ|−Q−sp
Hn wp

±(ξ)|ϕ(ξ) − ϕ(η)|p dξdη (3.22)

+ c

∫

Br

w±(ξ)ϕ
p(ξ) dξ

(

sup
η∈suppϕ

∫

Hn
rBr

|η−1 ◦ ξ|−Q−sp
Hn wp−1

± (ξ) dξ

+ ‖f‖L∞(Br)

)

,

for any ϕ ∈ C∞
0 (Br) with 0 ≤ ϕ ≤ 1 and c denepnding on n, p, s and the structural

constant Λ.

We remark that if max(ess supBr
g, ess supBr∩Ω h) is infinite or ess infBr g = −∞

then the interpretation is that no test function of the type w± exists.

Let us note that since we have a Caccioppoli-type estimate on the boundary of the
set Ω we can prove a local boundedness estimate following the same iteration argument
already used for the proof of Theorem 6.

Theorem 11 Suppose that, under assumptions (1.4), (1.5) and (1.6), u ∈ Kg,h(Ω,Ω
′)

solves the obstacle problem in Kg,h(Ω,Ω
′) and let s ∈ (0, 1) and p ∈ (1,∞). Let ξ0 ∈ ∂Ω

and r ∈ (0, dist(ξ0, ∂Ω). Assume that, for Br ≡ Br(ξ0),

ess sup
Br

g + ess sup
Br∩Ω

h <∞ and ess inf
Br

g > −∞.

Then, u is essentially bounded close to ξ0.
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In order to prove the Hölder continuity of the solution to the obstacle problem on
the boundary a logarithmic-type estimate is needed. Then, following the same argument
of [25, Lemma 1.4], we have

Lemma 5 Suppose that, under assumptions (1.4), (1.5) and (1.6), u ∈ Kg,h(Ω,Ω
′) solves

the obstacle problem in Kg,h(Ω,Ω
′) with s ∈ (0, 1) and p ∈ (1,∞). Let BR ≡ BR(ξ0) ⋐

Ω′, Br ⊂ BR/2 and assume that

+∞ > k+ ≥ max

(

ess sup
BR

g, ess sup
BR∩Ω

h

)

and −∞ < k− ≤ ess inf
BR

g.

Then the functions

w± := ess sup
BR

(u− k±)± − (u − k±)± + ε

satisfy the following estimate

∫

Br

∫

Br

∣

∣

∣

∣

log
w±(ξ)

w±(η)

∣

∣

∣

∣

p

do(η
−1 ◦ ξ)−Q−sp dξdη

≤ c rQ−sp

(

1 + rspε1−p‖f‖L∞(BR) + ε1−p

(

r

R

)sp

Tail((w±)−; ξ0, R)
p−1

)

, (3.23)

for every ε > 0 and c denepnding on n, p, s and the structural constant Λ.

We can now prove the following result.

Lemma 6 Assume that ξ0 = 0 ∈ ∂Ω and g(0) = 0, where Ω satisfies (1.8) for all r ≤
R. Suppose that, under assumptions (1.4), (1.5) and (1.6), u ∈ Kg,h(Ω,Ω

′) solves the
obstacle problem in Kg,h(Ω,Ω

′) with s ∈ (0, 1) and p ∈ (1,∞). Let ω > 0. Then, there
exist τ0 ∈ (0, 1), σ ∈ (0, 1) and ϑ ∈ (0, 1), all depending on n, p, s and δΩ, such that if

osc
BR

u+ σTail(u; 0, R) ≤ ω, osc
BR

g ≤
ω

8
, and ‖f‖L∞(BR) ≤ (ϑω)p−1, (3.24)

hold for BR ≡ BR(0), then the following decay estimate

osc
BτR

u+ σTail(u; 0, τR) ≤ (1− ϑ)ω, (3.25)

holds as well for every τ ∈ (0, τ0].

We will use the following lemma, whose proof can be done extending the one presented
in [21, Lemma 7] and using the Poincaré inequality in Proposition 2.

Lemma 7 Let us consider a set Ω which satisfies condition (1.8) for r0 > 0 and δΩ > 0
and let Br ≡ Br(ξ0) with ξ0 ∈ ∂Ω and r ∈ (0, r0). Let us suppose that ψ ∈ W s,p(Br)
and ψ ≡ 0 in Br rΩ. Then

−

∫

Br

|ψ|p dξ ≤ c
(

1− (1− δΩ)
1−1/p

)−p

rsp
∫

Br

−

∫

Br

|ψ(ξ)− ψ(η)|p

|η−1 ◦ ξ|Q+sp
Hn

dξdη. (3.26)
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Proof of Lemma 6. Let us begin denoting with H = ϑ/σ and B ≡ BR(0). We can esti-
mate the tail term as follows

σp−1Tail(u; 0, τR)p−1 = σp−1(τR)sp
∫

BrτB

|u(ξ)|p−1

|ξ|Q+sp
Hn

dξ

+ σp−1τspTail(u; 0, R)p−1

≤ c σp−1ωp−1 + τspωp−1.

Hence,

σTail(u; 0, τR) ≤ c

(

ϑ

H
+ τ

sp
p−1

)

ω ≤
2cϑ

H
ω ≤ ϑω (3.27)

where we have chosen τ0 ≤ σ(p−1)/(sp) and H = 2c. Thus, we only have to show

osc
τB

u ≤ (1− 2ϑ)ω, ∀τ ≤ τ0. (3.28)

Let us adopt the following notation

k+ := sup
B
u−

ω

4
, , k− := inf

B
u+

ω

4
, ε := ϑω,

and
w± := sup

B
(u− k±)± − (u− k±)± + ε, w̃± :=

w±

supB w±
.

Clearly we can assume that supB u ≥ 3
8ω and infB u ≤ − 3

8ω since if the reverse inequal-
ities hold true we have oscB u ≤ 3

4ω and (3.28) follows choosing ϑ ≤ 1/8.
We consider the case supB u ≥ 3

8ω being the other one symmetric. Let us note that
due to the condition u = g ≤ ω/8 in B r Ω then w̃+ = 1 in B r Ω. Hence, we apply
Lemma 7, Proposition 1 and Lemma 5 together with (3.24), with r = 2τR and τ0 ≤
min(1/4, σ2(p−1)/sp), obtaining

−

∫

2τB

| log w̃+|
p dξ ≤ c (τR)sp

∫

2τB

−

∫

2τB

∣

∣

∣

∣

log
w̃+(ξ)

w̃+(η)

∣

∣

∣

∣

p

do(η
−1 ◦ ξ)−Q−sp dξdη

≤ c
(

1 + (2τR)spε1−p‖f‖L∞(2τB) + (ϑω)1−p (2τ)
sp
Tail((w̃+)−; 0, R)

p−1
)

≤ c

Combining Chebyshev’s Inequality with the previous estimate we get

|2τB ∩ {| log w̃+| ≥ | log(20ϑ)|}|

|2τB|
≤ | log(20ϑ)|−p−

∫

2τB

| log w̃+|
p dξ

≤ c | log(20ϑ)|−p. (3.29)

We want to estimate now the left-hand side of (3.29). Recall that, by definition 0 < w̃+ ≤
1 and supB(u− k+)+ = ω/4, we obtain that, when ϑ < 1/20,

{| log w̃+| ≥ | log(20ϑ)|} = {w̃+ ≤ 20ϑ}

=

{

ω

4
− (u− k+)+ + ε ≤ 20ϑ

(

ω

4
+ ε

)

}

⊃
{

u ≥ sup
B
u− 4ϑω

}

.

Hence, denoting with k̃ := supB u− 4ϑω we eventually arrive at

(

−

∫

2τB

(u− k̃)p+ dξ

)
1
p

≤ 4ϑω

(

|2τB ∩ {u ≥ supB u− 4ϑω}|

|2τB|

)
1
p

≤
cϑω

| log(20ϑ)|
.
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Since k̃ ≥ supB g by Theorem 11 we obtain that

sup
τB

(u− k̃)+ ≤ δTail((u− k̃)+; 0, τR) + c δ−γ

(

−

∫

2τB

(u− k̃)p+ dξ

)
1
p

,

for any δ ∈ (0, 1]. Thus,

sup
τB

u ≤ sup
B
u− 4ϑω + δTail((u− k̃)+; 0, τR) +

cδ−γϑω

| log(20ϑ)|
. (3.30)

We are left to estimating the tail term

Tail((u − k̃)+; 0, τR)
p−1 ≤ (τR)sp

∫

BrτB

(u− k̃)p−1
+

|ξ|Q+sp
Hn

dξ

+ τspTail((u− k̃)+; 0, R)
p−1

≤ c (ϑω)p−1

(

1 +
τsp

ϑp−1σp−1

)

≤ c(ϑω)p−1,

where we have taken τsp ≤ τsp0 ≤ (σϑ)p−1 and we have used condition (3.24). Then, up
to taking δ and ϑ sufficiently small, from (3.30), we have that

sup
τB

≤ sup
B
u− 2ϑω,

and condition (3.28) follows as desired.

We are now able to prove our main result.

Theorem 12 Under assumptions (1.4), (1.5) and (1.6) let u ∈ Kg,h(Ω,Ω
′) be the so-

lution to the obstacle problem in Kg,h(Ω,Ω
′) with s ∈ (0, 1) and p ∈ (1,∞) and as-

sume ξ0 ∈ ∂Ω and B2R(ξ0) ⊂ Ω′. If g ∈ Kg,h(Ω,Ω
′) is Hölder continuous in BR(ξ0)

and Ω satisfies (1.8) for all r ≤ R, then u is Hölder continuous in Ω as well.

Proof. With no loos of generality we may assume that ξ0 = 0 and g(0) = 0. Moreover,
we can suppose that there exists R0 such that oscB0 g ≤ oscB0 u for B0 ≡ BR0(0) since
otherwise the thesis follows by the Hölder continuity of g.

Let us define now, for ϑ ∈ (0, 1),

ω0 := 8






osc
B0

u+Tail(u; 0, R0) +
‖f‖

1
p−1

L∞(B0)

ϑ






. (3.31)

By Lemma 6 we have that there exist τ0, σ and ϑ depending only on n, p, s and δΩ such
that if

osc
Br(0)

u+ σTail(u; 0, r) ≤ ω osc
Br(0)

g ≤
ω

8
and ‖f‖L∞(Br(0)) ≤ (ϑω)p−1 , (3.32)

hold for a ball Br(0) and for ω > 0, then

osc
Bτr(0)

u+ σTail(u; 0, τr) ≤ (1− ϑ)ω, (3.33)
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holds for every τ ∈ (0, τ0]. Let us take τ ≤ τ0 such that

osc
τ jB0

g ≤ (1−ϑ)j
ω0

8
, and ‖f‖L∞(τ jB0) ≤

(

ϑ(1−ϑ)jω0

)p−1

, for every j = 0, 1, . . .

(3.34)
We now iterate (3.33) with (3.32) and (3.34), noticing that the initial condition is satisfied
if we choose ω0 as in (3.31). Thus, we obtain that

osc
τ jB0

u ≤ (1− ϑ)jω0 for every j = 0, 1, . . .

from which follows that u ∈ C0,α
loc (B0) with exponent α = log(1− ϑ)/ log τ ∈ (0, 1).

From the previous theorem we can easily show that the following result holds true as
well.

Theorem 13 Let s ∈ (0, 1), p ∈ (1,∞) and, under assumptions (1.4), (1.5) and (1.6),
let u solves the obstacle problem in Kg,h(Ω,Ω

′). Assume ξ0 ∈ ∂Ω and B2R(ξ0) ⊂ Ω′.
If g ∈ Kg,h(Ω,Ω

′) is continuous in BR(ξ0) and Ω satisfies condition (1.8) for all r ≤ R,
then u is continuous in BR(ξ0) as well.

Combining together Theorem 10, Corollary 2, Theorem 12 and Theorem 13 we obtain
Theorem 2.

4 Properties of fractional weak supersolutions

In this section we prove that weak supersolutions to (1.7) enjoy some properties such as
boundedness estimate and comparison principle. Moreover, we give a characterization of
their pointwise behaviour and recall some helpful facts about convergence of sequences
of weak supersolutions that will be used in the proof of Theorem 3. All the forthcoming
results are of independent interest in the analysis of nonlinear fractional equations in
the Heisenberg group. They are the natural extension of the ones proven in [22] for the
homogeneous end Euclidean case.

We always assume that f satisfies conditions (1.4), (1.5), and (1.6). However, in
most of the forthcoming properties condition (1.6) is not strictly necessary, thus most of
the following propositions simply work requiring only the regularity hypothesis in (1.4)
and (1.5). When not explicitly specified in the statements of the results we only assume
that only this regularity conditions hold true.

4.1 A priori bounds for weak supersolutions

We show that weak supersolutions satisfy a Caccioppoli-type inequality with tail (Lemma 9
below). This estimate will then imply an upper bound on the fractional norm for weak
supersolutions, namely Lemma 10.

Let us recall the following result whose proof is omitted being a plain extension of its
Euclidean counterpart [22, Lemma 3] and of Theorem 6.

Lemma 8 Let s ∈ (0, 1), p ∈ (1,∞). Let u be a weak supersolution in Ω, h ∈ Lp−1
sp (Hn)

and assume that h ≤ u ≤ 0 almost everywhere in H
n. Then, for all D ⋐ Ω there is a

constant c ≡ c(n, p, s, Λ,Ω,D, h) > 0 such that

ess inf
D

u ≥ −c.
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From Theorem 5 we can deduce another Caccioppoli-type estimate for weak super-
solutions.

Lemma 9 Let s ∈ (0, 1), p ∈ (1,∞) and M > 0. Suppose that u is a weak supersolution
in B2r ≡ B2r(ξ0) such that u ≤M in B3r/2. Then, for a positive constant c ≡ c(n, p, s, Λ),
it holds

∫

Br

−

∫

Br

|u(ξ)− u(η)|p

|η−1 ◦ ξ|Q+sp
Hn

dξdη ≤ c max(r−sp, 1)Hp + c ‖f‖L∞(B3r/2)H, (4.1)

where

H :=M +

(

−

∫

B3r/2

up−(ξ) dξ

)
1
p

+Tail(u−; ξ0, 3r/2) +

(

−

∫

B3r/2

f
p

p−1

− (ξ, u) dξ

)
1
p

.

Proof. Let us choose a cut-off function ϕ ∈ C∞
0 (B4r/3) such that 0 ≤ ϕ ≤ 1 and ϕ ≡ 1

in Br and |∇Hnϕ| ≤ c/r. Setting w := 2H − u and choosing as test function ψ := wϕp

in Definition 2, we get

1

|Br|

∫

Hn

f(ξ, u)w(ξ)ϕp(ξ) dξ

≤
1

|Br|

∫

Hn

∫

Hn

L(u(ξ), u(η))
(

w(ξ)ϕp(ξ)− w(η)ϕp(η)
)

do(η−1 ◦ ξ)Q+sp
dξdη

= −
1

|Br|

∫

B3r/2

∫

B3r/2

L(w(ξ), w(η))(w(ξ)ϕp(ξ) − w(η)ϕp(η))

do(η−1 ◦ ξ)Q+sp
dξdη

+
2

|Br|

∫

Hn
rB3r/2

∫

B3r/2

L(u(ξ), u(η))w(ξ)ϕp(ξ)

do(η−1 ◦ ξ)Q+sp
dξdη

=: −I1 + 2I2. (4.2)

We estimate separately the integrals I1 and I2 in the righthand side of (4.2). We start
with I1. As in the proof of Theorem 5, assuming without losing generality, w(ξ) ≥ w(η)
we can deduce that

I1 ≥
1

c

∫

B3r/2

−

∫

B3r/2

|u(ξ)− u(η)|p

|η−1 ◦ ξ|Q+sp
Hn

(

max(ϕ(ξ), ϕ(η))
)p

dξdη

− c

∫

B3r/2

−

∫

B3r/2

(2H − u(ξ))p
|ϕ(ξ) − ϕ(η)|p

|η−1 ◦ ξ|Q+sp
Hn

dξdη

≥
1

c

∫

B3r/2

−

∫

B3r/2

|u(ξ)− u(η)|p

|η−1 ◦ ξ|Q+sp
Hn

(

max(ϕ(ξ), ϕ(η))
)p

dξdη − c r−spHp, (4.3)

where in the last inequality we have used Lemma 1 in order to estimate the singular
integral given by the homogeneous norm | · |Hn in the same spirit of Lemma 1.4 in [25].

For the second integral I2 we have

I2 ≤ c

∫

Hn
rB3r/2

∫

B4r/3

(Hp−1 + up−1
− (η))(2H + u−(ξ))|η

−1 ◦ ξ0|
−Q−sp
Hn dξdη

≤ c r−spHp + cH

∫

Hn
rB3r/2

up−1
− (η)|η−1 ◦ ξ0|

−Q−sp
Hn dη

≤ c r−spHp. (4.4)
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We are left with estimating the term on the lefthand side of (4.2)

1

|Br|

∫

Hn

f(ξ, u)w(ξ)ϕp(ξ) dξ ≥ −
1

|Br|

∫

B3r/2

f−(ξ, u)(2H + u−(ξ)) dξ

≥ −c

(

H −

∫

B3r/2

f−(ξ, u) dξ +−

∫

B3r/2

f−(ξ, u)u−(ξ) dξ

)

≥ −cHp − c ‖f‖L∞(B3r/2)H. (4.5)

Combining (4.3), (4.4) and (4.5) we obtain the desired inequality.

Putting together all the results above we can extend with no difficulty the proof used
in [22, Lemma 5] to show a uniform bound in W s,p for weak supersolutions.

Lemma 10 Let s ∈ (0, 1), p ∈ (1,∞), M > 0 and h ∈ Lp−1
sp (Hn) with h ≤ M . Let u be

a weak supersolution in Ω such that u ≥ h almost everywhere in H
n and u ≤ M almost

everywhere in Ω. Then, for all D ⋐ Ω there is a constant c = c(n, p, s, Λ,Ω,D,M, h) > 0
such that

∫

D

∫

D

|u(ξ)− u(η)|p

|η−1 ◦ ξ|Q+sp
Hn

dξdη ≤ c. (4.6)

4.2 Comparison principle for weak supersolutions

We show now that weak supersolutions enjoy a comparison principle. This result con-
stitutes a fundamental tool in the whole PDE theory. The proof of the forthcoming
Proposition differs to the class of problem considered in [22] due to the presence of the
datum f . In particular, as already carefully explained in the Introduction, the mono-
tonicity hypothesis (1.6) is necessary in order to derive the desired comparison principle.

Proposition 3 (Comparison principle) Let Ω be a bounded open subsets of Hn. Let u ∈
W s,p(Ω) be a weak supersolution to (1.7) in Ω and let v ∈ W s,p(Ω) be a weak subsolution
to (1.7) in Ω such that v ≤ u almost everywhere in H

n
rΩ and

lim sup
η→ξ

v(η) ≤ lim inf
η→ξ

u(η), for any ξ ∈ ∂Ω.

Then, under assumptions (1.4), (1.5) and (1.6), we have that v ≤ u a. e. in Ω as well.

Proof. We begin noticing that there exists a compact set K such that {v > u} ⋐ K ⋐ Ω.
Hence, the function ψ := (v − u)+ ∈W s,p

0 (K) is a proper test function. Considering the
weak formulation both for v and u in Definition 2 with ψ defined above, we obtain

∫

Hn

f(ξ, v)ψ(ξ) dξ ≥

∫

Hn

∫

Hn

L(v(ξ), v(η))(ψ(ξ) − ψ(η))

do(η−1 ◦ ξ)Q+sp
dξdη, (4.7)

and
∫

Hn

f(ξ, u)ψ(ξ) dξ ≤

∫

Hn

∫

Hn

L(u(ξ), u(η))(ψ(ξ) − ψ(η))

do(η−1 ◦ ξ)Q+sp
dξdη. (4.8)

Then, summing together (4.7) with (4.8) we eventually arrive at

0 ≤

∫

{v>u}

(f(ξ, v)− f(ξ, u))(v(ξ) − u(ξ)) dξ
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+

∫∫

{v>u}

(

L(u(ξ), u(η))− L(v(ξ), v(η))
)(

v(ξ) − u(ξ)− v(η) + u(η)
)

do(η−1 ◦ ξ)Q+sp
dξdη

+ 2

∫

{v≤u}

∫

{v>u}

(

L(u(ξ), u(η))− L(v(ξ), v(η)
)(

v(ξ)− u(ξ)
)

do(η−1 ◦ ξ)Q+sp
dξdη

≤ 0 (4.9)

By the monotonicity of the function L(a, b) and by condition (1.6). Thus, we obtain that
all terms in (4.9) must be 0. This implies that ψ ≡ 0 almost everywhere on {v > u}.
Hence, we obtain that |{v > u}| = 0.

4.3 Pointwise behaviour of weak supersolutions

Let us focus now on the pointwise behaviour of weak supersolutions. Before stating our
main result, i. e. Theorem 14, some considerations are needed. First of all, due to the
presence of the datum f , we could not trivially prove that the function v := u(ξ0) − u
for any ξ0 ∈ Ω is a weak subsolution to (1.7), as done for the homogeneous case in [22].
Nevertheless such a function satisfies a Caccioppoli-type inequality with tail which is
the starting point in proving a boundedness estimate as Theorem 6. Inequality (2.17)
will have a central role in proving the forthcoming theorem. Indeed, thanks to the its
ductility, we can choose a proper interpolation parameter δ ∈ (0, 1] in order to carefully
estimate the nonlocal contributions and the local ones. Extending the procedure used
in [22] we have

Theorem 14 Let s ∈ (0, 1) and p ∈ (1,∞) and let u be a weak supersolution in Ω to
problem (1.7). Then we have

u(ξ) := ess lim inf
η→ξ

u(η), for a. e. ξ ∈ Ω.

In particular, u has a lower semicontinuous representative.

4.4 Convergence result for weak supersolutions

We conclude this section recalling some convergence results for sequences of weak su-
persolutions from the Euclidean setting. This properties will turn out to be of crucial
importance in the following section.

Theorem 15 Let s ∈ (0, 1) and p ∈ (1,∞). Consider g, h ∈ Lp−1
sp (Hn) such that h ≤ g

in H
n. Let {uj} be a sequence of weak supersolutions in Ω such that h ≤ uj ≤ g almost

everywhere in H
n and uj is uniformly essentially bounded from above in Ω. Let

u(ξ) := lim
j→∞

uj(ξ), for a. e. ξ ∈ H
n.

Then, under assumptions (1.4), (1.5) and (1.6), u is a weak supersolution in Ω.

The proof of the previous theorem is omitted since it is a verbatim repetition of the
one presented in [22, Theorem 10]. Indeed, thanks to the regularity assumption made on
the datum f in (1.4) and (1.5), we can easily pass to the limit on the righthand side of
the integral inequality in Definition 2. The lefthhand side can then be treated as in the
Euclidean case presented in [22]. As main consequence of the previous theorem we have
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Corollary 3 Let s ∈ (0, 1), p ∈ (1,∞), h, g ∈ Lp−1
sp (Hn) and let {uj} be a sequence of

continuous weak solutions in Ω such that h ≤ uj ≤ g and u := limj→∞ uj exists almost
everywhere in H

n. Then, under assumptions (1.4), (1.5) and (1.6), u exists at every
point of Ω and is a continuous weak solution in Ω.

5 The Perron method

We have everything needed to prove Theorem 3. Let us remark that we assume as main
conditions s ∈ (0, 1), p ∈ (1,∞) and f satisfying conditions (1.4), (1.5) and (1.6), without
recalling them every time in the statements of the results presented below.

Definition 3 (Perron solutions) Let Ω be an open and bounded subset of Hn and assume
that g ∈ W s,p(Hn). We define the upper class Ug as the family of all functions u such
that

(i) u : Hn → (−∞,+∞] is lower semicontinuous in Ω and there exists h ∈ Lp−1
sp (Hn)

such that u ≤ h;
(ii) Given D ⋐ Ω and v ∈ C(D) a weak solution in D to (1.7) such that v ≤ u almost

everywhere in H
n
rD and

v(ξ) ≤ lim inf
η→ξ

u(η), ∀ξ ∈ ∂D.

Then, v ≤ u a. e. in D as well;
(iii) lim inf

η→ξ
η∈Ω

u(η) ≥ ess lim sup
η→ξ

η∈Hn
rΩ

g(η) for all ξ ∈ ∂Ω;

(iv) u ≥ g a. e. in H
n
rΩ.

The lower class is Lg :=
{

u : −u ∈ U−g}. The function Hg := inf{u : u ∈ Ug} is the

upper Perron solution with boundary datum g in Ω and Hg := sup{u : u ∈ Lg} is the
lower Perron solution with boundary datum g in Ω.

Some comments about the definition above must be made. First, let us note that
by (i) it follows that |u| 6= ∞ a. e. in H

n, otherwise it can not be h ∈ Lp−1
sp (Hn) such

that u ≤ h in H
n. Moreover, the upper class Ug contains all lower semicontinuous weak

supersolutions satisfying the boundary data. Analogously the same holds true for weak
subsolutions and for the lower class Lg.

In Definition 3 we have assumed the boundary datum g in W s,p(Hn). In the lemma
below we show that we can require less regularity on g in order to have a not empty
upper class Ug.

Lemma 11 If g ∈ Lp−1
sp (Hn) ∩ L∞(Hn), then the upper class Ug is not empty.

Proof. Let us choose a constant M > 0 such that

sup
Hn

g + c ‖f‖
1

p−1

L∞(Ω) ≤M <∞, (5.1)

with the constant c defined as follows

c−
1

p−1 := 2 min
ξ∈Ω

∫

Hn
rBr

do(η
−1 ◦ ξ)−Q−sp dη, for Br : Ω ⋐ Br.
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Note that in (5.1) in the choice of the constant M we have also taken in consideration
the non-homogeneity of the problem given by the presence of the supremum norm of the
function f .

Take
u :=M χΩ + g χHn

rΩ ∈ W s,p
loc (Ω) ∩ Lp−1

sp (Hn).

Clearly Definition 3(i) and (iii-iv) are satisfied. In order to prove condition (ii) we show
that u is a weak supersolution according to Definition 2.

Testing against a nonnegative test function ψ ∈ C∞
0 (Ω) gives

∫

Hn

∫

Hn

L(u(ξ), u(η))(ψ(ξ) − ψ(η))do(η
−1 ◦ ξ)−Q−sp dξdη

= 2

∫

Hn
rΩ

∫

Ω

L(M,u(η))ψ(ξ)do(η
−1 ◦ ξ)−Q−sp dξdη

≥ 2

∫

Hn
rBr

∫

Ω

cp−1 ‖f‖L∞(Ω)ψ(ξ)do(η
−1 ◦ ξ)−Q−sp dξdη

≥

∫

Ω

f(ξ, u)ψ(ξ) dξ.

Hence, u is a weak supersolution in Ω to (1.7). Thus, it also satisfies the comparison
principle in Ω. Then, u ∈ Ug.

5.1 The Perron solutions

In this section we prove Theorem 3.
The first result is proving that our method is consistent. Indeed, let us show that if

problem (1.7) admits a weak solution hg in Ω, then

Hg = hg = Hg.

Lemma 12 Let us assume that hg ∈ C(Ω) is a weak solution in Ω to (1.7) such that

lim
η→ξ
η∈Ω

hg(η) = g(ξ) for every ξ ∈ ∂Ω and hg = g a. e. in H
n
rΩ,

for some g ∈ C(Ω′) ∩ Lp−1
sp (Hn) with Ω ⋐ Ω′. Then, Hg = hg = Hg.

Proof. We prove the lemma for the upper solution Hg being the other case symmetric.
Clearly hg belongs to Ug. Hence, hg ≥ Hg. To show that the reverse inequality holds
true let u ∈ Ug. Then, for any ε > 0 there exists an open set D ⋐ Ω such that u+ ε > hg
almost everywhere in H

n
rD and hg ≤ lim infη→ξ u(η) + ε for any ξ ∈ ∂D. Hence, by

comparison principle we have that u + ε ≥ hg almost everywhere in D as well. Taking
the infimum over ε > 0 and then over u ∈ Ug we have that Hg ≥ hg for a. e. ξ ∈ Ω. By
the continuity of hg and Hg (Proposition 5 below) we have Hg ≥ hg for any ξ ∈ Ω.

In order to prove Theorem 3, we have to introduce the Poisson modification of a
function u in a set D.

Definition 4 (Poisson modification of a continuous function) Let us consider a set D ⋐ Ω
such that H

n
r D satisfies the measure density condition (1.8) and let u ∈ C(D) ∩

Lp−1
sp (Hn). We call Poisson modification of u in the domain D the solution to the obstacle

problem in D with boundary datum u, i. e. Pu,D ∈ Ku,−∞(D,Ω) ∩ C(D).
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Note that by Corollary 1, we have that Pu,D is the weak solution of the following
problem

{

Lw = f, in D,

w = u, in H
n
rD.

(5.2)

By a density argument we extend the Definition 4 to all functions belonging to Ug.

Proposition 4 Let u ∈ Ug. Let D ⋐ Ω be an open subset of Ω such that Hn
rD satisfies

the measure density condition (1.8). Then, the Poisson modification of u in D satisfies

(i) Pu,D ≤ u;
(ii) Pu,D is a continuous weak solution to (1.7) in D;
(iii) Pu,D ∈ Ug.

Proof. Applying the same procedure in [22, Lemma 9] we can construct an increasing
sequence {uj}, uj ∈ C(D), of weak supersolutions to (1.7) inD, converging to u pointwise
in H

n. Clearly by Definition 3(i) we have uj ≤ u ≤ h, with h ∈ Lp−1
sp (Hn).

Define the Poisson modification of the function uj in the setD, Puj ,D ∈ Kuj ,−∞(D,Ω)∩

C(D) and denote with
Pu,D := lim

j→∞
Puj ,D.

As consequence of the comparison principle in Proposition 3 and the fact that the se-
quence {uj} is increasing we have that {Puj ,D} is increasing as well and Puj ,D ≤ u.

Hence, the pointwise limit

Pu,D(ξ) = lim
j→∞

Puj ,D(ξ),

exists and satisfies Pu,D ≤ u. Moreover, the pointwise limit is lower semicontinuous.
Since the sequence {Puj ,D} is increasing and bounded above by u, we have that for

any j ∈ N, Pu1,D ≤ Puj ,D ≤ h, with Pu1,D, h ∈ Lp−1
sp (Hn). Thus, since is the limit of

an increasing sequence of weak solutions in D, by Corollary 3, we obtain that Pu,D is a
continuous weak solution in D. Hence, Proposition 4(i-ii) follow.

We have to prove that Pu,D ∈ Ug. Note that we only have to prove Definition 3(ii).
Take an open set U ⋐ Ω and consider a weak solution v ∈ C(U) to problem (1.7) such
that v ≤ Pu,D almost everywhere in H

n
r U and

v(ξ) ≤ lim inf
η→ξ

Pu,D(η), ∀ξ ∈ ∂U.

We claim that v ≤ Pu,D almost everywhere in U . Since Pu,D ≤ u we have that v ≤ u
a. e. in H

n
r U and

v(ξ) ≤ lim inf
η→ξ

Pu,D(η) ≤ lim inf
η→ξ

u(η), ∀ξ ∈ ∂U.

Hence, v ≤ u almost everywhere in U as well. Now, if U∩D = ∅ we are done since Pu,D ≡
u outside D. Assume U ∩ D 6= ∅. We have that Pu,D is a weak solution in U ∩ D. In
the set H

n
r U , it holds v ≤ Pu,D almost everywhere and in U ∩ (Hn

r D) we have
that v ≤ u ≡ Pu,D as shown above.

Hence, inH
n
r(U∩D) we have that v ≤ Pu,D almost everywhere and on the boundary

it holds














v(ξ) ≤ lim inf
η→ξ

η∈U∩D

Pu,D(η), when ξ ∈ ∂U ∩D,

v(ξ) ≤ u(ξ) ≤ lim inf
η→ξ

η∈U∩D

Pu,D(η), when ξ ∈ U ∩ ∂D.

Hence by the comparison principle of Proposition 3 it follows that v ≤ Pu,D a.e. in U ∩D
as well.
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Using Poisson modification and the Hölder continuity result of Theorem 7 by repeat-
ing the procedure used in [24], we can prove the following proposition.

Proposition 5 The upper and lower Perron solutions Hg and Hg are continuous weak
solution to (1.7) in Ω, according to Definition 2.

Finally we can prove our last main result.

Proof of Theorem 3. We divide the proof into two parts. Firstly we show that

Hg ≥ Hg. (5.3)

Let us choose ε > 0 and consider two function u ∈ Ug and v ∈ Lg such that

Hg + ε ≥ u, and Hg − ε ≤ v.

By Definition 3(iii) we have that

lim inf
η→ξ
η∈Ω

Hg(η) ≥ lim sup
η→ξ
η∈Ω

Hg(η), for all ξ ∈ ∂Ω.

Hence, since by Proposition 5, both Perron solutions are weak solutions in Ω to 1.7
and Hg ≥ Hg a. e. in H

n
r Ω, we have that the desired inequality (5.3) follows by the

comparison principle of Proposition 3.
We are left to prove the reverse inequality of (5.3) in Ω. With no loss of generality

we may assume that the function g < ∞ almost everywhere in Ω. Then, let us consider
the solution to the obstacle problem u ∈ Kg,g(Ω,Ω

′), with Ω ⋐ Ω′. Recalling that we
assume the boundary datum g belonging to W s,p(Hn) we have that, by Theorem 1, u is
a weak supersolution in Ω and u ∈ W s,p(Hn). Hence, u ∈ Ug.

Let us consider an exhaustion of Ω with open sets {Dj}:

D1 ⊂ D2 ⊂ . . . ⊂ Ω =
∞
⋃

j=1

Dj ,

such that Hn
rDj satisfies the measure density condition (1.8), for any j ∈ N, and take

the sequence {Pu,Dj} of the Poisson modifications of u in {Dj}.
Clearly, by Proposition 4, we have that Pu,Dj is a weak solution in Dj , Pu,Dj ≡ g

in H
n
rΩ and Pu,Dj ∈ Ug.

Moreover, {Pu,Dj} is a non-increasing sequence by the comparison principle of Propo-
sition 3 and

u ≥ Pu,D1 ≥ Pu,D2 ≥ . . .

‖u‖Lp(Hn) ≥ ‖Pu,D1‖Lp(Hn) ≥ ‖Pu,D2‖Lp(Hn) ≥ . . .

Hence, the pointwise limit Pu,Ω = limj Pu,Dj does exist almost everywhere and belongs
to Lp(Hn).

Then, by in Definition 3(i) we have that Pu,Ω ≤ Pu,Dj ≤ h with Pu,Ω, h ∈ Lp−1
sp (Hn).

By Corollary 3 it follows that Pu,Ω is a weak solution in Ω to (1.7).
Let us note that the function Pu,Ω may not belong to the upper class Ug. Nevertheless,

since Pu,Dj ∈ Ug, we have that for any ξ ∈ H
n

Hg(ξ) ≤ Pu,Dj (ξ), Hg(ξ) ≤ lim
j→∞

Pu,Dj (ξ) = Pu,Ω(ξ).

Thus, Hg ≤ Pu,Ω.
Repeating the same argument for the lower Perron solution we have that Hg ≥ Pu,Ω.

Hence we have show that Hg ≤ Hg.

We have that Hg = Hg = Hg and the proof ends applying Proposition 5.



32 Mirco Piccinini

References

1. Adimurthi, A. Mallick: A Hardy type inequality on fractional order Sobolev spaces on the Heisen-
berg group. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 18 (2018), no. 3, 917–949.

2. B. Avelin, T. Kuusi, G. Mingione: Nonlinear Calderón-Zygmund theory in the limiting case. Arch.
Rational Mech. Anal. 227 (2018), 663–714.
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