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Abstract. In this paper we study the asymptotics of singularly perturbed phase-transition

functionals of the form

Fk(u) =
1

εk

∫
A
fk(x, u, εk∇u) dx ,

where u ∈ [0, 1] is a phase-field variable, εk > 0 a singular-perturbation parameter; i.e., εk → 0,

as k → +∞, and the integrands fk are such that, for every x and every k, fk(x, ·, 0) is a double
well potential with zeros at 0 and 1. We prove that the functionals Fk Γ-converge (up to

subsequences) to a surface functional of the form

F∞(u) =

∫
Su∩A

f∞(x, νu) dHn−1 ,

where u ∈ BV (A; {0, 1}) and f∞ is characterised by the double limit of suitably scaled minimi-

sation problems. Afterwards we extend our analysis to the setting of stochastic homogenisation
and prove a Γ-convergence result for stationary random integrands.
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1. Introduction

The classical theory of phase transition is based on the assumption that at the equilibrium two
immiscible fluids in a container will separate to create a sharp interface with minimal area. Alter-
natively Cahn and Hilliard in [19] (see also [35]) proposed a model which describes the transition
as a continuous phenomenon concentrated on a thin layer, where a fine mixture of the two fluids
is allowed. The connection between the classical theory of phase transition and the Cahn-Hilliard
model was conjectured by Gurtin in [28] and rigorously derived, via Γ-convergence, by Modica in
[29], by generalising a previous result together with Mortola [30] (see also [34], and [2]).

The model considered in [29, 30] is formalised as follows. Representing by A ⊂ Rn, open
bounded set with Lipschitz boundary, the container of the two fluids, and by u : A → [0, 1] the
density of the second fluid, the associated Modica-Mortola functionals are given by

Mk(u) =

∫
A

(
W (u)

εk
+ εp−1

k |∇u|p
)

dx . (1.1)

Here εk ↘ 0, as k → +∞, is an elliptic regularisation parameter which corresponds to the charac-
teristic length-scale of a phase transition. Moreover, p > 1 and W : R → [0,+∞) is a double well
potential vanishing at 0 and 1. Clearly the functionals in (2.8) are finite in W 1,p(A). Note that
if (uk) ⊂ W 1,p(A), 0 ≤ uk ≤ 1, is a sequence satisfying supk Mk(uk) < +∞, then from the first
term we may deduce that uk → u in measure with u(x) ∈ {0, 1} a.e. x ∈ A (which corresponds to
a separation of the two phases). Actually the condition 0 ≤ uk ≤ 1 implies that uk converges to u
strongly in L1(A). On the other hand the second term penalizes spatial inhomogeneities of uk or
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equivalently the occurrence of too many transition regions. According to this, in [29] it was shown
that the functionals in (1.1) Γ-converge to the functional

cpHn−1(Su), (1.2)

where now u ∈ BV (A; {0, 1}) (the space of functions with bounded variation taking values in {0, 1}
a.e.). Here Su denotes the set of discontinuity points of u, while the constant cp > 0 represents the
optimal cost to make a transition between 0 and 1. The quantity in (1.2) can be interpreted as the
surface tension between the two fluids. We stress also that this result is stable under the volume
constraint

∫
A
udx = m with 0 < m < Ln(A) (that is if we fix the volume of the second fluid).

Starting from the result in [30] phase-field models have been extended in several directions in-
cluding, among others, multi-phase models that describe the behaviour of an arbitrary number
of immiscible fluids [10] (see also [34, 27]), models for heterogeneous fluids that can also un-
dergo a temperature change [13], anisotropic models [11, 32], second order singular perturbations
[20, 26, 21], and models that allow to analyse the interaction between singular perturbation and
homogenisation [6, 12, 22, 23, 31]. These last variants are those which are closest in the spirit to
the present work.

Drawing some inspiration from [9], in the present paper, we aim first at deriving Γ-convergence
and integral representation results for a general class of phase-transition functionals that in some
sense unify several of the variants mentioned above. Second, we will apply the abstract Γ-
convergence result to obtain a stochastic homogenisation result for a sequence of phase-field func-
tionals with random stationary integrands. Precisely, in the first part we perform a Γ-convergence
analysis, as k → +∞, of a family of singularly perturbed phase-transition functionals of the form

Fk(u) =
1

εk

∫
A

fk(x, u, εk∇u) dx , (1.3)

where εk ↘ 0 and u : A → [0, 1]. We assume that the integrands fk : Rn × [0, 1] × Rn → [0,+∞)
belong to a suitable class of functions denoted by F (see Section 2.2 for its definition). This in
particular ensures that for every k ∈ N and every x ∈ Rn

c1 (W (u) + |ξ|p) ≤ fk(x, u, ξ) ≤ c2 (W (u) + |ξ|p) , (1.4)

for every u ∈ [0, 1] and ξ ∈ Rn, and for some 0 < c1 ≤ c2 < +∞. As a consequence fk(x, ·, 0) is
a double well potential that vanishes at 0 and 1. In addition the functional Fk is bounded from
above and from below by the Modica-Mortola functional in (1.1).

Our first main result is contained in Theorem 3.1 which asserts the following: if the integrands fk
belong to F , then (up to subsequences) the functionals Fk Γ-converge to a surface-type functional
of the form

F∞(u) =

∫
Su∩A

f∞(x, νu) dHn−1, (1.5)

where u ∈ BV (A; {0, 1}) and νu denotes an orientation for Su. Moreover f∞ is characterised by a
cell formula given by

f∞(x, ν) = lim sup
ρ→0

lim
k→+∞

inf
1

εk

∫
Qν

ρ(x)

fk(y, u, εk∇u) dx, (1.6)

where Qν
ρ(x) is a cube centred at x with side-length ρ with one face orthogonal to ν, and the

infimum is taken over all u ∈ W 1,p(Qν
ρ(x)), 0 ≤ u ≤ 1, such that u = ūν

x,εk
near ∂Qν

ρ(x). Here
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ūν
x,εk

is a suitable regularisation (see Section 2.1 for the precise definition) of the jump function uν
x

defined as

uν
x(y) =

{
1 if (y − x) · ν ≥ 0 ,

0 if (y − x) · ν < 0 .

Notice that the presence of “regularised” boundary conditions is related to the fact that u belongs
to W 1,p(A) while uν

x jumps on the hyperplane {(x− y) · ν = 0}.
Due to the generality of our model the proof of Theorem 3.1 relies on an abstract approach

known as localisation method (cf. for instance [24]). This argument consists of the following main
steps: we first localise the functionals Fk by introducing the dependence on the domain of inte-
gration; then, by means of a fundamental estimate, we show that, up to subsequence, the Γ-limit
exists and admits a surface-integral representation. Eventually we identify the surface energy den-
sity with the cell formula in (1.6).

In the second part of the paper we are concerned with the case of stochastic homogenisation.
We namely consider functionals of type (1.3) which depend also on a variable ω belonging to the
set of events Ω of a probability space (Ω, T , P ). This dependence follows by choosing integrands
fk of type

fk(ω, x, u, ξ) = f

(
ω,

x

εk
, u, ξ

)
. (1.7)

Here f is a stationary random variable such that f(ω, ·, ·, ·) ∈ F and in addition is lower semicon-
tinuous in the variable ξ for every ω ∈ Ω (see Section 7, (F1)-(F3)). Our second main result is
contained in Theorem 7.4 which states that if fk are as in (1.7), then, almost surely, the functionals
Fk Γ-converge to a surface functional of type (1.5) whose integrand is homogeneous in the space
variable and is given by a cell formula.

The proof of Theorem 7.4 is achieved by resorting on the abstract Γ-convergence result Theorem
3.1 as follows. From Theorem 3.1 we first deduce a homogenisation result (cf. Theorem 3.3) in
the deterministic setting without requiring any spatial periodicity of the integrands but instead as-
suming the existence and spatial homogeneity of the limit of a certain cell formula. Afterwards we
show that in the above stochastic setting, almost surely this limit indeed exists and is homogeneous
almost surely. This second step involves the combination of the subadditive ergodic Theorem (see
e.g. [1, 25]) with a specific analysis for regularised surface functionals in the spirit of [3, 18].

Eventually to complete our analysis we show that if we restrict to the periodic setting, namely
if fk are of the form f( x

εk
, u, ξ) with f periodic in the space variable, then the corresponding ho-

mogenisation result Theorem 8.1 can be deduced without requiring any lower semicontinuity of f
in the variable ξ (i.e., without assuming (F3)).

We notice that our stochastic/periodic homogenisation results (Theorem 7.4 and Theorem 8.1)
cover in particular the cases considered in [31, 23] and the critical regime in [6]. As a final remark
it would be interesting to fully characterise the Γ-limit for integrands of type (1.7) when the
oscillation parameter εk is replaced by a second scale parameter δk ↘ 0. We expect a different
behaviour for the two regimes εk ≪ δk and εk ≫ δk. However this type of analysis goes beyond the
purpose of the present paper. A similar analysis was performed in [6, 22, 23] in the deterministic
setting (see also [7, 8] for the corresponding analysis for Ambrosio-Tortorelli type functionals).

Outline of the paper. This paper is organised as follows. In Section 2 we collect the notation
adopted throughout the paper and introduce the functionals we will consider. In Section 3 we
state the first main result of the paper, that is, the Γ-convergence and integral representation
result (Theorem 3.1). We also give a homogenisation result without any periodicity assumptions
(Theorem 3.3). Sections 4-6 contain the proof of Theorem 3.1). In particular, in Section 4 we
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implement the localisation method and prove a compactness and integral representation result for
the Γ-limit of Fk (Theorem 4.2); in Section 5 we characterise the surface integrand (Proposition
5.1); eventually in Section 6 we prove that the limit surface integrand satisfies some properties
(Proposition 6.2). In Section 7 we state and prove our second main result, namely a stochastic
homogenisation result for stationary random integrands (Theorem 7.4). In Section 8 we prove a
periodic homogenisation result (Theorem 8.1). Eventually in the Appendix we prove some technical
lemmas which are used in Sections 7 8.

2. Setting of the problem and preliminaries

In this section we collect some notation and we introduce the family of functionals we will consider.

2.1. Notation. We start by listing the notation we will adopt throughout the paper.

(a) n ≥ 2 is a fixed positive integer;

(b) Sn−1 := {ν = (ν1, . . . , νn) ∈ Rn : ν21 + · · ·+ ν2n = 1} and Ŝn−1
± := {ν ∈ Sn−1 : ± νi(ν) > 0},

where i(ν) := max{i ∈ {1, . . . , n} : νi ̸= 0};
(c) Ln and and Hn−1 denote the Lebesgue measure and the (n − 1)-dimensional Hausdorff

measure on Rn, respectively;
(d) for every A ⊂ Rn let χA denote the characteristic function of the set A;
(e) A denotes the collection of all open and bounded subsets of Rn with Lipschitz boundary.

If A,B ∈ A by A ⊂⊂ B we mean that A is relatively compact in B;
(f) Q denotes the open unit cube in Rn with sides parallel to the coordinate axes, centred

at the origin; for x ∈ Rn and r > 0 we set Qr(x) := rQ + x. Moreover, Q′ denotes the
open unit cube in Rn−1 with sides parallel to the coordinate axes, centred at the origin,
for every r > 0 we set Q′

r := rQ′;
(g) for every ν ∈ Sn−1 let Rν denote an orthogonal (n × n)-matrix such that Rνen = ν; we

also assume that R−νQ = RνQ for every ν ∈ Sn−1, Rν ∈ Qn×n if ν ∈ Sn−1 ∩Qn, and that

the restrictions of the map ν 7→ Rν to Ŝn−1
± are continuous. For an explicit example of a

map ν 7→ Rν satisfying all these properties we refer the reader, e.g., to [17, Example A.1];
(h) for x ∈ Rn, r > 0, and ν ∈ Sn−1, we define Qν

r (x) := RνQr(x).
(i) for x ∈ Rn and ν ∈ Sn−1 we denote with uν

x the piecewise constant function taking values
0, 1 and jumping across the hyperplane Πν(x) := {y ∈ Rn : (y − x) · ν = 0}; i.e.,

uν
x(y) :=

{
1 if (y − x) · ν ≥ 0 ,

0 if (y − x) · ν < 0 ;

(j) let u ∈ C1(R) with 0 ≤ u ≤ 1, be a one-dimensional function such that

u(t) = χ(0,+∞)(t) for |t| > 1;

(k) for x ∈ Rn and ν ∈ Sn−1 we set

ūν
x(y) := u((y − x) · ν) ;

(l) for x ∈ Rn, ν ∈ Sn−1 and ε > 0 we set

ūν
x,ε(y) := u

(
1
ε (y − x) · ν) .

We notice that in particular, ūν
x,ε(y) = uν

x in {y : |(y − x) · ν| > ε}, and ūν
x,1 = ūν

x;

(m) for a given topological space X, B(X) denotes the Borel σ- algebra on X. If X = Rd, with
d ∈ N, d ≥ 1 we simply write Bd in place of B(Rd). For d = 1 we write B.
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For A ∈ A we let BV (A) be the space of functions with bounded variation (see for instance [5] for a
detailed exposition of the subject). We recall that if u ∈ BV (A), then its distributional derivative
Du is an Rn- valued Radon measure on A. We denote by |Du|(A) its total variation.

Moreover a set E ⊂ Rn is a set of finite perimeter in A, or a Caccioppoli set, if χE ∈ BV (A)
and we let

PA(E) := |DχE |(A) ,

be the perimeter of E in A. The family of sets with finite perimeter can be identified with the space
BV (A; {0, 1}), namely, the space of functions in BV (A) taking values in {0, 1} almost everywhere.
Indeed if u ∈ BV (A; {0, 1}) then u = χE where E = {x ∈ A : u(x) = 1} and

Du(B) =

∫
B∩Su

νu dHn−1 ,

for every B ∈ Bn, where Su is the set of approximate discontinuity points of u which, up to Hn−1-
negligible sets, coincides with the part of the reduced boundary of E that lies in A, while νu is the
external normal to Su. Moreover

PA(E) = |Du|(A) = Hn−1(Su ∩A) .

Throughout the paper C denotes a strictly positive constant which may vary from line to line
and within the same expression.

2.2. Setting of the problem. Let p > 1, let c1, c2 be given constants such that 0 < c1 ≤ c2 <
+∞. Let W : R → [0,+∞) be a double-well potential, that is a continuous function vanishing only
at 0 and 1. We denote by F := F(W,p, c1, c2) the collection of all functions f : Rn × R × Rn →
[0,+∞), f = f(x, u, ξ), satisfying the following conditions:

(f1) (measurability) f is Borel measurable on Rn × R× Rn;
(f2) (continuity in u) the function f(x, ·, ξ) is continuous for every x ∈ Rn and every ξ ∈ Rn;
(f3) (lower bound) for every x ∈ Rn, every u ∈ R, and every ξ ∈ Rn

c1
(
W (u) + |ξ|p

)
≤ f(x, u, ξ) ;

(f4) (upper bound) for every x ∈ Rn, every u ∈ R, and every ξ ∈ Rn

f(x, u, ξ) ≤ c2(W (u) + |ξ|p) .

For k ∈ N let (fk) ⊂ F and let (εk) ⊂ (0, 1] be a decreasing sequence of real numbers converging to
zero, as k → +∞. We consider the sequence of singularly perturbed phase-transitions functionals
Fk : L

1
loc(Rn)×A −→ [0,+∞] defined by

Fk(u,A) :=


1

εk

∫
A

fk(x, u, εk∇u) dx if u ∈ W 1,p(A) , 0 ≤ u ≤ 1 ,

+∞ otherwise .
(2.1)

It is convenient to introduce some further notation. For A ∈ A, x ∈ Rn and ν ∈ Sn−1 we consider

the following minimisation problem

mk(ū
ν
x,εk

, A) := inf{Fk(u,A) : u ∈ A (ūν
x,εk

, A)} , (2.2)

where

A (ūν
x,εk

, A) :=
{
u ∈ W 1,p(A), 0 ≤ u ≤ 1: u = ūν

x,εk
near ∂A

}
. (2.3)
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In (2.2) by “u = ūν
x,εk

near ∂A” we mean that the boundary datum is attained in a neighbourhood

of ∂A. Note that, if we choose A = Qν
ρ(x) for some x ∈ Rn, ν ∈ Sn−1 and ρ > 0 then (2.2) is well

defined for ρ > 2εk. Therefore, for every x ∈ Rn and every ν ∈ Sn−1 we can set

f ′(x, ν) := lim sup
ρ→0

1

ρn−1
lim inf
k→+∞

mk(ū
ν
x,εk

, Qν
ρ(x)) , (2.4)

f ′′(x, ν) := lim sup
ρ→0

1

ρn−1
lim sup
k→+∞

mk(ū
ν
x,εk

, Qν
ρ(x)) . (2.5)

Remark 2.1. (a) From (f3) and (f4) together with the assumptions on W we have that

f(x, u, ξ) = 0 if and only if (u, ξ) ∈ {(0, 0), (1, 0)} , (2.6)

for every x ∈ Rn. As a consequence by ((f2)) f(x, ·, 0) is a double-well potential vanishing
at 0 and 1 for every x ∈ Rn. Moreover the functionals

1

εk

∫
A

f(x, u, εk∇u) dx ,

decrease under the transformation u → min{max{u, 0}, 1}. Thus it is not restrictive to
define Fk to be finite when u ∈ W 1,p(A) satisfies the bounds 0 ≤ u ≤ 1 and the Γ-
convergence for functionals Fk that are finite when u ∈ W 1,p(A) readily follows from
Theorem 3.1.

(b) Assumptions (f3)–(f4) imply that for every A ∈ A and every u ∈ W 1,p(A) with 0 ≤ u ≤ 1
it holds

c1Mk(u,A) ≤ Fk(u,A) ≤ c2Mk(u,A) ; (2.7)

where

Mk(u,A) :=

∫
A

(
W (u)

εk
+ εp−1

k |∇u|p
)
dx , (2.8)

is the Modica-Mortola functional.
(c) From the assumption that Fk is finite when u ∈ W 1,p(A), 0 ≤ u ≤ 1, together with the

bound in (2.7) and the result in [29] we easily deduce the following compactness property:
Let (uk) ⊂ W 1,p(A) be a sequence satisfying supk Fk(uk, A) < +∞. Then uk converges
strongly in L1(A) to some u ∈ BV (A, {0, 1}).
If the function W satisfies the following coercivity condition:

W (u) ≥ φ(|u|) ∀u ∈ R ,

with φ : [0,+∞) → [0,+∞) such that limt→+∞ φ(t)/t = +∞, then the same compactness
property holds if we define Fk to be finite when u ∈ W 1,p(A) (cf. [29]).

(d) Let A ∈ A be such that A = A′ × I with A′ ⊂ Rn−1 open and bounded and I ⊂ R open
interval. Let ν ∈ Sn−1 and set Aν := RνA, with Rν as in (g). For every k ∈ N we have

Mk(ū
ν
x,εk

, Aν) ≤
∫
A′

∫
R

(
W (u(t)) + |u′(t)|p

)
dtdy′ = CuLn−1(A′) , (2.9)

where

Cu :=

∫
R

(
W (u(t)) + |u′(t)|p

)
dt =

∫ 1

−1

(
W (u(t)) + |u′(t)|p

)
dt < +∞ .

In particular from (f4) and (2.9) we deduce

mk(ū
ν
x,εk

, Aν) ≤ Fk(ū
ν
x,εk

, Aν) ≤ c2CuLn−1(A′) . (2.10)
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3. Statements of the main results

In this section we collect some of the results of this paper. We start by stating our first main result
(Theorem 3.1), that is a Γ-convergence and an integral representation result. Next we provide a
homogenisation result without periodicity assumptions (Theorem 3.3). The latter, in particular,
will be crucial to obtain our second main result in the stochastic setting (see Section 7).

3.1. Γ-convergence. The following result shows that, up to subsequences, the functionals Fk

Γ-converge to a surface integral functional. Furthermore, the surface energy density can be char-
acterised as a double limit of a suitable minimisation problem.

Theorem 3.1 (Γ-convergence). Let (fk) ⊂ F and let Fk be the functionals as in (2.1). Then
there exists a subsequence kj such that for every A ∈ A the functionals Fkj

(· , A) Γ-converge in

L1(A) to F∞(· , A) with F∞ : L1
loc(Rn)×A −→ [0,+∞] given by

F∞(u,A) :=


∫
Su∩A

f∞(x, νu) dHn−1 if u ∈ BV (A; {0, 1}) ,

+∞ otherwise ,

where f∞ : Rn × Sn−1 → [0,+∞) is a Borel function. Moreover for every x ∈ Rn and every
ν ∈ Sn−1 there hold

f∞(x, ν) = f ′(x, ν) = f ′′(x, ν) ,

and

c1cp ≤ f∞(x, ν) ≤ c2cp ,

with f ′, f ′′ defined as in (2.4) and (2.5) with k replaced by kj, and cp := p(p−1)
1−p
p
∫ 1

0
W (t)

p−1
p dt.

For the reader’s convenience we divide the proof of Theorem 3.1 in three parts which can be
found in Sections 4, 5, and 6, respectively. Precisely, in Section 4 we show that there is a sequence
(kj), with kj → +∞ as j → +∞, such that for every A ∈ A the corresponding functionals
Fkj

( · , A) Γ-converge to a functional which is finite in BV (A; {0, 1}) and is of the form∫
Su∩A

f̂(x, νu) dHn−1 ,

for some Borel function f̂ (see Theorem 4.2). In Section 5 we identify f̂ by showing that it is equal
both to f ′ and f ′′ which in particular are shown to coincide along the Γ-convergent subsequence
(see Proposition 5.1). Eventually in Section 6 we prove that the function f ′ (respectively f ′′) is
Borel measurable and satisfies c1cp ≤ f ′(x, ν) ≤ c2cp (respectively c1cp ≤ f ′′(x, ν) ≤ c2cp) for
every x ∈ Rn and every ν ∈ Sn−1 (see Proposition 6.2).

By Theorem 3.1 and the Urysohn property of Γ-convergence [24, Proposition 8.3] we can deduce
the following useful property.

Corollary 3.2. Let (fk) ⊂ F and let Fk be the functionals as in (2.1). Let f ′, f ′′ be as in (2.4)
and (2.5), respectively. Assume that

f ′(x, ν) = f ′′(x, ν) =: f∞(x, ν), for every x ∈ Rn and every ν ∈ Sn−1,

for some Borel function f∞ : Rn × Sn−1 → [0,+∞). Then, for every A ∈ A the functionals
Fk(· , A) Γ-converge in L1(A) to F∞(· , A) with F∞ : L1

loc(Rn)×A −→ [0,+∞] given by

F∞(u,A) :=


∫
Su∩A

f∞(x, νu) dHn−1 if u ∈ BV (A; {0, 1}) ,

+∞ otherwise .
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3.2. Homogenisation. In this subsection we prove a general homogenisation theorem without
assuming any spatial periodicity of the integrands fk. This theorem will be employed to prove the
stochastic homogenisation result Theorem 7.4.

We need to introduce some further notation. We fix f ∈ F , A ∈ A, u ∈ W 1,p(A), z ∈ Rn,
ν ∈ Sn−1, and let ūν

z be as in (k) (with x = z). Then we set

F (u,A) :=

∫
A

f(x, u,∇u) dx ; (3.1)

and

m(ūν
z , A) := inf

{
F (u,A) : u ∈ A (ūν

z , A)
}
, (3.2)

where A (ūν
z , A) is as in (2.3), with ūν

x,εk
replaced by ūν

z (that is, x = z and εk = 1).
When the integrands fk in the definition of Fk are of type

fk(x, u, ξ) := f
( x

εk
, u, ξ

)
, (3.3)

we can deduce the following homogenisation result.

Theorem 3.3 (Deterministic homogenisation). Let f ∈ F and let m(ūν
rx, Q

ν
r (rx)) be as in (3.2)

with z = rx and A = Qν
r (rx). Assume that for every x ∈ Rn, ν ∈ Sn−1 the following limit

lim
r→+∞

m(ūν
rx, Q

ν
r (rx))

rn−1
=: fhom(ν) , (3.4)

exists and is independent of x. Then, for every A ∈ A the functionals Fk(·, A) defined in (2.1)
with fk as in (3.3) Γ-converge in L1(A) to the functional Fhom(·, A), with Fhom : L1

loc(Rn)×A −→
[0,+∞] given by

Fhom(u,A) :=


∫
Su∩A

fhom(νu) dHn−1 if u ∈ BV (A; {0, 1}) , u ∈ {0, 1} a.e.

+∞ otherwise .

Proof. Let f ′, f ′′ be as in (2.4), (2.5), respectively. By Corollary 3.2 it suffices to show that

fhom(ν) = f ′(x, ν) = f ′′(x, ν) , (3.5)

for every x ∈ Rn and ν ∈ Sn−1.
Let x ∈ Rn, ν ∈ Sn−1, k ∈ N and ρ > 2εk be fixed and let u ∈ A (ūν

x,εk
, Qν

ρ(x)). Define

uk ∈ W 1,p(Qν
ρ
εk

( x
εk
)) as uk(y) := u(εky). Then clearly uk ∈ A (ūν

x
εk

, Qν
ρ
εk

( x
εk
)) and a change of

variables gives

Fk(u,Q
ν
ρ(x)) = εn−1

k

∫
Qν

ρ
εk

( x
εk

)

f(x, uk,∇uk) dx .

Hence by setting rk := ρ
εk

we get

mk(ū
ν
x,εk

, Qν
ρ(x)) = εn−1

k m
(
ūν

x
εk

, Qν
ρ
εk

(
x
εk

))
=

ρn−1

rn−1
k

m
(
ūν
rk

x
ρ
, Qrk

(
rk

x
ρ

))
.

Finally using (3.4) with x/ρ in place of x we obtain

lim
k→+∞

mk(ū
ν
x,εk

, Qν
ρ(x))

ρn−1
= lim

k→+∞

m
(
ūν
rk

x
ρ
, Qν

rk

(
rk

x
ρ

))
rn−1
k

= fhom(ν) ,

and therefore f ′(x, ν) = f ′′(x, ν) = fhom(ν), for every x ∈ Rn, ν ∈ Sn−1. □
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4. Γ-convergence and integral representation

In this section we prove that, up to subsequences, the functionals Fk Γ-converge to a surface
integral functional. In order to do that we apply the so called localisation method of Γ-convergence.
In particular we closely follow the theory described in [24, Chapters 14-18] and [16, Chapters 10,
11], for this reason we discuss here only the main adaptations to our case.

We start by proving a preliminary result, namely we show that the functionals Fk satisfy a
fundamental estimate, uniformly in k similarly to [6, Lemma 3.2].

Proposition 4.1 (Fundamental estimate). Let Fk be as in (2.1). Then there exist K > 0 de-
pending only on c1, c2, p and W and functions ωk : L

1
loc(Rn)2 ×A3 → [0,+∞) (depending only on

k) such that for every A, A′, B ∈ A with A ⊂⊂ A′ the following hold:

(i) For every u ∈ W 1,p(A′), v ∈ W 1,p(B), 0 ≤ u, v ≤ 1, there exists w ∈ W 1,p(A ∪ B) with
0 ≤ w ≤ 1 such that

w = u a.e. in A and w = v a.e. in B \A′
,

and

Fk(w,A ∪B) ≤ (1 +Kεk)(Fk(u,A
′) + Fk(v,B)) + ωk(u, v,A,A′, B) ;

(ii) For every u ∈ W 1,p(A′), v ∈ W 1,p(B) 0 ≤ u, v ≤ 1 and every S̃ ⊂ (A′ \A) ∩B with

u(x) = v(x) ∈ {0, 1} a.e. in S̃ ;

we have

ωk(u, v,A,A′, B) ≤ KLn((A′ \A) ∩B \ S̃) ;

(iii) For every (uk), (vk) ⊂ L1
loc(Rn) having the same limit as k → ∞ in L1((A′ \ A) ∩ B) and

satisfying
sup
k∈N

(Fk(uk, A
′) + Fk(vk, B)) < +∞ ,

it holds
lim
k→∞

ωk(uk, vk, A,A′, B) = 0 . (4.1)

Proof. Let A, A′, B ∈ A with A ⊂⊂ A′ be fixed.

Step 1: we show (i). Let d := dist(A;Rn \A′), Nk := ⌊2ε−1
k ⌋ (here ⌊a⌋ denotes the integer part

of a), and let A1, . . . , ANk+1 ∈ A with

A ⊂⊂ A1 ⊂⊂ . . . ⊂⊂ ANk+1 ⊂⊂ A′ ,

and

dist(Ai;Rn \Ai+1) ≥
d

Nk + 2
i = 1, . . . , Nk .

For each i = 1, . . . , Nk let φi be a smooth cut-off function between Ai and Ai+1 such that

Mk := max
1≤i≤Nk

∥∇φi∥∞ ≤ 2(Nk + 2)

d
.

Let u and v be as in the statement. For i = 1, . . . , Nk we define wi ∈ W 1,p(A ∪B) as follows

wi := φiu+ (1− φi)v . (4.2)

By setting Si := (Ai+1 \Ai) ∩B we obtain

Fk(w
i, A ∪B) ≤ Fk(u,Ai) + Fk(v,B \Ai+1) + Fk(w

i, Si)

≤ Fk(u,A
′) + Fk(v,B) + Fk(w

i, Si) .
(4.3)
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Now from (f4) we deduce

Fk(w
i, Si) ≤ c2

∫
Si∩B

(
W (wi)

εk
+ εp−1

k |∇wi|p
)
dx . (4.4)

Moreover a convexity argument gives

|∇wi|p ≤ 22(p−1) (|∇u|p + |∇v|p + |∇φi|p|u− v|p)

≤ 22(p−1) (|∇u|p + |∇v|p +Mp
k |u− v|p) .

(4.5)

From (4.4), (4.5) and (f3) we obtain

Fk(w
i, Si) ≤

22(p−1)c2
c1

(
Fk(u, Si) + Fk(v, Si)

)
+ 22(p−1)c2M

p
k ε

p−1
k

∫
Si

|u− v|p dx+ c2

∫
Si

W (wi)

εk
dx .

(4.6)

Now summing up in (4.3) over all i, by averaging we find an index i∗ ∈ {1, . . . , Nk} such that

Fk(w
i∗ , A ∪B) ≤ 1

Nk

Nk∑
i=1

Fk(w
i, A ∪B) ≤ Fk(u,A

′) + Fk(v,B) +
1

Nk

Nk∑
i=1

Fk(w
i, Si) . (4.7)

By (4.6) we have

1

Nk

Nk∑
i=1

Fk(w
i, Si) ≤

M̂

Nk

(
Fk(u,A

′) + Fk(v,B) +Mp
k ε

p−1
k

∫
S

|u− v|p dx+

Nk∑
i=1

∫
Si

W (wi)

εk
dx

)
,

(4.8)

with M̂ := max{ 22(p−1)c2
c1

, 22(p−1)c2, c2} and S := (A′ \ A) ∩ B. Using that 2−εk
εk

≤ Nk ≤ 2
εk

we
have

M̂

Nk
≤ M̂εk

2− εk
≤ M̂εk , and

M̂

Nk
Mp

k ε
p−1
k ≤ Cεpk

(
1

εk
+ 1

)p

≤ C .

This together with (4.7) and (4.8) give

Fk(w
i∗ , A ∪B) ≤ (1 + M̂εk) (Fk(u,A

′) + Fk(v,B)) + ωk(u, v,A,A′, B)

where

ωk(u, v,A,A′, B) := C

(∫
S

|u− v|p dx+

Nk∑
i=1

∫
Si

W (wi) dx

)
, (4.9)

for some positive constant C > 0 independent of k.

Step 2: we show (ii). Assume that 0 ≤ u, v ≤ 1 are such that

u(x) = v(x) ∈ {0, 1} a.e. in S̃ ⊂ S .

Then clearly
∫
S̃
|u− v|p dx = 0 and

W (wi) = 0 a.e. in Si ∩ S̃ .

Moreover, since 0 ≤ wi ≤ 1 for all i = 1, ..., Nk, by the continuity of W

W (wi) ≤ M a.e. in Si \ S̃ , ∀i = 1, ..., Nk .

Hence (4.9) readily implies

ωk(u, v,A,A
′, B) ≤ C(2p +M)Ln(S \ S̃) ,

and by setting K := max{M̂, C(2p +M)} we deduce (ii).
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Step 3: we show (iii). Let (uk), (vk) ⊂ L1
loc(Rn), 0 ≤ uk, vk ≤ 1, be two sequences converging

to w in L1(S) and such that

sup
k∈N

(Fk(uk, A
′) + Fk(vk, B)) < C .

Since 0 ≤ uk, vk ≤ 1 we immediately deduce that uk and vk converge to w also in Lp(S).
Thus (4.1) follows if we show that

lim
k→∞

Nk∑
i=1

∫
Si

W (wi
k) dx = 0 ,

with wi
k defined as in (4.2) with uk and vk in place of u and v respectively. Let

wk :=

{
wi

k if x ∈ Si , i = 1, . . . Nk ,

w otherwise ;

then clearly wk converges to w in Lp(S), moreover since W is continuous

0 ≤ lim
k→∞

Nk∑
i=1

∫
Si

W (wi
k) dx ≤ lim

k→∞

∫
S

W (wk) dx = lim
k→∞

∫
S

W (uk) dx ≤ lim
k→∞

εkC = 0 .

□

With the help of Proposition 4.1, we can now prove the following Γ-convergence result.

Theorem 4.2. Let Fk be as in (2.1). Then there exist a subsequence (Fkj ) of (Fk) and a

functional F∞ : L1
loc(Rn) × A −→ [0,+∞] such that for every A ∈ A the functionals Fkj (· , A)

Γ-converge in L1(A) to F∞(· , A). Moreover, F∞ is given by

F∞(u,A) :=


∫
Su∩A

f̂(x, νu) dHn−1 if u ∈ BV (A) , v ∈ {0, 1} a.e. in A ,

+∞ otherwise ,

with f̂ : Rn × Sn−1 → [0,+∞) defined as

f̂(x, ν) := lim sup
ρ→0

1

ρn−1
m̂(uν

x, Q
ν
ρ(x)) , (4.10)

for every x ∈ Rn and ν ∈ Sn−1, where for A ∈ A and ū ∈ BV (A, {0, 1})
m̂(ū, A) := inf{F∞(u,A) : u ∈ BV (A; {0, 1}) , u = ū near ∂A} .

Proof. The proof is rather standard, thus here we only sketch it and refer to [24] for more details.
By [24, Theorem 16.9] there exists a subsequence (kj), with kj → +∞ as j → +∞, such that the
inner regular envelopes of the Γ-lower limit and of the Γ-upper limit coincide. More precisely for
every u ∈ L1

loc(Rn) and every A ∈ A
sup

A′⊂⊂A,A′∈A
F ′(u,A′) = sup

A′⊂⊂A,A′∈A
F ′′(u,A′) =: F∞(u,A) , (4.11)

with F ′,F ′′ : L1
loc(Rn)×A −→ [0,+∞] defined as

F ′( · , A) := Γ- lim inf
kj→+∞

Fkj
( · , A) and F ′′( · , A) := Γ- lim sup

kj→+∞
Fkj

( · , A) .

Now by recalling Remark 2.1 (b) and [30, Theorem 1] we can find a constant C > 0 such that

1

C
Hn−1(Su ∩A) ≤ F ′(u,A) ≤ F ′′(u,A) ≤ CHn−1(Su ∩A) , (4.12)
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for every A ∈ A and every u ∈ BV (A; {0, 1}) and

F ′(u,A) = F ′′(u,A) = +∞ if u /∈ BV (A; {0, 1}) . (4.13)

In particular, (4.12) together with [24, Proposition 18.6] and Proposition 4.1 imply that

F∞(u,A) = F ′(u,A) = F ′′(u,A) if u ∈ BV (A; {0, 1}) ,

while (4.11) and (4.13) yield

F∞(u,A) = F ′(u,A) = F ′′(u,A) = +∞ if u /∈ BV (A; {0, 1}) .

Hence, F∞(·, A) coincides with the Γ-limit of Fkj
(·, A) on L1(Rn), for every A ∈ A.

We now observe that the functional F∞ defined in (4.11) satisfies the following properties: the
functional F∞(·, A) is L1(Rn) lower semicontinuous [24, Propositions 6.7–6.8 and Remark 15.10]
and local [24, Remark 15.25 and Proposition 16.15], while the set function F∞(u, ·) is inner regular,
increasing and superadditive [24, Propositions 6.7, 16.12 and Remark 15.10]. Finally by means of
the fundamental estimate Proposition 4.1 we can appeal to [24, Proposition 18.4] to deduce that
F∞(u, ·) is also a subadditive set function. This together with the measure-property criterion of
De Giorgi and Letta (see e.g., [24, Theorem 14.23]) imply that for every u ∈ L1

loc(Rn) the set
function F∞(u, ·) is the restriction to A of a Borel measure.
Thus we can invoke [4, Theorem 3.1] (see also [14, Theorem 3]) and conclude that for every A ∈ A
and u ∈ BV (A; {0, 1}) the Γ-limit F∞ can be represented in an integral form as

F∞(u,A) =

∫
Su∩A

f̂(x, νu) dHn−1 ,

with f̂ given by (4.10). □

5. Identification of the surface integrand

In this section we identify the surface integrand f̂ . Namely, we show that f̂ coincides with both
f ′ and f ′′, defined as in (2.4) and (2.5) with respect to the Γ-converging subsequence.

Proposition 5.1. Let (fk) ⊂ F ; let (kj) and f̂ be as in Theorem 4.2. Then, it holds

f̂(x, ν) = f ′(x, ν) = f ′′(x, ν) ,

for every x ∈ Rn and ν ∈ Sn−1, where f ′ and f ′′ are, respectively, as in (2.4) and (2.5), with k
replaced by kj.

Proof. For notational simplicity, in what follows we still denote with k the index of the subsequence
provided by Theorem 4.2.

By definition we have f ′ ≤ f ′′, hence to conclude we need to show that f̂ ≤ f ′ and f̂ ≥ f ′′. We
divide the proof into two steps.

Step 1: In this step we show that f̂(x, ν) ≤ f ′(x, ν) for every x ∈ Rn and ν ∈ Sn−1.
Let ρ > 0 and η > 0 be fixed, and for every k choose uk ∈ A (ūν

x,εk
, A) satisfying

Fk(uk, Q
ν
ρ(x)) ≤ mk(ū

ν
x,εk

, Qν
ρ(x)) + ηρn−1 (5.1)

≤ (c2Cu + η)ρn−1 . (5.2)

Here the last inequality follows from (2.10). Up to extracting a subsequence we may assume that

lim
k→+∞

Fk(uk, Q
ν
ρ(x)) = lim inf

k→+∞
Fk(uk, Q

ν
ρ(x)) .
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Then extend uk to a W 1,p
loc (Rn)-function by setting

wk :=

{
uk in Qν

ρ(x) ,

ūν
x,εk

in Rn \Qν
ρ(x) .

From (5.2), (2.7) and [30, Lemma 4.1] there exists a subsequence (not relabelled) such that

wk → u in Lp
loc(R

n) ,

for some u ∈ Lp
loc(Rn;Rm) ∩ BV (Qν

(1+η)ρ(x); {0, 1}) such that u = uν
x in a neighbourhood of

∂Qν
(1+η)ρ(x). Hence by Γ-convergence, (2.6), (2.10) and (5.1) we obtain

F∞(u,Qν
(1+η)ρ(x)) ≤ lim inf

k→+∞
Fkj

(wk, Q
ν
(1+η)ρ(x))

≤ lim
k→+∞

Fkj (uk, Q
ν
ρ(x)) + c2Cu

(
(1 + η)n−1 − 1)ρn−1

≤ lim inf
k→+∞

mk(ū
ν
x,εk

, Qν
ρ(x)) + ηρn−1 + c2Cu

(
(1 + η)n−1 − 1

)
ρn−1 .

Combining the above inequality with

m̂(uν
x, Q

ν
(1+η)ρ(x)) ≤ F∞(u,Qν

(1+η)ρ(x)) ,

dividing by ρn−1 and passing to the limsup as ρ → 0 we infer

(1 + η)n−1f̂(x, ν) ≤ f ′(x, ν) + η + c2Cu

(
(1 + η)n−1 − 1

)
.

Eventually we conclude by sending η → 0.

Step 2: In this step we show that f̂(x, ν) ≥ f ′′(x, ν) for every x ∈ Rn, ν ∈ Sn−1, and ρ > 0.
We fix η > 0 and choose u ∈ BV (Qν

ρ(x); {0, 1}) with u = uν
x near ∂Qν

ρ(x) and

F∞(u,Qν
ρ(x)) ≤ m̂(uν

x, Q
ν
ρ(x)) + η . (5.3)

We extend u to the whole Rn to the jump function uν
x in Rn \ Qν

ρ(x). By Γ-convergence there

exists a sequence uk converging to u in L1
loc(Rn) such that

lim
k→+∞

Fk(uk, Q
ν
ρ(x)) = F∞(u,Qν

ρ(x)) . (5.4)

We next properly modify the sequence uk in order to obtain a new sequence ûk ∈ A (ūν
x,εk

, A). To

this end let 0 < ρ′′ < ρ′ < ρ be such that u = uν
x on Qν

ρ(x)\Q
ν

ρ′′(x). Then we apply Proposition 4.1

with A = Qν
ρ′′(x), A′ = Qν

ρ′(x), B = Qν
ρ(x) \Q

ν

ρ′′(x) and u = uk, v = ūν
x,εk

. In this way we get a

new sequence ûk ⊂ W 1,p
loc (Rn) converging to u in Lp(Qν

ρ(x)) such that

ûk = uk in Qν
ρ′′(x), ûk = ūν

x,εk
in Qν

ρ(x) \Q
ν

ρ′(x),

and

lim sup
k→+∞

Fk(ûk, Q
ν
ρ(x)) ≤ lim sup

k→+∞

(
Fk(uk, Q

ν
ρ′(x)) + Fk(ū

ν
x,εk

, Qν
ρ(x) \Q

ν

ρ′′(x))
)

≤ F∞(u,Qν
ρ(x)) + c2CuLn−1

(
Q′

ρ \Q′
ρ′′

)
.

(5.5)

Here the second inequality follows from (5.4) and (2.10) together with (2.6).
Recalling that ûk is a test function for the definition of mk(ū

ν
x,εk

, Qν
ρ(x)), combining (5.3)

and (5.5) we get

lim sup
k→+∞

mk(ū
ν
x,εk

, Qν
ρ(x)) ≤ m(uν

x, Q
ν
ρ(x)) + η + C(ρn−1 − (ρ′′)n−1) .

We divide the above inequality by ρn−1 and conclude by passing to the limit first as ρ′′ → ρ,
second as η → 0 and eventually to the limsup as ρ → 0. □
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6. Properties of f ′, f ′′

This section is devoted to prove some properties satisfied by the functions f ′, and f ′′ defined in
(2.4) and (2.5) respectively. To this purpose is convenient to characterise them in an alternative
way. Let us fix first some notation. For ρ, δ, εk > 0 with ρ > δ > 2εk we set

mδ
k(ū

ν
x,εk

, Qν
ρ(x)) := inf{Fk(u,Q

ν
ρ(x)) : u ∈ A δ(ūν

x,εk
, Qν

ρ(x))},
where

A δ(ūν
x,εk

, Qν
ρ(x)) := {u ∈ W 1,p(Qν

ρ(x)), 0 ≤ u ≤ 1: u = ūν
x,εk

in Qν
ρ(x) \Q

ν

ρ−δ(x)} .

Moreover, let f ′
ρ, f

′′
ρ : Rn × Sn−1 → [0,+∞] be the functions defined as

f ′
ρ(x, ν) := inf

δ>0
lim inf
k→+∞

mδ
k(ū

ν
x,εk

, Qν
ρ(x)) = lim

δ→0
lim inf
k→+∞

mδ
k(ū

ν
x,εk

, Qν
ρ(x)) ,

f ′′
ρ (x, ν) := inf

δ>0
lim sup
k→+∞

mδ
k(ū

ν
x,εk

, Qν
ρ(x)) = lim

δ→0
lim sup
k→+∞

mδ
k(ū

ν
x,εk

, Qν
ρ(x)) .

(6.1)

Next we prove the following technical Lemma.

Lemma 6.1. Let f ′
ρ, f

′′
ρ be as in (6.1). Then the following hold:

(i) The restrictions of f ′
ρ, f

′′
ρ to the sets Rn × Ŝn−1

+ and Rn × Ŝn−1
− are upper semicontinuous;

(ii) The functions ρ → (f ′
ρ(x, ν)−c2Cuρ

n−1) and ρ → (f ′′
ρ (x, ν)−c2Cuρ

n−1) are nonincreasing
on (0,+∞);

(iii) For every x ∈ Rn and every ν ∈ Sn−1 there hold

f ′(x, ν) = lim sup
ρ→0

1

ρn−1
f ′
ρ(x, ν) and f ′′(x, ν) = lim sup

ρ→0

1

ρn−1
f ′′
ρ (x, ν) ,

with f ′ and f ′′ as in (2.4) and (2.5) respectively.

Proof. We prove the statement only for f ′
ρ and we show (i) only for its restriction to the set

Rn × Ŝn−1
+ , the other cases can be treated arguing similarly.

Step 1: we show the validity of (i). Let ρ > 0, x ∈ Rn, and ν ∈ Ŝn−1
+ be fixed. Let (xj , νj) ⊂

Rn × Ŝn−1
+ be a sequence converging to (x, ν). We want to show that

lim sup
j→+∞

f ′
ρ(xj , νj) ≤ f ′

ρ(x, ν) . (6.2)

To this aim we notice that (6.1) implies the following: for fixed η > 0 there exists δη > 0 such that

lim inf
k→+∞

mδ
k(ū

ν
x,εk

, Qν
ρ(x)) ≤ f ′

ρ(x, ν) + η, (6.3)

for every δ ∈ (0, δη). Hence we can choose δ0 such that 3δ0 ∈ (0, δη) and ρ− 5δ0 > 0, in particular
(6.3) holds true with δ = 3δ0. For 2εk ≤ ρ− 5δ0 let also uk ∈ A 3δ0(ūν

x,εk
, Qν

ρ(x)) that satisfies

Fk(uk, Q
ν
ρ(x)) ≤ m3δ0

k (uν
x, Q

ν
ρ(x)) + η . (6.4)

In what follows we modify uk in order to obtain a new sequence ũk ∈ A δ(ū
νj
xj ,εk , Q

νj
ρ (xj)) for j

large enough and any δ ∈ (0, δ0) without essentially increasing the energy. We define

hk,j := εk + |x− xj |+
√
n

2
ρ|ν − νj |

and

Rk,j := Rν

((
Q′

ρ−2δ0 \Q
′
ρ−3δ0

)
×
(
− hk,j , hk,j

))
+ x .
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Since the map ν 7→ Rν is continuous on Ŝn−1
+ , there exists ȷ̂ = ȷ̂(δ0) ∈ N such that

Q
νj

ρ−5δ0
(xj) ⊂ Qν

ρ−4δ0(x) ⊂ Qν
ρ−2δ0(x) ⊂ Q

νj

ρ−δ0
(xj) , (6.5)

and
Rk,j ⊂ Qν

ρ−2δ0(x) \Q
ν

ρ−3δ0(x),

for every j ≥ ȷ̂. For later convenience we observe that

uk(y) = ūν
x,εk

(y) = ūνj
xj ,εk

(y) ∈ {0, 1} for a.e. y ∈
(
Qν

ρ−2δ0(x) \Q
ν

ρ−3δ0(x)
)
\Rk,j . (6.6)

Indeed we have

ūν
x,εk

= uν
x = uνj

xj
= ūνj

xj ,εk
in {(y − x) · ν ≥ εk} ∩ {(y − xj) · νj ≥ εk} . (6.7)

On the other hand for y ∈
(
Qν

ρ−3δ0+2εk
(x) \Qν

ρ−3δ0(x)
)
\Rk,j it holds

|(y − x) · ν| = |RT
ν (y − x) · en| > hk,j > εk ,

and by applying the triangular inequality twice we have

|(y − xj) · νj | > hk,j − |x− xj | − |y − x||ν − νj |

≥ εk + (

√
n

2
ρ− |y − x|)|ν − νj | ≥ εk ,

where the last inequality is a consequence of Qν
ρ(x) ⊂ B√

n
2 ρ

(x).

Next we apply Proposition 4.1 with

A := Qν
ρ−3δ0(x) , A′ := Qν

ρ−2δ0(x) , B := Qνj
ρ (xj) \Q

νj

ρ−5δ0(xj) ,

and u := uk, v := ū
νj
xj ,εk . Note that thanks to (6.5) the following hold

A ∪B = Qνj
ρ (xj) , B \A′

= Qνj
ρ (xj) \Q

ν

ρ−2δ0(x) ,

and
(A′ \A) ∩B = A′ \A = Qν

ρ−2δ0(x) \Q
ν

ρ−3δ0(x) . (6.8)

In particular Proposition 4.1 (i) provides us with ũk ∈ W 1,p(Q
νj
ρ (xj)), 0 ≤ ũk ≤ 1 with

ũk = uk a.e. in Qν
ρ−3δ0(x) , ũk = ūνj

xj ,εk
a.e. in Qνj

ρ (xj) \Q
ν

ρ−2δ0(x) , (6.9)

and such that

Fk(ũk, Q
νj
ρ (xj)) ≤ (1 +Kεk)

(
Fk(uk, Q

ν
ρ(x)) + Fk(ū

νj
xj ,εk

, Qνj
ρ (xj) \Q

νj

ρ−5δ0(xj))
)

+ ωk(uk, u
νj
xj ,εk

, A,A′, B) .
(6.10)

Moreover from (6.8), property (6.6) becomes

uk(y) = uνj
xj ,εk

(y) ∈ {0, 1} for a.e. y in ((A′ \A) ∩B) \Rk,j .

Thus, applying Proposition 4.1 (ii) with S̃ = ((A′ \A) ∩B) \Rk,j yields

ωk(uk, u
νj
xj ,εk

, A,A′, B) ≤ KLn(Rk,j) . (6.11)

Now (2.10) together with (2.6) give

Fk(ū
νj
xj ,εk

, Qνj
ρ (xj) \Q

νj

ρ−5δ0(xj)) ≤ c2CuLn−1
(
Q′

ρ \Q′
ρ−5δ0

))
≤ Cδ0ρ

n−2 , (6.12)

while
Ln(Rk,j) ≤ Cδ0ρ

n−2hk,j . (6.13)
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By (6.9) we have ũk ∈ A δ(ū
νj
xj ,εk , Q

νj
ρ (xj)) for any j ≥ ȷ̂ and any δ ∈ (0, δ0). Hence gathering

(6.4), (6.10), (6.11),(6.12), and (6.13) we get

mδ
k(ū

νj
xj ,εk

, Qνj
ρ (xj)) ≤ (1 + Cεk)(m

3δ0
k (ūν

x,εk
, Qν

ρ(x)) + η) + Cρn−2δ0(1 + hk,j) . (6.14)

Using (6.3) with δ = 3δ0 and passing to the limit in (6.14) first as k → +∞, then as δ → 0, and
finally as j → +∞ gives

lim sup
j→+∞

f ′
ρ(xj , νj) ≤ f ′

ρ(x, ν) + 2η + Cδ0ρ
n−2 ,

since limj limk hk,j = 0. By letting δ0 → 0 (6.2) and then η → 0 we finally conclude.

Step 2: we show (ii). Let 0 < ρ ≤ ρ′, x ∈ Rn, ν ∈ Sn−1 be fixed. We show that

f ′
ρ′(x, ν)− c2Cu(ρ

′)n−1 ≤ f ′
ρ(x, ν)− c2Cu(ρ)

n−1 . (6.15)

Let η > 0 be fixed and let δη > 0 be such that (6.3) holds true for every δ ∈ (0, δη). For fixed
δ ∈ (0, δη) let also uk ∈ A δ(ūν

x,εk
, Qν

ρ′(x)) that satisfies

Fk(uk, Q
ν
ρ(x)) ≤ mδ

k(u
ν
x, Q

ν
ρ(x)) + η . (6.16)

we now extend uk, without relabelling it, to ūν
x,εk

in Qν
ρ′(x) \Q

ν

ρ(x) so that it belongs to the class

A δ(ūν
x,εk

, Qν
ρ′(x)). Then (2.6) and (2.10) yield

Fk(uk, Q
ν
ρ′(x)) ≤ Fk(uk, Q

ν
ρ(x)) + Fk

(
ūν
x,εk

, (Qν
ρ′(x) \Q

ν

ρ(x)
)

≤ Fk(uk, Q
ν
ρ(x)) + c2Cu((ρ

′)n−1 − (ρ)n−1) .
(6.17)

Finally letting first k → ∞ and then δ → 0 from (6.3) and (6.16) we get

f ′
ρ′(x, ν) ≤ f ′

ρ(x, ν) + c2Cu((ρ
′)n−1 − (ρ)n−1) + 2η .

Eventually by sending η → 0 we deduce (6.15).

Step 3: we show (iii). One inequality follows immediately. Indeed as A δ(ūν
x,εk

, Qν
ρ(x)) ⊂

A (ūν
x,εk

, Qν
ρ(x)) for every δ ∈ (0, ρ), we have

f ′(x, ν) ≤ lim sup
ρ→0

1

ρn−1
f ′
ρ(x, ν) .

It remains to prove the opposite inequality. For fixed ρ > 0, x ∈ Rn, and ν ∈ Sn−1 and for every
k ∈ N such that εk ∈ (0, ρ

2 ) let uk ∈ A (ūν
x,εk

, Qν
ρ(x)) satisfy

Fk(uk, Q
ν
ρ(x)) ≤ mk(ū

ν
x,εk

, Qν
ρ(x)) + ρn , (6.18)

Fix α > 0, let ρα := (1+α)ρ, and extend uk, without relabelling it, to ūν
x,εk

in Qν
ρα
(x) \Qν

ρ(x). In

this way uk ∈ A δ(ūν
x,εk

, Qν
ρα
(x)) for any δ ∈ (0, αρ) and similarly to (6.17) it holds

Fk(uk, Q
ν
ρα
(x)) ≤ Fk(uk, Q

ν
ρ(x)) + Fk

(
ūν
x,εk

, (Qν
ρα
(x) \Qν

ρ(x)
)

≤ Fk(uk, Q
ν
ρ(x)) + c2Cu((1 + α)n−1 − 1))ρn−1 .

(6.19)

Now (6.18) and (6.19) give

inf
δ>0

lim inf
k→+∞

mδ
k(ū

ν
x,εk

, Qν
(1+α)ρ(x)) ≤ lim inf

k→+∞
mk(ū

ν
x,εk

, Qν
ρ(x)) + ρn + c2Cu((1 + α)n−1 − 1))ρn−1 .

Rescaling the above inequality by ((1 + α)ρ)n−1 and passing to the limsup as ρ → 0 we infer

(1 + α)n−1 lim sup
ρ→0

1

ρn−1
f ′
ρ(x, ν) ≤ f ′(x, ν) + c2Cu((1 + α)n−1 − 1)) .

We finally conclude by the arbitrariness of α > 0. □
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We now state the main result of this section:

Proposition 6.2. Let (fk) ⊂ F ; then the functions f ′ and f ′′ defined, respectively, as in (2.4)
and (2.5) are Borel measurable and satisfy the following: for every x ∈ Rn and every ν ∈ Sn−1 it
holds

c1cp ≤ f ′(x, ν) ≤ c2cp, c1cp ≤ f ′′(x, ν) ≤ c2cp, (6.20)

with

cp := p(p− 1)
1−p
p

∫ 1

0

W (t)
p−1
p dt .

Proof. We prove the statement only for f ′, as the proof for f ′′ can be achieved in a similar way.

Step 1: we show that f ′ is Borel measurable. Let ρ > 0 and let f ′
ρ be the function defined in

(6.1). By Lemma 6.1 (ii) we have that the function ρ → f ′
ρ(x, ν)− c2Cuρ

n−1 is nonincreasing on
(0,+∞), hence in particular

lim
ρ′→ρ−

f ′
ρ′(x, ν) ≥ f ′

ρ(x, ν) ≥ lim
ρ′→ρ+

f ′
ρ′(x, ν),

for every x ∈ Rn, ν ∈ Sn−1, and every ρ > 0. This together with Lemma 6.1 (iii) imply that

f ′(x, ν) = lim sup
ρ→0

1

ρn−1
f ′
ρ(x, ν) = lim sup

ρ→0
ρ∈D

1

ρn−1
f ′
ρ(x, ν)

where D is any countable dense subset of (0,+∞). Since by Lemma 6.1 (i) the function (x, ν) 7→
f ′
ρ(x, ν) is Borel measurable for every ρ > 0, and the limit on a countable set of Borel functions is
Borel we conclude.

Step 2: we show that f ′ is bounded. For every x ∈ Rn, ν ∈ Sn−1, and ρ > 0 we define the
minimisation problem

mk,ρ(x, ν) := min

{
Mk(u,Q

ν
ρ(x)) : u ∈ A (ūν

x,εk
, Qν

ρ(x))

}
,

where Mk is defined as in (2.8). From Remark 2.1 (b) we have

c1mk,ρ(x, ν) ≤ mk(ū
ν
x,εk

, Qν
ρ(x)) ≤ c2mk,ρ(x, ν).

Therefore to prove that f ′ satisfies the bounds in (6.20) it is enough to show that

lim
k→+∞

mk,ρ(x, ν) = cpρ
n−1. (6.21)

By the homogeneity and rotation invariance of the Modica-Mortola functional there holds

mk,ρ(x, ν) = mk,ρ(0, en).

Let η > 0 be arbitrary fixed. By the Γ-convergence result in [30] we can find a sequence (uk) ⊂
W 1,p(Qρ(0)), 0 ≤ uk ≤ 1 such that uk converges to uen

0 in Lp(Qρ(0)) and

lim sup
k→+∞

Mk(uk, Qρ(0)) = (cp + η)ρn−1 .

Up to suitably modifying uk (for example by using Proposition 4.1), we can assume that uk = uen
0

in {|yn| > εk} so that in particular (uk) ⊂ A (ūen
0,εk

, Qρ(0)). In particular, by the arbitrariness of
η > 0 we deduce that

lim sup
k→+∞

mk,ρ(x, ν) = lim sup
k→+∞

mk,ρ(0, en) ≤ cpρ
n−1 . (6.22)
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On the other hand by Fubini’s Theorem we have

Mk(u,Qρ(0)) =

∫
Q′

ρ

∫ ρ
2

− ρ
2

(
W (u(x′, xn))

εk
+ εp−1

k |∇u(x′, xn)|p
)
dxn dx

′

≥
∫
Q′

ρ

∫ ρ
2

− ρ
2

(
W (u(x′, xn))

εk
+ εp−1

k

∣∣∣∂u(x′, xn)

∂xn

∣∣∣p)dxn dx
′ ,

(6.23)

and by Young’s inequality∫ ρ
2

− ρ
2

(
W (u(x′, xn))

εk
+ εp−1

k

∣∣∣∣∂u(x′, xn)

∂xn

∣∣∣∣p
)
dxn

≥
( p

p− 1

) p−1
p

p
1
p

∫ ρ
2

− ρ
2

(
(W (u(x′, xn)))

p−1
p

∣∣∣∣∂u(x′, xn)

∂xn

∣∣∣∣
)
dxn ,

(6.24)

for Ln−1-a.e. x′ ∈ Q′
ρ. Now if u ∈ A ((ūen

0,εk
, Qρ(0)), then it coincides with uen

0 in a neighbourhood
of

∂±Qρ(0) :=
{
(x′, xn) ∈ Rn−1 × R : x′ ∈ Q′

ρ, xn = ±ρ

2

}
.

Therefore, for Ln−1-a.e. x′ ∈ Q′
ρ, the function ux′(t) := u(x′, t) belongs toW 1,p(−ρ

2 ,
ρ
2 ) and satisfies

ux′(−ρ
2 ) = 0, and ux′(ρ2 ) = 1, and a change of variable in (6.24) yields∫ ρ
2

− ρ
2

(
W (u(x′, xn))

εk
+ εp−1

k

∣∣∣∣∂u(x′, xn)

∂xn

∣∣∣∣p)dxn ≥
( p

p− 1

) p−1
p

p
1
p

∫ 1

0

W (t)
p−1
p dt = cp . (6.25)

Thus, combining (6.23) with (6.25) we obtain

Mk(u,Qρ(0)) ≥ cpρ
n−1,

for every u ∈ A ((ūen
0,εk

, Qρ(0)). Passing to the infimum on u and to the liminf as k → +∞ we get

lim inf
k→+∞

mk,ρ(x, ν) = lim inf
k→+∞

mk,ρ(0, en) ≥ cpρ
n−1, (6.26)

for every ρ > 0. Eventually, gathering (6.22) and (6.26) we get (6.21), and hence the thesis. □

We now have all the ingredients to prove the main result of this paper, namely, Theorem 3.1.

Proof of Theorem 3.1. The proof follows by combining Theorem 4.2, Proposition 5.1 and Propo-
sition 6.2. □

7. Stochastic homogenisation

In this section we derive a Γ-convergence result for functionals of type Fk when fk are random
integrands of the form

fk(ω, x, u, ξ) = f
(
ω,

x

εk
, u, ξ

)
,

where ω belongs to the sample space Ω of a complete probability space (Ω, T , P ).

In order to do that we need to recall some useful definitions.

Definition 7.1 (Group of P -preserving transformations). Let d ∈ N, d ≥ 1. A group of P -
preserving transformations on (Ω, T , P ) is a family (τz)z∈Zd of mappings τz : Ω → Ω satisfying the
following properties:

(1) (measurability) τz is T -measurable for every z ∈ Zd;
(2) (invariance) P (τz(E)) = P (E), for every E ∈ T and every z ∈ Zd;
(3) (group property) τ0 = idΩ and τz+z′ = τz ◦ τz′ for every z, z′ ∈ Zd.
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If, in addition, every (τz)z∈Zd -invariant set (i.e., every E ∈ T with τz(E) = E for every z ∈ Zd)
has probability 0 or 1, then (τz)z∈Zd is called ergodic.

Let a := (a1, . . . , ad), b := (b1, . . . , bd) ∈ Zd with ai < bi for all i ∈ {1, . . . , d}; we define the
d-dimensional interval

[a, b) := {x ∈ Zd : ai ≤ xi < bi for i = 1, . . . , d}
and we set

Id := {[a, b) : a, b ∈ Zd , ai < bi for i = 1, . . . , d} .

Definition 7.2 (Subadditive process). A discrete subadditive process with respect to a group
(τz)z∈Zd of P -preserving transformations on (Ω, T , P ) is a function µ : Ω × Id → R satisfying the
following properties:

(1) (measurability) for every A ∈ Id the function ω 7→ µ(ω,A) is T -measurable;
(2) (covariance) for every ω ∈ Ω, A ∈ Id, and z ∈ Zd we have µ(ω,A+ z) = µ(τz(ω), A);
(3) (subadditivity) for every A ∈ Id and for every finite family (Ai)i∈I ⊂ Id of pairwise disjoint

sets such that A = ∪i∈IAi, we have

µ(ω,A) ≤
∑
i∈I

µ(ω,Ai) for every ω ∈ Ω ;

(4) (boundedness) there exists c > 0 such that 0 ≤ µ(ω,A) ≤ cLd(A) for every ω ∈ Ω and
A ∈ Id.

Definition 7.3 (Stationarity). Let (τz)z∈Zn be a group of P -preserving transformations on (Ω, T , P ).
We say that f : Ω× Rn × R× Rn → [0,+∞) is stationary with respect to (τz)z∈Zn if

f(ω, x+ z, u, ξ) = f(τz(ω), x, u, ξ)

for every ω ∈ Ω, x ∈ Rn, z ∈ Zn, u ∈ [0, 1] and ξ ∈ Rn.

We consider random integrands f : Ω×Rn×R×Rn → [0,+∞) satisfying the following assump-
tions:

(F1) f is (T ⊗ Bn ⊗ B ⊗ Bn)-measurable;
(F2) f(ω, · , · , · ) ∈ F for every ω ∈ Ω;
(F3) For every ω ∈ Ω, and every x ∈ Rn the map ξ 7→ f(ω, x, u, ξ) is lower semicontinuous.

For any f as above we define the sequence of random phase-field functionals Fk(ω) : L
1
loc(Rn) ×

A −→ [0,+∞] given by

Fk(ω)(u,A) :=
1

εk

∫
A

f

(
ω,

x

εk
, u, εk∇u

)
dx , (7.1)

if u ∈ W 1,p(A), 0 ≤ u ≤ 1 and extended to +∞ otherwise. For ω ∈ Ω, A ∈ A we define

F (ω)(u,A) :=

∫
A

f(ω, x, u,∇u) dx ,

and

mω(ū
ν
z , A) := inf

{
F (ω)(u,A) : u ∈ A (ūν

z , A)
}
, (7.2)

where A (ūν
z , A) is as in (2.3), with ūν

x,εk
replaced by ūν

z ; i.e., with εk = 1. Moreover for every
A ⊂ Rn with intA ∈ A we set

mω(ū
ν
x, A) := mω(ū

ν
x, intA), and A (ūν0 ,A) := A (ūν0 , intA).

Finally we are able to state the main result of this section.
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Theorem 7.4 (Stochastic homogenisation). Let f be a random integrand satisfying (F1)-(F3).
Assume also that f is stationary with respect to a group (τz)z∈Zn of P -preserving transformations
on (Ω, T , P ). For every ω ∈ Ω let Fk(ω) be as in (7.1) and mω be as in (7.2). Then there exists
Ω′ ∈ T , with P (Ω′) = 1 such that for every ω ∈ Ω′, x ∈ Rn, ν ∈ Sn−1 the limit

lim
r→+∞

mω(ū
ν
rx, Q

ν
r (rx))

rn−1
= lim

r→+∞

mω(ū
ν
0 , Q

ν
r (0))

rn−1
=: fhom(ω, ν) (7.3)

exists and is independent of x. The function fhom : Ω × Sn−1 → [0,+∞) is (T ⊗ B(Sn−1))-
measurable.

Moreover, for every ω ∈ Ω′ and for every A ∈ A the functionals Fk(ω)(·, A) Γ-converge in
L1
loc(Rn) to the functional Fhom(ω)(·, A) with Fhom(ω) : L

1
loc(Rn)×A −→ [0,+∞] given by

Fhom(ω)(u,A) :=


∫
Su∩A

fhom(ω, νu) dHn−1 if u ∈ BV (A; {0, 1})

+∞ otherwise .

If, in addition, (τz)z∈Zn is ergodic, then fhom is independent of ω and

fhom(ν) = lim
r→+∞

1

rn−1

∫
Ω

mω(ū
ν
0 , Q

ν
r (0)) dP (ω) ,

thus, Fhom is deterministic.

Remark 7.5. The notion of stationarity given in Definition 7.3 generalises the notion of spatial pe-
riodicity. Therefore Theorem 7.4 applies also to the case of deterministic periodic homogenisation.
However we will show later (see Section 8) that condition (F3) is not needed if we restrict to the
periodic setting.

The rest of the section is dedicated to prove Theorem 7.4.

7.1. Existence of the limit. The almost sure Γ-convergence result in Theorem 7.4 readily follows
by Theorem 3.3 if there exists a T -measurable set Ω′ ⊂ Ω, with P (Ω′) = 1, such that for every
ω ∈ Ω′ the limit in (7.3) exists and is independent of x, and if fhom is (T ⊗B(Sn−1))-measurable. We
will prove that this is actually the case when the integrand f satisfies (F1)-(F3) and is stationary
in the sense of Definition 7.3.

Since the boundary conditions given in the definition of mω(ū
ν
rx, Q

ν
r (rx)) depend on x, the proof

of the existence and x-homogeneity of the limit in (7.3) does not follow by a direct application
of the Subadditive Ergodic Theorem [1, Theorem 2.4]. For this reason we need to follow a more
technical argument, in the same way as in [3, 18, 15], which can be divided into three main steps.
In the first step we prove that when x = 0 the minimisation problem (7.2) defines a subadditive
process on Ω× In−1 (see Proposition 7.6). In the second step we prove the almost sure existence
of the limit in (7.3) when x = 0 (see Proposition 7.7). Eventually in the third one we show that
the same holds for an arbitrary x ∈ Rn (see Proposition 7.8).

For ν ∈ Sn−1 we let Rν be an orthogonal matrix as in (g). Note that {Rνei : i = 1 , . . . , n− 1}
is an orthonormal basis for Πν , and Rν ∈ Qn×n, if ν ∈ Sn−1 ∩Qn. Let Mν > 2 be an integer such
that MνRν ∈ Zn×n; therefore MνRν(z

′, 0) ∈ Πν ∩ Zn for every z′ ∈ Zn−1.
Let I ∈ In−1; i.e., I = [a, b) with a, b ∈ Zn−1. For every ν ∈ Sn−1 and every I ∈ In−1 we define

the n-dimensional interval Iν as

Iν := MνRν

(
I × [−c, c)

)
where c :=

1

2
max

i=1,...,n−1
(bi − ai) . (7.4)
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Eventually, for fixed ν ∈ Sn−1 ∩Qn we consider the function µν : Ω× In−1 → R given by

µν(ω, I) :=
1

Mn−1
ν

mω(ū
ν
0 , Iν) , (7.5)

where mω(ū
ν
0 , Iν) is as in (7.2) with z = 0 and A = Iν . Then the following result holds true.

Proposition 7.6. Let f satisfy (F1)-(F3) and assume that it is stationary with respect to a group
(τz)z∈Zn of P -preserving transformations on (Ω, T , P ). Let ν ∈ Sn−1∩Qn and let µν : Ω×In−1 7→ R
be as in (7.5). Then there exists a group of P -preserving transformations (τνz′)z′∈Zn−1 on (Ω, T , P )
such that µν is a subadditive process on (Ω, T , P ) with respect to (τνz′)z′∈Zn−1 . Moreover, it holds

0 ≤ µν(ω, I) ≤ c2CuLn−1(I), (7.6)

for P -a.e. ω ∈ Ω and for every I ∈ In−1.

Proof. Let ν ∈ Sn−1 ∩ Qn be fixed; below we show that there exists a group of P -preserving
transformations (τνz′)z′∈Zn−1 for which µν satisfies conditions (1)–(4) of Definition 7.2.

Step 1: measurability. The measurabilty can be achieved by suitably adapting the proof of [33,
Lemma C.1.], for this reason here we only sketch it. Let I ∈ In−1 and let Iν ⊂ Rn be as in (7.4).
For every n ∈ N we let fn be the Moreau-Yosida-regularisation of f with respect to the last two
variables, that is

fn(ω, x, u, ξ) := inf
(v,ζ)∈R×Rn

{f(ω, x, v, ζ) + n|(v, ζ)− (u, ξ)|} .

It is known that fn is n-Lipschitz in (u, ξ). Then arguing as in the proof of [33, Lemma C.1.] it
can be shown that the map Fn(ω) : W 1,p(Iν) → [0,+∞) given by

Fn(ω)(u) :=

∫
Iν

fn(ω, x, u,∇u) dx ,

is well defined for every ω ∈ Ω and that (ω, u) 7→ Fn(ω)(u) is T ⊗ B(W 1,p(Iν))-measurable. By
(F3) fn ↗ f pointwise so that in particular Fn(ω)(u) converges to F (ω)(u, Iν) pointwise. This
in turn implies that (ω, u) 7→ F (ω)(u, Iν) is T ⊗B(W 1,p(Iν))-measurable as well. Now recall that
(Ω, T , P ) is a complete probability space, while the set

A (ūν
0 , Iν) = {u ∈ W 1,p(Iν) , 0 ≤ u ≤ 1 , u = ūν

0 near ∂Iν} ⊂ W 1,p(Iν)

defines a separable metric space, when endowed with the distance induced by the W 1,p(Iν)-norm.
Moreover from (F3) the map u 7→ F (ω)(u, Iν) is lower semicontinuous and not constantly +∞
since from (2.10) we have F (ω)(ūν

0 , Iν) < +∞. Hence we can apply [33, Lemma C.2.] to deduce
the T -measurability of ω 7→ mω(ū

ν
0 , Iν) and in particular of ω 7→ µν(ω, I).

Step 2: covariance. Let z′ ∈ Zn−1 be fixed and let I ∈ In−1. Note that (7.4) implies the
following equality

(I + z′)ν = Iν +MνRν(z
′, 0) = Iν + z′ν ,

where z′ν := MνRν(z
′, 0) ∈ Zn ∩Πν . Therefore we have

µν(ω, I + z′) =
1

Mn−1
ν

mω(ū
ν
0 , Iν + z′ν) . (7.7)

Let u ∈ A (ūν
0 , Iν + z′ν) and define ũ(x) := u(x+ z′ν). Clearly ũ ∈ A (ūν

0 , Iν). Indeed since z′ν ∈ Πν ,
we have ũ = ūν

0(·+ z′ν) = ūν
0 near ∂Iν . Further by a change of variables and using the stationarity
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of f we obtain the following

F (ω)(u, int (Iν + z′ν)) =

∫
Iν+z′

ν

f(ω, x, u,∇u) dx =

∫
Iν

f(ω, x+ z′ν , ũ,∇ũ) dx

=

∫
Iν

f(τz′
ν
(ω), x, ũ,∇ũ) dx = F (τz′

ν
(ω))(ũ, int Iν) .

Let (τνz′)z′∈Zn−1 := (τz′
ν
)z′∈Zn−1 ; then (τνz′)z′∈Zn−1 is well defined since z′ν ∈ Zn and it defines a

group of P -preserving transformations on (Ω, T , P ). In particular the equality above becomes

F (ω)(u, int (Iν + z′ν)) = F (τνz′(ω))(ũ, int Iν) . (7.8)

Eventually, gathering (7.7) and (7.8), by the arbitrariness of u we infer

µν(ω, I + z′) = µν(τ
ν
z′(ω), I) ,

and the covariance of µν with respect to (τνz′)z′∈Zn−1 is shown.

Step 3: subadditivity. Let ω ∈ Ω, I ∈ In−1, and let {I1, . . . , IN} ⊂ In−1 be a finite family
of pairwise disjoint sets such that I =

⋃
i Ii. For η > 0 fixed and for every i = 1, . . . , N we let

ui ∈ W 1,p((Ii)ν) be admissible for mω(ū
ν
0 , (Ii)ν) such that

F (ω)(ui, int (Ii)ν) ≤ mω(ū
ν
0 , (Ii)ν) + η . (7.9)

We let

u :=

{
ui in (Ii)ν , i = 1 , . . . , N ,

ūν
0 in Iν \

⋃
i(Ii)ν ,

in this way u ∈ W 1,p(Iν ;Rm) and u = ūν
0 near ∂Iν . Hence in particular u ∈ A (ūν

0 , Iν) and

F (ω)(u, int Iν) =

N∑
i=1

F (ω)(ui, int (Ii)ν) + F (ω)
(
ūν
0 , int (Iν \

N⋃
i=1

(Ii)ν)
)
. (7.10)

We observe that

F (ω)
(
ūν
0 , int (Iν \

N⋃
i=1

(Ii)ν)
)
= 0 . (7.11)

Indeed, being Mν > 2 and c ≥ 1
2 in (7.4) we have that {y ∈ Iν : |y · ν| ≤ 1} ⊂

⋃
i(Ii)ν and thus

ūν
0 ≡ uν

0 in Iν \
⋃

i(Ii)ν . Now recalling (2.6) we derive (7.11). Putting together (7.9)–(7.11) we
obtain

mω(ū
ν
0 , Iν) ≤ F (ω)(u, int Iν) =

N∑
i=1

F (ω)(ui, int (Ii)ν) ≤
N∑
i=1

mω(ū
ν
0 , (Ii)ν) +Nη ,

and the subadditivity of µν follows by letting η → 0-

Step 4: boundedness. Let ω ∈ Ω and I ∈ In−1. From (7.4) and (2.10) we easily deduce

0 ≤ µν(ω, I) =
1

Mn−1
ν

mω(ū
ν
0 , Iν) ≤ c2CuLn−1(I).

□

Proposition 7.6 is the key ingredient to prove that almost surely the limit defining fhom exists
when x = 0.
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Proposition 7.7 (Homogenised surface integrand for x = 0). Let f satisfy (F1)-(F3) and assume
that it is stationary with respect to a group (τz)z∈Zn of P -preserving transformations on (Ω, T , P ).

For ω ∈ Ω let mω be as in (7.2). Then there exist Ω̃ ∈ T with P (Ω̃) = 1 and a (T ⊗ B(Sn−1))-
measurable function fhom : Ω× Sn−1 → [0,+∞) such that

lim
r→+∞

mω(ū
ν
0 , Q

ν
r (0))

rn−1
= fhom(ω, ν) (7.12)

for every ω ∈ Ω̃ and every ν ∈ Sn−1. Moreover, Ω̃ and fhom are (τz)z∈Zn-translation invariant;

i.e., τz(Ω̃) = Ω̃ for every z ∈ Zn and

fhom(τz(ω), ν) = fhom(ω, ν), (7.13)

for every z ∈ Zn, for every ω ∈ Ω̃, and every ν ∈ Sn−1. Eventually, if (τz)z∈Zn is ergodic then
fhom is independent of ω and given by

fhom(ν) = lim
r→+∞

1

rn−1

∫
Ω

mω(ū
ν
0 , Q

ν
r (0)) dP (ω). (7.14)

Proof. We divide the proof into three steps.

Step 1: existence of the limit for ν ∈ Sn−1 ∩Qn. In this step we show that there exists Ω̃ ∈ T
with P (Ω̃) = 1 such that the following holds: for every ν ∈ Sn−1 ∩ Qn there is a T -measurable
function fν : Ω → [0,+∞) such that

fν(ω) = lim
r→+∞

mω(ū
ν
0 , Q

ν
r (0))

rn−1
, ∀ω ∈ Ω̃ .

We fix ν ∈ Sn−1 ∩ Qn. By Proposition 7.6 we know that the map µν given in (7.5) is a
subadditive process on (Ω, T , P ) with respect to some group of P -preserving transformations. This
allows us to apply the Subadditive Ergodic Theorem [1, Theorem 2.4] and deduce the following:
let I = [−1, 1)n−1, so that Iν = 2MνQ

ν(0); then there exists a set Ων ∈ T , with P (Ων) = 1, and
a T -measurable function fν : Ω → [0,+∞) such that

fν(ω) = lim
j→+∞

µν(ω, jI)

(2j)n−1
= lim

j→+∞

mω(ū
ν
0 , j2MνQ

ν(0))

(j2Mν)n−1
. (7.15)

for every ω ∈ Ων .

Let now (rj) be a sequence of strictly positive real numbers with rj → +∞, as j → +∞ and
define

r−j := 2Mν

(⌊ rj
2Mν

⌋
− 1
)

and r+j := 2Mν

(⌊ rj
2Mν

⌋
+ 2
)
.

For j sufficiently large rj > 4(1 +Mν), and thus r−j > 4, moreover

Qν
r−j +2

(0) ⊂⊂ Qν
rj (0) ⊂⊂ Qν

rj+2(0) ⊂⊂ Qν
r+j

(0) .

We then can apply Lemma A.1 twice: the first time with x = x̃ = 0, r = r−j , and r̃ = rj and the

second one with x = x̃ = 0, r = r+j , and r̃ = rj and get the two following estimates

mω(ū
ν
0 , Q

ν
rj (0))

rn−1
j

≤
mω(ū

ν
0 , Q

ν
r−j

(0))

(r−j )
n−1

+
L(rj − r−j + 1)

rj
, (7.16)

mω(ū
ν
0 , Q

ν
rj (0))

rn−1
j

≥
mω(ū

ν
0 , Q

ν
r+j

(0))

(r+j )
n−1

−
L(r+j − rj + 1)

rj
. (7.17)
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Using that r+j − rj ≤ 4Mν and rj − r−j ≤ 4Mν , thus thanks to (7.15), passing to the limsup in

(7.16) and to the liminf in (7.17) as j → +∞ yield

lim sup
j→+∞

mω(ū
ν
0 , Q

ν
rj (0))

rn−1
j

≤ fν(ω) ∀ω ∈ Ων , (7.18)

and

lim inf
j→+∞

mω(ū
ν
0 , Q

ν
rj (0))

rn−1
j

≥ fν(ω) ∀ω ∈ Ων . (7.19)

From (7.18) and (7.19) we have that for every ω ∈ Ων the limit along (rj) exists and satisfies

lim
j→+∞

mω(ū
ν
0 , Q

ν
rj (0))

rn−1
j

= fν(ω).

Eventually to conclude we define

Ω̃ :=
⋂

ν∈Sn−1∩Qn

Ων ,

which satisfies the desired properties.

Step 2: existence of the limit for ν ∈ Sn−1 \ Qn. In this step we prove that there is a (T ⊗
B(Sn−1))-measurable function fhom : Ω× Sn−1 → [0,+∞) such that (7.12) holds for every ω ∈ Ω̃
and every ν ∈ Sn−1.

Let f, f : Ω̃× Sn−1 → [0,+∞] be given by

f(ω, ν) := lim inf
r→+∞

mω(ū
ν
0 , Q

ν
r (0))

rn−1
, f(ω, ν) := lim sup

r→+∞

mω(ū
ν
0 , Q

ν
r (0))

rn−1
.

We first observe that Ŝn−1
± ∩ Qn is dense in Ŝn−1

± . Moreover in Step 1 we showed that f(ω, ν) =

f(ω, ν) = fν(ω), for every ω ∈ Ω̃ and for every ν ∈ Sn−1 ∩ Qn. Therefore, in order to obtain

the same equality for every for every ω ∈ Ω̃ and every ν ∈ Sn−1, it is enough to show that the

restrictions of the functions ν 7→ f(ω, ν) and ν 7→ f(ω, ν) to the sets Ŝn−1
± are continuous. Further

once we have that we can also deduce the following:

ω 7→ f(ω, ν) is T -measurable in Ω̃, for every ν ∈ Sn−1

together with

ν 7→ f(ω, ν) is continuous in Ŝn−1
± , for every ω ∈ Ω̃ ,

readily imply that the restriction of f to Ω̃ × Ŝn−1
± is measurable with respect to the σ-algebra

induced in Ω̃× Ŝn−1
± by T ⊗ B(Sn−1). Hence the claim follows by setting

fhom(ω, ν) :=

{
f(ω, ν) if ω ∈ Ω̃,

c2cp if ω ∈ Ω \ Ω̃.
(7.20)

We now prove that f(ω, ·) is continuous in Ŝn−1
+ . The other proofs are analogous and therefore

are left to the readers. Let ν ∈ Ŝn−1
+ , (νj) ⊂ Ŝn−1

+ be such that νj → ν, as j → +∞. Then, for

every α ∈ (0, 1
2 ) we find jα ∈ N such that (A.7) holds true for every j ≥ jα. Hence we can apply

Lemma A.2 with x = 0 and ν̃ = νj and get

mω(ū
νj

0 , Q
νj

(1+α)r(0))− cαr
n−1 ≤ mω(ū

ν
0 , Q

ν
r (0)) ≤ mω(ū

νj

0 , Q
νj

(1−α)r(0)) + cαr
n−1,
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where cα → 0, as α → 0. Now dividing the above inequality by rn−1 and passing to the limsup as
r → +∞ we get

(1 + α)n−1 f(ω, νj) ≤ f(ω, ν) + cα , (7.21)

(1− α)n−1 f(ω, νj) ≥ f(ω, ν)− cα . (7.22)

Eventually passing to the limsup as j → +∞ in (7.21) and to the liminf as j → +∞ in (7.22), and
letting α → 0 we have

lim sup
j→+∞

f(ω, νj) ≤ f(ω, ν) ≤ lim inf
j→+∞

f(ω, νj) ,

and the proof of step 2 is achieved.

Step 3: (τz)z∈Zn-translation invariance. In this step we show that Ω̃ and fhom are (τz)z∈Zn -
translation invariant.

Let z ∈ Zn, ω ∈ Ω̃, and ν ∈ Sn−1 be fixed. Let r > 4 and u ∈ A (ūν
0 , Q

ν
r (0)) satisfying

F (ω)(u,Qν
r (0)) ≤ mω(ū

ν
0 , Q

ν
r (0)) + 1 . (7.23)

Setting ũ(y) := u(y + z), then since f is stationary there holds

F (ω)(u,Qν
r (0)) = F (τz(ω))(ũ, Q

ν
r (−z)).

This together with (7.23) and the fact that ũ ∈ A (ūν
−z, Q

ν
r (−z)) yield

mτz(ω)(ū
ν
−z, Q

ν
r (−z)) ≤ mω(ū

ν
0 , Q

ν
r (0)) + 1 . (7.24)

We choose r, r̃ such that r̃ > r and

Qν
r+2(−z) ⊂⊂ Qν

r̃ (0) and dist(0,Πν(−z)) ≤ r

4
.

We next apply Lemma A.1 twice: once with x = −z and x̃ = 0 to the minimisation problem mτz(ω)

and once with x = z and x̃ = 0 to the minimisation problem mω and get

mτz(ω)(ū
ν
0 , Q

ν
r̃ (0)) ≤ mτz(ω)(ū

ν
−z, Q

ν
r (−z)) + L

(
|z|+ |r − r̃|+ 1

)
(r̃)n−2 , (7.25)

and
mω(ū

ν
0 , Q

ν
r̃ (0)) ≤ mω(ū

ν
z , Q

ν
r (z)) + L

(
|z|+ |r − r̃|+ 1

)
(r̃)n−2 . (7.26)

Hence, combining (7.24) with (7.25) and (7.26) we have

mτz(ω)(ū
ν
0 , Q

ν
r̃ (0))

r̃n−1
≤ mω(ū

ν
0 , Q

ν
r (0)) + 1

rn−1
+

L
(
|z|+ |r − r̃|+ 1

)
r̃

, (7.27)

and
mω(ū

ν
0 , Q

ν
r̃ (0))

r̃n−1
≤

mτz(ω)(ū
ν
0 , Q

ν
r (0)) + 1

rn−1
+

L
(
|z|+ |r − r̃|+ 1

)
r̃

. (7.28)

We now take in (7.27) the limsup as r̃ → +∞ and the limit as r → +∞ and find

lim sup
r̃→+∞

mτz(ω)(ū
ν
0 , Q

ν
r̃ (0))

r̃n−1
≤ fhom(ω, ν). (7.29)

Similarly we take in (7.28) the limit as r̃ → +∞ and the liminf as r → +∞ and obtain

fhom(ω, ν) ≤ lim inf
r→+∞

mτz(ω)(ū
ν
0 , Q

ν
r (0))

rn−1
. (7.30)

Gathering (7.29) and (7.30) we deduce that τz(ω) ∈ Ω̃ and that

fhom(τz(ω), ν) = fhom(ω, ν) ,

for every z ∈ Z, ω ∈ Ω̃, and ν ∈ Sn−1. Notice also that thanks to the group properties of (τz)z∈Zn

we also have that ω ∈ τz(Ω̃), for every z ∈ Zn.
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We conclude by observing that if (τz)z∈Zn is ergodic, then the independence of ω of the function
of fhom follows by (7.13) (cf. [18, Corollary 6.3]) and (7.14) follows by integrating (7.12) on Ω and
by using the Dominated Convergence Theorem, thanks to (7.6) (see also (7.5)). □

We conclude this section by establishing the last crucial result which extends Proposition 7.7
to the case of an arbitrary x ∈ Rn. More precisely, Proposition 7.8 below states that the limit in
(7.12) exists when x = 0 is replaced by any x ∈ Rn and that it is x-independent, and hence it
coincides with (7.12).

The proof of the following proposition can be obtained arguing exactly as in [18, Theorem 6.1]
(see also [3, Theorem 5.5]), now appealing to Proposition 7.7, Lemma A.1, and Lemma A.2. For
this reason we skip its proof here.

Proposition 7.8 (Homogenised surface integrand). Let f satisfy (F1)-(F3) and assume that it
is stationary with respect to a group (τz)z∈Zn of P -preserving transformations on (Ω, T , P ). For
ω ∈ Ω let mω be as in (7.2). Then there exists Ω′ ∈ T with P (Ω′) = 1 such that

lim
r→+∞

mω(ū
ν
rx, Q

ν
r (rx))

rn−1
= fhom(ω, ν) (7.31)

for every ω ∈ Ω′, every x ∈ Rn, and every ν ∈ Sn−1, where fhom is given by (7.12). In particular,
the limit in (7.31) is independent of x. Moreover, if (τz)z∈Zn is ergodic, then fhom is independent
of ω and given by (7.14).

We conclude this section with the proof of Theorem 7.4.

Proof of Theorem 7.4. The proof follows by Theorem 3.3 now invoking Proposition 7.8. □

8. Periodic Homogenisation

In this last section we prove a periodic homogenisation result without requiring any lower semi-
continuity on the integrand f (i.e., without assuming (F3)).

A careful inspection of the proof of Theorem 7.4 shows that condition (F3) is used only once
in the proof of Proposition 7.6 to establish the T -measurability of the map µν defined in (7.5).
This suggests that in the periodic setting Theorem 7.4 should still be true if we drop condition (F3).

Let f ∈ F be such that for every u ∈ R and every ξ ∈ Rn f(·, u, ξ) is Q-periodic. Let fk and
Fk be defined as in (3.3) and (2.1) accordingly. We now state and prove the following result.

Theorem 8.1 (Periodic homogenisation). Let f ∈ F be such that for every u ∈ R and every
ξ ∈ Rn f(·, u, ξ) is Q-periodic. Let m be as in (3.2). Then the limit

lim
r→+∞

m(ūν
rx, Q

ν
r (rx))

rn−1
= lim

r→+∞

m(ūν
0 , Q

ν
r (0))

rn−1
=: fhom(ν) (8.1)

exists and is independent of x. The function fhom : Sn−1 → [0,+∞) is B(Sn−1)-measurable.
Moreover, for every A ∈ A, the functionals Fk(·, A), defined in (2.1) with fk as in (3.3), Γ-

converge in L1
loc(Rn) to the functional Fhom(·, A) with Fhom : L1

loc(Rn) × A −→ [0,+∞] given
by

Fhom(u,A) :=


∫
Su∩A

fhom(νu) dHn−1 if u ∈ BV (A; {0, 1})

+∞ otherwise .
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Proof. From Theorem 3.3 it is sufficient to show that the limit in (8.1) exists and is independent
of x and that fhom is B(Sn−1)-measurable. We divide the proof into a nuber of steps.

Step 1: existence of the limit for x = 0. In this step we show that for x = 0 and for every
ν ∈ Sn−1 the following limit in (8.1) exists. Let ν ∈ Sn−1 and let s > r > 0 be fixed. By
reasoning as in step 2 of the proof of Proposition 7.7 we can assume without loss of generality that
ν ∈ Sn−1 ∩Qn. Next we choose ur ∈ A (ūν

0 , Q
ν
r (0)) such that

F (ur, Q
ν
r (0)) ≤ m(ūν

0 , Q
ν
r (0)) + 1 . (8.2)

In what follows we extend ur to Qν
s (0) to get a new function us ∈ A (ūν

0 , Q
ν
s (0)) without essentially

increasing the energy. For every z ∈ Zn−1 × {0} we set

zνr :=

(⌊
r

Mν

⌋
+ 1

)
MνRνz , Q̃z := Qν

r (0) + zνr ,

with Rν as in (g) and Mν defined as in section 7.1, and let

Is :=
{
z ∈ Zn−1 × {0} : Q̃z ⊂ Qν

s (0)
}

.

Note that by definition of Mν and Rν we have zνr ∈ Zn ∩ Πν for every z ∈ Zn−1 × {0}. Moreover
a direct computation shows that

sn−1

(
1

r + 1
− 1

s

)n−1

≤ #(Is) ≤
sn−1

rn−1
. (8.3)

Let us define

us(y) :=

{
ur(y − zνr ) if y ∈ Q̃z, z ∈ Is ,

ūν
0(y) otherwise in Qν

s (0) .

Clearly us ∈ A (ūν
0 , Q

ν
s (0)). Furthermore a change of variable together with the the Q-periodicity

of f yield

F (us, Q
ν
s (0)) ≤ #(Is)F (ur, Q

ν
r (0)) + F (ūν

0 , Q
ν
s (0) \ ∪z∈IsQ̃z) . (8.4)

Moreover by (2.10) we may deduce that

F (ūν
0 , Q

ν
s (0) \ ∪z∈IsQ̃z) ≤ c2Cu(s

n−1 −#(Is)r
n−1) . (8.5)

Gathering together (8.3)-(8.5) we obtain

m(ūν
0 , Q

ν
s (0))

sn−1
≤ F (us, Q

ν
s (0))

sn−1
≤ F (ur, Q

ν
r (0))

rn−1
+ c2Cu

(
1− rn−1

( 1

r + 1
− 1

s

)n−1
)

. (8.6)

Finally combining (8.6) with (8.2) and passing first to the limsup as s → +∞ and then to the
liminf as r → +∞ we get

lim sup
s→+∞

m(ūν
0 , Q

ν
s (0))

sn−1
≤ lim inf

r→+∞

m(ūν
0 , Q

ν
r (0))

rn−1
,

and, being the converse inequality trivial, the proof of Step 1 is achieved.
Step 2: existence of the limit for every x. In this step we show that for every x ∈ Rn the limit

in (8.1) exists and is x-independent. Let x ̸= 0, and let r ≥ 4
√
n be fixed. Let ur ∈ A (ūν

0 , Q
ν
r (0))

be such that (8.2) holds. Define xr := ⌊(r+3)x⌋ (i.e., the vector whose componets are the integer
parts of the components of (r + 3)x) so that |(r + 3)x− xr| ≤

√
n and moreover

Qν
r+2(xr) ⊂⊂ Qν

r+3((r + 3)x) , and dist((r + 3)x,Πν(xr)) ≤
r

4
.
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The function ûr(y) := ur(y − xr) belongs to A (ūν
xr
, Qν

r (xr)). Moreover by Q-periodicity of f and
(8.2) we have

m(ūν
xr
, Qν

r (xr)) ≤ F (ûr, Q
ν
r (xr)) = F (ur, Q

ν
r (0)) ≤ m(ūν

0 , Q
ν
r (0)) + 1 . (8.7)

Next we invoke Lemma A.1 and get

m(ūν
(r+3)x, Q

ν
r+3((r + 3)x)) ≤ m(ūν

xr
, Qν

r (xr)) + L
(√

n+ 3 + 1
)
(r + 3)n−2 . (8.8)

Combining (8.7) with (8.8) and rescaling by (r + 3)n−1 we have

m(ūν
(r+3)x, Q

ν
r+3((r + 3)x))

(r + 3)n−1
≤ rn−1

(r + 3)n−1

m(ūν
0 , Q

ν
r (0))

rn−1
+

C

r + 3
,

hence, up to replacing r + 3 with r, passing to the limsup as r → +∞ we find

lim sup
r→+∞

m(ūν
rx, Q

ν
r (rx))

rn−1
≤ lim sup

r→+∞

m(ūν
0 , Q

ν
r (0))

rn−1
= lim

r→+∞

m(ūν
0 , Q

ν
r (0))

rn−1
.

In a similar way one can show that also

lim
r→+∞

m(ūν
0 , Q

ν
r (0))

rn−1
= lim inf

r→+∞

m(ūν
0 , Q

ν
r (0))

rn−1
≤ lim inf

r→+∞

m(ūν
rx, Q

ν
r (rx))

rn−1
.

The above two inequalities conclude step 2.
Conclusions. From step 2 we deduce (8.1). Moreover arguing as in the step 2 of the proof of

Proposition 7.7 we may also deduce that fhom is B(Sn−1)-measurable.
□

Remark 8.2. We conclude this section by observing that our analysis in the stochastic/periodic
setting (and the corresponding results Theorem 7.4 and Theorem 8.1) covers, in particular, the
case of functionals considered in [31, 23] and the critical regime of [6].
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Appendix

In this last section we state and prove two technical lemmas which are used in Subsection 7.1.

For A ∈ A, x ∈ Rn, and ν ∈ Sn−1, in what follows m(ūν
x, A) denotes the infimum value given

by (3.2).

Lemma A.1. Let f ∈ F ; let ν ∈ Sn−1, x, x̃ ∈ Rn, and r̃ > r > 4 be such that

(i) Qν
r+2(x) ⊂⊂ Qν

r̃ (x̃) , (ii) dist(x̃,Πν(x)) ≤ r

4
.

Then there exists a constant L > 0 (independent of ν, x, x̃, r, r̃) such that

m(ūν
x̃, Q

ν
r̃ (x̃)) ≤ m(ūν

x, Q
ν
r (x)) + L

(
|x− x̃|+ |r − r̃|+ 1

)
r̃n−2 . (A.1)
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Proof. Let ν ∈ Sn−1, η > 0 be fixed and let u ∈ A (ūν
x, Q

ν
r (x)) with

F (u,Qν
r (x)) ≤ m(ūν

x, Q
ν
r (x)) + η . (A.2)

Then u = ūν
x a.e. in U , where U is a neighbourhood of ∂Qν

r (x). Let moreover β ∈ (0, 1) be such

that Qν
r (x) \Q

ν

r−β(x) ⊂ U . Let x̃ ∈ Rn and r̃ > r > 4 satisfy (i)-(ii). We set

R := Rν

((
Q′

r \Q′
r−β

)
×
(
− 1− |(x− x̃) · ν|

2
, 1 +

|(x− x̃) · ν|
2

))
+ x+

(x̃− x) · ν
2

ν ,

where Rν be as in (g). Let φ be a smooth cutoff between Qν
r−β(x) and Qν

r̃ (x̃) and define

ũ := φu+ (1− φ)ūν
x̃ ,

which clearly belongs to A (ūν
x̃, Q

ν
r̃ (x̃)) and moreover it satisfies

F (ũ, Qν
r̃ (x̃)) ≤ F (u,Qν

r (x)) + F (ũ, Qν
r̃ (x̃) \Q

ν

r−β(x̃)) . (A.3)

Notice that

ũ = φūν
x + (1− φ)ūν

x̃ in Qν
r̃ (x̃) \Q

ν

r−β(x) ,

and in particular

ũ = uν
x = uν

x̃ ∈ {0, 1} a.e. in (Qν
r̃ (x̃) \Q

ν

r−β(x)) \R .

This together with (2.6) and (f4) imply

F (ũ, Qν
r̃ (x̃) \Q

ν

r−β(x̃)) ≤ c2

∫
R

(W (ũ) + |∇ũ|p) dy

≤ CLn(R) + C

∫
R

(|∇ūν
x|p + |∇ūν

x̃|p + |∇φ|p|ūν
x̃ − ūν

x|p) dy

≤ CLn(R) + CLn−1(Q′
r \Q

′
r−β) ,

(A.4)

where the last two inequality follow by recalling that W is bounded on compact sets and by (2.10).
Now we observe that

Ln−1
(
Q′

r̃ \Q
′
r−β

)
≤ C|r − r̃|r̃n−2 , (A.5)

while

Ln(R) ≤ Cβrn−2(|x− x̃|+ 1) . (A.6)

Finally gathering (A.2), (A.3), (A.4), (A.5) and (A.6) we obtain

m(ūν
x̃, Q

ν
r̃ (x̃)) ≤ F

(
ũ, Qν

r̃ (x̃)
)
≤ m(ūν

x, Q
ν
r (x)) + L

(
|x− x̃|+ |r − r̃|+ 1

)
r̃n−2 + η ,

for some L > 0 independent of x, x̃, r, r̃, ν, thus (A.1) follows by the arbitrariness of η > 0. □

Lemma A.2. Let f ∈ F ; let α ∈ (0, 1
2 ) and ν, ν̃ ∈ Sn−1 be such that

max
1≤i≤n−1

|Rνei −Rν̃ei|+ |ν − ν̃| < α√
n
, (A.7)

where Rν and Rν̃ are orthogonal (n × n)-matrices as in (g). Then there exists a constant cα > 0
(independent of ν, ν̃), with cα → 0 as α → 0, such that for every x ∈ Rn and every r > 2 we have

m
(
ūν̃
rx, Q

ν̃
(1+α)r(rx)

)
− cαr

n−1 ≤ m
(
ūν
rx, Q

ν
r (rx)

)
≤ m

(
ūν̃
rx, Q

ν̃
(1−α)r(rx)

)
+ cαr

n−1 .
(A.8)
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Proof. We show only that

m
(
ūν̃
rx, Q

ν̃
(1+α)r(rx)

)
− cαr

n−1 ≤ m
(
ūν
rx, Q

ν
r (rx)

)
, (A.9)

for some cα > 0, with cα → 0, as α → 0; as the proof of the other inequality is analogous. Let
x ∈ Rn, r > 2, and set r±α := (1± α)r. From (A.7) we might deduce that

Qν̃
r−α

(rx) ⊂⊂ Qν
r (rx) ⊂⊂ Qν̃

r+α
(rx).

Let η > 0 be fixed and let u ∈ W 1,p(Qν
r (rx)) be a test function for m(ūν

rx, Q
ν
r (rx)) satisfying

F (u,Qν
r (rx)) ≤ m(ūν

rx, Q
ν
r (rx)) + η. (A.10)

Choose β ∈ (0, 1) such that Qν̃
r−α

(rx) ⊂⊂ Qν
r−β(rx) and u = ūν

rx a.e. in Qν
r (rx) \Q

ν

r−β(rx) and set

R := Rν

(
Q′

r \Q′
r−β × (−1− αr, 1 + αr)

)
+ rx ,

where Rν is as in (g). Next define

ũ := φu+ (1− φ)ūν̃
rx ,

where φ is a smooth cutoff between Qν
r−β(rx) and Qν

r (rx). Then ũ ∈ A (ūν̃
rx, Q

ν̃
r+α

(rx)) and it also

satisfies

F (ũ, Qν̃
r+α

(rx)) ≤ F (u,Qν
r (rx))+F (ũ, Qν

r (rx)\Q
ν

r−β(rx))+F (ūν̃
rx, Q

ν̃
r+α

(rx)\Qν

r−α
(rx)) . (A.11)

By definition we have

ũ = φūν
rx + (1− φ)ūν̃

rx in Qν
r (rx) \Q

ν

r−β(rx) ,

and in particular

ũ = uν
rx = uν̃

rx ∈ {0, 1} a.e. in (Qν
r (rx) \Q

ν

r−β(rx)) \R .

Therefore from (2.6), ((f4)) and (2.10) we deduce that

F (ũ, Qν
r (rx) \Q

ν

r−β(rx)) ≤ c2

∫
R

(W (ũ) + |∇ũ|p) dy

≤ CLn(R) + C

∫
R

(
|∇ūν

rx|p + |∇ūν̃
rx|p + |∇φ|p|ūν

rx − ūν̃
rx|p

)
dy

≤ CLn(R) + CLn−1(Q′
r \Q

′
r−β) .

(A.12)

On the other hand from (2.10) and (2.6) we infer

F (ūν̃
rx(y), Q

ν̃
r+α

(rx) \Qν̃
r−α

(rx)) ≤ c2Cu((1 + α)n−1 − (1− α)n−1)rn−1 . (A.13)

Using that

Ln−1(Q′
r \Q

′
r−β) ≤ Crn−2 , and Ln(R) ≤ Cβrn−2αr ≤ Cαrn−1 .

together with (A.11), (A.12), and (A.13) we obtain

F (ũ, Qν̃
r+α

(rx)) ≤ F (u,Qν
r (rx)) + F (ūν̃

rx(y), Q
ν̃
r+α

(rx) \Qν̃
r−α

(rx) + cαr
n−1 ,

where cα := c4Cu

(
(1 + α)n−1 − (1 − α)n−1

)
+ Cα. Eventually as the above inequality together

with (A.10) imply

m(ūν̃
rx, Q

ν̃
r+α

(rx)) ≤ m(ūν
rx, Q

ν
r (rx)) + cαr

n−1 + η ,

we may deduce (A.9) by the arbitrariness of η > 0. □
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