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1. Introduction

Let $X_1, X_2$ be Hausdorff topological spaces and let $c : X_1 \times X_2 \to [0, +\infty]$ be a lower semicontinuous cost function. Given $\mu_i \in \mathcal{P}(X_i)$, the space of Radon probability measures on $X_i$, $i = 1, 2$, the Kantorovich formulation of the Optimal Transport problem amounts to finding the optimal transference plan $\gamma \in \mathcal{P}(X_1 \times X_2)$ minimizing the linear functional

$$\mathcal{C}(\gamma) := \int_{X_1 \times X_2} c(x_1, x_2) \, d\gamma(x_1, x_2)$$

in the set $\Gamma(\mu_1, \mu_2)$ of all the plans whose marginals are $\mu_1$ and $\mu_2$ respectively.

One of the fundamental results concerning such a problem is its dual formulation in terms of the maximization of the linear cost

$$\mathcal{D}(\varphi_1, \varphi_2; \mu_1, \mu_2) := \int_{X_1} \varphi_1 \, d\mu_1 + \int_{X_2} \varphi_2 \, d\mu_2 \quad \varphi_i \in C_b(X_i),$$

on the convex set of continuous and bounded functions

$$K(c) := \left\{ (\varphi_1, \varphi_2) \in C_b(X_1) \times C_b(X_2) \mid \varphi_1(x_1) + \varphi_2(x_2) \leq c(x_1, x_2) \; \forall (x_1, x_2) \in X_1 \times X_2 \right\}.$$
In fact, if $X_1$ and $X_2$ are completely regular spaces, so that $C_b(X_i)$ contains enough continuous functions to generate the topology of $X_i$, it is possible to prove that
\[
\min \left\{ \mathcal{E}(\gamma) \mid \gamma \in \Gamma(\mu_1, \mu_2) \right\} = \sup \left\{ \mathcal{D}(\varphi_1, \varphi_2; \mu_1, \mu_2) \mid (\varphi_1, \varphi_2) \in K(c) \right\}.
\] (3)

We refer to [23, Section 5] for a detailed bibliographical discussion. When $c$ is a metric in a compact space $X = X_1 = X_2$, (3) was proven by Kantorovich in his celebrated paper [12]; the result was then extended to separable metric spaces by Dudley (see [7, §11.8] and also the comments in [1, Appendix B], [9]). The result for general costs in compact spaces was derived by [11] and then considerably extended by [13] (see also [18]). In order to deal with general Borel cost functions $c$, [13] deeply studied the dependence of the primal and dual problem from the cost function $c$, once $\mu_1, \mu_2$ are fixed.

The standard approach to (3) is to initially derive the duality in a simplified setting (finite dimension, discrete measures, compact spaces) by using some general principle for minimax for saddle points of a Lagrangian formulation in [14] or linear programming for convex constrained problems (as Fenchel-Rockafellar Theorem in [22, Chap. 1] or Kakutani theorem, which in particular shows that the spaces of Radon probability measures $\mathcal{P}(X_1 \times X_2)$ is a weakly*-compact convex subset of the dual of the Banach space $C_b(X_1 \times X_2)$. The duality result is then extended to more general cases by using the particular structure of the problem (as the tightness of the measures in [22]) or by a more subtle construction involving the $c$-transform trick (as in [2, 23]). It is worth mentioning the dual approach by [19, §1.6.3] (see also [4]).

The aim of this short note is to present a simple and direct proof of the general duality result (3) exploiting a slightly different point of view, which in some sense is complementary with respect to the approach of [13]: instead of studying the dependence of the Optimal Transport functional
\[
\mathcal{T}_c(\mu_1, \mu_2) := \min \left\{ \int_{X_1 \times X_2} c \, d\gamma \mid \gamma \in \Gamma(\mu_1, \mu_2) \right\}
\] (4)
on the cost $c$, we keep $c$ fixed and study the dependence of (a suitable extension of) $\mathcal{T}_c$ with respect to the pair $(\mu_1, \mu_2)$ in $\mathcal{M}_+(X_1) \times \mathcal{M}_+(X_2)$, where $\mathcal{M}_+(X)$ denotes the cone of positive measures in the space $\mathcal{M}(X)$ of real valued Radon measures on $X$. Our approach is motivated by two simple remarks: first of all, the dual functional induced by the right-hand side of (3) is the supremum of a family of linear functionals on the pair $(\mu_1, \mu_2)$ and is therefore a sublinear (i.e. convex and positively 1-homogeneous) functional on $\mathcal{M}(X_1) \times \mathcal{M}(X_2)$ (possibly taking the value $+\infty$), lower semicontinuous with respect to the weak topology in duality with continuous and bounded functions. Therefore, it is natural to extend the Optimal Transport functional (4) to the whole space $\mathcal{M}(X_1) \times \mathcal{M}(X_2)$, by homogeneity if $\mu_1(X_1) = \mu_2(X_2) \geq 0$ and setting it equal to $+\infty$ if one of the measures $\mu_i$ does not belong to $\mathcal{M}_+(X_i)$ or $\mu_1(X_1) \neq \mu_2(X_2)$ (see also formula (10)). A second natural property relies on the intimate relation between $\mathcal{T}_c$ and the cost $c$, which relies on the obvious formula
\[
\mathcal{T}_c(m\delta_{x_1}, m\delta_{x_2}) = mc(x_1, x_2) \quad \text{for every } m \geq 0, \quad (x_1, x_2) \in X_1 \times X_2.
\] (5)
The duality formula can be used to characterize $\mathcal{T}$ as the largest convex and lower semicontinuous functional on $\mathcal{M}(X_1) \times \mathcal{M}(X_2)$ which coincides with (5) on the set of pair of nonnegative discrete measures.

Our argument is based on two steps: we first consider the extension of (4) to $\mathcal{M}(X_1) \times \mathcal{M}(X_2)$ as in formula (10). It is immediate to check that $\mathcal{T}$ is a sublinear functional; in Section 3 we will also prove that $\mathcal{T}$ is lower semicontinuous with respect to weak convergence. The technique relies on a simple compactification argument which shows the robust dependence of the sets $\Gamma(\mu_1, \mu_2)$ w.r.t. $(\mu_1, \mu_2)$ in $\mathcal{M}_+(X_1) \times \mathcal{M}_+(X_2)$, a result which is of independent interest in such a general framework (see Theorem 3.1).

In the second step (Section 4) the duality formula (3) emerges as a direct application of Fenchel-Moreau theorem $\mathcal{T} = \mathcal{T}^{**}$ just by the computation of the polar of $\mathcal{T}$ with respect to the duality pairing between measures and continuous functions.

As a byproduct, we obtain a reinforcement of (3), showing that the spaces of bounded continuous functions $C_b(X_i)$ can be replaced by smaller unital subalgebras $A_i$ which are sufficiently rich to generate the topology of $X_i$. As a simple example of applications of this fact, we can obtain duality formulas with smooth $C^\infty$ functions in finite dimensional Euclidean spaces, Lipschitz functions in metric spaces, smooth cylindrical functions in topological vector spaces.

A second advantage of this approach concerns the analysis of more general transport functionals $\mathcal{U}_c$ for unbalanced pair of measures, generated by functions of the form $\mathcal{U}_c(m_1 \delta_{x_1}, m_2 \delta_{x_2}) := c(x_1, m_1; x_2, m_2)$ for every $(x_1, x_2) \in X_1 \times X_2$, $m_1, m_2 \geq 0$, which are finite even if $m_1 \neq m_2$. This class of transport problems has been recently introduced by [15, 5, 16], and we plan to study its duality properties in a forthcoming paper, by using the same technique introduced here.
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2. Measure theoretic and topological preliminaries

Let $X$ be a Hausdorff topological space. We denote by $\mathcal{B}(X)$ the Borel $\sigma$-algebra on $X$ and by $\mathcal{M}(X)$ (resp. $\mathcal{M}_+(X)$) the vector space of real valued (resp. the cone of nonnegative) Radon measures on $X$, i.e. the countably additive set functions $\mu : \mathcal{B}(X) \to \mathbb{R}$ (resp. $\mu : \mathcal{B}(X) \to [0, +\infty)$) s.t.

$$\forall B \in \mathcal{B}(X) \forall \epsilon > 0 \ \exists K \subset B \text{ compact s.t. } |\mu|(B \setminus K) < \epsilon, \tag{6}$$

where $|\mu|$ denotes the total variation of $\mu$. It is worth noticing that if $X$ is a Polish (or even Souslin) space then every finite Borel measure satisfies (6) and therefore is Radon [20, Theorem 10, page 122].

If $f : X \to Y$ is a continuous map between two Hausdorff spaces and $\mu \in \mathcal{M}(X)$, we will denote by $f_*\mu$ the push-forward measure in $\mathcal{M}(Y)$ defined by

$$f_*\mu(B) := \mu(f^{-1}(B)) \text{ for every } B \in \mathcal{B}(Y).$$
When $X$ is a completely regular (or Tychonoff) space (i.e. it is Hausdorff and for every closed set $C$ and point $x \in X \setminus C$ there exists a continuous function $f : X \to [0, 1]$ s.t. $f(x) = 0$ and $f(C) = \{1\}$) there is a natural duality pairing $\langle \cdot , \cdot \rangle$ between $\mathcal{M}(X)$ and the space $C_b(X)$ of continuous and bounded real functions defined on $X$

\[ \langle \mu, \varphi \rangle := \int_X \varphi \, d\mu \quad \text{for every } \mu \in \mathcal{M}(X), \varphi \in C_b(X). \]  

(7) defines a real nondegenerate bilinear form in $\mathcal{M}(X) \times C_b(X)$, for if a Radon measure $\mu \in \mathcal{M}(X)$ satisfies $\int_X \varphi \, d\mu = 0$ for every $\varphi \in C_b(X)$, then $|\mu|(B) = 0$ for every $B \in \mathcal{B}(X)$ (e.g. by the approximation result [3, Lemma 7.2.8]) so that $\mu$ is the null measure. Hence we can endow $\mathcal{M}(X)$ with the weak (or narrow) Hausdorff topology $\sigma(\mathcal{M}(X), C_b(X))$: the coarsest topology on $\mathcal{M}(X)$ for which the maps $\mu \mapsto \int_X \varphi \, d\mu$ are continuous for every $\varphi \in C_b(X)$.

Since in general $\mathcal{M}(X)$ is not first-countable, we will mostly deal with general nets $(\mu_\lambda)_{\lambda \in \Lambda}$, i.e. maps $\lambda \to \mu_\lambda$ defined in a directed set $\Lambda$ with values in $\mathcal{M}(X)$, see e.g. [10, §4.3]. By definition, a net $(\mu_\lambda)_{\lambda \in \Lambda} \subset \mathcal{M}(X)$ converges to $\mu \in \mathcal{M}(X)$ in the weak topology if

\[ \lim_{\lambda \in \Lambda} \int_X \varphi \, d\mu_\lambda = \int_X \varphi \, d\mu \quad \forall \varphi \in C_b(X). \]

Recall that a measure $\mu \in \mathcal{M}(X)$ is concentrated (or is carried by) $X' \subset X$ if $X \setminus X'$ is $\mu$-negligible (thus there exists a Borel set $X'' \subset X'$ such that $\mu(X \setminus X'') = 0$); in particular a Radon measure $\mu \in \mathcal{M}(X)$ is always concentrated on a $\sigma$-compact subset $D$.  

(8) It is enough to take $D := \cup_n K_n$, where $K_n \subset X$ are compact sets s.t. $|\mu|(X \setminus K_n) < \frac{1}{n}$, obtained by equation (6) with $\epsilon = 1/n$ and $B = X$.

We collect a list of useful properties, see [6, 54, 58, 59 Chap. III] for the proofs of the last three claims.

**Lemma 2.1.** Let $X, Y$ be completely regular spaces.

1. If $f : X \to Y$ is continuous then the map $f_* : \mathcal{M}(X) \to \mathcal{M}(Y)$ is continuous.
2. If $\varphi : X \to (-\infty, +\infty]$ is lower semicontinuous and bounded from below and $(\mu_\lambda)_{\lambda \in \Lambda}$ is a net weakly converging to $\mu$ in $\mathcal{M}_+(X)$ then

\[ \lim\inf_{\lambda \in \Lambda} \int_X \varphi \, d\mu_\lambda \geq \int_X \varphi \, d\mu. \]

3. If $\iota : X \to Y$ is a topological embedding (i.e. a continuous map providing a homeomorphism between $X$ and $\iota(X)$ with the topology induced by the inclusion in $Y$), then $\iota_* : \mathcal{M}(X) \to \mathcal{M}(Y)$ is a topological embedding as well, with

\[ \iota_* (\mathcal{M}(X)) = \mathcal{M}(\iota(X), Y) := \{ \mu \in \mathcal{M}(Y) : \mu \text{ is concentrated on } \iota(X) \}. \]

4. If $X$ is compact then for every $M \geq 0$ the set $\{ \mu \in \mathcal{M}(X) : |\mu|(X) \leq M \}$ is compact.

The last statement concerns sub-algebras $A \subset C_b(X)$ which are rich enough to characterize weak convergence. We first state the relevant definition.
Definition 2.2. (Adapted algebra of continuous functions)
Let $X$ be a completely regular space. We say that a unital subalgebra $A \subset C_b(X)$ is *adapted* if the topology of $X$ coincides with the initial topology induced by $A$. Equivalently, for every net $(x_\lambda)_{\lambda \in \Lambda}$ in $X$
\[
\lim_{\lambda \in \Lambda} x_\lambda = x \quad \Leftrightarrow \quad \lim_{\lambda \in \Lambda} f(x_\lambda) = f(x) \quad \text{for every } f \in A.
\]

Since $X$ is Hausdorff, it is immediate to check that an adapted algebra $A$ separates the points of $X$. It is interesting that the above condition is also sufficient to recover the weak topology of $\mathcal{M}(X)$.

**Lemma 2.3.** Let $X$ be a completely regular space and let $A \subset C_b(X)$ be an adapted algebra. Then a net $(\mu_\lambda)_{\lambda \in \Lambda}$ in $\mathcal{M}(X)$ weakly converges to $\mu$ if and only if
\[
\lim_{\lambda \in \Lambda} \int_X f \, d\mu_\lambda = \int_X f \, d\mu \quad \text{for every } f \in A.
\]

Equivalently, the weak topology of $\mathcal{M}(X)$ coincides with $\sigma(\mathcal{M}(X), A)$.

**Proof.** We consider only the nontrivial implication and we will show that a net $(\mu_\lambda)_{\lambda \in \Lambda}$ satisfying (9) weakly converges in $\mathcal{M}(X)$.

Let us set $I_f := [\inf_X f, \sup_X f] \subset \mathbb{R}$ and let us consider the product space $Y = \prod_{f \in A} I_f$ endowed with the product topology; the component of a point in $y \in Y$ will be denoted as $y_f$ with $f \in A$. $Y$ is compact by Tychonoff’s Theorem. Since $A$ is adapted, the map
\[
\iota : X \rightarrow Y \quad \text{defined by} \quad \iota(x)_f := f(x) \quad \text{for every } x \in X
\]
is a topological embedding. By Lemma 2.1(3) it is then sufficient to show that the net $\hat{\mu}_\lambda := \iota_\sharp \mu_\lambda$ weakly converges to $\hat{\mu} := \iota_\sharp \mu$ in $\mathcal{M}(Y)$. Let $B$ be the unital algebra obtained by functions of the form
\[
\varphi_{F,P}(y) = P(y_{f_1}, y_{f_2}, \ldots, y_{f_k}), \quad y \in Y, \quad F = \{f_1, f_2, \ldots, f_k\} \subset A, \quad P \text{ polynomial in } \mathbb{R}^k.
\]
Since $B$ contains the unit and separates the points of $Y$, by Stone-Weierstrass theorem $B$ is uniformly dense in $C_b(Y)$, so that in order to check the convergence of $\hat{\mu}_\lambda$ is sufficient to test them against functions of $B$. We have
\[
\lim_{\lambda \in \Lambda} \int_Y \varphi_{F,P}(y) \, d\hat{\mu}_\lambda(y) = \lim_{\lambda \in \Lambda} \int_X P(\iota(x)_{f_1}, \iota(x)_{f_2}, \ldots, \iota(x)_{f_k}) \, d\mu_\lambda(x)
\]
\[
= \lim_{\lambda \in \Lambda} \int_X P(f_1(x), f_2(x), \ldots, f_k(x)) \, d\mu_\lambda(x)
\]
\[
= \int_X P(f_1(x), f_2(x), \ldots, f_k(x)) \, d\mu(x) = \int_Y \varphi_{F,P}(y) \, d\hat{\mu}(y),
\]
where we used (9) and the fact that the function $x \mapsto P(f_1(x), f_2(x), \ldots, f_k(x))$ belongs to the algebra $A$ as well. \qed
3. The optimal transport functional and its lower semi continuity

In all this section we will suppose that $X_1, X_2$ are completely regular spaces. The marginals $\mu_i$ of a Radon measure $\mu \in M_+(X_1 \times X_2)$ in the product space are defined in terms of the projection maps $\pi^i: X_1 \times X_2 \to X_i$, $\pi^i(x_1, x_2) := x_i$, $i = 1, 2$, by $\mu_i := \pi^i_\# \mu$. Conversely, given $\mu_i \in M_+(X_i)$ we will set

$$\Gamma(\mu_1, \mu_2) := \left\{ \mu \in M_+(X_1 \times X_2) \mid \pi^i_\# \mu = \mu_i \text{ for } i = 1, 2 \right\}.$$  

It is immediate to check that $\Gamma(\mu_1, \mu_2)$ is not empty if and only if $\mu_1(X_1) = \mu_2(X_2)$. In this case, $\Gamma(\mu_1, \mu_2)$ contains the unique Radon extension to $\mathcal{B}(X_1 \times X_2)$ of the product measure $M^{-1}\mu_1 \otimes \mu_2$ defined on $\mathcal{B}(X_1) \otimes \mathcal{B}(X_2)$ (see [3, Theorem 7.6.2] and [20, Chap. I, §9]) when $M := \mu_i(X_i) > 0$ (or the null measure if $\mu_i(X_i) = 0$).

The next result provides a crucial tool to study the lower semicontinuity of the Optimal Transport functional (4).

**Theorem 3.1. (Compactness from converging marginals)**

Let $(\gamma_\lambda)_{\lambda \in \Lambda}$ be a net in $M_+(X_1 \times X_2)$ with $\mu_{i, \lambda} := \pi^i_\# \gamma_\lambda \in M_+(X_i)$, $i = 1, 2$, $\lambda \in \Lambda$. If $(\mu_{i, \lambda})_{\lambda \in \Lambda}$ weakly converges to some $\mu_i$ in $M(X_i)$, then there exists a subnet $(\gamma'_\alpha)_{\alpha \in \Lambda}$ weakly convergent to some $\gamma \in \Gamma(\mu_1, \mu_2)$ in $M(X_1 \times X_2)$.

**Proof.** We recall that every completely regular space can be topologically embedded in a compact Hausdorff space (e.g. by the construction we used in the proof of Lemma 2.3: this property, in fact, characterizes completely regular spaces). Up to an identification of $X_i$ with its homeomorphic image, we can thus assume that $X_i$ is a subset of a compact Hausdorff spaces $\hat{X}_i$; thanks to Lemma 2.1(3), we can also identify the measures $\mu_{i, \lambda}, \mu_i$ in $M_+(X_i)$ with corresponding measures $\hat{\mu}_{i, \lambda}, \hat{\mu}_i$ in $M_+(\hat{X}_i, \hat{X}_i)$ concentrated on $X_i$ s.t. $\mu_{i, \lambda} \to \hat{\mu}_i$ weakly in $M(\hat{X}_i)$. Similarly, we can identify each $\gamma_\lambda$ with a measure $\hat{\gamma}_\lambda$ in $M_+(\hat{X}_1 \times \hat{X}_2)$ concentrated on $X_1 \times X_2$. Since $\hat{X}_1 \times \hat{X}_2$ is compact and the total mass $\hat{\gamma}_\lambda(\hat{X}_1 \times \hat{X}_2)$ is converging and thus is eventually bounded, by Lemma 2.1(4) there exists some $\hat{\gamma} \in M_+(\hat{X}_1 \times \hat{X}_2)$ and a subnet $\gamma'_\alpha = \gamma_{\lambda(\alpha)}$ (with corresponding subnet $\hat{\gamma}'_\alpha = \hat{\gamma}_{\lambda(\alpha)}$) induced by a map $\alpha \mapsto \lambda(\alpha), \alpha \in \tilde{\Lambda}$ (see [10, Theorem 4.29]), such that $\hat{\gamma}'_\alpha \to \hat{\gamma}$ weakly in $M(\hat{X}_1 \times \hat{X}_2)$.

On the other hand, since the marginals of $\hat{\gamma}_\lambda$ are $\hat{\mu}_{i, \lambda}$ and $\hat{\mu}_{i, \lambda} \to \hat{\mu}_i$ weakly in $M(\hat{X}_i)$, we deduce that the marginals of $\hat{\gamma}$ on $\hat{X}_i$ are $\hat{\mu}_i$. Since $\hat{\mu}_i$ are Radon measures concentrated on two sigma compact subsets $D_i \subset X_i$ (see (8)), we have

$$\hat{\gamma}((\hat{X}_1 \times \hat{X}_2) \setminus (D_1 \times D_2))) \leq \mu_1(X_1 \setminus D_1) + \mu_2(X_2 \setminus D_2) = 0.$$  

It follows that $\hat{\gamma}$ is concentrated on $X_1 \times X_2$, and therefore can be written as $\hat{\gamma} = \iota_2 \gamma$ for a measure $\gamma \in M(X_1 \times X_2)$. A further application of Lemma 2.1(3) yields that $\gamma'_\alpha$ weakly converges to $\gamma$ in $M(X_1 \times X_2)$ and Lemma 2.1(1) shows that $\gamma \in \Gamma(\mu_1, \mu_2)$. $\square$

Let us state an immediate consequence of the previous result.

**Corollary 3.2. (Compactness from compact marginals)** Let $K_i \subset M_+(X_i)$ be compact in the weak topology, $i = 1, 2$. Then the set $K := \{ \gamma \in M_+(X_1 \times X_2) \mid \pi^i_\# \gamma \in K_i \}$ is compact in the weak topology of $M(X_1 \times X_2)$. 


Proof. Since \( \mathcal{K} \) is closed in \( \mathcal{M}(X_1 \times X_2) \) thanks to Claim 1 of Lemma 2.1, it is sufficient to prove that every net \((\gamma_\lambda)_{\lambda \in \Lambda} \) in \( \mathcal{K} \) has a converging subnet.

Setting \( \mu_{i,\lambda} := \pi^1_\lambda \gamma_\lambda \), thanks to the compactness of \( \mathcal{K}_1 \times \mathcal{K}_2 \) we can find a subnet \((\mu'_{1,\alpha}, \mu'_{2,\alpha})_{\alpha \in \mathcal{A}} \), \( \mu'_{i,\alpha} = \mu_{i,\alpha(\lambda)} \), converging to \((\mu_1, \mu_2) \in \mathcal{K}_1 \times \mathcal{K}_2 \) in \( \mathcal{M}(X_1) \times \mathcal{M}(X_2) \).

Applying Theorem 3.1 we can find a further subnet \((\gamma''_{\beta})_{\beta \in \mathcal{B}} \) of \((\gamma'_{\alpha})_{\alpha \in \mathcal{A}} \) converging to a measure \( \gamma \in \mathcal{M}(X_1 \times X_2) \).

\[ \square \]

Remark 3.3. In locally compact or Polish spaces Corollary 3.2 could also be proven by using Prokhorov’s characterization of compact subsets of \( \mathcal{M}_+(X_1) \) in terms of uniform tightness [6, 59, Chap. III]. The argument we are presenting here is more direct (once Radon measures are involved) and works in completely regular spaces as well. In the case of arbitrary topological spaces, one has to deal with a more refined definition of the weak topology and Corollary 3.2 can also be extended to this general setting. Since we think that this result is of independent interest, we added its proof in the Appendix.

Definition 3.4. (Optimal Transport functional)

Let \( X_1, X_2 \) be completely regular topological spaces and let us set

\[ \mathcal{O}(X_1, X_2) := \left\{ (\mu_1, \mu_2) \in \mathcal{M}_+(X_1) \times \mathcal{M}_+(X_2) : \mu_1(X_1) = \mu_2(X_2) \right\}. \]

For every pair \((\mu_1, \mu_2) \in \mathcal{M}(X_1) \times \mathcal{M}(X_2) \) the Optimal Transport functional induced by a lower semicontinuous cost function \( c : X_1 \times X_2 \to [0, +\infty] \) is defined by

\[ \mathcal{T}_c(\mu_1, \mu_2) := \min \left\{ \int_{X_1 \times X_2} c \, d\gamma \mid \gamma \in \Gamma(\mu_1, \mu_2) \right\} \text{ if } (\mu_1, \mu_2) \in \mathcal{O}(X_1, X_2); \quad (10) \]

we set \( \mathcal{T}_c(\mu_1, \mu_2) := +\infty \) if \((\mu_1, \mu_2) \not\in \mathcal{O}(X_1, X_2) \).

Theorem 3.5. (Convexity and lower semicontinuity of \( \mathcal{T}_c \)) If \( c : X_1 \times X_2 \to [0, +\infty] \) is a lower semi continuous function then \( \mathcal{T}_c : \mathcal{M}(X_1) \times \mathcal{M}(X_2) \to [0, +\infty] \) is a well defined lower semicontinuous (w.r.t. the product weak topology) and sublinear function subject to

\[ \mathcal{T}_c(m \delta_{x_1}, m \delta_{x_2}) = mc(x_1, x_2) \text{ for every } m \geq 0, (x_1, x_2) \in X_1 \times X_2. \quad (11) \]

Proof. Whenever \((\mu_1, \mu_2) \in \mathcal{O} \), the compactness of \( \Gamma(\mu_1, \mu_2) \) (following from Corollary 3.2) and the lower semicontinuity of the cost \( \mathcal{C} \) of (1) (following by Lemma 2.1(2)) give the existence of a minimum (possibly assuming the value \(+\infty\)) by the direct method in Calculus of Variations. We denote then by \( \Gamma_o(\mu_1, \mu_2) \) the set of optimal plans, i.e. the set of \( \gamma \in \Gamma(\mu_1, \mu_2) \) realizing the minimum in (10).

Convexity of \( \mathcal{T}_c \) has to be checked only between pairs \((\mu_1, \mu_2), (\mu'_1, \mu'_2) \in \mathcal{O} \). In this case it is a simple consequence of the fact that, if \( \gamma \in \Gamma_o(\mu_1, \mu_2) \) and \( \gamma' \in \Gamma_o(\mu'_1, \mu'_2) \), then \( t\gamma + (1-t)\gamma' \in \Gamma(t\mu_1 + (1-t)\mu_2, t\mu'_1 + (1-t)\mu'_2) \) for every \( t \in [0, 1] \), so that

\[
\begin{align*}
\mathcal{T}_c(t\mu_1 + (1-t)\mu_2, t\mu'_1 + (1-t)\mu'_2) & \leq \int_{X_1 \times X_2} c \, d(t\gamma + (1-t)\gamma') \\
& = t\mathcal{T}_c(\mu_1, \mu_2) + (1-t)\mathcal{T}_c(\mu'_1, \mu'_2).
\end{align*}
\]
Lower semicontinuity is a consequence of Theorem 3.1; first of all notice that it is not restrictive to check it on nets \( \{ (\mu_{1,\lambda}, \mu_{2,\lambda}) \}_{\lambda \in \mathbb{L}} \subset \mathcal{O} \) convergent to some \( (\mu_1, \mu_2) \in \mathcal{O} \) such that \( \mathcal{T}(\mu_{1,\lambda}, \mu_{2,\lambda}) \leq a \) for some \( a \in [0, +\infty) \). We select a net \( (\gamma_\lambda)_{\lambda \in \mathbb{L}} \subset \mathcal{M}_c(X_1 \times X_2) \) s.t. \( \gamma_\lambda \in \Gamma_o(\mu_{1,\lambda}, \mu_{2,\lambda}) \) for every \( \lambda \in \mathbb{L} \). Thanks to Theorem 3.1, we can extract a further subnet \( \gamma'_\alpha = \gamma_\lambda(\alpha) \), \( \alpha \in \mathbb{A} \), converging in the weak topology to some \( \gamma \in \Gamma(\mu_1, \mu_2) \). Then

\[
a \geq \liminf_{\alpha \in \mathbb{A}} \mathcal{T}(\mu_{1,\alpha}, \mu_{2,\alpha}) = \liminf_{\alpha \in \mathbb{A}} \int_{X_1 \times X_2} c \, d\gamma'_\alpha \geq \int_{X_1 \times X_2} c \, d\gamma \geq \mathcal{T}(\mu_1, \mu_2).
\]

Finally, (11) is a consequence of the fact that the set \( \Gamma(m\delta_{x_1}, m\delta_{x_2}) \) coincides with the singleton \( \{ m\delta_{x_1} \otimes \delta_{x_2} \} \).

4. Kantorovich duality

Before stating the main duality result, let us briefly recall the Fenchel-Moreau Theorem in the framework of a pair of vector spaces \( E, F \) placed in duality by a non-degenerate bilinear map \( \langle \cdot, \cdot \rangle \), see e.g. [8]. We endow \( E \) with the weak topology \( \sigma(E, F) \), the coarsest topology for which all the functions \( e \mapsto \langle e, f \rangle \), \( f \in F \), are continuous.

**Definition 4.1.** (Lower semicontinuous convex envelope) Let \( F : E \to (1, +\infty) \) be a function satisfying

\[
F(e) \geq \langle e, f \rangle - c \quad \text{for some } f \in F, \ c \in \mathbb{R} \text{ and every } e \in E.
\]

The lower semicontinuous convex envelope of \( F \) is the largest minorant of \( F \) among the lower semicontinuous and convex functions defined in \( E \) and taking values in \((-\infty, +\infty]\).

**Definition 4.2.** (Polar function) Let \( F : E \to (1, +\infty) \) be satisfying (12) and not identically \(+\infty\). The polar (or conjugate) function of \( F \) is the function \( F^* : F \to (-\infty, +\infty] \) defined by

\[
F^*(f) := \sup_{e \in E} \langle e, f \rangle - F(e) \quad \text{for every } f \in F.
\]

**Theorem 4.3.** (Fenchel-Moreau) Let \( E \) and \( F \) be vector spaces placed in duality and let \( F : E \to (-\infty, +\infty] \) be satisfying (12) and not identically \(+\infty\). Then the lower semicontinuous convex envelope of \( F \) is given by the dual formula

\[
F^{**}(e) := \sup_{f \in F} \langle e, f \rangle - F^*(f) \quad \text{for every } e \in E.
\]

In particular, if \( F \) is convex and lower semicontinuous then \( F = F^{**} \).

**Theorem 4.4.** (Duality for Optimal Transport) Let \( X_1, X_2 \) be completely regular spaces, let \( c : X_1 \times X_2 \to [0, +\infty] \) be a lower semicontinuous cost function and let \( A_i \subset C_b(X_i) \) be adapted unital algebras of continuous functions, according to Definition 2.2.
Let us consider the functional $\mathbb{F}_c : \mathcal{M}(X_1) \times \mathcal{M}(X_2) \to [0, +\infty[$

$$\mathbb{F}_c(\mu_1, \mu_2) := \begin{cases} m c(x_1, x_2) & \text{if } (\mu_1, \mu_2) = (m \delta_{x_1}, m \delta_{x_2}) \text{ for } m \geq 0, (x_1, x_2) \in X_1 \times X_2 \\ +\infty & \text{elsewhere.} \end{cases}$$

Then the functional $\mathbb{T}_c$ defined by (10) is the convex lower semicontinuous envelope of $\mathbb{F}_c$ in $\mathcal{M}(X_1) \times \mathcal{M}(X_2)$ and for every $\mu_i \in \mathcal{M}(X_i)$ it holds

$$\mathbb{T}_c(\mu_1, \mu_2) = \sup \left\{ \int_{X_1} \varphi_1 d\mu_1 + \int_{X_2} \varphi_2 d\mu_2 \mid (\varphi_1, \varphi_2) \in A_1 \times A_2, \varphi_1(x_1) + \varphi_2(x_2) \leq c(x_1, x_2) \text{ for every } (x_1, x_2) \in X_1 \times X_2 \right\}.$$  

Proof. Let us set $E := \mathcal{M}(X_1) \times \mathcal{M}(X_2)$ and $F := A_1 \times A_2$ with the obvious bilinear form

$$\langle \cdot, \cdot \rangle : E \times F \to \mathbb{R}, \quad ((\mu_1, \mu_2), (\varphi_1, \varphi_2)) \mapsto \int_{X_1} \varphi_1 d\mu_1 + \int_{X_2} \varphi_2 d\mu_2.$$  

Then for every $(\varphi_1, \varphi_2) \in A_1 \times A_2$

$$\mathbb{F}_c^*(\varphi_1, \varphi_2) = \sup_{(\mu_1, \mu_2) \in \mathcal{M}(X_1) \times \mathcal{M}(X_2)} \langle (\mu_1, \mu_2), (\varphi_1, \varphi_2) \rangle - \mathbb{F}_c(\mu_1, \mu_2)$$

$$= \sup_{(x_1, x_2) \in X_1 \times X_2, m \geq 0} m \varphi_1(x_1) + m \varphi_2(x_2) - m \ c(x_1, x_2)$$

$$= \begin{cases} 0 & \text{if } \varphi_1(x_1) + \varphi_2(x_2) \leq c(x_1, x_2) \text{ for every } x_1 \in X_1, \\ +\infty & \text{otherwise.} \end{cases}$$

so that, recalling (2), $\mathbb{F}_c^*$ is the indicator function of the convex set $K(c) \cap (A_1 \times A_2)$. From Theorem 4.3, we have that

$$\mathbb{F}_c^{**}(\mu_1, \mu_2) = \sup \left\{ \int_{X_1} \varphi_1 d\mu_1 + \int_{X_2} \varphi_2 d\mu_2 \mid (\varphi_1, \varphi_2) \in K(c) \cap (A_1 \times A_2) \right\}$$

must coincide with the lower semicontinuous (w.r.t. $\sigma(\mathcal{M}(X_1) \times \mathcal{M}(X_2), A_1 \times A_2)$) convex envelope of $\mathbb{F}_c$. Since, by Theorem 3.5, $\mathbb{F}_c$ is convex and weakly lower semicontinuous w.r.t. the product weak topology (coinciding by Lemma 2.3 with $\sigma(\mathcal{M}(X_1) \times \mathcal{M}(X_2), A_1 \times A_2)$) and stays below $\mathbb{F}_c$, we have $\mathbb{F}_c \leq \mathbb{F}_c^{**}$.

The converse inequality is immediate since for every $\gamma \in \Gamma(\mu_1, \mu_2)$ and every $(\varphi_1, \varphi_2) \in K(c) \cap (A_1 \times A_2)$ we have

$$\int_{X_1} \varphi_1 d\mu_1 + \int_{X_2} \varphi_2 d\mu_2 = \int_{X_1 \times X_2} (\varphi_1(x_1) + \varphi_2(x_2)) \ d\gamma(x_1, x_2) \leq \int_{X_1 \times X_2} c(x_1, x_2) \ d\gamma(x_1, x_2).$$

Passing to the supremum in $(\varphi_1, \varphi_2)$ and to the infimum in $\gamma$, we conclude that $\mathbb{F}_c \geq \mathbb{F}_c^{**}$.
A. Compactness for transport plans in topological spaces

In this last section we show how to generalize Theorem 3.1 and Corollary 3.2 to arbitrary Hausdorff topological spaces.

Since duality with continuous and bounded functions cannot be used to define a Hausdorff topology in $\mathcal{M}_+(X)$, a natural topology (called narrow topology) can be introduced following Topsoe [20, Appendix].

**Definition A.1.** (Narrow topology)
Let $X$ be a Hausdorff topological space. The narrow topology on $\mathcal{M}_+(X)$ is the coarsest topology which makes all the maps $\mu \mapsto \int_X \varphi \, d\mu$ lower semicontinuous for every bounded and lower semicontinuous function $\varphi : X \to \mathbb{R}$.

In order to state a useful criterium for compactness in $\mathcal{M}_+(X)$ we give the following definition.

**Definition A.2.** (Domination of compact sets)
Let $X$ be a Hausdorff topological space and let $K(X)$ (respectively $G(X)$) be the collection of the compact (resp. open) subsets of $X$. We say that a collection $\mathcal{G} \subset G(X)$ dominates the compact subsets of $X$, and we write $\mathcal{G} \succ K(X)$, if

$$\forall K \in K(X) \quad \exists G \in \mathcal{G} : K \subset G.$$  

**Theorem A.3.** (Topsoe [21]) Let $X$ be a Hausdorff topological space.

1. A net $(\mu_\lambda)_{\lambda \in \Lambda} \subset \mathcal{M}_+(X)$ is compact (i.e. from every subnet it is possible to extract a narrowly convergent sub-subnet) if and only if $\limsup_{\lambda \in \Lambda} \mu_\lambda(X) < +\infty$ and for every $\mathcal{G} \succ K(X)$ and for every $\epsilon > 0$ there exists a finite subset $\mathcal{G}' \subset \mathcal{G}$ such that

$$\limsup_{\lambda \in \Lambda} \min_{G \in \mathcal{G}'} \mu_\lambda(X \setminus G) \leq \epsilon.$$  

2. A narrowly closed set $\mathcal{F} \subset \mathcal{M}_+(X)$ is narrowly compact if and only if it is bounded and for every $\mathcal{G} \succ K(X)$ and for every $\epsilon > 0$ there exists a finite subset $\mathcal{G}' \subset \mathcal{G}$ such that

$$\sup_{\mu \in \mathcal{F}} \min_{G \in \mathcal{G}'} \mu(X \setminus G) \leq \epsilon.$$  

**Remark A.4.** Condition (14) is really a relaxation of the usual uniform tightness condition: in fact, the latter guarantees the existence of a singleton $\mathcal{G}'$ satisfying (14).

We are now able to state and prove the analogous of Theorem 3.1 and Corollary 3.2.

**Theorem A.5.** (Compactness from converging marginals) Let $X_i$, $i = 1, 2$ be Hausdorff topological spaces and let $(\gamma_\lambda)_{\lambda \in \Lambda}$ be a net in $\mathcal{M}_+(X_1 \times X_2)$ satisfying $\mu_{i,\lambda} := \pi_i^* \gamma_\lambda \in \mathcal{M}_+(X_i)$, $i = 1, 2$, $\lambda \in \Lambda$. If $(\mu_{i,\lambda})_{\lambda \in \Lambda}$ narrowly converge to some $\mu_i$ in $\mathcal{M}(X_i)$, then there exists a subnet $(\gamma'_\alpha)_{\alpha \in \mathcal{A}}$ narrowly convergent to some $\gamma \in \Gamma(\mu_1, \mu_2)$ in $\mathcal{M}(X_1 \times X_2)$.

**Proof.** Let us first recall (see e.g. [17, §26, Exercise 9]) that whenever $G \subset X_1 \times X_2$ is an open set containing the product $K_1 \times K_2$ of two compact subsets $K_i \subset X_i$, $i = 1, 2$, then there exist open sets $G_i \subset X_i$ such that

$$K_1 \times K_2 \subset G_1 \times G_2 \subset G.$$  

(15)
Let $G \supseteq \mathcal{K}(X_1 \times X_2)$ and let $\epsilon > 0$ be fixed. Thanks to (15), in order to check (13) it is not restrictive to replace $G$ with the collection of cartesian open sets
\begin{equation*}
\mathcal{G}_c := \left\{ G_1 \times G_2 \mid \exists G \in \mathcal{G} \text{ such that } G_1 \times G_2 \subseteq G \right\}.
\end{equation*}

Let us now introduce the disjoint union $X := X_1 \sqcup X_2$ endowed with the finest topology for which the canonical injections $\iota_i : X_i \to X$ are continuous; we can thus identify $X_i$ with $\iota_i(X_i)$ as (open and closed) subsets of $X$. Since a set $A \subseteq X$ is open (resp. compact) in $X$ if and only if $A \cap X_i$ is open (resp. compact) in $X_i$ for $i = 1, 2$, it is not difficult to check that the family of open sets in $X$
\begin{equation*}
\hat{\mathcal{G}}_c := \left\{ G_1 \sqcup G_2 \mid G_1 \times G_2 \in \mathcal{G}_c \right\}
\end{equation*}
dominate $\mathcal{K}(X)$.

We now consider the net $\mu_\lambda := (\iota_1)_*\mu_{1,\lambda} + (\iota_2)_*\mu_{2,\lambda}$ in $\mathcal{M}_+(X)$; equivalently,
\begin{equation*}
\mu_\lambda(B) := \mu_{1,\lambda}(B \cap X_1) + \mu_{2,\lambda}(B \cap X_2)
\end{equation*}
for every Borel set $B$ of $X$. It is immediate to check that $\mu_\lambda$ narrowly converges to $\mu := (\iota_1)_*\mu_1 + (\iota_2)_*\mu_2$. Following Theorem A.3(1) we can find a finite subset $\hat{\mathcal{G}}' = \{ G_{1,j} \sqcup G_{2,j} \}_{j=1}^J$ of $\hat{\mathcal{G}}_c$ such that
\begin{equation}
\limsup_{\lambda \in \mathcal{L}} \min_{G \in \hat{\mathcal{G}}'} \mu_\lambda(X \setminus G) \leq \epsilon.
\end{equation}

On the other hand we observe that, for every $\lambda \in \mathcal{L}$ and $j \in \{1, \cdots, J\}$, it holds
\begin{equation*}
\gamma_\lambda(X_1 \times X_2 \setminus G_{1,j} \times G_{2,j}) \leq \gamma_\lambda((X_1 \setminus G_{1,j}) \times X_2) + \gamma_\lambda(X_1 \times (X_2 \setminus G_{2,j})) = \mu_{1,\lambda}(X_1 \setminus G_{1,j}) + \mu_{2,\lambda}(X_2 \setminus G_{2,j}) = \mu_\lambda(X \setminus G_{1,j} \cup G_{2,j}),
\end{equation*}
so that, setting $G' := \{ G_{1,j} \times G_{2,j} \}_{j=1}^J$, (16) yields
\begin{equation*}
\limsup_{\lambda \in \mathcal{L}} \min_{G \in \hat{\mathcal{G}}'} \gamma_\lambda(X_1 \times X_2 \setminus G) \leq \limsup_{\lambda \in \mathcal{L}} \min_{G \in \hat{\mathcal{G}}'} \mu_\lambda(X \setminus G) \leq \epsilon.
\end{equation*}

Arguing as in the proof of Corollary 3.2 we eventually obtain the corresponding characterization of compactness in $\mathcal{M}_+(X_1 \times X_2)$.

**Corollary A.6.** (Compactness from compact marginals)

*Let $X_i$, $i = 1, 2$ be Hausdorff topological spaces and let $\mathcal{K}_i \subseteq \mathcal{M}_+(X_i)$ be compact in the narrow topology, $i = 1, 2$. Then the set $\mathcal{K} := \{ \gamma \in \mathcal{M}_+(X_1 \times X_2) \mid \pi_\# \gamma \in \mathcal{K}_i \}$ is compact in the narrow topology of $\mathcal{M}(X_1 \times X_2)$.*
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