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Abstract. We prove that the local version of the chain rule cannot hold for the frac-
tional variation defined in [7]. In the case n = 1, we prove a stronger result, exhibiting
a function f ∈ BV α(R) such that |f | /∈ BV α(R). The failure of the local chain rule
is a consequence of some surprising rigidity properties for non-negative functions with
bounded fractional variation which, in turn, are derived from a fractional Hardy inequal-
ity localized to half-spaces. Our approach exploits the results of [9] and the distributional
approach of the previous papers [5–8]. As a byproduct, we refine the fractional Hardy
inequality obtained in [25, 28] and we prove a fractional version of the closely related
Meyers–Ziemer trace inequality.

1. Introduction

1.1. The fractional variation. Let α ∈ (0, 1). The fractional α-gradient of a function
f ∈ Lipc(Rn) is defined as

∇αf(x) = µn,α

∫
Rn

(y − x)(f(y) − f(x))
|y − x|n+α+1 dy, x ∈ Rn, (1.1)

where

µn,α = 2α π− n
2

Γ
(

n+α+1
2

)
Γ
(

1−α
2

)
is a renormalizing constant controlling the behavior of ∇α as α → 1−. A simple compu-
tation (see [7, Proposition 2.2] for instance) shows that one can equivalently write ∇αf =
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∇I1−αf whenever f ∈ C∞
c (Rn) (and even for less regular functions, see [7, Lemma 3.28(i)]

for a more precise statement), where

Isf(x) = 2−sπ− n
2

Γ
(

n−s
2

)
Γ
(

s
2

) ∫
Rn

f(y)
|x − y|n−s

dy, x ∈ Rn,

is the Riesz potential of order s ∈ (0, n).
The literature around the operator ∇α has been quickly growing in the recent years in

various research directions. On the one side, we refer the reader to [15,19–22,24,25] and
to [3,4,13] for what concerns the study of PDEs and functionals involving this fractional
operator. On the other side, the properties of ∇α led to the discovery of new (optimal)
embedding inequalities [23,27,28] and the development of a distributional and asymptotic
analysis in this fractional framework [5–9, 26]. For a general panoramic on the fractional
framework, the reader may consult the survey [29] and the monograph [17].

At least for sufficiently smooth functions, the operator ∇α obeys the following natural
fractional integration-by-parts formula∫

Rn
f divαϕ dx = −

∫
Rn

ϕ · ∇αf dx, (1.2)

where
divαϕ(x) = µn,α

∫
Rn

(y − x) · (ϕ(y) − ϕ(x))
|y − x|n+α+1 dy, x ∈ Rn,

is the fractional α-divergence of the vector field ϕ ∈ Lipc(Rn;Rn).
Equality (1.2) is the fundamental basis of the distributional theory in the present frac-

tional setting developed in the previous papers [5–9]. In more precise terms, by imitating
the classical definition of BV functions, for a given exponent p ∈ [1, +∞], we define the
(total) fractional variation of a function f ∈ Lp(Rn) as

|Dαf |(Rn) = sup
{∫

Rn
f divαϕ dx : ϕ ∈ C∞

c (Rn;Rn), ‖ϕ‖L∞(Rn;Rn) ≤ 1
}

. (1.3)

The above definition naturally gives rise to the linear space
BV α,p(Rn) = {f ∈ Lp(Rn) : |Dαf |(Rn) < +∞}

that can be endowed with the norm
‖f‖BV α,p(Rn) = ‖f‖Lp(Rn) + |Dαf |(Rn), f ∈ BV α,p(Rn).

The resulting normed space is Banach and, moreover, one easily checks that f ∈ Lp(Rn)
belongs to BV α,p(Rn) if and only if there exists a finite vector-valued Radon measure
Dαf ∈ M (Rn;Rn), the fractional α-variation measure of f , such that∫

Rn
f divαϕ dx = −

∫
Rn

ϕ · dDαf

for all ϕ ∈ Lipc(Rn;Rn), see [6, Theorem 3].
The study of the space BV α(Rn) = BV α,1(Rn) in the geometric regime p = 1 was

initiated in [7], also in connection with the naturally associated notion of fractional Cac-
cioppoli perimeter (see [7, Definition 4.1]), and then further investigated in the subse-
quent works [5, 8]. The fractional variation of an Lp function for an arbitrary exponent
p ∈ [1, +∞] has been explored in [6, 8, 9].
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Throughout this paper, with a slight abuse of notation (that, however, can be rigorously
justified thanks to the analysis done in the previous works [5–9]), in the integer case α = 1
we let

BV 1,p(Rn) = {f ∈ Lp(Rn) : Df ∈ M (Rn;Rn)}
be the space of Lp functions, p ∈ [1, +∞], with bounded variation.

1.2. Hardy inequality and chain rule. In [25], Shieh and Spector investigated the
validity of the natural analogue of the Hardy inequality in the present fractional setting.
In [25, Theorem 1.2], they proved the validity of the following inequality

cn,α

∫
Rn

|f(x)|
|x|α

dx ≤
∫
Rn

|∇αf | dx (1.4)

for all measurable functions f such that ∇α|f | = ∇I1−α|f | ∈ L1(Rn;Rn), where cn,α > 0
is a constant depending on α ∈ (0, 1) and n ≥ 2 only. Actually, the validity of (1.4) for
n = 1 is not explicitly shown in [25], but one can still recover it via an ad hoc modification
of their argument.

Motivated by (1.4), the authors in [25] asked if it is possible to remove the modulus
in the right-hand side of (1.4), that is, more generally, if the following chain rule for the
fractional gradient ∫

Rn
|∇α|f || dx ≤ cn,α

∫
Rn

|∇αf | dx (1.5)

holds whenever f is measurable with ∇I1−αf ∈ L1(Rn;Rn), where cn,α > 0 is a constant
depending on α and n only, see [25, Open Problem 1.4].

Later, Spector proved the validity of the fractional Hardy inequality

cn,α

∫
Rn

|f(x)|
|x|α

dx ≤
∫
Rn

|∇αf | dx (1.6)

for n ≥ 2, whenever f ∈ Lp(Rn) with p ∈
[
1, n

1−α

)
and ∇αf = ∇I1−αf ∈ L1(Rn;Rn),

see [28, Theorem 1.4]. The approach used in [28] completely bypasses the validity of (1.5)
and instead relies on an optimal embedding in Lorentz spaces for the Riesz potential,
see [28, Theorem 1.1].

Up to our knowledge, the validity of a chain rule for the fractional gradient ∇α like (1.5)
is still an open problem. Somehow complementing the validity of (1.6) for n ≥ 2, in the
present work we disprove the validity of (1.5) in the case n = 1. More precisely, we prove
the following result.

Theorem 1.1 (Failure of the chain rule for n = 1). Let α ∈ (0, 1). The function

fα(x) = µ1,−α

(
|x|α−1 sgn x − |x − 1|α−1 sgn(x − 1)

)
, x ∈ R \ {0, 1},

is such that fα ∈ BV α(Rn) but |fα| /∈ BV α(Rn).

The proof of Theorem 1.1 exploits inequality (1.4) for n = 1 and the analysis made
in [7] on the space BV α(Rn). Actually, inequality (1.4) cannot be directly applied to
the function fα in Theorem 1.1, since Dαfα = δ0 − δ1 /∈ L1(R), see [7, Theorem 3.26].
However, one can exploit the regularization properties of BV α,p functions [6, Theorem 4]
to suitably extend (1.4), as well as (1.6), to this more general framework.
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Theorem 1.2 (Hardy inequality in BV α,p(Rn) for p ∈
[
1, n

1−α

)
). Let α ∈ (0, 1) and

p ∈
[
1, n

1−α

)
. If f ∈ BV α,p(Rn), with f ≥ 0 if n = 1, then

cn,α

∫
Rn

|f(x)|
|x − x0|α

dx ≤ |Dαf |(Rn)

for all x0 ∈ Rn, where cn,α > 0 is a constant depending on n and α only. In particular, if
n = 1, the optimal constant is c1,α = 2µ1,α

α
.

1.3. Local chain rule. We do not know if a counterexample to the chain rule (1.5) like
the one in Theorem 1.1 can be provided also for n ≥ 2.

The current lack of a counterexample to (1.5) may suggest that a stronger version of
the chain rule could be valid for the fractional variation for n ≥ 2, in analogy with the
chain rule available for BV functions. More precisely, for a given Φ ∈ Lip(R) such that
Φ(0) = 0, one may wonder if the local chain rule

|DαΦ(f)| ≤ C(Φ) |Dαf | in M (Rn) (1.7)
holds for all f ∈ BV α,p(Rn) with n ≥ 2, where C(Φ) > 0 is a constant depending on the
chosen function Φ only. In the present work, we disprove the validity of (1.7) for all n ≥ 2
and, actually, we prove the following stronger result.

Theorem 1.3 (Failure of the local chain rule). Let α ∈ (0, 1) and p ∈
[
1, n

n−α

)
. Let

Φ ∈ Lip(R) be such that Φ(0) = 0 and Φ ≥ 0. If Φ(f) ∈ BV α,p(Rn) with
supp |DαΦ(f)| ⊂ supp |Dαf |

for all f ∈ BV α,p(Rn), then Φ ≡ 0.

The validity of Theorem 1.3 is a simple consequence again of the analysis made in [7] and
of a new surprising rigidity property of non-negative BV α,p functions with p ∈

[
1, n

n−α

)
,

see Theorem 1.4 below. Here and in the rest of the paper, given ν ∈ Sn−1 and x0 ∈ Rn,
we let

H+
ν (x0) = {y ∈ Rn : (y − x0) · ν > 0}

and
Hν(x0) = {y ∈ Rn : (y − x0) · ν = 0}.

In the case x0 = 0, we simply write H+
ν = H+

ν (0) and Hν = Hν(0). Moreover, for
α ∈ (0, 1) and p ∈ [1, +∞], we let

BV α,p
+ (Rn) = {f ∈ BV α,p(Rn) : f ≥ 0}.

Theorem 1.4 (Rigidity property in BV α,p
+ (Rn) for p ∈

[
1, n

n−α

)
). Let α ∈ (0, 1), p ∈[

1, n
n−α

)
and f ∈ BV α,p

+ (Rn). If either

supp |Dαf | is bounded, (1.8)
or

|Dαf |
(
H+

ν (x0)
)

= 0 for some x0 ∈ Rn, ν ∈ Sn−1, (1.9)
or

f ∈ L∞(Rn) and Dαf(H+
ν (x0)) = 0 for some x0 ∈ Rn, ν ∈ Sn−1, (1.10)
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then f ≡ 0.

The rigidity property given by Theorem 1.4 strongly underlines the difference between
the non-local operator ∇α and its local integer counterpart ∇. Indeed, it is easily seen
that BV 1,p functions do not possess such a rigidity property for any given p ∈ [1, +∞],
due to the locality of the classical variation measure (for instance, one may consider the
characteristic function of the unit ball).

We end this section by stating a simple consequence of Theorem 1.2. To this purpose
we define

LSCb(Rn) = {f : Rn → R : f lower semicontinuous and bounded}.

Corollary 1.5. Let α ∈ (0, 1) and p ∈
[
1, n

1−α

)
. The operator

In−α : BV α,p
+ (Rn) → LSCb(Rn)

is continuous. In addition, if n ≥ 2, then In−α : BV α,p(Rn) → L∞(Rn) is continuous.

1.4. Integration-by-parts formulas. The rigidity property of non-negative BV α,p func-
tions stated in Theorem 1.4 is, in turn, a consequence of a fractional Gauss–Green formula
on half-spaces, see Theorem 1.6 below, which can be regarded as a ‘vectorial’ Hardy-type
equality for the fractional variation. Here and in the rest of the paper, for α ∈ (0, 1) and
p, q ∈ [1, +∞], we let

Bα
p,q(Rn) =

{
u ∈ Lp(Rn) : [u]Bα

p,q(Rn) < +∞
}

be the space of Besov functions on Rn, see [14, Chapter 17] for its precise definition and
main properties, where

[u]Bα
p,q(Rn) =



(∫
Rn

‖u(· + h) − u‖q
Lp(Rn)

|h|n+qα
dh

) 1
q

if q ∈ [1, +∞),

sup
h∈Rn\{0}

‖u(· + h) − u‖Lp(Rn)

|h|α
if q = +∞.

Theorem 1.6 (Fractional Gauss–Green formula on half-spaces). Let α ∈ (0, 1), p ∈[
1, n

n−α

)
and q ∈

(
n
α
, +∞

]
such that 1

p
+ 1

q
= 1. If f ∈ BV α,p(Rn) ∩ L∞(Rn), then

µ1,α

α
lim

R→+∞

∫
Rn

ηR(x) f(x) ν

|(x − x0) · ν|α
dx = −η(0) Dαf(H+

ν (x0)) (1.11)

whenever ν ∈ Sn−1 and x0 ∈ Rn, where ηR(x) = η
(

x
R

)
for x ∈ Rn and R > 0, for some

fixed η ∈ Bα
q,1(Rn) with compact support. In particular, if either supp f is bounded or f

has constant sign, then
µ1,α

α

∫
Rn

f(x) ν

|(x − x0) · ν|α
dx = −Dαf(H+

ν (x0)). (1.12)

Actually, Theorem 1.6 is a particular case of the following result, which can be seen
as an extension of the integration-by-parts formula (1.2) in the spirit of the fractional
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Gauss–Green formulas established in [9, Section 3.3]. Here and in the following, we let

f ?(x) =


lim

r→0+
−
∫

Br(x)
f(y) dy if the limit exists,

0 otherwise,
(1.13)

be the precise representative of f ∈ L1
loc(Rn).

Theorem 1.7 (Limit integration-by-parts formula). Let α ∈ (0, 1) and let p ∈
[
1, n

n−α

)
and q ∈

(
n
α
, +∞

]
be such that 1

p
+ 1

q
= 1. If f ∈ BV α,p(Rn)∩L∞(Rn) and g ∈ W α,1

loc (Rn)∩
L∞(Rn) with ∇αg ∈ L1

loc(Rn;Rn), then

lim
R→+∞

∫
Rn

ηR f ∇αg dx = −η(0)
∫
Rn

g? dDαf,

where ηR is as in Theorem 1.6 and the limit in (1.13) defining g?(x) exists for |Dαf |-a.e.
x ∈ Rn.

In order to apply Theorem 1.7 to get Theorem 1.6, one then just need to explicitly
compute the fractional gradient of the characteristic function of a half-space.

Proposition 1.8 (∇α of a half-space). Let α ∈ (0, 1), ν ∈ Sn−1 and x0 ∈ Rn. We have

∇αχH+
ν (x0)(x) = µ1,α

α

ν

|(x − x0) · ν|α
(1.14)

for x ∈ Rn \ Hν(x0).

It is worth noticing that Theorem 1.6 immediately implies the following version of the
fractional Hardy inequality for non-negative BV α,p functions in the regime p ∈

[
1, n

n−α

)
,

where the right-hand side does not involve the knowledge of the fractional variation on
the whole space, but just on a specific half-space.

Corollary 1.9 (Fractional Hardy inequality in BV α,p
+ (Rn) for p ∈

[
1, n

n−α

)
). Let α ∈ (0, 1)

and p ∈
[
1, n

n−α

)
. If f ∈ BV α,p

+ (Rn), then

µ1,α

α

∫
Rn

f(x)
|(x − x0) · ν|α

dx ≤ |Dαf |
(
H+

ν (x0)
)

(1.15)

for all x0 ∈ Rn and ν ∈ Sn−1.

As the reader may notice, Theorem 1.6 allows to prove Theorem 1.4 under the assump-
tion (1.10). To deal with the assumption (1.8), one needs to perform a further integration
with respect to the direction ν ∈ Sn−1 and obtain the following fractional weighted in-
equality of Hardy-type. Again, we underline that the fractional variation appearing in
the right-hand side is not computed on the whole space, but just on the complement of a
particular ball.

Corollary 1.10 (Weighted fractional Hardy-type inequality). Let α ∈ (0, 1) and p ∈[
1, n

n−α

)
. If f ∈ BV α,p

+ (Rn), then∫
Rn

f(x) wn,α(|x − x0|, r) dx ≤ |Dαf |
(
Rn \ Br(x0)

)
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for all x0 ∈ Rn and r > 0, where

wn,α(t, r) =


(n − 1) ωn−1

n ωn

µ1,α

α

∫ 1

−1

(1 − s2)n−3
2

|st − r|α
ds for n ≥ 2,

µ1,α

2α

(
1

|t − r|α
+ 1

|t + r|α

)
for n = 1.

In the particular geometric case f = χE for some measurable set E ⊂ Rn, the above
results read as follows (recall that, by [7, Corollary 5.4], if χE ∈ BV α(Rn), then we
have |DαχE| � H n−α). Here and in the following, F αE denotes the fractional reduced
boundary in the sense of De Giorgi, see [7, Definition 4.7].

Corollary 1.11 (Geometric case). Let α ∈ (0, 1). If χE ∈ BV α(Rn), then
µ1,α

α

∫
E

ν

|(x − x0) · ν|α
dx = −DαχE(H+

ν (x0)),

∫
E

|∇αχH+
ν (x0)| dx ≤ |DαχE|(H+

ν (x0)),

∫
E

wn,α(|x − x0|, r) dx ≤ |DαχE|
(
Rn \ Br(x0)

)
,

for x0 ∈ Rn, ν ∈ Sn−1 and r > 0, where wn,α is as in Corollary 1.10. Moreover, if either
supp |DαχE| is bounded or DαχE(H+

ν (x0)) = 0 for some x0 ∈ Rn, ν ∈ Sn−1, then |E| = 0.
In particular, if |E| > 0, then F αE must be unbounded and must intersect all half-spaces.

1.5. Fractional Meyers–Ziemer trace inequalities. As discussed in [29], the Hardy
inequality in (1.6) can be also seen as a particular consequence of known interpolation
inequalities in Lorentz spaces. Precisely, one recognizes that

1
| · |α

∈ L
n
α

,∞(Rn),

so that (1.6) follows by combining the Hölder inequality∫
Rn

|f(x)|
|x|α

dx ≤ ‖f‖
L

n
n−α ,1(Rn)

∥∥∥∥∥ 1
| · |α

∥∥∥∥∥
L

n
α ,∞(Rn)

with the following bound
‖f‖

L
n

n−α ,1(Rn) ≤ cn,α |Dαf |(Rn)

valid for n ≥ 2, which, in turn, is a consequence of [28, Theorem 1.1].
In the classical integer case, an even more general approach is possible. Indeed, if

f ∈ BV (Rn) and µ ∈ M +
loc(Rn) is a non-negative locally finite measure, then∫

Rn
|f ?| dµ ≤ cn ‖µ‖n−1 |Df |(Rn), (1.16)

for a dimensional constant cn > 0, where f ? is as in (1.13) and

‖µ‖s = sup
x∈Rn, r>0

µ(Br(x))
rs
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whenever s ∈ [0, n]. The inequality in (1.16) dates back to [16, Theorem 4.7] and is
nowadays called the Meyers–Ziemer trace inequality.

Inequality (1.16) plays a central role in the classical BV framework, since it can be
considered as the mother inequality of several embedding inequalities, like the Hardy
inequality ∫

Rn

|f(x)|
|x|

dx ≤ cn |Df |(Rn), (1.17)

the Gagliardo–Nirenberg–Sobolev inequality

‖f‖
L

n
n−1 (Rn) ≤ cn |Df |(Rn), (1.18)

and its refinement, the Alvino inequality

‖f‖
L

n
n−1 ,1(Rn) ≤ cn |Df |(Rn). (1.19)

For a more detailed discussion, we refer the reader to [27, Section 1] and [29, Section 6].
Indeed, as soon as g ∈ Ln,∞(Rn), one immediately recognizes that the measure

µ(A) =
∫

A
g(x) dx, A ⊂ Rn,

satisfies
‖|µ|‖n−1 ≤ cn ‖g‖Ln,∞(Rn)

for some dimensional constant cn > 0 (for instance, see [29, Section 6]), so that one can
recover the above inequalities (1.17), (1.18) and (1.19) from (1.16) via known interpolation
inequalities in Lorentz spaces.

Motivated by the analogy between BV and BV α functions, one would be tempted to
say that, at least for n ≥ 2, an inequality of the form∫

Rn
|f | dµ ≤ cn,α ‖µ‖n−α

∫
Rn

|∇αf | dx, (1.20)

that is, equivalently, ∫
Rn

|Iαf | dµ ≤ cn,α ‖µ‖n−α

∫
Rn

|Rf | dx, (1.21)

may hold for all sufficiently regular functions f , see [29, Question 7.1], where

Rf(x) = π− n+1
2 Γ

(
n+1

2

)
lim

ε→0+

∫
{|y|>ε}

y f(x + y)
|y|n+1 dy, x ∈ Rn,

is the (vector-valued) Riesz transform of f . Unfortunately, in [27, Theorem 1.3], Spector
ruled out the validity of (1.20), as well as of (1.21), whenever α ∈ (0, 1).

Nontheless, recalling that ∇αf = ∇I1−αf , one may apply the Meyers–Ziemer trace
inequality (1.16) to the function I1−αf to get∫

Rn
|(I1−αf)?| dµ ≤ cn ‖µ‖n−1

∫
Rn

|∇αf | dx. (1.22)

Interestingly, inequality (1.22) turns out to behave as the mother inequality for the
Meyers–Ziemer trace inequality (1.16) as well as for the fractional Hardy inequality (1.4).
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Indeed, on the one side, taking the limit as α → 1− in (1.22), then one gets inequal-
ity (1.16) back. On the other side, if one takes f ≥ 0 and µ = 1

| · | L n, then one easily
recognizes that∫

Rn
I1−αf

dx

|x|
= cn

∫
Rn

I1−αf In−1 dx = cn

∫
Rn

In−αf dx = cn,α

∫
Rn

f(x)
|x|α

dx,

recovering (1.4).
Having the above observations in mind, our last main result is the following rigorous

statement of the inequality (1.22).

Theorem 1.12 (Fractional Meyers–Ziemer trace inequality). Let α ∈ (0, 1) and p ∈[
1, n

1−α

)
. There exists a dimensional constant cn > 0 such that∫

Rn
|(I1−αf)?| dµ ≤ cn ‖µ‖n−1 |Dαf |(Rn) (1.23)

for all f ∈ BV α,p(Rn) and all µ ∈ M +
loc(Rn).

As formally observed above, besides providing an alternative route for the proof of
Theorem 1.2, Theorem 1.12 leads to the following consequences. Here and in the rest of
the paper, we let

H1(Rn) =
{
f ∈ L1(Rn) : Rf ∈ L1(Rn;Rn)

}
be the (real) Hardy space, see [12, 30] for a detailed exposition.

Corollary 1.13 (Meyers–Ziemer trace inequalities). There exists a dimensional constant
cn > 0 with the following properties.

(i) If f ∈ BV 1,p(Rn) for some p ∈ [1, +∞), with p ≤ n
n−1 if n ≥ 2, and µ ∈ M +

loc(Rn),
then ∫

Rn
|f ?| dµ ≤ cn ‖µ‖n−1 |Df |(Rn). (1.24)

(ii) If f ∈ H1(Rn) and µ ∈ M +
loc(Rn), then∫

Rn
|(I1f)?| dµ ≤ cn ‖µ‖n−1 ‖Rf‖L1(Rn;Rn). (1.25)

We notice that Corollary 1.13(ii) positively answers [29, Question 7.1] in the (solely
possible) case α = 1 and, as well-known, it implies the following stronger version of the
Stein–Weiss inequality,

‖I1f‖
L

n
n−1 (Rn) ≤ cn ‖Rf‖L1(Rn;Rn) (1.26)

for all f ∈ H1(Rn), see [29, Section 1] for a more detailed discussion. Consequently,
once again choosing the measure µ = 1

| · | L n, inequality (1.25) implies the Hardy-type
inequality ∫

Rn

|I1f(x)|
|x|

dx ≤ cn ‖Rf‖L1(Rn;Rn) (1.27)

whenever f ∈ H1(Rn). Inequality (1.27), in turn, can be also inferred from the Hardy in-
equality (1.17), thanks to the continuity of the map I1 : H1(Rn) → BV 1, n

n−1 (Rn) provided
by (1.26) (see [5, Proposition 3.4(i)] for the fractional case α ∈ (0, 1)).
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1.6. Organization of the paper. The paper is organized as follows. Section 2 is ded-
icated to the proof of Theorem 1.7. In Section 3, we apply it first to prove Theorem 1.6
and then, in turn, its consequences Corollary 1.10, Theorem 1.4, Theorem 1.1. Finally,
in Section 4, we prove Theorem 1.12 and its consequences in Corollary 1.13.

2. Proof of Theorem 1.7

Let R > 0 be fixed. Since ηR ∈ Bα
q,1(Rn) with q ∈

(
n
α
, +∞

]
, by the Sobolev Embedding

Theorem (see [1, Theorem 7.34(c)] and [14, Theorem 17.52] for instance) we know that
ηR ∈ Cb(Rn). Now let (%ε)ε>0 be a family of standard mollifiers (see [7, Section 3.3]
for example) and let gε = %ε ∗ g and for all ε > 0. We note that gε ∈ Lipb(Rn) and
∇αgε = %ε ∗ ∇αg for all ε > 0, so that

lim
ε→0+

∫
Rn

ηR f ∇αgε dx = lim
ε→0+

∫
Rn

%ε ∗ (fηR) ∇αg dx =
∫
Rn

ηR f ∇αg dx

by the Dominated Convergence Theorem, since

|%ε ∗ (fηR)| ≤ ‖f‖L∞(Rn) ‖ηR‖L∞(Rn) χAR

for all ε > 0 sufficiently small, where AR ⊂ Rn is a bounded set such that AR ⊃ supp ηR.
Now let ε > 0 be fixed. By [9, Theorem 1.1], we have that fηR ∈ BV α(Rn), with

Dα(fηR) = ηR Dαf + f ∇αηR L n + ∇α
NL(f, ηR) L n in M (Rn;Rn).

Consequently, by [8, Proposition 2.7], we can compute∫
Rn

ηR f ∇αgε dx = −
∫
Rn

gε dDα(fηR)

= −
∫
Rn

ηR gε dDαf −
∫
Rn

f gε ∇αηR dx −
∫
Rn

gε∇α
NL(f, ηR) dx.

On the one side, we can estimate∣∣∣∣∣
∫
Rn

f gε∇αηR dx

∣∣∣∣∣ ≤ ‖gε‖L∞(Rn)

∫
Rn

|f | |∇αηR| dx

≤ ‖g‖L∞(Rn) ‖f‖Lp(Rn) ‖∇αηR‖Lq(Rn;Rn)

≤ µn,α R
n
q

−α ‖f‖Lp(Rn) ‖g‖L∞(Rn) [η]Bα
q,1(Rn),

thanks to [9, Corollary 2.3]. On the other side, in a similar way, we can bound∣∣∣∣∣
∫
Rn

f ∇α
NL(gε, ηR) dx

∣∣∣∣∣ =
∫
Rn

|f | ∇α
NL(gε, ηR) dx

≤ ‖f‖Lp(Rn) ‖∇α
NL(gε, ηR)‖Lq(Rn;Rn)

≤ 2µn,α ‖f‖Lp(Rn) ‖gε‖L∞(Rn)) [ηR]Bα
q,1(Rn)

≤ 2µn,α R
n
q

−α ‖f‖Lp(Rn) ‖g‖L∞(Rn)) [η]Bα
q,1(Rn)

thanks to [9, Corollary 2.7]. Therefore, we get the (uniform in ε) limit

lim
R→+∞

sup
ε>0

∣∣∣∣∣
∫
Rn

f gε∇αηR dx

∣∣∣∣∣+
∣∣∣∣∣
∫
Rn

f ∇α
NL(gε, ηR) dx

∣∣∣∣∣ = 0.
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Now we need to show that

lim
ε→0+

∫
Rn

ηR gε dDαf =
∫
Rn

ηR g? dDαf. (2.1)

Indeed, since f ∈ BV α,∞(Rn), by [6, Theorem 1] we have that |Dαf | � H n−α. Moreover,
being g ∈ W α,1

loc (Rn), by [18, Proposition 3.1] we can infer that

lim
ε→0+

gε(x) = lim
ε→0+

%ε ∗ g(x) = lim
r→0+

−
∫

Br(x)
g(y) dy = g?(x) for H n−α-a.e. x ∈ Rn,

so that (2.1) immediately follows by the Dominated Convergence Theorem (with respect
to the finite measure |Dαf |). Finally, since

lim
R→+∞

ηR(x) = lim
R→+∞

η
(

x
R

)
= η(0) for all x ∈ Rn,

by the Dominated Convergence Theorem (with respect to the finite measure |g?| |Dαf |)
we conclude that

lim
R→+∞

∫
Rn

ηR g? dDαf = η(0)
∫
Rn

g? dDαf

and the proof is complete.

3. Hardy inequalities and failure of the chain rule

3.1. Integration by parts on half-spaces. We begin with the proof of the formula for
the fractional gradient of the characteristic function of a half-space.

Proof of Proposition 1.8. By the translation invariance of the fractional gradient (re-
call [26, Theorem 2.2]), we have

∇αχH+
ν (x0)(x) = ∇αχH+

ν
(x − x0)

for all x ∈ Rn and so we can assume x0 = 0 without loss of generality. Since χH+
ν

∈
BVloc(Rn) ∩ L∞(Rn) and clearly

|DχH+
ν

|(∂BR) = H n−1(Hν ∩ ∂BR) = 0

for all R > 0, by the representation formula [8, Proposition 3.5] we get ∇αχH+
ν

∈
L1

loc(Rn;Rn), with∫
Rn

ϕ · ∇αχH+
ν

dx = lim
R→+∞

∫
Rn

ϕ · I1−α(χBR
DχH+

ν
) dx

= lim
R→+∞

ν ·
∫
Rn

ϕ I1−α(χBR
H n−1 Hν) dx. (3.1)

By the Monotone Convergence Theorem, we get

lim
R→+∞

I1−α(χBR
H n−1 Hν)(x) = I1−α(H n−1 Hν)(x)

for L n-a.e. x ∈ Rn. We now claim that

I1−α(H n−1 Hν) = µ1,α

α

1
| · |α

∈ L1
loc(Rn). (3.2)
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The case n = 1 is easy. For n ≥ 2, we argue as follows. Let R ∈ SO(n) be such that
Rν = e1, so that (Rx)1 = (Rx) · e1 = x · tRe1 = x · ν. By simple changes of variables, we
get ∫

Hν

dH n−1(y)
|y − x|n+α−1 =

∫
He1

dH n−1(y)
|y − Rx|n+α−1

=
∫
Rn−1

dy2 · · · dyn(
(Rx)2

1 +∑n
j=2(yj − (Rx)j)2

)n+α−1
2

=
∫
Rn−1

1
|(Rx)1|α

dy2 · · · dyn(
1 + |(y2, . . . , yn)|2

)n+α−1
2

= (n − 1) ωn−1

|x · ν|α
∫ +∞

0

%n−2

(1 + %2)n+α−1
2

d%

whenever x /∈ Hν . By known properties of the Gamma function, it is not difficult to
recognize that

∫ +∞

0

%n−2

(1 + %2)n+α−1
2

d% =
Γ
(

α
2

)
Γ
(

n−1
2

)
2 Γ

(
n+α−1

2

) ,

so that

I1−α(H n−1 Hν)(x) = µn,α

(n + α − 1)
Γ
(

α
2

)
Γ
(

n−1
2

)
2 Γ

(
n+α−1

2

) (n − 1) ωn−1

|x · ν|α
= µ1,α

α

1
|x · ν|α

whenever x /∈ Hν , proving (3.2). Therefore, we can apply the Dominated Convergence
Theorem in (3.1) to obtain∫

Rn
ϕ · ∇αχH+

ν
dx = ν ·

∫
Rn

ϕ I1−α(H n−1 Hν) dx = µ1,α

α
ν ·
∫
Rn

ϕ(x)
|x|α

dx

and the conclusion immediately follows. �

Having Proposition 1.8 at disposal, we can easily deduce the limit Gauss–Green formula
on half-spaces.

Proof of Theorem 1.6. The validity of (1.11) is an immediate consequence of Theorem 1.7,
since χH+

ν (x0) ∈ BVloc(Rn) ∩ L∞(Rn) with ∇αχH+
ν (x0) ∈ L1

loc(Rn;Rn) thanks to Proposi-
tion 1.8. For the proof of (1.12), we can simply choose η ∈ C∞

c (Rn) such that 0 ≤ η ≤ 1
and η(x) = 1 for x ∈ B1, so that, arguing component-wise,

lim
R→+∞

∫
Rn

ηR(x) f(x) ν

|(x − x0) · ν|α
dx =

∫
Rn

f(x) ν

|(x − x0) · ν|α
dx

either trivially if supp f is bounded, or by the Monotone Convergence Theorem if f has
constant sign. Thus, the proof is complete. �
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3.2. Fractional Hardy inequalities. We can now deal with the proofs of the fractional
Hardy inequalities in Corollary 1.9, Corollary 1.10 and Theorem 1.2.

Proof of Corollary 1.9. Let (%ε)ε>0 be a family of standard mollifiers (see [7, Section 3.3]
for example) and set fε = %ε ∗ f and for all ε > 0. Clearly, fε ∈ BV α,p

+ (Rn) ∩ L∞(Rn), so
that (1.12) implies

µ1,α

α

∫
Rn

fε(x)
|(x − x0) · ν|α

dx ≤ |Dαfε|
(
H+

ν (x0)
)

for all x0 ∈ Rn and ν ∈ Sn−1. On the left-hand side, we employ Fatou’s Lemma to obtain

lim inf
ε→0+

µ1,α

α

∫
Rn

fε(x)
|(x − x0) · ν|α

dx ≥ µ1,α

α

∫
Rn

f(x)
|(x − x0) · ν|α

dx.

As for the right-hand side, thanks to [2, Theorem 2.2(b)] we notice that

lim sup
ε→0+

|Dαfε|
(
H+

ν (x0)
)

≤ lim sup
ε→0+

|Dαf |
(
H+

ν (x0) + Bε

)
≤ |Dαf |

(
H+

ν (x0)
)

and this proves (1.15). �

Proof of Corollary 1.10. At first, let us also assume that f ∈ BV α,p
+ (Rn) ∩ L∞(Rn). Let

r > 0 be fixed. Choosing x0 + rν in place of x0 in (1.12) and taking the integral average
on Sn−1, we get
µ1,α

α
−
∫
Sn−1

∫
Rn

f(x)
|(x − x0) · ν − r|α

dx dH n−1(ν) = −−
∫
Sn−1

ν · Dαf(H+
ν (x0 + rν)) dH n−1(ν)

≤ |Dαf |
(
Rn \ Br(x0)

)
.

By Tonelli’s Theorem, we can compute

−
∫
Sn−1

∫
Rn

f(x)
|(x − x0) · ν − r|α

dx dH n−1(ν) =
∫
Rn

f(x) −
∫
Sn−1

dH n−1(ν)
|(x − x0) · ν − r|α

dx

=
∫
Rn

f(x) wn,α(|x − x0|, r) dx,

where in the last inequality we exploited the formula proved in [11, Section D.3] for n ≥ 2
(the case n = 1 being trivial).

Now let f ∈ BV α,p
+ (Rn) be possibly unbounded. Let (%ε)ε>0 be a family of standard

mollifiers (see [7, Section 3.3] for example) and set fε = %ε ∗ f and for all ε > 0. Clearly,
fε ∈ BV α,p

+ (Rn) ∩ L∞(Rn), so that∫
Rn

fε(x) wn,α(|x − x0|, r) dx ≤ |Dαfε|
(
Rn \ Br(x0)

)
for all ε > 0. On the one side, we have

lim inf
ε→0+

∫
Rn

fε(x) wn,α(|x − x0|, r) dx ≥
∫
Rn

f(x) wn,α(|x − x0|, r) dx

by Fatou’s Lemma. On the other side, thanks to [6, Theorem 4] and [2, Theorem 2.2(b)],
we can estimate

|Dαfε|
(
Rn \ Br(x0)

)
≤ (%ε ∗ |Dαf |)

(
Rn \ Br(x0)

)
≤ |Dαf |

(
Rn \ Br−ε(x0)

)
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for all ε ∈ (0, r). Consequently, we get∫
Rn

f(x) wn,α(|x − x0|, r) dx ≤ lim
ε→0+

|Dαf |
(
Rn \ Br−ε(x0)

)
= |Dαf |

(
Rn \ Br(x0)

)
by monotonicity and the proof is complete. �

Proof of Theorem 1.2. At first, let n ≥ 2 and f ∈ BV α,p(Rn) with p ∈
[
1, n

1−α

)
. Up

to a translation, we can assume x0 = 0. Let (%ε)ε>0 be a family of standard mollifiers
(see [7, Section 3.3] for example) and let fε = %ε ∗ f for all ε > 0. By [6, Theorem 4],
we know that fε ∈ BV α,p(Rn) and ∇αfε = %ε ∗ Dαf for all ε > 0. Moreover, thanks
to [7, Lemma 3.28(i)] and [6, Proposition 4(i)], we have ∇αfε = ∇I1−αfε ∈ L1(Rn;Rn).
Therefore the conclusion follows by applying (1.6) to fε and then passing to the limit as
ε → 0+ via Fatou’s Lemma and [6, Theorem 4]. Let now n = 1, f ∈ BV α,p

+ (R) with
p ∈

[
1, 1

1−α

)
, and fε = %ε ∗ f for all ε > 0. Clearly, fε ≥ 0, so that we may employ

Corollary 1.9 to get
µ1,α

α

∫
R

fε(x)
|x − x0|α

dx = µ1,α

α

∫
R

fε(x)
|(x − x0) · ν|α

dx ≤ |Dαfε|(H+
ν (x0)) (3.3)

for all x0 ∈ R and ν ∈ {±1}, since fε ∈ BV α,∞(R), and so |Dαfε| � H 1−α by [6, Theo-
rem 1]. Hence, if we substitute ν with −ν in (3.3) and then we add the two inequalities,
we get

2µ1,α

α

∫
R

fε(x)
|x − x0|α

dx ≤ |Dαfε|(R) ≤ |Dαf |(R).

Thus, we can pass to the limit as ε → 0+ exploiting again Fatou’s Lemma. In order to
prove the optimality of the constant c1,α = 2µ1,α

α
, we choose f = χ(x0−1,x0+1), so that∫

R

χ(x0−1,x0+1)(x)
|x − x0|α

dx = 2
1 − α

.

Since
|Dαχ(x0−1,x0+1)|(R) = 4µ1,α

α(1 − α)
thanks to [7, Example 4.11], we get the optimality of c1,α and the proof is complete. �

Remark 3.1. Let α ∈ (0, 1) and p ∈
[
1, n

n−α

)
. Arguing as in the second part of the proof

of Theorem 1.2, it is possible to show that
2µ1,α

α

∫
Rn

f(x)
|x − x0|α

dx ≤ |Dαf |(Rn)

for all f ∈ BV α,p
+ (Rn). Combining this with [25, Theorem 1.2], we deduce that

cn,α

∫
Rn

f(x)
|x − x0|α

dx ≤ |Dαf |(Rn) for all f ∈ BV α,p
+ (Rn),

where
cn,α = max

{2µ1,α

α
, γn,α

}
and

γn,α =
2αΓ

(
α
2

)
Γ
(

n+1
2

)
π1− α

2 Γ
(

n−α
2

) .
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However, for n ≥ 3, one can see that γn,α > 2µ1,α

α
for all α ∈ (0, 1). To the best of our

knowledge, it is not known whether cn,α is the optimal constant for some n ≥ 2 and
α ∈ (0, 1).
3.3. Failure of the fractional chain rule. We begin with the proof of the rigidity
property contained in Theorem 1.4.

Proof of Theorem 1.4. If supp |Dαf | is bounded, then |Dαf |
(
Rn \Br

)
= 0 for some r > 0.

Hence, by Corollary 1.10, we must have f = 0 L n-a.e. in Rn, being wn,α > 0. If, instead,
|Dαf |

(
H+

ν (x0)
)

= 0 or f ∈ L∞(Rn) and Dαf(H+
ν (x0)) = 0 for some x0 ∈ Rn and

ν ∈ Sn−1, then we similarly conclude by (1.12) in Theorem 1.6 and Corollary 1.9. �

We can now end this section by showing the failure of the fractional chain rule.

Proof of Theorem 1.3. Let Q1 = (−1, 1)n. We consider the function f = (−∆) 1−α
2 χQ1 ,

f(x) = νn,α

(
−χQ1(x)

∫
Rn\Q1

1
|y − x|n+1−α

dy + χRn\Q1(x)
∫

Q1

1
|y − x|n+1−α

dy

)
, (3.4)

for x ∈ Rn \ ∂Q1, where

νn,α := 2απ− n
2

Γ
(

n+α
2

)
Γ
(
−α

2

) .

Thanks to [7, Lemma 3.28(ii)], we know that f ∈ BV α(Rn) with Dαf = DχQ1 . By [6,
Theorem 6], we also have that f ∈ BV α,p(Rn) for all p ∈

[
1, n

n−α

)
. Now let Φ ∈ Lipb(R)

be such that Φ(0) = 0 and Φ ≥ 0 and assume that Φ(f) ∈ BV α(Rn) with
supp |DαΦ(f)| ⊂ supp |Dαf | = supp |DχQ1| = ∂Q1.

Note that, again by [6, Theorem 6], Φ(f) ∈ BV α,p
+ (Rn) for all p ∈

[
1, n

n−α

)
. Consequently,

supp |DαΦ(f)| is compact, so that Φ(f) ≡ 0 thanks to Theorem 1.4. Since νn,α < 0, we
observe that f(x) → 0− as |x| → +∞ and, moreover,

lim inf
t→1+

∫
Q1

1
|y − te1|n+1−α

dy ≥
∫

Q1

dy

|y − e1|n+α−1

≥ sup
ε∈(0,1)

∫
(−1,1−ε)×(−ε,ε)n−1

dy

|y − e1|n+α−1

≥ cn,α sup
ε∈(0,1)

∫
(−1,1−ε)×(−ε,ε)n−1

dy

|y1 − 1|n+α−1

= cn,α sup
ε∈(0,1)

εn−1
(
εα−n − 2α−n

)
= +∞,

thanks to Fatou’s Lemma. As a consequence, f(Rn) ⊃ (−∞, 0) and thus Φ(t) = 0 for all
t ∈ (−∞, 0). Replacing f with −f , we also get that Φ(t) = 0 for all t ∈ (0, +∞), proving
that Φ ≡ 0 and the proof is complete. �

Proof of Theorem 1.1. By [7, Theorem 3.26], we know that fα ∈ BV α(R). We claim that
|fα| /∈ BV α(R). By contradiction, if |fα| ∈ BV α(R), then Theorem 1.2 implies that

cα

∫
R

|fα(x)|
|x|α

dx ≤ |Dα|fα||(R) < +∞. (3.5)
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However, for x ∈ (0, 1), we have

|fα(x)|
|x|α

= |µ1,−α|
(

1
x

+ (1 − x)α−1

xα

)
,

contradicting (3.5) and the proof is complete. �

4. Fractional Meyers–Ziemer trace inequality

We begin by noticing that, somehow formulating in a more rigorous way the ideas
sketched in the introduction, one can prove Theorem 1.12 by directly applying the stan-
dard Meyers–Ziemer trace inequality (1.16) to the function u = I1−αf whenever f ∈
BV α,p(Rn) with p ∈

(
1, n

1−α

)
, since

I1−α : BV α,p(Rn) → BV 1, n
n−1 (Rn)

with Du = Dαf in M (Rn;Rn), thanks to [6, Proposition 4(i)]. In the case p = 1, we only
have

I1−α : BV α(Rn) → BV 1,q(Rn)

for all q ∈
(

n
n−1+α

, n
n−1

)
with Du = Dαf in M (Rn;Rn), in virtue of [7, Remark 3.29]

and [6, Theorem 6], but this is still enough in order to directly exploit (1.16).
Below, we instead outline a direct argument showing that the very same line of reasoning

used in [16] (see [29, Section 7] for a more detailed explanation) to prove (1.16) works as
well for proving Theorem 1.12.

Proof of Theorem 1.12. Let f ∈ BV α,p(Rn) for some p ∈
[
1, n

1−α

)
. Let (%ε)ε>0 be a family

of standard mollifiers (see [7, Section 3.3] for example) and let fε = %ε ∗ f and for all
ε > 0. By [6, Theorem 4], we know that fε ∈ BV α,p(Rn) with ∇αfε = %ε ∗ Dαf for all
ε > 0. Now let uε = I1−αfε for all ε > 0. By what we have just observed above, it is not
difficult to see that uε ∈ BV 1,q(Rn) ∩ C∞(Rn) for some q ∈

(
n

n−1+α
, n

n−1

]
with

|∇uε| = |∇αfε| ≤ %ε ∗ |Dαf | in L1(Rn).

Therefore, we can estimate∫
Rn

|∇uε| dx =
∫
Rn

|∇αfε| dx ≤ |Dαf |(Rn) < +∞

and, moreover, the set
Eε

t = {x ∈ Rn : |uε(x)| > t}
is open with finite perimeter for a.e. t > 0. Since

|Eε
t ∩ Br(x)|
|Br(x)| ≤ min{|Eε

t |, |Br(x)|}
|Br(x)|

and

|Eε
t | = |{x ∈ Rn : |I1−αfε(x)| > t}| ≤ cn,α,p

(
‖f‖Lp(Rn)

t

) np
n−(1−α)p

< +∞



FAILURE OF THE LOCAL CHAIN RULE FOR THE FRACTIONAL VARIATION 17

by the Hardy–Littlewood–Sobolev inequality (see [12, Theorem 1.2.3] for instance), for
each given x ∈ Eε

t the function

r 7→ |Eε
t ∩ Br(x)|
|Br(x)|

is continuous, equals 1 for small r > 0 (since Eε
t is open) and tends to zero as r → +∞.

Thus, reasoning exactly as in [27, Section 6], via a routine Vitali covering argument we
can estimate

µ(Eε
t ) ≤ cn ‖µ‖n−1 |DχEε

t
|(Rn)

for a.e. t > 0, where cn > 0 is a dimensional constant. Therefore, by the coarea formula
and the chain rule for function with bounded variation, we can estimate∫

Rn
|uε| dµ =

∫
R

µ(Eε
t ) dt

≤ cn ‖µ‖n−1

∫
R

|DχEε
t
|(Rn) dt

≤ cn ‖µ‖n−1

∫
Rn

|∇uε| dx

≤ cn ‖µ‖n−1 |Dαf |(Rn)

for all ε > 0. Now, since ‖µ‖n−1 < +∞, it is standard to see that µ � H n−1, see [18]
and the references therein for a more detailed discussion. Therefore, since

lim
ε→0+

uε(x) = lim
ε→0+

%ε ∗ u(x) = u?(x) for H n−1-a.e. x ∈ Rn

(see [10, Section 5.9] for instance), by the Fatou’s Lemma we conclude that∫
Rn

|(I1−αf)?| dx ≤ lim inf
ε→0+

∫
Rn

|uε| dµ ≤ cn ‖µ‖n−1 |Dαf |(Rn)

and the proof is complete. �

We now conclude our paper with the proof of Corollary 1.13.

Proof of Corollary 1.13. The validity of (i) for any f ∈ C∞
c (Rn) follows directly from

Theorem 1.12 combined with the asymptotic analysis obtained in [8]. For a general
f ∈ BV 1, n

n−1 (Rn), one just need to perform a routine approximation argument thanks
to [6, Proposition 1]. The validity of (ii) follows in a similar way, this time relying on the
asymptotic analysis carried in [5]. �
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