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Abstract. We study nematic liquid crystalline films within the framework of the Landau–
de Gennes theory in the limit when both the thickness of the film and the nematic corre-
lation length are vanishingly small compared to the lateral extent of the film. We prove
Γ–convergence for a sequence of singularly perturbed functionals with a potential vanishing
on a high–dimensional set and a Dirichlet condition imposed on admissible functions. This
then allows us to prove the existence of local minimizers of the Landau–de Gennes energy
in the spirit of [R. V. Kohn and P. Sternberg, Local minimisers and singular perturbations,
Proc. Roy. Soc. Edinburgh Sect. A, 111 (1989), pp. 69–84] despite the lack of compactness
arising from the high–dimensional structure of the wells. The limiting energy consists of
leading order perimeter terms, similar to Allen–Cahn models, and lower order terms arising
from vortex structures reminiscent of Ginzburg–Landau models.

1. Introduction

In this paper, we study thin nematic liquid crystalline films. Nematic liquid crystals
consist of rod– or disk–like molecules which can flow like liquids, but still exhibit molecu-
lar orientational order. We analyze the Landau–de Gennes Q–tensor variational model in
the thin film limit by carrying out a dimension reduction from three dimensions to two.
This model exhibits features similar to two–dimensional Allen–Cahn and Ginzburg–Landau
theories. We also generalize the local minimizer existence result of [20] to functionals with
potentials vanishing on high dimensional sets and limiting energy which has interior interfa-
cial cost and cost associated to the boundary of the domain.

To arrive at the two–dimensional models, we use the theory of Γ–convergence; see [14]
for an introduction to the topic. Dimension reduction for planar nematic thin films via Γ–
convergence has also been studied in [19]. We use a similar model as in [19] but scale the
functional differently by assuming that non–dimensional nematic correlation length vanishes
along with the aspect ratio of the film.

We fix a bounded, C2 domain Ω ⊂ R2 and work on the cylinder Ω × (0, h), where
0 < h � 1. We require admissible Q–tensors to have uniaxial boundary data g on the
lateral boundary ∂Ω× (0, h) of the cylinder. In addition to being uniaxial, g is chosen such
that the normal to the top and bottom of the cylinder, in this case the vector ẑ = (0, 0, 1), is
an eigenvector. This requirement is motivated by the desire to model both homeotropic and
parallel anchoring, in which the majority of the nematic molecules are oriented perpendicular
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and parallel to the surface of the film, respectively [34]. Reduced Q–tensor models for thin
films such as [10, 28] have incorporated this condition based on experiments in [13].

Our starting point is the non–dimensional energy functional

Eε(Q) =

∫
Ω′×(0,1)

(
|∇xQ|2 +

1

ε2
|∇zQ|2 +

1

δ2
fLdG(Q)

)
dx dz +

1

ε

∫
Ω′×{0,1}

fs(Q) dx,

derived in [19, Eq. 25]. The spatial coordinates (x, z) = (x1, x2, z) have been rescaled
using the change of variables (x1, x2, z) → (x1/R, x2/R, z/h), where R := diam(Ω), and
Ω′ = Ω/R. From now on we will refer to the rescaled domain simply as Ω. Here ε := h/R,
and δ := ξNI/R with ξNI being the nematic correlation length [16]. The nondimensional

elastic energy density |∇xQ|2 +
1

ε2
|∇zQ|2 corresponds to the so–called equal elastic case of

the general Landau–de Gennes elastic energy density. The fLdG term is the nondimensional
Landau–de Gennes bulk energy density [16]; see Section 2 for a precise definition.

The surface term fs from [19] is given by

fs(Q) = γ|(I− ẑ ⊗ ẑ)Qẑ|2 + α(Qẑ · ẑ − β)2,

where α, γ > 0, β is real, and I is the 3×3 identity matrix. It is evident from this expression
that the minimizers of fs are precisely those Q–tensors which have ẑ as an eigenvector with
eigenvalue β. This surface energy is a specific example of the “bare” surface energy

fs(Q) = c1(Qẑ · ẑ) + c2|Q|2 + c3(Qẑ · ẑ)2 + c4|Qẑ|2,

for a planar film, where α = c3 + c4 > 0, β = − c1

2(c3 + c4)
, c2 = 0, and γ = c4 > 0. Choosing

the constants ci to satisfy these constraints ensures that the energies Fε are bounded from
below and also allows for nontrivial behavior in the limit due to the degeneracy of the set of
minimizers for fs.

Next, we wish to choose a suitable scaling for δ in terms of ε and carry out the one-
parameter dimension reduction. In order for both the Landau–de Gennes and surface terms
to play a role in the asymptotic regime, a natural scaling to consider is δ ∼

√
ε when the

core radius of nematic defects, although small, is still much larger than the thickness of the
film. Then the energy Eε can be expressed in the form

Eε(Q) =

∫
Ω×(0,1)

(
|∇xQ|2 +

|∇zQ|2

ε2
+

1

ε
fLdG(Q)

)
dx dz +

1

ε

∫
Ω×{0,1}

fs(Q) dx.

With this scaling in place, we consider an asymptotic limit of the functionals Eε as
ε→ 0. This is in contrast to [19], where only the non–dimensional thickness of the film was
assumed to approach zero.

For convenience, we replace ε by ε2 and multiply the modified functionals by ε. This
results in functionals for which the leading con contribution will be O(1):

Fε(Q) =

∫
Ω×(0,1)

(
ε|∇xQ|2 +

|∇zQ|2

ε3
+

1

ε
fLdG(Q)

)
dx dz +

1

ε

∫
Ω×{0,1}

fs(Q) dx.

Heuristically, due to the high cost associated with z–dependence, reasonable competitors for
Fε should be essentially independent of z. This observation allows us to rewrite the integral
of fs over Ω×{0, 1} as twice the integral of fs over Ω× (0, 1). With the equal scaling of the
Landau–de Gennes and the surface terms then, we obtain a potential which is fLdG perturbed
by 2fs. Due to the growth of fLdG and fs at infinity, the minimum value of fLdG + 2fs is
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achieved and then, without loss of generality, we can set the minimum to be zero. Denoting
the zero set of fLdG + 2fs by P , we see that the bulk and surface terms penalize those Q
which take values away from P .

Let us denote by Pi a connected component of P and define the function ϕi(Q) as

d√W (Q,Pi),

where d√W is the degenerate Riemannian metric with the conformal factor
√
fLdG + 2fs.

Also, we will frequently identify maps on Ω as maps defined on Ω × (0, 1) by the trivial
z–independent extension. Our first main theorem is:

Theorem 1.1. The Fε Γ–converge in the L1 topology to the functional F0, defined by

F0(Q) =
n∑

i,j=1

ϕi(Pj)H1(∂∗Ai ∩ ∂∗Aj) + 2
n∑
i=1

∫
∂Ai∩∂Ω

ϕi(g(x)) dH1(x),

where Ai := {x ∈ Ω : Q(x) ∈ Pi}, the set ∂∗Ai is the reduced boundary of Ai, cf. [17], and
H1 denotes the one–dimensional Hausdorff measure.

The Γ–convergence of Allen–Cahn type functionals is well-studied in the literature; see
for example [7, 15, 20, 25, 30, 31]. In each of these examples, the zero set of the potential
function is a finite number of points. In our case, however, the minimal set of the potential
is the zero set of a quartic polynomial in five variables, and we do not have a full description
of its structure. Generally, the wells are high–dimensional and perhaps contain singularities.
The Γ– convergence of Allen–Cahn type functionals possessing a general potential function
with a zero set of arbitrary dimension and smoothness has been established in [3]. The
model we consider is distinct from [3] in that it combines a high–dimensional potential well
with a Dirichlet condition. We also point out that it has been more common in the study
of such problems to impose a volume constraint on the space of admissible functions, as in
[30, 7, 15], rather than a Dirichlet condition, as considered here.

For the scalar case, Γ–convergence of Allen–Cahn functionals with competitors satisfying
a Dirichlet condition was proved in [27]. The asymptotics of vector–valued minimizers of
Allen–Cahn functionals, rather than full Γ–convergence, in the presence of a suitable Dirichlet
condition has been addressed in [23]. To the best of our knowledge, these appear to be a few
of the rare instances of a discussion of Γ–convergence for singular perturbations of multi–well
potentials among maps subject to a Dirichlet condition. This may be due to the inherent
difficulty in building a boundary layer consisting of a smoothly varying family of geodesics
bridging the Dirichlet condition lying off the potential wells to values in the wells.

One of the main contributions of the present work is obtaining full Γ–convergence for
Allen–Cahn type functionals with higher–dimensional wells among competitors that satisfy
a Dirichlet condition. The rotational symmetry described in Section 3 of the Landau–de
Gennes potential fLdG and the surface term fs is crucial to the proof of Γ–convergence, in
particular, to the construction of a recovery sequence. This symmetry was also utilized by the
authors in [2] in the context of studying a nematic liquid crystal outside a spherical particle
under an external field. Away from the boundary, we are able to apply the techniques from
[3]. We point out that the techniques in the Γ–convergence proof would apply equally well
to similar functionals with a potential vanishing on a higher–dimensional set, as long as the
potential has some symmetry respected by the Dirichlet boundary data; see the discussion
at the end of Section 4.
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A natural question regarding Allen–Cahn type functionals such as Fε is the possibility of
finding local minimizers for the functionals Fε. In cases such as the one discussed here, where
the zero set of the potential consists of curves or even surfaces as opposed to isolated points,
this has not been addressed in the literature. When the zero set consists of two points, an
answer was provided by the authors in [20]. Crucial to their proof is the L1–compactness
of a bounded energy sequence, which cannot be expected in general when the zero set is
higher–dimensional. We resolve this question for very general functionals by working with a
distance which is weaker than the usual L1 metric. For two tensors Q1 and Q2, we define

Λ(Q1, Q2) =
∑
i

‖ϕi(Q1)− ϕi(Q2)‖L1(Ω).

For Q–tensors whose range is contained in the zero set P = ∪iPi, the distance Λ(Q1, Q2)
is zero precisely when the sets where Q1 and Q2 lie in Pi coincide for each i. It can be
quickly shown (see Section 4) that a sequence {Qε} with bounded energy is Λ–compact.
A similar pseudo–metric was proposed in [3], under which bounded energy sequences enjoy
compactness. This also allows us to prove the existence of local minimizers of Fε and F0 in
Sections (4) and (5) similar to those in [20] and [32] for potentials that vanish on sets more
complicated than a finite collection of points. The theorems apply to our particular liquid
crystal models as well as a wide range of other functionals. Phrasing the rather general
result in terms of our specific liquid crystal problem, we prove

Theorem 1.2. Let Q0 be an isolated Λ–local minimizer of F0. Then there exists ε0 > 0 and
a family {Qε}ε<ε0 such that

(1.1) Qε is a Λ–local minimizer of Fε

and

(1.2) Λ(Q0, Qε)→ 0.

It can be quickly shown (see Remark 2) that the Qε are in fact H1–local minimizers,
and therefore are classical solutions, by elliptic regularity, to the Euler-Lagrange system
corresponding to Fε.

In order to apply Theorem 1.2, we must obtain a Λ–isolated local minimizer for F0,
which has interior interfacial cost as well as cost associated to the boundary of Ω. We prove
the existence of such a local minimizer in certain domains by using a calibration argument.
The interface of the locally minimizing partition is contained in a “neck” of such a domain.
However, unlike for example the situation in [20], the optimal interface is a straight line
which does not meet the boundary of Ω at the narrowest part of the neck. Rather, the
interface satisfies a contact angle condition, given by (5.2), in which the boundary energy is
balanced by the interfacial energy.

We also wish to study the formation of defects for equilibrium configurations of liquid
crystalline films. Such defects often take the form of disclination lines, which arise due to
the degree of the Dirichlet boundary data g. The history of these types of questions goes
back to [11]. More recently, for liquid crystalline films, the authors in [10] considered such
defects for a two–dimensional Landau–de Gennes model. The study of defects, or vortices,
in the presence of boundary layers for Ginzburg–Landau type energies has been analyzed
in [4, 5, 6]. In our scaling, the energy associated to these types of defects should be on
the order of ε| log ε|. This is lower order than the O(1) cost associated to any boundary
layers for finite energy Qε. Although the maps under consideration here are R5–valued, as
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opposed to R2–valued, the main techniques of these papers are applicable to our problem
after some adjustments. In the following theorem, we use the techniques from [6] to obtain
an asymptotic expansion for the energy of a minimizer Qε of Fε for a specific choice of the
surface energy density fs.

Theorem 1.3. Let Ω be a simply–connected domain and g have degree k. Assume that

fs = γ|(I− ẑ ⊗ ẑ)Qẑ|2.
Then the minimizers Qε of Fε satisfy the asymptotic development

Fε(Qε) = 2

∫
∂Ω

ϕ1(g(x)) dH1(x) + εs2
?πk log

1

ε
+O(ε)

as ε→ 0. The constant s? is explicit and depends on the bulk term fLdG.

We also briefly discuss the convergence of Qε to a limiting map resembling the canonical
harmonic map from [11], as was done in [10], and the location of the defects governed by a
certain “renormalized energy.”

The paper is organized as follows. In Section 2 we introduce the problem in full detail.
We also present some preliminaries which will be necessary in the proofs of our results. In
Section 3 we state the exact version of the Γ–convergence result, Theorem 1.1, and give
its proof. In Sections 4 and 5 we prove the existence of local minimizers of Fε and F0,
respectively. In Section 6 we analyze the issue of defects. Rather than giving full proofs
for every result in that section, we outline the ideas and refer the reader to [6, 10] for the
specific calculations. Finally, in the appendix, we give a partial characterization of the zero
set of the modified potential by establishing conditions under which ẑ is an eigenvector of
any minimizer of fLdG + 2fs.

2. Notation and Preliminaries

First, we present a brief outline of the Landau–de Gennes Q–tensor theory. This theory
is built on the Q–tensor order parameter field corresponding to the second moment of the
local orientational probability distribution (see [24, 26]). Q–tensors are symmetric, traceless,
3× 3 matrices which are used to model the nematic state of a liquid crystal. As such, they
have an orthonormal basis of eigenvectors vi and corresponding real eigenvalues λi. When
two of the eigenvalues of the Q–tensor are equal, for example λ1 = λ2, then the nematic
liquid crystal is in a uniaxial state and the Q–tensor can be written as

(2.1) Q = S

(
v3 ⊗ v3 −

1

3
I

)
,

where S = 3λ3/2, and I is the identity. If no two eigenvalues of Q are equal, then the liquid
crystal is in a biaxial state, and

(2.2) Q = S1

(
v1 ⊗ v1 −

1

3
I

)
+ S2

(
v3 ⊗ v3 −

1

3
I

)
,

where S1 = 2λ1 + λ3 and S2 = λ1 + 2λ3. The biaxial state differs from the uniaxial state
in that it only possesses reflection symmetries with respect to the three orthogonal axes,
whereas the uniaxial state possesses rotational symmetry. Biaxial states may in particular
exist in the cores of nematic defects [21]. When all three eigenvalues are zero, the Q–tensor
is in the isotropic state.
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The associated variational model we consider involves minimization of an energy func-
tional composed of elastic– and bulk–volume terms as well as a weak anchoring surface term.
The most general elastic term one might use includes quadratic and even cubic terms in Q
and its derivatives [26]. Throughout this paper, however, we will work in the so–called equal
elastic constants regime which corresponds to the usual Dirichlet energy. For the bulk energy
density, we will use the Landau–de Gennes bulk energy density given by

(2.3) fLdG(Q) := atr(Q)2 +
2b

3
tr(Q3) +

c

2
(tr(Q2))2.

The coefficient a depends on temperature and is negative for sufficiently low temperatures,
while c > 0. One quickly sees that fLdG only depends on the eigenvalues of Q. It can be
shown that for high temperatures, the global minimum of fLdG is attained by the isotropic
state, whereas for low temperatures, the global minimum is achieved by the uniaxial state

(2.4) s?

(
m⊗m− 1

3
I

)
,

where m ∈ S2 and s? is a real number given explicitly in terms of a, b, and c [26] . Throughout
most of this paper, we do not impose any assumptions on the temperature. Note however
that since c > 0, fLdG is bounded from below, and moreover, it grows quartically at infinity.
We refer the reader to [16] for a thorough overview of the proper non–dimensionalization
procedure for (2.3).

Recall from the introduction that the weak anchoring surface term is given by:

(2.5) fs(Q) = γ|(I− ẑ ⊗ ẑ)Qẑ|2 + α(Qẑ · ẑ − β)2.

From the perspective of modeling nematics, the constant β satisfies −1/3 < β < 2/3; see [34,
p. 24]. However, our arguments hold for any real β. Models with weak anchoring surface
terms have been a source of much recent research, for example in [1, 8, 12, 18, 24, 29].

Next, let us introduce in full detail the problem under consideration. Let S be the set
of real, symmetric, traceless, 3× 3 matrices. We assume Ω is a bounded domain in R2 with
C2 boundary. For (x, z) ∈ ∂Ω× (0, 1), let g be a Lipschitz function given by

(2.6) g(x, z) =
3β

2

(
ẑ ⊗ ẑ − 1

3
I

)
or

(2.7) g(x, z) = −3β

(
n(x)⊗ n(x)− 1

3
I

)
,

where n is S1 × {0}–valued vector field and does not depend on z. We remark that in both
cases, g does not depend on z, so we will refer to g as a function of x from now on. Since
minimizers of fs must have ẑ as an eigenvector with eigenvalue β, we see that these are the
only uniaxial minimizers of fs. Let

Ag = {Q ∈ H1 : Q
∣∣
∂Ω×(0,1)

= g}.

Define W : S → R by

(2.8) W (Q) = fLdG(Q) + 2fs(Q),

and let us suppose that W (g) is never 0; if it were, the problem would be trivial to zero
order. By the growth of fLdG at infinity, we know that W achieves a global minimum value.
Adding a constant to W , we can assume without loss of generality the minimum of W is 0.

6



Recall that

Fε(Q) =



∫
Ω×(0,1)

(
ε|∇xQ|2 +

|∇zQ|2

ε3
+

1

ε
fLdG(Q)

)
dx dz

+
1

ε

∫
Ω×{0,1}

fs(Q) dx, Q ∈ Ag,

∞, otherwise,

for every ε > 0. Let P = {Q ∈ S : W (Q) = 0}; then P = ∪ni=1Pi, where the Pi’s are the
connected components of P . It is known that n is finite by a theorem of Whitney [35]. In
the appendix we prove a result showing when ẑ is an eigenvector for any element of P . Note
that the growth of W at infinity implies that each Pi is compact.

We now introduce the limiting functional F0 for the sequence of functionals {Fε}. First,
define for any two subsets U, V of S

d√W (U,V ) :=(2.9)

inf

{∫ b

a

√
W (γ(t))|γ′(t)| dt s.t. γ : [a, b]→ S is Lipschitz, γ(a) ∈ U, γ(b) ∈ V

}
.

Note that the above integral is independent of parametrization. For any Q : Ω→ P , we set
Ai = {x : Q(x) ∈ Pi} and

(2.10) ϕi(Q) := d√W (Pi, Q).

Define

(2.11) A0 =
{
Q ∈ L1(Ω;S) : W (Q(x)) = 0 a.e., and 1Ai ∈ BV (Ω)

}
.

For maps in A0, we will view them as maps defined on the cylinder Ω× (0, 1) via the trivial
extension to three dimensions. We will similarly view maps defined on the cylinder as defined
on Ω if they do not depend on z. We then define our candidate for the Γ–limit F0 by

(2.12) F0(Q) :=


∑n

i,j=1 ϕi(Pj)H1(∂∗Ai ∩ ∂∗Aj) Q ∈ A0,

+2
∑n

i=1

∫
∂Ai∩∂Ω

ϕi(g(x)) dH1(x)

∞ otherwise.

Finally, we present some preliminaries necessary for the proof of Theorem 1.1. Following
[3], we recall the definition of a BV function taking values in a locally compact metric space
E. For an arbitrary open set D ⊂ R3, the space BV (D,E) is the class of Borel functions
v : D → E such that for any Lipschitz ψ : E → R,

ψ(v) ∈ BV (D;R)

and there exists a finite measure m satisfying

|∇(ψ ◦ v)|(B) ≤ Lip(ψ)m(B) for all Borel sets B ⊂ D.(2.13)

Here |∇(ψ ◦ v)| is the usual total variation measure for real–valued BV functions. The total
variation measure |∇v| of v is the least such measure satisfying (2.13). For our purposes, E
will be the canonical quotient space of (R5, d√W ), with distance function in E also denoted
by d√W . In this space, each Pi is identified with a single point. We will need the following
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form of lower–semicontinuity in BV (D,E): if d√W (vε, v) → 0 in L1 and vε ∈ BV (D,E),
then v ∈ BV (D,E) and

|∇v|(D) ≤ lim inf
ε→0

|∇vε|(D).(2.14)

The last preliminary result is a lemma from [7] regarding approximating a partition of
Ω by polygonal domains and will be used in our construction of a recovery sequence.

Lemma 2.1. (cf. [7, Lemma 3.1]). Let Ai, 1 ≤ i ≤ n, be a partition of Ω by sets of finite
perimeter. There exists a sequence {Ah1 , . . . , Ahn}h∈N of collections of polygons such that

(i) Ω ⊂ ∪iAhi and the Ahi are pairwise disjoint up to sets of measure zero;
(ii) H1(∂Ahi ∩ ∂Ω) = 0;

(iii) |Ahi4Ai| → 0 as h→∞;
(iv)

∑n
i,j=1 ϕi(Pj)H1(∂∗Ahi ∩ ∂∗Ahj ∩ Ω)→

∑n
i,j=1 ϕi(Pj)H1(∂∗Ai ∩ ∂∗Aj ∩ Ω) as h→∞.

3. Proof of Γ–convergence

In this section, we prove

Theorem 3.1. For either choice (2.6) or (2.7) of boundary data g, the sequence {Fε} Γ–
converges in the topology of L1(Ω× (0, 1);S) to F0. That is,

(1) for any Q ∈ L1(Ω× (0, 1);S) and for any sequence {Qε} in L1(Ω× (0, 1);S),

(3.1) Qε → Q in L1(Ω× (0, 1);S) implies lim inf
ε→0

Fε(Qε) ≥ F0(Q),

and
(2) for each Q ∈ L1(Ω×(0, 1);S) there exists a recovery sequence {Qε} in L1(Ω×(0, 1);S)

satisfying

(3.2) Qε → Q0 in L1(Ω× (0, 1);S),

(3.3) lim
ε→0

Fε(Qε) = F0(Q0).

For the rest of this section, we fix g as specified in (2.7) and proceed with the proof for
this choice of g. The proof for g given by (2.6) is omitted since it is similar but simpler due
to the constancy of g. Throughout the proofs, we will make use of the following symmetry
of W and its zero set P . Fix any θ ∈ [0, 2π) and consider the rotation matrix

rθ =

 cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 .
For any Q–tensor, which we can write as Q =

∑3
i=1 λivi ⊗ vi in some orthonormal frame

{vi}, we have

rθQr
T
θ =

3∑
i=1

λirθvi ⊗ rθvi.

Recall that fLdG only depends on the eigenvalues λi of Q, and so the preceding equality
implies that fLdG(Q) = fLdG(rθQr

T
θ ). Also, for fs(Q), using the facts ẑ = rθẑ = rTθ ẑ,

(I− ẑ ⊗ ẑ)rθ = rθ(I− ẑ ⊗ ẑ), and |rθv| = |v| for any v ∈ R3, we can calculate

fs(rθQr
T
θ ) = fs(Q).
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It follows that W (Q) = fLdG(Q) + 2fs(Q) remains unchanged after conjugating Q by rθ.
From this we deduce that for any connected component Pi of P , conjugating Pi by rθ fixes
Pi, i.e.,

(3.4) rθPir
T
θ = Pi.

We remark that this equation implies that any well Pi of W will in general be at least 1-
dimensional. Finally, note that conjugation by rθ preserves the quantity |Q|2 := tr(QQT ),
the sum of the squares of the entries ofQ. Using this observation and the preceding comments
regarding W , we deduce that for any piecewise C1 path γ : [a, b]→ S,

(3.5)

∫ b

a

√
W (γ(t))|γ′(t)| dt =

∫ b

a

√
W (rθγ(t)rTθ )|(rθγrTθ )′(t)| dt.

We can use (3.5) to show that for any g satisfying (2.7) and any 1 ≤ i ≤ n, the distance
d√W (Pi, g(x)) defined in (2.9) does not depend on the choice of (x, z) in ∂Ω × (0, 1). The
previous equality implies that for any (x, z) ∈ ∂Ω× (0, 1) and θ ∈ [0, 2π),

d√W (Pi, g(x)) = d√W (rθPir
T
θ , rθg(x)rTθ ).

But since rθPir
T
θ = Pi, we conclude that

(3.6) d√W (Pi, g(x)) = d√W (Pi, rθg(x)rTθ )

For any fixed (x, z) in ∂Ω × (0, 1), the set P0 = g(∂Ω × (0, 1)), is contained in {rθg(x)rTθ :
0 ≤ θ ≤ 2π}, so in fact (3.6) yields

(3.7) d√W (Pi, P0) = d√W (Pi, g(x)).

Let us now proceed with the proof of Theorem 3.1. Throughout the estimates, whenever
appropriate, the generic constant C varies from line to line.

Proof of lower semicontinuity (3.1). Let Qε converge to Q in L1(Ω × (0, 1);S), and fix a
subsequence εm such that limεm→0 Fεm(Qεm) = lim infε→0 Fε(Qε). We may without loss
of generality assume that the limit Fεm(Qεm) is finite and that the energies Fεm(Qεm) are
uniformly bounded by some C. Using this assumption we can make a calculation which
will simplify the proof of lower semicontinuity by replacing integrals of fs over the top and
bottom of the cylinder by the integral of 2fs over the whole cylinder Ω × (0, 1). For the
matrix Qεm , we denote the entry in the i–th row and j–th column by qεmij . In the following

calculation, it is helpful to rewrite fs(Q) as fs(Q) = γ(q2
13 + q2

23) + α(q33 − β)2. Now, the
uniform energy bound implies that∫

Ω×(0,1)

|∇zQεm|2 dx dz ≤ Cεm
3(3.8)

and

(3.9)

∫
Ω×{0,1}

(γ(q2
13 + q2

23) + α(q33 − β)2) dx dz ≤ Cεm.

Using these two estimates it follows that

1

εm

∣∣∣∣∫
Ω×(0,1)

fs(Qεm) dx dz −
∫

Ω×{0}
fs(Qεm) dx

∣∣∣∣
=

1

εm

∣∣∣∣∫
(0,1)

∫
Ω

(fs(Qεm)− fs(Qεm(x, 0))) dx dz

∣∣∣∣
9



=
1

εm

∣∣∣∣∫
(0,1)

∫
Ω

∫ z

0

∂

∂z
fs(Qεm(x, t)) dt dx dz

∣∣∣∣
≤ C

εm

∫
Ω

∫ 1

0

∣∣∣∣2qεm13

∂

∂z
qεm13

∣∣∣∣+

∣∣∣∣2qεm23

∂

∂z
qεm23

∣∣∣∣+

∣∣∣∣2(qεm33 − β)
∂

∂z
qεm33

∣∣∣∣ dt dx
≤ C

εm
‖qεm13 ‖L2

∥∥∥∥ ∂∂z qεm13

∥∥∥∥
L2

+
C

εm
‖qεm23 ‖L2

∥∥∥∥ ∂∂z qεm23

∥∥∥∥
L2

(3.10)

+
C

εm
‖qεm33 − β‖L2

∥∥∥∥ ∂∂z qεm33

∥∥∥∥
L2

≤ Cεm.(3.11)

A similar estimate holds for the other surface term:

(3.12)
1

εm

∣∣∣∣∫
Ω×(0,1)

fs(Qεm) dx dz −
∫

Ω×{1}
fs(Qεm) dx

∣∣∣∣ ≤ Cεm.

Together these estimates imply that in order to prove lower semicontinuity for the sequence
Qεm , we can replace Fεm(Qεm) by

(3.13) F̃εm(Qεm) :=

∫
Ω×(0,1)

(
εm|∇xQεm|2 +

|∇zQεm|2

εm3
+

1

εm
W (Qεm)

)
dx dz

where, as usual, W is given by (2.8), and prove the lower semicontinuity inequality for these
energies.

Next, in order to capture the cost associated with ∂Ω×(0, 1) coming from the transition
layer from the boundary data g, we will need to consider a smooth domain Ω̃ containing Ω
and extend the domain of definition of each Qεm to Ω̃ × (0, 1). We do this by setting each
Qεm equal to g(x, z) on the segment normal to ∂Ω × (0, 1) at (x, z). Note this extension
preserves the H1 regularity possessed by Qεm . We also perform the same extension on Q.
Restricting to a further subsequence (still denoted Qεm) which converges pointwise to Q, we
use Fatou’s Lemma and the preceding remark to obtain:∫

Ω×(0,1)

W (Q) dx dz ≤ lim inf
m→∞

∫
Ω×(0,1)

W (Qεm) dx dz ≤ lim inf
m→∞

εmF̃εm(Qεm) = 0;

hence W (Q) = 0 a.e. in Ω× (0, 1). Finally, we claim that we can truncate Qεm , in the sense
of truncating each component at a certain size, and reduce all of the energies F̃εm(Qεm) as
well as preserve the L1 convergence of Qεm . The energies decrease if we truncate far enough
from 0 because of the quartic growth at infinity of W . The L1 convergence is preserved
because Q must be bounded, given that the zero set of W is compact.

Now, utilizing [3, Proposition 4.3], we find that π ◦Qεm ∈ BV (Ω̃× (0, 1), E), where E is
the quotient of (R5, d√W ) and π is the projection from R5 onto E. Furthermore, according
to [3, Equation 4.6], π ◦Qεm satisfies the bound

|∇(π ◦Qεm)|(Ω̃× (0, 1)) ≤
∫

Ω̃×(0,1)

√
W (Qεm)|∇Qεm| dx dz.

Splitting the right hand side into two integrals and multiplying by 2, we estimate

10



2|∇(π ◦Qεm)|(Ω̃× (0, 1))

≤ 2

∫
Ω×(0,1)

√
W (Qεm)|∇Qεm| dx dz + 2

∫
(Ω̃\Ω)×(0,1)

√
W (Qεm)|∇Qεm| dx dz

≤ F̃εm(Qεm) + 2

∫
(Ω̃\Ω)×(0,1)

√
W (Qεm)|∇Qεm| dx dz(3.14)

We observe that by the definition of the extension of Qεm to Ω̃ × (0, 1), the integrand of
second integral is bounded by constant C(g) depending only the boundary data g.

Next, since d√W is bounded above by the Euclidean distance on compact sets and the
Qεm are bounded, we have that d√W (π◦Qεm , π◦Q)→ 0 in L1. Then the lower–semicontinuity

property (2.14) in BV (Ω̃× (0, 1), E) yields

2|∇(π ◦Q)|(Ω̃× (0, 1)) ≤ lim inf
m→∞

2|∇(π ◦Qεm)|(Ω̃× (0, 1)).

By throwing away the absolutely continuous and Cantor parts of |∇(π ◦Q)|, cf. [3, Equation
2.11], we can estimate the left hand side of the previous inequality to get

2

∫
JQ

d√W (Q+(x), Q−(x)) dH2(x) ≤ lim inf
m→∞

2|∇(π ◦Qεm)|(Ω̃× (0, 1)).

Here JQ ⊂ Ω̃ × (0, 1) is the jump set of Q and Q+, Q− are the trace values from opposite
sides of JQ, cf. [3, Definition 1.3]. Note that (3.8) implies that the L1 limit Q of Qεm cannot

depend on z, so we may identify Q with its canonical restriction to Ω̃ and write

2

∫
JQ

d√W (Q+(x), Q−(x)) dH1(x) ≤ lim inf
m→∞

2|∇(π ◦Qεm)|(Ω̃× (0, 1)).(3.15)

Then Q ∈ A0 since W (Q) = 0 a.e. and Q is independent of z, hence

F0(Q) =
n∑

i,j=1

d√W (Pi, Pj)H1(∂∗Ai ∩ ∂∗Aj) + 2
n∑
i=1

∫
∂Ai∩∂Ω

d√W (Pi, g(x)) dH1(x),

which is easily seen to be equal to

2

∫
JQ

d√W (Q+(x), Q−(x)) dH1(x).

Combining this with (3.15) and (3.14) yields

F0(Q) = 2

∫
JQ

d√W (Q+(x), Q−(x)) dH1(x) ≤ lim inf
m→∞

F̃εm(Qεm) + C(g) meas(Ω̃ \ Ω).

By choosing Ω̃ so that Ω̃ \ Ω has small measure, we can make C(g) meas(Ω̃ \ Ω) arbitrarily
small. The lower semicontinuity property (3.1) follows. The proof is now complete in the
case where g is as in (2.7); the proof for g as in (2.6) is similar. �

Proof of the existence of a recovery sequence satisfying (3.2), (3.3). Fix any Q0 ∈ L1. If
F0(Q0) = ∞, then the constant sequence Qε = Q0 satisfies (3.2) and (3.3). Therefore we
may assume F0(Q0) 6=∞, and thus Q0 ∈ A0. In particular, Q0 does not depend on z. Our
recovery sequence will also be independent of z; therefore in the rest of the proof, we will
work on Ω rather than Ω× (0, 1). To obtain a recovery sequence for Q0, we will approximate
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Q0 by a sequence of functions {Qh}h∈N and furnish recovery sequences {Qh
ε}ε>0 for each

h ∈ N.
Before proceeding with the details, we summarize the main ingredients. In the con-

struction of the recovery sequence for each Qh, we will use the rotational symmetry of W
described at the beginning of this section. This symmetry allows us to create a family of
geodesics under the degenerate metric d√W indexed by x ∈ ∂Ω which are Lipschitz in x.
These curves form the boundary layer near ∂Ω which contributes the cost associated with
the transition from the boundary data g to the values of Qh. After some modifications due
to the fact that the boundary data g is non–constant, we can utilize similar estimates as
in [7] to provide an upper bound for the Fε energy of Qh

ε coming from this boundary layer.
Away from ∂Ω, we will use the construction from [3, Section 4]. A diagonal argument will
then yield the desired result. The proof is divided into several steps.

Step 1. In this step, we construct the sequence {Qh}h∈N. Applying Lemma 2.1 to the
sets

Ai := {x ∈ Ω : Q0(x) ∈ Pi},
we obtain a sequence {Ãh1 , . . . , Ãhn}h∈N of collections of polygons which satisfy the conditions
of Lemma 2.1. We claim that we can modify the polygons Ãhi and obtain polygonal partitions
{Ah1 , . . . , Ahn} for each h such that for each Ahi , in a neighborhood of ∂Ω,

(3.16) ∂Ahi is a union of line segments, each intersecting ∂Ω at a 90◦ angle;

and the {Ah1 , . . . , Ahn} still satisfy the conditions of the lemma; see Fig. 1. Indeed, for each
h, this can be done by making the neighborhood of ∂Ω on which we modify the polygons
sufficiently small. By restricting to a further subsequence of the Ahi , we can assume that

(3.17) 1Ahi
→ 1Ai a.e. as h→∞.

Define

Qh =

{
Q0(x) if x ∈ Ahi ∩ Ai and dist(x, ∂Ω) ≥ 1/h

αi if x ∈ Ahi \ Ai or dist(x, ∂Ω) < 1/h,

where αi is any fixed element of Pi chosen independently of h. We have defined Qh to be
locally constant near ∂Ω to simplify the boundary layer construction there. Then (3.17)
implies that Qh → Q0 a.e. on Ω since for almost every fixed x ∈ Ω, 1Ahi (x) = 1Ai(x) for
large enough h depending on x. Applying the dominated convergence theorem yields

(3.18) Qh → Q0 in L1(Ω;S).

In addition, due to Lemma 2.1

(3.19) F0(Qh)→ F0(Q0).

Properties (3.18) and (3.19) will allow us to diagonalize recovery sequences for Qh to obtain
a recovery sequence for Q0.

Step 2. We fix h ∈ N and present some preliminaries necessary for construction of the
boundary layer near ∂Ω for the recovery sequence of Qh. First, in order to construct the
boundary layer near ∂Ω which bridges a constant matrix αi to the boundary data g, we need
to construct a family of paths indexed by x ∈ ∂Ω connecting αi to g(x) which have sufficient
smoothness in x and are geodesics in the degenerate metric d√W . In general, this might be
quite difficult, but in our particular case, the choice of boundary data g and the symmetry
of W will facilitate the process. We recall by (3.7) that d√W (g(x), αi) does not depend on
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∂Ω

1

Figure 1. The dashed lines represent the portions of ∂Ãhi which are modified
to obtain ∂Ahi . The Ahi can be constructed so that the perimeter of Ahi is
arbitrarily close to the perimeter of Ãhi .

the choice of x ∈ ∂Ω. Therefore, for each connected component of ∂Ω, we fix a point xl,
1 ≤ l ≤ L, find geodesics connecting αi to g(xl), and then suitably modify them to obtain
geodesics connecting αi to other g(x).

For any xl ∈ ∂Ω, and let γi,xl : [0, 1/2]→ S satisfy γi,xl(0) = g(xl), γi,xl(1/2) = αi and

(3.20)

∫ 1/2

0

√
W (γi,xl(t))|γ′i,xl(t)| dt = d√W (αi, g(xl)).

The existence of such a geodesic follows from [36]. We can without loss of generality assume
that |γ′i,xl | is constant. For each x in the connected component of ∂Ω containing xl, we

have g(x) = rθ(x)g(xl)r
T
θ(x) for some θ(x) and 1 ≤ l ≤ L, and we can choose the function

θ : ∂Ω → R to be continuous on ∂Ω \ xl. Near xl, the value of θ(x) approaches 0 coming
from one side and a possibly non-zero multiple of 2π from the other side. We rotate γi,xl so
it connects g(x) to rθ(x)αir

T
θ(x) and then connect that point to αi by letting θ(x) go to 0. We

define

(3.21) γi,x(t) =

{
rθ(x)γi,xl(t)r

T
θ(x) if 0 ≤ t ≤ 1/2

rθ(x)(−2t+2)αir
T
θ(x)(−2t+2) if 1/2 < t ≤ 1.

It is straightforward to see that away from xl, γi,x(t) is locally Lipschitz in x and t. In fact,
viewing γi,x(t) as a function of t indexed by x, it can be quickly seen that the Lipschitz
constants for each γi,x(·) are uniformly bounded in x. Note that for t ≥ 1/2, W (γi,x(t)) = 0.
We can use this fact and (3.5) to calculate∫ 1

0

√
W (γi,x(t))|γ′i,x(t)| dt =

∫ 1/2

0

√
W (γi,xl(t))|γ′i,xl(t)| dt

= d√W (αi, g(xl))

= d√W (αi, g(x)).

We recall the following facts from [7, Lemma 3.2] which are useful in the construction.
Consider the family of ordinary differential equations indexed by x ∈ ∂Ω and i = 1, . . . , n:

(3.22)

(
∂

∂t
yi,xε,δ(t)

)2

=
δ +W (γi,x(y

i,x
ε,δ(t)))

ε2|γ′i,x(y
i,x
ε,δ(t))|2

,

where 0 < δ � 1 is a fixed constant. We have for every ε > 0, constants C1,δ, C2,δ, and C3,δ

independent of ε and x, and strictly increasing solutions yi,xε,δ : [0, Ci,x]→ [0, 1] to (3.22) such
that

(3.23) Ci,x < C1,δε,
13



(3.24) yi,xε,δ(0) = 0 and yi,xε,δ(Ci,x) = 1,

(3.25) ‖(yi,xε,δ)
−1‖L∞ ≤ C2,δε,

for fixed t, yi,xε,δ is Lipschitz in x away from x0 with(3.26)

Lipschitz constant C3,δ independent of t as well .

The first three properties, (3.23)–(3.26), are all established in or follow quickly from [7,
Lemma 3.2] along with the uniform Lipschitz bounds on γi,x(·). We remark that the fourth

item, (3.26), follows from applying Gronwall’s inequality. It is convenient to have the yi,xε,δ
defined on one common interval, so let us extend each yi,xε,δ to [0, C1,δε] by setting yi,xε,δ = 1 for
t > Ci,x.

Step 3. We will now present the construction of the recovery sequence {Qh
ε}ε>0 for Qh

for fixed h. We recall from the first step that Qh is one of the approximations of the original
element Q0 of A0. We will in fact construct sequences {Qh,δ

ε } for 0 < δ � 1, prove that

(3.27) lim
δ→0

lim sup
ε→0

Fε(Q
h,δ
ε ) = F0(Qh),

and then diagonalize over δ and ε. Let us fix 0 < δ � 1. By utilizing the result from [3,

Section 4], we obtain a sequence {Q̂h
ε} such that

(3.28) Q̂h
ε → Qh in L1(Ω;S) as ε→ 0

and

(3.29) lim sup
ε→0

Fε(Q̂
h
ε ) ≤

n∑
i,j=1

d√W (Pi, Pj)H1(∂∗Ahi ∩ ∂∗Ahj )

For now, we assume that there exists C4 such that

(3.30) if x ∈ Ahi with dist(x, ∂Ahi ) ≥ C4ε and dist(x, ∂Ω) ≤ C4, then Q̂h
ε (x) = αi.

This assumption simplifies the calculations to follow, and we will see at the end of the proof
that this assumption is not restrictive.

The Q̂h
ε do not assume the boundary values g, and the right hand side of (3.29) does

not account for cost associated to the boundary of Ω. To address these issues, we will modify
Q̂h
ε near ∂Ω; away from ∂Ω, the Q̂h

ε will be unchanged. Briefly, we will set Qh,δ
ε to be Q̂h

ε on
ΩC1,δε := {x ∈ Ω : dist(x, ∂Ω) > C1,δε} and then, using the curves γm,x, define a boundary

layer which bridges the values of Q̂h,δ
ε to the boundary data g(x) along segments normal to

∂Ω. Recall from (3.16) that each ∂Ahi intersects ∂Ω at a 90◦ angle; this fact allows us to
avoid technicalities which would arise from a point x ∈ Ahi ∩ ∂ΩC1,δε whose projection σ(x)

onto ∂Ω is in Ahj for j 6= i. We will need a different strategy near x ∈ ∂Ω ∩ ∂Ahi ∩ ∂Ahj for
i 6= j, due to the obvious fact that γi,x do not vary smoothly in i. In addition, each γi,x was
not continuous at xl ∈ ∂Ω, so we will need to cut out a small set near each xl and modify
our analysis there as well.

For each x ∈ Ω \ ΩC1,δε, consider its projection σ(x) onto ∂Ω and the inward pointing

unit normal vector ν(σ(x)) to ∂Ω at σ(x). By the condition (3.16) on Ahi , we see that

{∂Ahi ∩ ∂Ahj ∩ ∂Ω : i 6= j} is finite; we enumerate this set as {xl}L̃l=L+1. Let Cε ⊂ ∂Ω be a
14



finite union of curves Clε contained in ∂Ω for 1 ≤ l ≤ L̃, each of length 2C4ε and centered
around an xl, so that xl divides Clε into two pieces of length C4ε. We define

Ωε
0 = {x ∈ Ω \ ΩC1,δε : σ(x) ∈ Cε}.

Let us denote by d(x) the distance from x to ∂Ω for x ∈ Ω. We now define

Qh,δ
ε (x) =

{
Q̂h
ε (x), if x ∈ ΩC1,δε,

γi,σ(x)(y
i,σ(x)
ε,δ (d(x))), if x ∈ (Ω \ (ΩC1,δε ∪ Ωε

0).

We note that for x ∈ ∂ΩC1,δ
such that x ∈ Ahi but σ(x) ∈ Ahj for i 6= j, defining Qh,δ

ε

using γi,σ(x) will result in a jump discontinuity. However, since ∂Ahj is normal to ∂Ω in a

neighborhood of ∂Ω by (3.16) and Q̂h
ε (x) = αi if dist(x, ∂Ahi ) ≥ C4,δε, for small enough ε,

any such x must be in Ωε
0. Hence for small ε, Qh,δ

ε as defined thus far is Lipschitz. We have
not yet defined Qh,δ

ε on Ωε
0, but we will do so at the end of the proof.

First, we remark that Qh,δ
ε → Qh in L1 as ε → 0 due to (3.28) and the fact that Qh,δ

ε

is bounded on Ω \ ΩC1,δε independently of ε. Next, we estimate Fε(Q
h,δ
ε ). Let us denote for

any U ⊂ Ω and tensor Q

Fε(Q,U) =

∫
U

(
ε|∇Q|2 +

1

ε
W (Q)

)
dx.

Using (3.29) yields

lim sup
ε→0

Fε(Q
h,δ
ε ,ΩC1,δε) = lim sup

ε→0
Fε(Q̂

h,δ
ε ,ΩC1,δε)

≤
n∑

i,j=1

d√W (Pi, Pj)H1(∂Ahi ∩ ∂Ahj ∩ Ω).(3.31)

Let us denote by Ωε
i the set {x ∈ Ω \ (ΩC1,δε ∪Ωε

0) : x ∈ Ahi }. We now examine Fε(Q
h,δ
ε ,Ωε

i ).
We will make use of the map

Pt : ∂Ω→ {x ∈ Ω : d(x) = t}

which sends x ∈ ∂Ω to x + tν(x), where ν(x) is the inward pointing normal to ∂Ω at x.
Because of the C2 assumption on ∂Ω, Pt is a C1–diffeomorphism with Jacobian J satisfying

(3.32) |J(Pt)(x)− 1| ≤ Ct

for some C > 0 independent of x and t.
For each x ∈ Ωε

i , let τ = τ(x) be a unit vector tangent to the level set of d at x and
η = η(x) be a unit vector perpendicular to τ . We write

Fε(Q
h,δ
ε ,Ωε

i ) =

∫
Ωεi

(
ε|∇Qh,δ

ε |2 +
1

ε
W (Qh,δ

ε )

)
dx

=

∫
Ωεi

(
ε

∣∣∣∣ ∂∂τ Qh,δ
ε

∣∣∣∣2 + ε

∣∣∣∣ ∂∂ηQh,δ
ε

∣∣∣∣2 +
1

ε
W (Qh,δ

ε )

)
dx.

Now from (3.26), it follows that

∂

∂τ
(Qh,δ

ε ) =
∂

∂τ
(γi,σ(x) ◦ yi,σ(x)

ε,δ ◦ d)(x)
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is bounded independently of ε and x. Since |Ωε
i | ≤ Cε, where C is independent of ε, we have∫

Ωεi

ε

∣∣∣∣ ∂∂τ Qh,δ
ε

∣∣∣∣2 dx ≤ ∫
Ωεi

Cε dx ≤ Cε2.

Using now the coarea formula and the fact that |∇d| = 1, we write

Fε(Q
h,δ
ε ,Ωε

i )

≤
∫

Ωεi

(
ε

∣∣∣∣ ∂∂ηQh,δ
ε

∣∣∣∣2 +
1

ε
W (Qh,δ

ε )

)
dx+ Cε2

≤
∫

Ωεi

(
ε

∣∣∣∣ ∂∂η (γi,σ(x) ◦ yi,σ(x)
ε,δ ◦ d)(x)

∣∣∣∣2 +
1

ε
W (γi,σ(x) ◦ yi,σ(x)

ε,δ ◦ d)(x)

)
|∇d(x)| dx

+ Cε2

=

∫ C1,δε

0

∫
{d=t}∩Ωεi

(
ε(γ′i,σ(x)(y

i,σ(x)
ε,δ (t)))2((y

i,σ(x)
ε,δ )′)2 +

1

ε
W (γi,σ(x) ◦ yi,σ(x)

ε,δ )(t)

)
dH1(x) dt

+ Cε2.

Then, recalling (3.22) and using the map Pt, we have:

Fε(Q
h,δ
ε ,Ωε

i )

≤
∫ C1,δε

0

∫
{d=t}∩Ωεi

2|γ′i,σ(x)(y
i,σ(x)
ε,δ (t))||δ +W (γi,σ(x) ◦ yi,σ(x)

ε,δ )(t))|1/2 dH1(x) dt

+ Cε2

=

∫ C1,δε

0

∫
∂Ω∩Ωεi

2|γ′i,x(y
i,x
ε,δ(t))||δ +W (γi,x ◦ yi,xε,δ)(t))|

1/2|J(Pt(x))| dH1(x) dt

+ Cε2

=

∫
∂Ω∩Ωεi

∫ C1,δε

0

2|γ′i,x(y
i,x
ε,δ(t))||δ +W (γi,x ◦ yi,xε,δ)(t))|

1/2|J(Pt(x))| dt dH1(x)

+ Cε2.

Making the change of variables s = yi,xε,δ(t) and recalling from the definition of Ωε
i that

∂Ω ∩ Ωε
i ⊂ Ai, we have

Fε(Q
h,δ
ε ,Ωε

i )

≤
∫
∂Ω∩Ai

∫ 1

0

2|γ′i,x(s)||δ +W (γi,x(s))|1/2|J(P(yi,xε,δ)
−1(s)(x))| ds dH1(x) + Cε2.

By using (3.32) and the bound ‖(yi,xε,δ)−1‖L∞ ≤ C2,δε from (3.25), we estimate |J(P(yi,xε,δ)
−1(s))| ≤

1 + Cε. Taking the limsup on both sides as ε→ 0 gives

lim sup
ε→0

Fε(Q
h,δ
ε ,Ωε

i ) ≤ lim sup
ε→0

∫
∂Ω∩Bi

∫ 1

0

2|γ′i,x(s)||δ +W (γi,x(s))|1/2 ds dH1(x)

+ Cε+ Cε2
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≤ 2

∫
∂Ω∩Ahi

∫ 1

0

|γ′i,x(s)||δ +W (γi,x(s))|1/2 ds dH1(x).(3.33)

Using the right hand side of the previous inequality as our estimate for lim supε→0 Fε(Q
h,δ
ε ,Ωε

i )
yields, upon summing,

lim sup
ε→0

n∑
i=1

Fε(Q
h,δ
ε ,Ωε

i ) ≤ 2
n∑
i=1

∫
∂Ω∩Ahi

∫ 1

0

|γ′i,x(s)||δ +W (γi,x(s))|1/2 ds dH1(x)

= 2
n∑
i=1

∫
∂Ω∩Ahi

d√W (g(x), αi) dH1(x) + C
√
δ

= 2
n∑
i=1

∫
∂Ω∩Ahi

d√W (g(x), Pi) dH1(x) + C
√
δ,(3.34)

where C only depends on the the lengths of the γi,x, which in turn depend on h. Combining
(3.31) and (3.34) yields

(3.35) lim sup
ε→0

Fε(Q
h,δ
ε ,∪ni=1Ωε

i ∪ ΩC1,δε) ≤ F0(Qh) + Ch
√
δ,

We will take the infimum over δ at the end of the proof, so as not to confuse the order in
which δ and ε are sent to zero in the remaining estimates.

To finish proving the estimate

lim sup
ε→0

Fε(Q
h,δ
ε ,Ω) ≤ F0(Qh) + Ch

√
δ,

it suffices to define Qh,δ
ε on Ωε

0 and show that

Fε(Q
h,δ
ε ,Ωε

0)→ 0

as ε→ 0 for any fixed δ > 0. We will define Qh,δ
ε on this set so that the integrand ε|∇Qh,δ

ε |2 +
1

ε
W (Qh,δ

ε ) is O(1/ε) there, and then show that the measure of this set is O(ε2). Since δ is

fixed in this argument, we will suppress its appearance in the constants for the following
estimates. We assume that Qh,δ

ε restricted Ω \ (ΩC4 ∪ Ωε
0)) satisfies:‖Q

h,δ
ε ‖L∞(Ω\(ΩC4

∪Ωε0)) ≤ C

‖∇Qh,δ
ε ‖L∞(Ω\(ΩC4

∪Ωε0)) ≤
C

ε
,

where C is independent of ε. If Qh,δ
ε did not satisfy these estimates, then Qh,δ

ε can be modified
inside ΩC4 near ∂ΩC4 and extended to Ω \ΩC4 using level sets of the distance function so as
to meet these requirements. This can be done by utilizing the techniques of [9, Lemma 3.2],
in which it is shown that the boundary values of a sequence such as Qh,δ

ε can be changed
without increasing the total energy in the limit. The application of [9, Lemma 3.2] also
allows us to assume that (3.30) holds as well.

Let us consider {x ∈ Ωε
0 : σ(x) ∈ Clε} ⊂ Ωε

0. Since {x ∈ Ωε
0 : σ(x) ∈ Clε} is a “strip” of

length 2C4,δε and width C1,δε, it is easy to see from the coarea formula that for fixed δ,

|Ωε
0| = O(ε2).
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Now, since on the boundary of this strip, ‖∇Qh,δ
ε ‖ ≤

C

ε
, it can be quickly seen that Qh,δ

ε can

be extended to a Lipschitz function satisfying‖Q
h,δ
ε ‖L∞({x∈Ωε0:σ(x)∈Clε}) ≤ C

‖∇Qh,δ
ε ‖L∞({x∈Ωε0:σ(x)∈Clε}) ≤

Cκ
ε
,

where Cκ ≥ C is a constant depending on the curvature κ of ∂Ω. If ∂Ω is flat, so that Ωε
0 is

a rectangle, then linearly interpolating the values of Qh,δ
ε from the boundary of the rectangle

along diagonal segments across the rectangle works and gives Cκ = C. We estimate

(3.36)

∫
{x∈Ωε0:σ(x)∈Clε}

(
ε|∇Qh,δ

ε |2 +
W (Qh,δ

ε )

ε

)
dx ≤ Cκ

ε
|Ωε

0| = O(ε).

Since Ωε
0 is the union of the sets {x ∈ Ωε

0 : σ(x) ∈ Clε}, we have

(3.37)

∫
Ωε0

(
ε|∇Qh,δ

ε |2 +
W (Qh,δ

ε )

ε

)
dx = O(ε).

Summing the estimates (3.34), (3.36), and (3.37) gives

lim sup
ε→0

Fε(Q
h,δ
ε ) ≤ F0(Qh) + Ch

√
δ,

so that

(3.38) lim
δ→0

lim sup
ε→0

Fε(Q
h,δ
ε ) ≤ F0(Qh).

Now diagonalizing over δ and ε, we obtain a recovery sequence {Qh
ε}ε>0 for Qh.

Conclusion of proof: Combining (3.19) and (3.38), we have

lim
h→∞

lim
δ→0

lim sup
ε→0

Fε(Q
h,δ
ε ) ≤ lim

h→∞
F0(Qh) = F0(Q0).

Having already diagonalized {Qh,δ
ε }ε>0 over δ and ε to obtain a recovery sequence {Qh

ε}ε>0

for Qh, we diagonalize the recovery sequences {Qh
ε}ε>0 over ε and h and obtain a recovery

sequence {Qε}ε>0 for Q0. The case for constant boundary data g is simpler and follows from
the above calculations. �

4. Local Minimizers of Fε

Now that we have proven Γ–convergence, we aim to prove the existence of local min-
imizers of Fε. A similar theorem was proved for the Allen-Cahn functionals in [20] by
minimizing the functionals in an L1–ball around an isolated L1–local minimizer of the Γ–
limit. The proof required the existence of such an isolated local minimizer in addition to
L1–compactness for any sequence of functions with bounded energies. Neither of these con-
ditions holds in the problem we are considering. Indeed, for any local minimizer Q0 of F0, we
have that F0(rTθ Q0rθ) = F0(Q0). This follows from the rotational symmetry of W described
in the beginning of Section 3. Also, since the zero set P of W is higher–dimensional, as
opposed to a finite collection of points, we cannot obtain L1–compactness of a sequence of
minimizers Qε. To account for both of these issues, we introduce the distance

Λ(Q1, Q2) =
∑
i

‖ϕi(Q1)− ϕi(Q2)‖L1(Ω)
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for any Q1 and Q2 in A0, cf. (2.10) and (2.11), respectively. We observe that Λ(Q1, Q2) = 0
if and only if for each i, {x : Q1(x) ∈ Pi} = {x : Q2(x) ∈ Pi} up to a set of measure zero.

Proposition 4.1. Let Qε be a sequence of maps from Ω × (0, 1) to S and assume that the
sequence of energies Fε(Qε) is uniformly bounded. Then there exists a subsequence {Qεj}
and Q ∈ L1(Ω× (0, 1);P ) such that Λ(Qεj , Q)→ 0.

Remark 1. We thank the anonymous referee for bringing to our attention a similar result
stated without proof in [3, Proposition 4.1]. For the convenience of the reader we include the
elementary argument.

Proof. By similar arguments as in the proof of lower–semicontinuity in Section 3, we can
truncate the Qε to obtain Q̃ε such that Λ(Qε, Q̃ε)→ 0 and Q̃ε are uniformly bounded in L∞.
Hence if we obtain Q such that Λ(Q̃εm , Q) → 0, then Λ(Qεm , Q) → 0 as well. Suppressing
the tildes, from the L∞ bound we see that

‖ϕi ◦Qε‖L1(Ω) ≤ C <∞.

Next, using the calculations preceding (3.13), which replaced the surface integrals of fs by
volume integrals, we have

2

∫
Ω×(0,1)

√
W (Qε)|∇Qε| dx dz ≤

∫
Ω×(0,1)

(
ε|∇Qε|2 +

W (Qε)

ε

)
dx dz

≤ Fε(Qε) +O(ε)

≤ C <∞.

It is straightforward then to see that

2

∫
Ω×(0,1)

|∇(ϕi ◦Qε)| dx dz ≤ 2

∫
Ω×(0,1)

√
W (Qε)|∇Qε| dx dz ≤ C <∞.

Thus {ϕi ◦Qε} are uniformly bounded in BV .
It remains to construct a limiting element Q. For each i, up to a subsequence,

ϕi(Qεj)→ ωi as j →∞

in L1(Ω × (0, 1)) for some function ωi. We claim that the sets Ei := {(x, z) ∈ Ω × (0, 1) :
ωi(x, z) = 0} partition Ω × (0, 1) up to sets of measure zero. To see this, first suppose by
way of contradiction that there exists a set A ⊂ Ω × (0, 1) of positive measure such that
none of the ωi’s are zero on A. By restricting to a further subsequence, we can assume for
each i that ϕi(Qεj) converges almost everywhere and hence, by Egoroff’s Theorem, almost
uniformly on A. Since ωi > 0 on A for each i, we can obtain a set B ⊂ A of positive measure
and an η > 0 such that on B,

ϕi(Qεj) > η > 0

for each i and for j sufficiently large. But if the distance ϕi to Pi is greater than η on B
for each i, it follows that for j sufficiently large, W (Qεj) > η̃ on B for some η̃ > 0. We also
recall from (3.13) that for a sequence such as {Qε} with bounded energies we can replace
Fε(Qε) by F̃ε(Qε) up to an error of order O(ε). Combining these observations we deduce
that

|B|η̃
εj
≤
∫
B

W (Qεj)

εj
dx dz ≤ F̃εj(Qεj) ≤ C <∞,
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which is a contradiction for j sufficiently large. We conclude that the union of the Ei’s
contains Ω up to a set of measure zero. To see that the Ei are disjoint, note that if ϕi(Qεj)
is very close to zero, then for k 6= i, ϕk(Qεj) must be away from zero. Therefore, the sets
{Ei} have empty intersection, so they partition Ω up to a set of measure zero.

We see that each ωi has finite range, since it can only take the values d√W (Pi, Pk). Using
the partition {Ei}, we can take any Q ∈ L1(Ω × (0, 1);S) such that {(x, z) ∈ Ω × (0, 1) :
Q(x, z) ∈ Pi} = Ei as our limiting element. As a specific example of such a Q, define
Q ≡ αi ∈ Pi on each Ei, where αi is any constant in Pi. �

We now prove the existence of local minimizer for Fε if there exists a Λ–isolated local
minimizer of F0.

Theorem 4.2. Let Q0 be an isolated Λ–local minimizer in the sense that there exists δ > 0
such that

F0(Q0) < F0(Q)

if 0 < Λ(Q,Q0) ≤ δ. Then there exists ε0 > 0 and a family {Qε}ε<ε0 such that

(4.1) Qε is a Λ–local minimizer of Fε

and

(4.2) Λ(Q0, Qε)→ 0.

Remark 2. We note that Qε are in fact H1–local minimizers of Fε. This is because the
distance Λ is weaker than the H1 metric.

Proof. The direct method in the calculus of variations yields for each ε > 0 a Qε which
minimizes Fε on the ball {Q : Λ(Q,Q0) ≤ δ}. By the existence of recovery sequences for
Fε established in Theorem 3.1, we know that for ε sufficiently small, the recovery sequence
{Q0

ε} for Q0 is contained in B. We then have

(4.3) lim inf
ε→0

Fε(Qε) ≤ lim inf
ε→0

Fε(Q
0
ε) = F0(Q0).

We will now show that for sufficiently small ε, Λ(Qε, Q0) < δ, thus establishing that the
Qε are local minimizers of Fε. Suppose this does not hold, so that there exists a subsequence
{εj} such that Λ(Qεj , Q0) = δ. By Proposition 4.1, we obtain Q ∈ L1(Ω × (0, 1);P ) such
that up to a further subsequence, still denoted by Qεj ,

Λ(Qεj , Q)→ 0.

We will show that F0(Q) ≤ F0(Q0) and Q ∈ {Q : Λ(Q,Q0) ≤ δ}. This will contradict that
Q0 is a Λ–isolated local minimizer of F0.

We observe ‖d√W (Qεj , Q)‖L1 ≤ ‖ϕi ◦Qεj‖L1 + ‖ϕi ◦Q‖L1 , so that ‖d√W (Qεj , Q)‖ → 0.
Next, examining the proof of the lower semicontinuity condition (3.1), we that see the L1

convergence of d√W (Qεj , Q) to 0 along with the fact that Q takes values in P are in fact
sufficient conditions to conclude that

F0(Q) ≤ lim inf
j→∞

Fεj(Qεj).

But we also have from (4.3) that

lim inf
j→∞

Fεj(Qεj) ≤ F0(Q0).
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It follows that F0(Q) ≤ F0(Q0). Combining this with our assumption that Λ(Q0, Q) = δ
we obtain a contradiction to the fact that Q0 is an isolated Λ–local minimizer of F0. We
have thus shown that Λ(Q0, Qε) < δ for sufficiently small ε. The proof that Λ(Qε, Q0) → 0
proceeds using similar reasoning. �

We point out that the arguments in the preceding theorem apply in more general sce-
narios. Below, we formulate one such generalization.

Let N ⊂ Rl be an open, bounded domain with smooth boundary. Also, we fix a
smooth, disconnected, and bounded set M ∈ Rk with components M1, · · · ,Mn. Let W :
Rk → [0,∞) satisfy W−1(0) =M and W (v)→∞ as |v| → ∞. Consider the functionals

Hε(u) =

∫
N

(
ε|∇u|2 +

1

ε
W (u)

)
dx,

for maps u satisfying either a prescribed volume constraint or a Dirichlet boundary condition
g. Let ϕi be the distance toMi under the degenerate Riemannian metric with the conformal
factor

√
W . If we define the distance

(4.4) ΛM,N (u1, u2) =
n∑
i=1

‖ϕi(u1)− ϕi(u2)‖L1(N ),

then any sequence {uε} with bounded energy is ΛM,N–compact. Suppose that in the
L1(N ;M) topology, the Hε Γ–converge to a functional H0 as ε → 0. Then we have the
following theorem.

Theorem 4.3. Let u0 be an isolated ΛM,N–local minimizer in the sense that there exists
δ > 0 such that

H0(u0) < H0(u)

if 0 < ΛM,N (u, u0) ≤ δ. Then there exists ε0 > 0 and a family {uε}ε<ε0 such that

(4.5) uε is a ΛM,N–local minimizer of Hε

and

(4.6) ΛM,N (u0, uε)→ 0.

Remark 3. Using the techniques from the proof of Theorem 3.1, the Γ–convergence of Hε

could be established in the case of a volume constraint. In the case of a Dirichlet boundary
condition, one would need to be able to construct a smoothly varying family of paths connect-
ing the boundary data g to any element in the domain of a map in the admissible set for H0.
Provided this is possible, the Γ–convergence could be proved using our techniques.

5. Isolated Local Minimizers for F0

In this section, we will prove the existence of an isolated local minimizer to a partitioning
problem on certain two–dimensional domains. For a domain Ω, we will refer to a partition
of Ω as an ordered pair (C,D) of subsets of Ω with finite perimeter and disjoint measure
theoretic interiors such that

|Ω− (C ∪D)| = 0.

The notation | · | refers to the Lebesgue measure. We introduce the notation

θ(C, x) = lim
r→0

|C ∩B(x, r)|
|B(x, r)|
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to refer to the density of a set C at a point x. If the above limit does not exist, we will use
θ(C, x) and θ(C, x) to refer to the corresponding lim inf and lim sup, respectively. We define
the measure theoretic interior of a set C as the set of points x where θ(C, x) = 1 and denote
it by Ci. The measure theoretic boundary of a finite perimeter set C is defined as the set

∂MC = {x : 0 < θ(C, x)} ∩ {x : θ(C, x) < 1}.
Note that finite perimeter sets are only defined up to sets of Lebesgue measure zero. Through-
out, in order to avoid ambiguity, we will always use the measure–theoretic closure of a set C,
the set of points where θ(C, x) > 0, as its representative, and we will denote the measure–
theoretic boundary of C by ∂C rather than ∂MC.

The functional F0 is defined on partitions (C,D) of Ω by the formula

(5.1) F0(C,D) = c1H1(∂C ∩ ∂Ω) + c2H1(∂D ∩ ∂Ω) + c3H1(∂C ∩ ∂D).

We reuse the notation F0 since F0 as in (5.1) is a special case of the F0 defined in (2.12)
when there are only two connected components of the zero set P of W .

Let us assume the following inequalities for the constants ci:

0 < c1 < c2

and
c2 < c1 + c3.

The first inequality is natural, since in the case that c1 = c2, the cost on ∂Ω is the same for
every competitor and hence minimizing F0 reduces to minimizing the interfacial length of
any partition. In this case, the problem is the same as that studied in [20]. Phrased in the
language of an Allen–Cahn type problems with a potential W , the second inequality is an
assumption that the triangle inequality is strict for the degenerate Riemannian metric with
conformal factor

√
W .

We now describe the type of domains for which we will be able to construct a local
minimizer to F0; see Fig. 2. Let Ω ⊂ R2 be a simply connected C2 domain, and denote
the outward unit normal vector to Ω by νΩ. Assume that Ω contains a line segment PQ
such that P,Q ∈ ∂Ω and there exists a unit vector v perpendicular to P −Q satisfying the
following conditions:

(5.2) v · νΩ =
c1 − c2

c3

< 0 at P and Q,

and in neighborhoods N1, N2 of P and Q, respectively,

(5.3) ∂Ω ∩Ni is the graph of a strictly convex function over an interval of length l.

The first condition is the contact angle condition which arises as a necessary condition for
criticality. It represents a local balance between interfacial and boundary energy.

Define Γ1 to be ∂Ω∩N1 and similarly Γ2 = ∂Ω∩N2. Note that under our assumptions,
v · νΩ is a monotone function of the arc–length variable along Γ1 and Γ2. We can now define
the candidate (A,B) for the isolated local minimizer of F0. Let ∂A ∩ ∂B = PQ and choose
A such that for each i, v · νΩ is strictly larger on Γi ∩ ∂A than on Γi ∩ ∂B; see Fig. 2. The
inequality c1 < c2 forces us to specify A and B in this manner, since F0 is not symmetric
regarding the boundary costs. Consider the following variational problem:

(5.4) minimize F0(C,D) over partitions (C,D) satisfying |A4C|+ |B4D| ≤ δ.

We will prove the following theorem:
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Theorem 5.1. There exists δ = δ(Ω, {ci}) such that (A,B) is the unique solution to the
problem (5.4).

Note that the direct method and compactness in BV yield that a minimizer exists for
the variational problem (5.4). To prove Theorem 5.1, we will first show in Lemma 5.4 that
the boundary ∂A′∩∂B′∩Ω of any solution (A′, B′) to (5.4) must be “uniformly close” to PQ.
Then, using a calibration argument, we will show that (A,B) is an isolated local minimizer.

We make a few remarks about Ω which will be used throughout the proof of Theorem 5.1.
Denote the set {x ∈ Ω : d(x, ∂Ω) < η} by Ωη. Let γ : [0, L) → ∂Ω parametrize ∂Ω by
arclength. The assumption that ∂Ω is C2 implies that for some small η0, the map

T : [0, L)× [0, η0]→ Ωη0

defined by
T (s, y) := γ(s)− yνΩ(γ(s))

is a local C1–diffeomorphism. Under this map, the distance from a point T (s, y) ∈ Ω to ∂Ω
is y. We will refer to the nearest point projection of a point x ∈ Ω onto ∂Ω by σ(x) and the
projection (s, y)→ (s, 0) onto the s–axis in R2 by π. Note that with these conventions,

T ◦ π = σ ◦ T.
The following lemma provides a lower bound on the interior perimeter of a finite perime-

ter set V ⊂ Ωη in terms of the length of its projection σ(V ) onto ∂Ω and will be needed in
the proof of Lemma 5.4.

Lemma 5.2. Let V be a set of finite perimeter such that V ⊂ T ([a, b] × [0, η)) for some
η < η0. Then if we set κ∞ := max{|γss|} (the maximum of the curvature of ∂Ω) we have the
estimates

(5.5) (1− ηκ∞)H1(σ(V )) ≤ H1(∂V ∩ T ((a, b)× (0, η)))

and

(5.6) H1(∂V ∩ ∂Ω) ≤ H1(σ(V )).

Remark 4. Regarding Lemma 5.2, we remark that sets of finite perimeter which differ by a
set of Lebesgue measure zero (and are thus equivalent) could have projections onto ∂Ω which
differ by a set of possible large H1 measure. This would invalidate (5.5). Recall however that
we employ the convention for a set V of finite perimeter, x ∈ V if and only if θ(V, x) > 0.
It is this representative of V for which the lemma holds.

Proof. Let us first consider the case where ∂V ∩ T ((a, b) × (0, η)) is a single smooth curve.
Let (s(t), y(t)) : (c, d) → (a, b) × (0, η) be a smooth curve parametrized by arc–length such
that T ◦ (s, y) : (c, d) → Ω parametrizes ∂V ∩ T ((a, b) × (0, η)). Using the chain rule on
T ◦ (s, y) and the identities 〈γs, νΩ〉 = 0, 〈νΩ, (νΩ)s〉 = 0, and 1 = |γs|2 = |νΩ|2, we write

H1(∂V ∩ T ((a, b)× (0, η))) =

∫ d

c

〈(T ◦ (x, y))′, (T ◦ (x, y))′〉1/2 dt

=

∫ d

c

〈γss′ + y′νΩ + y(νΩ)ss
′, γss

′ + y′νΩ + y(νΩ)ss
′〉1/2 dt

=

∫ d

c

(
s′2 + 2s′2y〈γs, (νΩ)s〉+ y′2 + y2s′2|(νΩ)s|2

)1/2
dt.
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Figure 2. A dumbbell domain with an isolated local minimizer (A,B) of F0.

Recall that by construction, s′2 + y′2 = 1, which also implies s′2 ≥ s′4. Also note that
|〈γs, (νΩ)s〉| = |(νΩ)s|, |(νΩ)s| ≤ κ∞, and |y| ≤ η. Continuing the previous line using these
observations yields the estimate

H1(∂V ∩ T ((a, b)× (0, η))) ≥
∫ d

c

(1− 2|s′2y||(νΩ)s|+ s′4y2|(νΩ)s|2)1/2 dt

=

∫ d

c

(1− |s′2y||(νΩ)s|) dt

≥
∫ d

c

1− ηκ∞ dt

≥ (1− ηκ∞)H1(π(T−1(V ))).(5.7)

Next, since γ parametrizes the boundary ∂Ω by arc–length, we see that T−1
∣∣
∂Ω

preserves H1

measure. In addition, T−1 ◦ σ = π ◦ T−1. These two facts imply that

H1(π(T−1(V ))) = H1(T−1(σ(V ))) = H1(σ(V )).

This equality in conjunction with (5.7) yields (5.5), namely

(1− ηκ∞)H1(σ(V )) ≤ H1(∂V ∩ T ((a, b)× (0, η)))

for the case where ∂V ∩T ((a, b)× (0, η0)) is a single smooth curve. For ∂V ∩T ((a, b)× (0, η))
still smooth but with more than one component, we apply the above calculation to each
component and sum the results to obtain (5.5). Finally, for such V , (5.6) is immediate.

Now, for arbitrary V with finite perimeter, by mollifying V and using super–level sets
of the mollifications as in Chapter 1 of [17], we obtain a sequence of smooth sets Vn approx-
imating V and take limits in (5.5) for Vn. �

We conclude the preliminaries with a standard result which we will need in proof of
Theorem 5.1. The proof is found in [32, p. 1065].
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Lemma 5.3. Let E ⊂ R be a set of finite perimeter. Suppose there exists a point x0 in ∂E
with the property that for some closed cube Q0 centered at x0, νE(x) is a constant v for all
x ∈ Q0∩∂E. Then Q0∩∂E = Q0∩P , where P is the hyperplane containing x0 with normal
v.

Lemma 5.4. Let Ω ⊂ R2 be a domain satisfying the conditions (5.2) and (5.3). Then there
exists δ = δ(Ω) > 0 such that

∂A′ ∩ ∂B′ ⊂ {x : d(x, PQ) < 10
√
δ} ∪ (σ−1(Γ1 ∪ Γ2) ∩ Ω10

√
δ)

for any solution (A′, B′) of (5.4).

Proof of Lemma 5.4. For the convenience of the reader, we first summarize the main argu-
ments. Let (A′, B′) be a solution of (5.4). The proof is divided into two steps.

In the first step, we argue that ∂A′ ∩ ∂B′ must be contained in a neighborhood of ∂B.
The proof of this step follows closely the proof in [32]. The main idea is that since (A′, B′)
is close to (A,B) in L1, it will incur significant cost c3(∂A′ ∩ ∂B′) if it protrudes too far
from ∂B. Next, using the result of the first step, we are able to further restrict ∂A′ ∩ ∂B′
to a neighborhood of PQ ∪ Γ1 ∪ Γ2. Since ∂A′ ∩ ∂B′ is contained in a neighborhood of ∂B,
the result of Lemma 5.2 implies that near ∂Ω ∩ ∂B, the interior perimeter H1(∂A′ ∩ ∂B′)
is bounded below by the boundary perimeter H1(∂A′ ∩ ∂Ω). Together with the inequality
c1 + c3 > c2, this will allow us to enlarge B′ into B′′ near ∂Ω and exchange greater cost
associated with

c1H1(∂A′ ∩ ∂Ω) + c3H1(∂A′ ∩ ∂B′)
for lesser cost associated with

c2H1(∂B′′ ∩ ∂Ω).

We begin with some preliminaries regarding the parameters in the proof. The parameter
δ in the statement of the lemma depends on the constants {ci} and the domain Ω. Let
γ : [p, q]→ ∂Ω parametrize ∂B∩∂Ω with γ(p) = P and γ(q) = Q, and choose p < b1 < b2 < q
such that γ([p, b1]) ⊂ Γ1 and γ([b2, q]) ⊂ Γ2. Fix any a1 ∈ (p, b1) and then choose a2 ∈ (b2, q)
such that b1 − a1 = a2 − b2 (this is merely for convenience later). We choose δ small enough
to satisfy two conditions:

(5.8) T ([a1, a2]× {10
√
δ}) ⊂ {x : d(x, ∂B) = 10

√
δ}

and

(5.9) 0 <
20
√
δ

c1 + c3(1− 10
√
δκ∞)− c2

< b1 − a1.

Recall our assumption that c1 + c3 > c2, which implies that any sufficiently small δ satisfies
(5.9). Also, the first condition might not hold for δ too large because a point in B at distance

10
√
δ from ∂Ω might be within 10

√
δ of PQ and hence not in {x : d(x, ∂B) = 10

√
δ}; see

Fig. 3. We now proceed with the proof.
Step 1. We argue that

(5.10) ∂A′ ∩ ∂B′ ⊂ {x ∈ Ω : dist(x, ∂B) < 10
√
δ};

see Fig. 4. To prove this, one follows closely the method of proof of [32, Lemma 3.1] with
minor changes. For convenience, we summarize the argument here. First, we argue that
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Figure 3. The shaded region is T ([a1, a2] × [0, 10
√
δ]). The dashed curves

comprise {x ∈ Ω : d(x, ∂B) = 10
√
δ}. Note that T ([a1, a2] × {10

√
δ}) is

entirely contained in this level set.

{x ∈ A : dist(x, ∂B) ≥ 10
√
δ} ∩ B′ = ∅. Consider slices St = {x ∈ A : dist(x, ∂B) = t}. If

there exists a t0 < 10
√
δ such that H1(St0 ∩B′) = 0, then setting

A′′ = A′ ∪ {x ∈ A : dist(x, ∂B) ≥ t0}

yields a modified partition (A′′, B′′) which still satisfies the L1 constraint in (5.4). Assume
for contradiction {x ∈ A : dist(x, ∂B) > t0} ∩ B′ 6= ∅. Then, by following the calculations
from [32, p. 1067], we see that (A′′, B′′) satisfies

c3H1(∂A′′ ∩ ∂B′′) < c3H1(∂A′ ∩ ∂B′).
Note that since A′ ⊂ A′′, B′′ ⊂ B′, and c1 < c2,

c1H1(∂A′′ ∩ ∂Ω) + c2H1(∂B′′ ∩ ∂Ω) ≤ c1H1(∂A′ ∩ ∂Ω) + c2H1(∂B′ ∩ ∂Ω),

so in fact F0(A′′, B′′) < F0(A′, B′), which contradicts the fact that (A′, B′) is a minimizer
of (5.4). We conclude that {x ∈ A : dist(x, ∂B) > t0} ∩ B′ = ∅, which together with the
definition of t0 yields the desired result. On the other hand, suppose there does not exist
t0 < 10

√
δ such that H1(St0 ∩ B′) = 0. The L1 constraint from (5.4) and the mean value

theorem yield T0 ∈ (
√
δ, 2
√
δ) such that H1(ST0 ∩B) <

√
δ. It can then be shown (using the

calculations from [32, p. 1068]) that setting

A′′ = A′ ∪ {x ∈ A : dist(x, ∂B) ≥ T0}
results in a partition (A′′, B′′) such that F0(A′′, B′′) < F0(A′, B′), which again contradicts the
minimality of (A′, B′). This is due to the fact that T0 was chosen so that the interior perimeter

gain of at most
√
δ from c3H1(∂A′′∩ST0) is offset by the loss of perimeter of c3H1(∂A′∩{x ∈

A : 2
√
δ < dist(x, ∂B)}). In either case, we obtain that {x ∈ A : dist(x, ∂B) ≥ 10

√
δ}∩B′ =

∅. The corresponding result, that {x ∈ B : dist(x, ∂B) ≥ 10
√
δ}∩A′ = ∅, is proved similarly,

by setting
B′′ = B′ ∩ {x ∈ B : dist(x, ∂B) ≥ t}
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for some carefully chosen t. These two results then yield (5.10), since we see that

∂A′ ∩ ∂B′ ⊂ Ω \
(
{x ∈ A : dist(x, ∂B) ≥ 10

√
δ} ∪ {x ∈ B : dist(x, ∂B) ≥ 10

√
δ}
)

= {x ∈ Ω : dist(x, ∂B) < 10
√
δ}.

Observe that in Step 1, we have avoided modifying (A′, B′) by enlarging B′ near ∂Ω. The
reason for this is that a priori, the loss of interior perimeter resulting from such a modification
might be offset by an increase in the cost on ∂Ω due to the inequality c1 < c2. This difficulty
will be addressed in the subsequent step.

Step 2. The second step, similar to the first, has two main parts. First, we eliminate
“islands” of A′ in T ((a1, a2)×(0, 10

√
δ)) separated from the main portion of A′ by slices of the

form T ({d}× (0, 10
√
δ)). Consider the set {d ∈ (a1, a2) : H1(T ({d}× (0, 10

√
δ))∩A′) = 0},

and suppose it is non–empty. We choose d1 and d2 from this set with d1 ≤ d2; if possible
we choose di such that γ(di) ⊂ Γi. See Fig. 4 for an example of the case where d1 can be
chosen so that γ(d1) ∈ Γ1 but d2 cannot be chosen so that γ(d2) ∈ Γ2. Now define

B′′ = B′ ∪ T ([d1, d2]× [0, 10
√
δ])

and A′′ as the measure–theoretic closure of Ω \ B′′. Note that (A′′, B′′) still satisfies the L1

constraint from (5.4). We claim that

B′′4B′, A′′4A′ ⊂ T ([d1, d2]× [0, 10
√
δ)).

This will simplify the calculation below of F0(A′, B′) − F0(A′′, B′′) since it will allow us to

only examine T ([d1, d2]× [0, 10
√
δ)). It is straightforward to see that B′′4B′ and A′′4A′ are

contained in T ([d1, d2]× [0, 10
√
δ]), so to prove the claim it remains to show that B′′4B′ and

A′′4A′ have empty intersection with T ([d1, d2]× {10
√
δ}). This holds because of the choice

of δ in (5.8). By the result of Step 1 and the inclusion (5.8), T ([d1, d2] × {10
√
δ}) ⊂ (B′)i,

which implies it has empty intersection with B′′4B′ and A′′4A′. Therefore, we can calculate
the difference in energies F0(A′, B′)− F0(A′′, B′′) as

F0(A′, B′)− F0(A′′, B′′) = c1H1(γ(d1, d2) ∩ ∂A′) + c2H1(γ(d1, d2) ∩ ∂B′)(5.11)

+ c3H1(T ([d1, d2]× (0, 10
√
δ)) ∩ ∂A′)− c2H1(γ(d1, d2)).

Assuming that |A′∩T ([d1, d2]×[0, 10
√
δ])| > 0, we will show that F0(A′, B′)−F0(A′′, B′′) > 0,

which contradicts the minimality of (A′, B′). First, we bound the first three terms on the
right hand side of (5.11) from below. As a preliminary estimate, note that Lemma 5.2 with

V = T ((d1, d2)× (0, 10
√
δ)) ∩ A′ implies that

H1(γ(d1, d2) ∩ ∂A′) ≤ H1(γ(d1, d2) ∩ σ(A′)).

Using this in conjunction with the inequality c1 − c2 < 0 we write for the first two terms of
(5.11)

c1H1(γ(d1, d2) ∩ ∂A′) + c2H1(γ(d1, d2) ∩ ∂B′)
= (c1 − c2)H1(γ(d1, d2) ∩ ∂A′) + c2H1(γ(d1, d2))

≥ (c1 − c2)H1(γ(d1, d2) ∩ σ(A′)) + c2H1(γ(d1, d2))

= c1H1(γ(d1, d2) ∩ σ(A′)) + c2H1(γ(d1, d2) \ σ(A′)).(5.12)
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Figure 4. The shaded set is A′ and the unshaded set is B′. The boundary
∂A′ ∩ ∂B′ is contained in a 10

√
δ neighborhood of ∂B due to Step 1.

For the third term of (5.11), also apply Lemma 5.2 to obtain

(5.13) c3H1(T ([d1, d2]× (0, 10
√
δ)) ∩ ∂A′) ≥ c3(1− 10

√
δκ∞)H1(γ(d1, d2) ∩ σ(A′)).

Then adding (5.12) and (5.13) yields

c1H1(γ(d1, d2) ∩ ∂A′) + c2H1(γ(d1, d2) ∩ ∂B′) + c3H1(T ([d1, d2]× (0, 10
√
δ)) ∩ ∂A′)(5.14)

≥ c1H1(γ(d1, d2) ∩ σ(A′)) + c2H1(γ(d1, d2) \ σ(A′))

+ c3(1− 10
√
δκ∞)H1(γ(d1, d2) ∩ σ(A′)).

Now observe that (5.9) implies that c1 + c3(1 − 10
√
δκ∞) > c2 and that the assumption

|A′∩T ([d1, d2]×[0, 10
√
δ])| > 0 impliesH1(γ(d1, d2)∩σ(A′)) > 0. Together these observations

imply that

c1H1(γ(d1, d2) ∩ σ(A′)) + c3(1− 10
√
δκ∞)H1(γ(d1, d2) ∩ σ(A′)) > c2H1(γ(d1, d2) ∩ σ(A′)).

Using this inequality for the first and third terms on the right hand side of (5.14), we obtain
our estimate for the first three terms of (5.11):

c1H1(γ(d1, d2) ∩ ∂A′) + c2H1(γ(d1, d2) ∩ ∂B′) + c3H1(T ([d1, d2]× (0, 10
√
δ)) ∩ ∂A′)

> c2H1(γ(d1, d2) ∩ σ(A′)) + c2H1(γ(d1, d2) \ σ(A′))

= c2H1(γ(d1, d2)).(5.15)

Combining (5.11) and (5.15) yields

F0(A′, B′)− F0(A′′, B′′) > c2H1(γ(d1, d2))− c2H1(γ(d1, d2)) = 0.

But this contradicts the fact that (A′, B′) is a solution to (5.4), so it must be the case that

|A′ ∩ T ([d1, d2] × [0, 10
√
δ])| = 0. It follows that ∂A′ ∩ T ((d1, d2) × [0, 10

√
δ]) = ∅, which

together with the result of Step 1 gives

∂A′ ∩ ∂B′ ⊂ {x ∈ Ω : dist(x, ∂B) < 10
√
δ} \ T ((d1, d2)× [0, 10

√
δ])
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If it was possible to choose γi(di) ∈ Γi for i = 1, 2, the lemma is proved, since

{x ∈ Ω : dist(x, ∂B) <10
√
δ} \ T ((d1, d2)× [0, 10

√
δ])(5.16)

⊂ {x : dist(x, PQ) < 10
√
δ} ∪ (σ−1(Γ1 ∪ Γ2) ∩ Ω10

√
δ).

Then it remains consider the scenario in which {d ∈ (a1, a2) : H1(T ({d}× (0, 10
√
δ))∩A′) =

0} = ∅ or di cannot be chosen such that γ(di) ∈ Γi. Fix i = 1; i = 2 is handled similarly.
Define

B′′ = B′ ∪ T ([a1, b1]× [0, 10
√
δ])

and A′′ as the measure theoretic closure of Ω \ B′′. Note that (A′′, B′′) still satisfies the L1

constraint. As in the previous part of Step 2, we can calculate

F0(A′, B′)− F0(A′′, B′′) = c1H1(γ(a1, b1) ∩ ∂A′) + c2H1(γ(a1, b1) ∩ ∂B′)(5.17)

+ c3H1(T ([a1, b1]× (0, 10
√
δ)) ∩ ∂A′)− c2H1(γ(a1, b1))

− c3H1(T ({a1, b1} × (0, 10
√
δ)) ∩ ∂A′).

First, we estimate the fifth term from below:

(5.18) −c3H1(T ({a1, b1} × (0, 10
√
δ)) ∩ ∂A′) ≥ −20

√
δ.

Using the same reasoning as preceding (5.14), we can estimate the first three terms of (5.17):

c1H1(γ(a1, b1) ∩ ∂A′) + c2H1(γ(a1, b1) ∩ ∂B′) + c3H1(T ([a1, b1]× (0, 10
√
δ)) ∩ ∂A′)

≥ c1H1(γ(a1, b1) ∩ σ(A′)) + c2H1(γ(a1, b1) \ σ(A′))

+ c3(1− 10
√
δκ∞)H1(γ(a1, b1) ∩ σ(A′)).

The assumption that d1 either doesn’t exist or can’t be chosen such that γ(d1) ⊂ Γ1 implies
that γ(a1, b1) ∩ σ(A′) = γ(a1, b1). After using this in the previous inequality and combining
with (5.18), we obtain

F0(A′, B′)− F0(A′′, B′′) ≥ c1H1(γ(a1, b1)) + c3(1− 10
√
δκ∞)H1(γ(a1, b1))− 20

√
δ(5.19)

= c1(b1 − a1) + c3(1− 10
√
δκ∞)(b1 − a1)− 20

√
δ.

Recalling (5.9), we rearrange it as

c1(b1 − a1) + c3(1− 10
√
δκ∞)(b1 − a1)− 20

√
δ > 0.

But it immediately follows from this inequality and (5.19) that F0(A′, B′)−F0(A′′, B′′) > 0,
which contradicts the minimality of (A′, B′). It must then be the case that {d ∈ (a1, a2) :

H1(T ({d} × (0, 10
√
δ)) ∩ A′) = 0} 6= ∅ and γ(d1) ∈ Γ1. It can be argued similarly that

γ(d2) ∈ Γ2. In view of (5.16), the lemma is proven. �

Finally we can prove Theorem 5.1.

Proof of Theorem 5.1. Fix δ small enough to satisfy the assumptions of Lemma 5.4. Then
the direct method yields the existence of a solution (A′, B′) to (5.4). By Lemma 5.4, we have
that

∂A′ ∩ ∂B′ ⊂ {x : dist(x, PQ) < 10
√
δ} ∪ (σ−1(Γ1 ∪ Γ2) ∩ Ω10

√
δ).

In particular, this implies that (A′, B′) satisfies

(5.20) ∂A′ ∩ ∂Ω ⊂ Γ1 ∪ Γ2 ∪ (∂Ω ∩ ∂A), and ∂B′ ∩ ∂Ω ⊂ Γ1 ∪ Γ2 ∪ (∂Ω ∩ ∂B).
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We can now use a calibration argument to show that (A,B) is the only minimal partition
satisfying (5.20) and hence the unique minimizer of (5.4). Denote by νΩ the measure theoretic
exterior normal to Ω. Let (C,D) be an admissible partition. By Cauchy–Schwarz and the
Gauss–Green theorem, we have

F0(C,D) = c1H1(∂C ∩ ∂Ω) + c2H1(∂D ∩ ∂Ω) + c3H1(∂C ∩ ∂D)

≥ c1H1(∂C ∩ ∂Ω) + c2H1(∂D ∩ ∂Ω) + c3

∫
∂C∩∂D

(v · νC) dH1(5.21)

= c1H1(∂C ∩ ∂Ω) + c2H1(∂D ∩ ∂Ω)− c3

∫
∂C∩∂Ω

(v · νΩ) dH1

=

∫
∂C∩(Γ1∪Γ2)

(c1 − c3v · νΩ) dH1 +

∫
(∂C∩∂Ω)\(Γ1∪Γ2)

(c1 − c3v · νΩ) dH1

+

∫
∂D∩(Γ1∪Γ2)

c2 dH1 +

∫
(∂D∩∂Ω)\(Γ1∪Γ2)

c2 dH1.

Note that because of the restrictions in (5.20) on the admissible partitions, the second and
fourth integrals in the previous lines do not depend on (C,D). In fact, (∂C∩∂Ω)\(Γ1∪Γ2) =
(∂A ∩ ∂Ω) \ (Γ1 ∪ Γ2) and (∂D ∩ ∂Ω) \ (Γ1 ∪ Γ2) = (∂B ∩ ∂Ω) \ (Γ1 ∪ Γ2). Thus if we set

I :=

∫
(∂C∩∂Ω)\(Γ1∪Γ2)

(c1 − c3v · νΩ) dH1 +

∫
(∂D∩∂Ω)\(Γ1∪Γ2)

c2 dH1,

the above inequality becomes

(5.22) F0(C,D) ≥ I +

∫
∂C∩(Γ1∪Γ2)

(c1 − c3v · νΩ) dH1 +

∫
∂D∩(Γ1∪Γ2)

c2 dH1,

where I does not depend on the choice of partition. Now, due to the strict convexity of Γ1

and Γ2 and the assumption that c1 − c3v · νΩ = c2 at P and Q, the following inequalities
hold:

c1 − c3v · νΩ < c2 on ∂A ∩ Ω

and

c1 − c3v · νΩ > c2 on ∂B ∩ Ω.

Consequently, the only partitions which minimize the right hand side of (5.22) are those
satisfying

(5.23) ∂C ∩ ∂Ω = ∂A ∩ ∂Ω and ∂D ∩ ∂Ω = ∂B ∩ ∂Ω.

In addition, the inequality in (5.21) is sharp unless

(5.24) v = νC H1 a.e. on ∂C ∩ Ω.

Thus by applying (5.3), it follows that if (5.21) is an equality, then ∂C∩∂D is a line segment.
We have shown that (A,B) is the only partition satisfying (5.23) and (5.24) and therefore the
unique minimizer of F0 over all partitions satisfying (5.20), and so the theorem follows. �
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6. Asymptotic Energy of Minimizers of Fε for Boundary Data with Degree

In this section we consider the behavior of minimizers of Fε with the surface term

(6.1) fs = γ|(I− ẑ ⊗ ẑ)Qẑ|2

and also subject to the boundary condition given by (2.7), g(x) = −3β

(
n(x)⊗ n(x)− 1

3
I

)
.

The invariance of Q–tensors under reflection through the origin implies that

(6.2) the degree of g is an integer multiple of one–half;

see [10, Definition 2]. We will denote this integer by k. Throughout this section, we will
assume that the temperature is low enough so that the uniaxial nematic state with nematic
order parameter s? is the minimizer of fLdG. From the description (2.4) of the zero set
of fLdG, we see that the only effect of perturbing fLdG by 2fs as in (6.1) is to require
now that ẑ be an eigenvector of any minimizer of fLdG + 2fs. Hence the zero set P of

W = fLdG + 2fs is the union of the circle P1 :=

{
s?

(
m⊗m− 1

3
I

)
: m ∈ S1 × {0}

}
and

the point P2 := s?

(
ẑ ⊗ ẑ − 1

3
I

)
. Let us assume β is such that

(6.3) ϕ1 (g) < ϕ2 (g) ,

i.e., the boundary data g is closer to the circle P1 than to the point P2 in the degenerate
metric d√W . We recall the notation P0 for the image of g. In the following theorem re-
garding the energy of the minimizers Qε of Fε, we capture both the leading order boundary
layer contribution reminiscent of vector Allen–Cahn and the lower order vortex contribution
reminiscent of Ginzburg–Landau.

Theorem 6.1. Let Ω be a simply–connected domain and g have degree k. Assume that fs is
given by γ|(I− ẑ⊗ ẑ)Qẑ|2. Then the minimizers Qε of Fε satisfy the asymptotic development

(6.4) Fε(Qε) = 2

∫
∂Ω

ϕ1(g(x)) dH1(x) + εs2
?πk log

1

ε
+O(ε)

as ε→ 0.

The proof of the theorem will consist of showing that the right hand side of (6.4) bounds
Fε(Qε) from above and from below.

Proof of the upper bound. We will first prove the upper bound by constructing a sequence of
functions Rε which satisfy

Fε(Rε) ≤ 2

∫
∂Ω

ϕ1(g(x)) dH1(x) + εs2
?πk log

1

ε
+O(ε).(6.5)

The Rε will be independent of z, so we will refer to them as functions of x ∈ Ω and treat
the surface term as a bulk term, since for Rε = Rε(x) only we have

Fε(Rε) =

∫
Ω×(0,1)

(
ε|∇xRε|2 +

fLdG(Rε)

ε

)
dx dz +

1

ε

∫
Ω×{0,1}

fs(Rε) dx(6.6)

=

∫
Ω

(
ε|∇xRε|2 +

W (Rε)

ε

)
dx.
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Our strategy will be to combine the construction of [10] away from ∂Ω with a boundary layer

near ∂Ω. The interior construction will contribute the ε log
1

ε
term and the boundary layer

will contribute the order 1 term in (6.4). Throughout the estimates, the generic constant C
varies from line to line but does not depend on ε.

We first present some preliminaries regarding W and d√W (·, P ). Let us denote the
uniaxial well of fLdG by

Z :=

{
s?

(
m⊗m− 1

3
I

)
: m ∈ S2

}
.

First, as observed in [10, Equation 1.14], we have the following inequality regarding fLdG
and dist(·, Z), the Euclidean distance to Z: there exists δ > 0 and C > 0 such that

1

C
dist(Q,Z)2 ≤ fLdG(Q) ≤ Cdist(Q,Z)2

for any Q such that dist(Q,Z) < δ. We will say fLdG ∼ dist(·, Z)2 in a δ–neighborhood of Z.
It is quickly seen that after adding 2fs = 2γ|(I− ẑ⊗ ẑ)Qẑ|2 to fLdG, we have W ∼ dist(·, P )2

in some δ′–neighborhood of P . Since W and dist(·, P ) both vanish exactly on P , it follows
that for any compact set B ⊂ S, there exists C > 0, depending on B, such that

(6.7) W ∼ dist(·, P )2

on B. It is straightforward to see using (6.7) and the definition of d√W that d√W (·, P )
satisfies the same property, namely that on any compact set B ⊂ S,

(6.8) d√W (·, P ) ∼ dist(·, P )2.

We will also need, similar to Section 3, geodesics under the degenerate metric d√W
along with the solutions of an ODE to construct the boundary layer. We aim to bridge the
boundary data

g(x) = −3β

(
n(x)⊗ n(x)− 1

3
I

)
to the well P1. The details are different than those in Section 3 due to the need for precise
estimates of the error involved in the construction. First, fix x0 ∈ ∂Ω and obtain a curve γx0
which is a geodesic for d√W (g(x0), P1). We assume γx0 : [0, b] → S which is parametrized
with respect to arc length, so that b is the Euclidean length of γ, and satisfies γx0(0) = g(x0),
γx0(b) ∈ P1, and ∫ b

0

√
W (γx0(t))|γ′x0(t)| dt = ϕ1(g(x0)).

By the assumption (6.3) that ϕ1 (g) < ϕ2 (g), we have ϕ1(g(x0)) = d√W (P, g(x0)). We note
also that (6.3) allows us to require without loss of generality that

(6.9) W (γx0(t)) vanishes only for t = b.

For x ∈ ∂Ω with x 6= x0, we define γx = rθxγx0r
T
θx

, where θx is chosen so that rθxg(x0)rTθx =
g(x). We see that due to the rotational symmetry described at the beginning of Section 3,
γx(0) = g(x), γx(b) ∈ P1, and

(6.10)

∫ b

0

√
W (γx(t))|γ′x(t)| dt = ϕ1(g(x)) = d√W (P, g(x)) = d√W (P, P0).
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In addition, we remark that unlike in Section 3, the γx vary smoothly in x over all of ∂Ω,
even near x0.

Next, we consider the following ODE:

(6.11)


∂

∂s
h(s) =

√
W (γx0(h(s))),

h(0) = 0.

Using the fact that W (γx0(t)) ≥ C(t−b)2 for some C > 0, which follows from (6.7) and (6.9),
one can argue as in [30, Equations (1.17)-(1.21)] and conclude that the solution h to (6.11)
is defined on [0,∞), increasing, and approaches b exponentially as s→∞. We observe that
h also solves the same ODE with γx0 replaced by γx for any x ∈ ∂Ω because of the rotational
symmetry of W .

Let us now define the Rε near ∂Ω. We recall from Section 3 the notation σ(x) for the
projection of x onto ∂Ω, d(x) for the distance to ∂Ω, and Ωζ for the set {x ∈ Ω : d(x) ≥ ζ}.
We fix ζ > 0 such that d, σ are C1 on Ω \ Ωζ and define for small ε

Rε(x) =

γσ(x)(b), 2
√
ε ≤ d(x) ≤ ζ,

γσ(x)

(
h

(
d(x)

ε

))
, d(x) ≤

√
ε.

For x such that
√
ε < d(x) < 2

√
ε, we define Rε separately on each segment normal to

{x : d(x) =
√
ε} by linearly interpolating between the values of Rε at the intersections of

the segment with {x : d(x) =
√
ε} and {x : d(x) = 2

√
ε}. We will define Rε on Ωζ at the

end.
We will now estimate the energy of Rε on Ω\Ωζ and prove that it contributes the leading

order term in (6.4) up to an error of O(ε). For each x ∈ Ω\Ωζ , let τ = τ(x) be a unit vector
tangent to the level set of d at x and η = η(x) be the unit vector ∇d(x) perpendicular to τ .
We write∫

Ω\Ωζ

(
ε|∇Rε|2 +

1

ε
W (Rε)

)
dx =

∫
Ω\Ωζ

(
ε

∣∣∣∣ ∂∂τ Rε

∣∣∣∣2 + ε

∣∣∣∣ ∂∂ηRε

∣∣∣∣2 +
1

ε
W (Rε)

)
dx.

First, we have that

∣∣∣∣ ∂∂τ Rε

∣∣∣∣ is bounded by some constant C depending on the Lipschitz

constant of g and independent of ε on Ω \ Ωζ , so that∫
Ω\Ωζ

ε

∣∣∣∣ ∂∂τ Rε

∣∣∣∣2 dx ≤ O(ε).

Since ε

∣∣∣∣ ∂∂τ Rε

∣∣∣∣2 is the only non–zero term in the integrand when 2
√
ε ≤ d(x) ≤ ζ, we have∫

Ω\Ωζ

(
ε|∇Rε|2 +

1

ε
W (Rε)

)
dx =

∫
{x:d(x)<2

√
ε}

(
ε

∣∣∣∣ ∂∂ηRε

∣∣∣∣2 +
1

ε
W (Rε)

)
dx+O(ε).

Next, using the fact that h(s) approaches b exponentially as s→∞, one can easily conclude
as in [30, Equation (2.26)] that

(6.12)

∫
{x:
√
ε<d(x)<2

√
ε}

(
ε

∣∣∣∣ ∂∂ηRε

∣∣∣∣2 +
1

ε
W (Rε)

)
dx ≤ O(ε),
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so that in order to capture the leading order term in (6.4), it remains to estimate

(6.13) I :=

∫
{x:d(x)<

√
ε}

(
ε

∣∣∣∣ ∂∂ηRε

∣∣∣∣2 +
1

ε
W (Rε)

)
dx.

Our estimates for I utilize a similar strategy as in [6, Proposition 2.1]. In particular, the
remarks (6.7), (6.8) along with the ODE (6.11) will be crucial in obtaining a precise form of
the error. We note that (6.7) and (6.8) imply that W ∼ d√W (·, P ) on any compact set B.
With B = {Rε(x) : x ∈ Ω \ Ωζ}, we can write

(6.14) W (Rε) ∼ d√W (Rε, P ) = ϕ1(Rε)

on Ω \ Ωζ . We will also use the identity

√
ε
∂

∂η
Rε(x) =

1√
ε

√
W (Rε(x))γ′σ(x)

(
h

(
d(x)

ε

))
= − 1√

ε
(∇ϕ1)(Rε(x)),

for x such that d(x) <
√
ε, which follows from (6.11) and the fact that as the gradient of a

distance function, (∇ϕ1)(γσ(x)) is parallel to the geodesic direction γ′σ(x). From this identity

and the fact that |γ′σ(x)| = 1 we conclude that

(6.15) ε

∣∣∣∣ ∂∂ηRε

∣∣∣∣2 =
√
ε
∂

∂η
Rε · −

1√
ε

(∇ϕ1)(Rε) =
1

ε
W (Rε).

Now applying the coarea formula and (6.15), we write

I = 2

∫ √ε
0

∫
{x:d(x)=s}

∂

∂η
Rε · (−∇ϕ1)(Rε) dH1(x) ds

= 2

∫ √ε
0

∫
{x:d(x)=s}

− ∂

∂η
(ϕ1 ◦Rε) dH1(x) ds

= 2

∫ √ε
0

∫
{x:d(x)=s}

− ∂

∂s

(
ϕ1

(
γσ(x)

(
h
(s
ε

))))
dH1(x) ds

= 2

∫ √ε
0

∫
∂Ω

− ∂

∂s

(
ϕ1

(
γx

(
h
(s
ε

))))
|J(Pt)(x)| dH1(x) ds,

where J(Pt)(x) is the Jacobian of the map Pt : ∂Ω → {x ∈ Ω : d(x) = t}. For ease of
notation let us refer to ϕ1 (γx (h (sε−1))) as (ϕ1 ◦ Rε)(x, s) for x ∈ ∂Ω and 0 ≤ s ≤

√
ε.

Recalling the estimate |J(Pt)(x)− 1| ≤ Ct from (3.32), we can write

I ≤ 2

∫ √ε
0

∫
∂Ω

−
(
∂

∂s
(ϕ1 ◦Rε)(x, s)

)
(1 + Cs) dH1(x) ds

= 2

∫
∂Ω

∫ √ε
0

−
(
∂

∂s
(ϕ1 ◦Rε)(x, s)

)
(1 + Cs) ds dH1(x).(6.16)

We estimate the inner integral with the goal of improving our estimate of
∫

Ω\Ωζ
W (Rε) dx.

For each x ∈ ∂Ω, we have∫ √ε
0

−
(
∂

∂s
(ϕ1 ◦Rε)(x, s)

)
(1 + Cs) ds(6.17)
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= (ϕ1 ◦Rε)(x, 0)− (ϕ1 ◦Rε)(x,
√
ε)(1 + C

√
ε) +

∫ √ε
0

(ϕ1 ◦Rε)(x, s)C ds

≤ (ϕ1 ◦Rε)(x, 0) +

∫ √ε
0

(ϕ1 ◦Rε)(x, s)C ds

≤ C

for some constant C independent of x and ε. This estimate on the inner integral then yields
I ≤ C after substituting into (6.16), which implies

(6.18)

∫
{x:d(x)<

√
ε}
W (Rε) dx ≤ Cε.

But since W (Rε) ∼ ϕ1(Rε) by (6.14), we see from (6.18) that

(6.19)

∫
{x:d(x)<

√
ε}
ϕ1 (Rε) dx ≤ Cε.

Finally, integrating (6.17) over x ∈ ∂Ω and using (6.19), we have

I1 ≤ 2

∫
∂Ω

(ϕ1 ◦Rε)(x, 0) dH1(x) + 2C

∫
{x:d(x)<

√
ε}
ϕ1(Rε) dx(6.20)

= 2

∫
∂Ω

ϕ1(g(x)) dH1(x) +O(ε).

From (6.13) and (6.20), we conclude

(6.21)

∫
Ω\Ωζ

(
ε|∇Rε|2 +

1

ε
W (Rε)

)
dx ≤ 2

∫
∂Ω

ϕ1(g(x)) dH1(x) +O(ε).

Next, we define the Rε’s on Ωζ . We will use a construction from [10], in which the
authors examine the functionals ∫

A

(fe(Q) + ε−2fb(Q)) dx

among Q-tensors which have ẑ as an eigenvector and P1–valued boundary data g̃ with degree
k̃. Here A ⊂ R2, fe is the general Landau-de Gennes elastic energy density, and fb is a general
bulk energy density which includes fLdG as a specific example. In the proof of [10, Lemma

3.6], a sequence of Q-tensors is constructed with energies bounded by s2
?πk̃ log

1

ε
+ O(1).

The interested reader can find the sequence, denoted by (w′, r′), in the proof in [10, p. 810].
Since we defined Rε on Ω\Ωζ so that Rε(∂Ωζ) = {γσ(x)(b) : x ∈ ∂Ωζ} ⊂ P1 and Rε restricted
to ∂Ωζ has degree k in the sense of (6.2), we can apply the result of [10, Lemma 3.6]. We
obtain Rε : Ωζ → S such that ẑ is an eigenvector for each Rε(x) and∫

Ωζ

(
ε|∇Rε|2 +

W (Rε)

ε

)
dx =

∫
Ωζ

(
ε|∇Rε|2 +

fLdG(Rε)

ε

)
dx(6.22)

≤ εs2
?πk log

1

ε
+O(ε).

Adding the estimates (6.21) and (6.22) gives

Fε(Rε) ≤ 2

∫
∂Ω

ϕ1(g(x)) dH1(x) + εs2
?πk log

1

ε
+O(ε),
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and the upper bound is proved. �

Proof of the lower bound. We turn now to the proof of the lower bound

(6.23) Fε(Qε) ≥ 2

∫
∂Ω

ϕ1(g(x)) dH1(x) + εs2
?πk log

1

ε
+O(ε).

Similar to the proof of the lower semicontinuity condition (3.1) in Section 3, we want to
replace the integrals of fs over the top and bottom of the cylinder by the integral of 2fs over
Ω× (0, 1). By the calculations (3.11) and (3.12), we have

Fε(Qε) =

∫
Ω×(0,1)

(
ε|∇xQε|2 +

|∇zQε|2

ε3
+

1

ε
W (Qε)

)
dx dz +O(ε).

Next, using the fact that the boundary data g is independent of z, we further estimate the
energy Fε(Qε) from below. We write

Fε(Qε) ≥
∫

Ω×(0,1)

(
ε|∇xQε|2 +

1

ε
W (Qε)

)
dx dz +O(ε)

=

∫ 1

0

∫
Ω

(
ε|∇xQε|2 +

1

ε
W (Qε)

)
dx dz +O(ε)

≥
∫ 1

0

min
Q∈H1

g (Ω;S)

{∫
Ω

(
ε|∇xQ|2 +

1

ε
W (Q)

)
dx

}
dz +O(ε)

= min
Q∈H1

g (Ω;S)

{∫
Ω

(
ε|∇xQ|2 +

1

ε
W (Q)

)
dx

}
+O(ε).

Let Gε be the functional

Gε(Q) :=

∫
Ω

(
ε|∇xQ|2 +

1

ε
W (Q)

)
dx

defined on H1
g (Ω;S) and denote its minimizer by Q̃ε. We have now that

Fε(Qε) ≥ Gε(Q̃ε) +O(ε).

It then suffices to show that

(6.24) Gε(Q̃ε) ≥ 2

∫
∂Ω

ϕ1(g(x)) dH1(x) + εs2
?πk log

1

ε
+O(ε).

The proof of (6.24) follows the proof of [6, Proposition 3.1], so we omit the details. We
remark that the main difficulty in the proof is separating the leading order boundary layer

contribution of order O(1) from the interior contribution of order O

(
ε log

1

ε

)
. In the case of

Ginzburg–Landau, this was accomplished in [4] by using a decomposition formula from [22].
For a general potential W , an analogous formula cannot be expected, so different techniques
are needed. The general program is to consider a neighborhood Ω \ Ωcεα of ∂Ω for α < 1
and prove that Gε(Q̃ε,Ω \ Ωcεα) contributes the leading order term 2

∫
∂Ω
ϕ1(g(x)) dH1(x)

up to a certain error term eε; see [6, Proposition 3.2]. One then proceeds by showing that

Gε(Q̃ε,Ωcεα) + eε is bounded below by εs2
?πk log

1

ε
; see [5, Proposition 5.1], which adapts

techniques from [11, 33]. �
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With the asymptotic development of Theorem 6.1 in hand, a natural question is whether
a subsequence of the minimizers Qε converges to some Q0. Results of this type have been
obtained for the case of Ginzburg–Landau type problems in [4, 5, 6, 11] and for a two–
dimensional Landau–de Gennes model in [10]. The limiting map for the Ginzburg–Landau
type problems is the so–called “canonical harmonic map” identified in [11] and generalized
in [4, 5, 6]. By utilizing a suitable change of variables, a similar result is proved for the
two–dimensional Landau–de Gennes model in [10]. In the latter case, the limiting map is
uniaxial and the minimizers along a convergent subsequence have degree 1/2 around the
singularities of the limiting map, cf. [10, Corollary A]. We expect a similar result to hold for
our problem, but we have not carried out the details. Finally, one could certainly determine
the location of the singularities of the limiting map, corresponding to the disclination lines
in the nematic film. In all of the above works, the locations of the singularities are governed
by the minimization of a “renormalized energy,” and such a program could be carried out
for this problem as well.

7. Appendix

Lemma 7.1. The minimum of W = fLdG + 2fs is achieved and can be characterized as
follows:

(1) If β cannot be written as a convex linear combination of λi’s, where λ = (λ1, λ2, λ3)
is a stationary point of fLdG, then ẑ is an eigenvector of any minimizer.

(2) If β can be written as a convex linear combination of λi’s, then there are two cases:
(i) if β = λi for some i, so that the convex linear combination is trivial, then ẑ is

an eigenvector of any minimizer;
(ii) if β is not equal to one of the λi’s, so the convex linear combination is non–

trivial, then ẑ is not a eigenvector of any minimizer.

In either case (1) or (2), minimizers may be isotropic, uniaxial, or biaxial.

Proof. The quartic growth of fLdG at infinity and the fact that fs is positive immediately
yield the existence of a global minimizer for W . Next, we state the equations for stationary
points of fLdG(Q), expressed as fLdG(λ), subject to the condition

∑
λi = 0. We obtain the

system {
(fLdG)λi + k = 0∑
λi = 0,

where k is a Lagrange multiplier. We are interested in finding critical points for W (Q) =
fLdG(λ) + α(Qẑ · ẑ − β)2 + γ|(I− ẑ ⊗ ẑ)Qẑ|2, where λ = (λ1, λ2, λ3) is the set of eigenvalues
for Q. Let us write Q = λivi⊗ vi, where {vi} is a mutually orthonormal set of vectors in R3.
First, we consider the case where γ = 0. Rewriting W using the λi’s and vi’s, we obtain

W (Q) = fLdG(λ) + α(λi(vi · ẑ)2 − β)2.

Note that since 1 = |ẑ|2 =
∑

(vi · ẑ)2, if we let yi = (vi · ẑ)2, then
∑
yi = 1 and yi ≥ 0 for each

i. Minimizing W subject to the constraint
∑
λi = 0 is therefore equivalent to minimizing

W̃ (λ, y) = fLdG(λ) + α(λiyi − β)2

subject to the constraints
∑
λi = 0,

∑
yi = 1, and yi ≥ 0 for each i. We define the auxiliary

function

(7.1) F (λ, y) = fLdG(λ) + α(λ · y − β)2 + hλ
∑

λi + hy(
∑

yi − 1),
37



where hλ and hy are Lagrange multipliers. Any minimizer of W̃ must be a stationary point
of F . We calculate

(7.2) ∇λF = ∇λfLdG(λ) + 2α(λ · y − β)y + hλ(1, 1, 1) = 0

and

(7.3) ∇yF = 2α(λ · y − β)λ+ hy(1, 1, 1) = 0.

Adding the components of both sides of (7.3) and using
∑
λi = 0, we find that hy = 0.

Doing the same for (7.2) gives∑
(fLdG)λi(λ) + 2α(λ · y − β) + 3hλ = 0,

so we solve for hλ and get

hλ = −1

3

∑
(fLdG)λi(λ)− 2

3
α(λ · y − β).

Using this expression for hλ in (7.2), we see that we need to solve

(7.4) (fLdG)λi(λ) + 2α(λ · y − β)(yi −
1

3
)− 1

3

∑
(fLdG)λi(λ) = 0

and

2α(λ · y − β)λi = 0

subject to the constraints
∑
yi = 1, yi ≥ 0, and

∑
λi = 0. If there exists λ and y such

that λ · y− β = 0, then the second equation is automatically satisfied and the first equation
reduces to (7.2). Hence any critical point (λ, y) of W which satisfies λ · y − β = 0 must also
be a critical point of fLdG. For example, if λ = (λ1, λ2, λ3) is the minimizer of fLdG and β is
equal to

∑
yiλi for some 0 ≤ yi ≤ 1, then setting yi = yi and and λ = λ yields a minimizer

for W , since

fLdG(λ) ≤ minW (λ, y) ≤ W (λ, y) = fLdG(λ).

If β = λi, so the convex linear combination is the trivial one with the corresponding yi = 1,
then we see from the definition of yi that ẑ is an eigenvector for the minimizer. Conversely,
if the convex linear combination is non–trivial, so that at least two of the yi’s are non–zero,
we see that it is impossible that ẑ is an eigenvector. Note that the minimizer is uniaxial in
this case if the minimizer of fLdG is uniaxial.

Suppose now that λ · y − β 6= 0. Then λi = 0 for each i; since (fLdG)λ(0) = 0, (7.2) is
satisfied by setting yi = 1/3 for each i. Note in this case the minimizer is isotropic and so
of course ẑ is an eigenvector. Any other stationary points of fLdG, and thus extrema, must
occur on the boundary of the admissible set in y, which happens when any one of the yi is
0 or 1. By symmetry, we only analyze the cases when y3 is 0 or 1.

Suppose that y3 = 0. We need to find critical points for

F (y1, y2, λ) = fLdG(λ) + α(y1λ1 + y2λ2 − β)2 + hy(y1 + y2 − 1) + hλ
∑

λi,
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subject to the constraints y1 + y2 = 1,
∑
λi = 0. Hence, we have

(fLdG)λ1 + 2α(y1λ1 + y2λ2 − β)y1 + hλ = 0,

(fLdG)λ2 + 2α(y1λ1 + y2λ2 − β)y2 + hλ = 0,

(fLdG)λ3 + hλ = 0,

2α(y1λ1 + y2λ2 − β)λ1 + hy = 0,

2α(y1λ1 + y2λ2 − β)λ2 + hy = 0,

y1 + y2 = 1,
∑
λi = 0.

If β = y1λ1 + y2λ2 for a solution, we argue as before and see that such a critical point must
be a critical point of fLdG. If not, the fourth and fifth equations show that λ1 = λ2 := λ and
the first and second equations along with the symmetry of fLdG with respect to permutations
of the λi’s show that y1 = y2 = 1/2. It follows that λ must solve

(fLdG)λ1(λ, λ,−2λ)− (fLdG)λ3(λ, λ,−2λ) + α(λ− β) = 0.

Note that the solution is uniaxial. Also note that y3 must be 0, which implies that v3,
the eigenvector associated to λ3, must be perpendicular to ẑ. Hence ẑ is in the eigenplane
spanned by v1 and v2 and is thus an eigenvector.

Now suppose that y2 = y3 = 0, so that y1 = 1. We are looking for critical points of

fLdG(λ) + α(λ1 − β)2 + hλ
∑

λi

subject to the constraint
∑
λi = 0. Suppose that λ1 6= β; if it was, we argue as before. We

need to solve 
(fLdG)λ1 + 2α(λ1 − β) + hλ = 0,

(fLdG)λ2 + hλ = 0,

(fLdG)λ3 + hλ = 0,∑
λi = 0.

It follows that λ1, λ2 must solve:{
(fLdG)λ1(λ1, λ2,−λ1 − λ2)− (fLdG)λ3(λ1, λ2,−λ1 − λ2) + 2α(λ1 − β) = 0,

(fLdG)λ2(λ1, λ2,−λ1 − λ2) = (fLdG)λ3(λ1, λ2,−λ1 − λ2).

Clearly, the second equation is always satisfied when the second and third eigenvalue are
the same, so that λ1 = −2λ2, and the corresponding critical point is uniaxial. It is also
possible that the second equation holds for other, biaxial, choices of λ’s as numerics seems
to indicate. Regardless, ẑ is an eigenvector of the minimizing Q in this case, since y3 = 1.

We have shown now that ẑ is an eigenvector for any minimizer of W when γ is 0 and β
is not a convex linear combination of the eigenvalues λi of a stationary point of fLdG. This
also remains true under the same assumption on β if γ is positive, since any minimizer of W
when γ is 0 which has ẑ as an eigenvector must also minimize W for any positive γ. In the
case where β is such a linear combination, we are able to construct examples in which ẑ is
and is not an eigenvector for the corresponding minimizers of W with γ = 0. Such examples
should also be possible with positive γ, depending perhaps on the relationship between γ
and α. �
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