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Abstract. An integral representation result for free-discontinuity energies defined on the space
GSBV p(·) of generalized special functions of bounded variation with variable exponent is proved,
under the assumption of log-Hölder continuity for the variable exponent p(x). Our analysis is
based on a variable exponent version of the global method for relaxation devised in [11] for
a constant exponent. We prove Γ-convergence of sequences of energies of the same type, we
identify the limit integrands in terms of asymptotic cell formulas and prove a non-interaction
property between bulk and surface contributions.

1. Introduction

Originally introduced in the setting of image restoration [46], free-discontinuity functionals
are by now ubiquitous in the mathematical modeling of elastic solids with surface discontinu-
ities, including phenomena as fracture, damage, or material voids. If u is the variable of the
problem (representing, e.g., the output image or the deformation of the solid), these problems
are characterized by the competition between a “bulk” energy, usually taking the form of a
variational integral �

Ω
f(x, u(x),∇u(x)) dx (1.1)

where Ω is a reference configuration, and a “surface” energy of the form�
Ju

g
(
x, u+(x), u−(x), νu(x)

)
dHd−1(x) (1.2)

where Ju is the set of discontinuities of u with normal νu. This latter term is, for instance,
accounting for the “cost” of an interface in the image (enforcing optimal segmentation), or for
the energy spent to produce a crack ([38, 34]). If one imposes a p-growth assumption of the
form

c|ξ|p ≤ f(x, u, ξ) ≤ C(1 + |ξ|p)
with p > 1 on the bulk integrand f , and g ≥ α > 0, then the existence of minimizers is guaranteed
in the space of Generalized Special functions of Bounded Variation (GSBV ) whenever f is
quasiconvex and g BV -elliptic, see [6]. In particular, compactness of minimizing sequences with
respect to the convergence in measure can be recovered by Ambrosio’s results ([3, 4]) if some
lower order fidelity terms are included in the problem, or some boundary data are considered
(see [35]).

A wide attention has been also paid, over the last two decades, to the theory of variational
limits of free-discontinuity functionals, with applications in various contexts, such as homog-
enization, dimension reduction, or atomistic-to-continuum approximations. Starting from the
first results on the subspace SBV of special functions of bounded variation [11, 13, 14] and on
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piecewise constant functions [5], this analysis has been further improved to deal with function-
als and variational limits on GSBV p (generalized special functions of bounded variation with
p-integrable bulk density), see, e.g., [7, 8, 9, 10, 16, 31, 35]. Most of these results are based on
the so-called global method for relaxation, which has been developed by Bouchitté, Fonseca,
Leoni, and Mascarenhas in [11, 12]. This very powerful method is essentially based on com-
paring asymptotic Dirichlet problems on small balls with different boundary data depending
on the local properties of the functions and allows one to characterize limit energy densities in
terms of cell formulas. Recently, it has also been used for analyzing the limit behavior of free-
discontinuity problems in the space GSBD of generalized functions of bounded deformations,
involving the symmetric gradient, see for example [15, 18, 20, 23], with applications to crack
energies in linear elastic materials.

The topic of the present paper are, instead, free discontinuity problems in variable exponent
spaces. These spaces were originally considered by the Russian school, see [49] and the Czech
one [43]. Subsequently, motivated by models for the behavior of composite materials, Zhikov
initiated the so-called theory of variational integrals with non standard growth in the mid 80’s.
Since then, the subject of variable exponent spaces has undergone a large interest, both from
the standpoint of regularity theory (see [50] for the scalar case and [21, 2] for the vectorial one)
and in view of applications ranging from electrorheological fluids right up to homogenization,
see [47, 48, 51, 52], and the references in [24, 29]. Motivated by the aforementioned applications,
in [22] Coscia and Mucci analyzed the Γ-convergence of variational integrals of the form (1.1)
with a p(x)-growth condition

c|ξ|p(x) ≤ f(x, u, ξ) ≤ C(1 + |ξ|p(x)) , (1.3)

where p(x) ≥ 1 + δ > 1 is a variable exponent, in the Sobolev space W 1,p(·)(Ω;Rm). They
proved that the Γ-limit of these energies is still an integral functional of the same type and
growth, under a key assumption on the modulus of continuity of the variable exponent, the
so-called log-Hölder continuity, see (2.4) below. In some sense, this condition says that we can
freeze the exponent on small balls around a point, as pointed out in [28, Lemma 3.2] (see also
Lemma 2.1 below). As such, it is particularly suitable for blow-up methods: for instance, in [1] it
allows the authors to prove the singular part of the measure representation of relaxed functionals
with growth (1.3) disappears. More in general, log-Hölder continuity plays a central role in the
theory of functionals with p(x)-growth, as Zhikov proved in [50] that such functionals exhibit
the Lavrentiev phenomenon if it is violated.

In recent years, variational problems in spaces of functions of bounded variation with variable
integrability exponent on the gradient have been proposed, especially in the setting of image
restoration. In the pioneering paper [19] Chen, Levine and Rao proposed for the first time
a model considering a kind of intermediate regime between the TV model and the isotropic
diffusion away from the edges (see also [40] for a related model, [44] for simulations, and [41] for
a Γ-convergence result). Observe that in these models, the value p(x) = 1 is allowed. A related,
but different, point of view takes instead into account the coupling of a strictly superlinear bulk
energy (1.1) under the growth conditions (1.3) with a surface energy (1.2), which can be seen
as a variable-exponent version of Mumford-Shah-type functionals1. This kind of functionals
will constitute the object of the present paper. From an analytical point of view, they were
considered in [26]. There, provided the bulk integrand is quasiconvex and the exponent is log-
Hölder continuous, a lower semicontinuity result for sequences with bounded energy has been
proved, which entails well-posedness of such variational problems in the subspace SBV p(·) of

1Indeed, for such functionals, also in the case of a constant integrability exponent it is customary to assume
p > 1, in order to get the scale separation effect we describe later on.
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SBV functions with p(·)-integrable gradients (again, if some lower order terms are added to the
problem in order to apply Ambrosio’s compactness Theorem).

Description of our results. This leads us to the purpose of the present paper. Our focus
is to study the Γ-convergence (with respect to the convergence in measure) for functionals

Fj : GSBV p(·)(Ω;Rm) → [0,+∞) of the form

Fj(u) =

�
Ω
fj
(
x,∇u(x)

)
dx+

�
Ju

gj
(
x, [u](x), νu(x)

)
dHd−1(x) (1.4)

for each u ∈ GSBV p(·)(Ω;Rm), where [u](x) := u+(x) − u−(x). The variable exponent p(·) is
assumed to be log-Hölder continuous, with p(x) ≥ p− > 1 for all x (see (P1)). We assume that
the bulk integrands fj satisfy (1.3) uniformly in j, while the surface integrands gj satisfy

0 < α ≤ gj(x, ζ, ν) ≤ β .

Under a fairly general set of assumptions, devised in [16], we are able to show that the Γ-limit is
again an integral functional of the same form (Theorem 4.1). Furthermore, as shown in Section
5, due to the assumption p(x) ≥ p− > 1 a separation of scales effect takes place, exactly as in
the case of a constant exponent: bulk and surface effects decouple in the limit. Namely, the
bulk limit density f∞ is completely determined by taking the Γ-limit of the functionals (1.1) in

the Sobolev space W 1,p(·), while the surface limit density g∞ can be recovered from the sole gj ’s
via an asymptotic cell formula on piecewise constant functions, that is GSBV functions whose
gradient is a.e. equal to 0 .

As we mentioned, for the proof of Theorem 4.1 we follow quite closely the global method for
relaxation of [11]. The main point is recovering an integral representation for functionals

F : GSBV p(·)(Ω;Rm)× B(Ω) → [0,+∞)

(here B(Ω) denote the Borel subsets of Ω) that satisfy the standard abstract conditions to be
Borel measure in the second argument, lower semicontinuity with respect to the convergence in
measure, and local in the first argument. In addition, we require a coercivity and control con-
dition of variable exponent type: there exist 0 < α < β such that for any u ∈ GSBV p(·)(Ω;Rm)
and B ∈ B(Ω) we have

α

( �
B

|∇u|p(x) dx+Hd−1(Ju ∩B)

)
≤ F(u,B) ≤ β

( �
B

(1 + |∇u|p(x)) dx+Hd−1(Ju ∩B)

)
.

The result is proved in Theorem 3.1. The proof strategy recovers the integral bulk and surface
densities as blow-up limits of cell minimization formulas, as a consequence of the estimates in
Lemmas 3.7 and 3.10. In particular, in this latter the interplay between the asymptotic estimates
and the variable exponent setting causes some nontrivial difficulties, which are overcome by
means of assumption (2.4). It allows us to estimate the asymptotic distance between a suitable
modification of u and its blow-up at jump points in some variable exponent space, keeping
bounded some constants which depend on the oscillation of p(·) in a small ball around the
blow-up point (see equation (3.57)). The log-Hölder continuity assumption plays also a crucial
role in Theorem 5.2, where separation of scales for the bulk energy is shown. There, a Lusin-
type approximation for SBV functions is used to reduce the asymptotic minimization problems
defining the cell formula for the bulk energy to the (variable exponent) Sobolev setting. Again,
via (2.4) it is possible to estimate the rest term coming from this approximation (see equations
(5.26)–(5.28)).

Our results can be also adapted to the case where the surface integrands gj ’s satisfy a more
general growth condition, as in [16], namely

α ≤ gj(x, ζ, ν) ≤ β(1 + |ζ|) .
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This can be done by first establishing the integral representation in the SBV p(·) case for func-
tionals which satisfy

α

( �
B

|∇u|p(x) dx+

�
Ju∩B

(1 + |[u]|) dHd−1

)
≤ F(u,B)

≤ β

( �
B

(1 + |∇u|p(x)) dx+

�
Ju∩B

(1 + |[u]|) dHd−1

)
.

The analysis can be reconducted to this setting by a perturbation trick : one considers a small
perturbation of the functional, depending on the jump opening, to represent functionals on
SBV p(·). Then, by letting the perturbation parameter vanish and by truncating functions
suitably, the representation can be extended to GSBV p(·). In order to do this, one can follow
quite closely the arguments in [16], with some minor changes due to the variable exponent
setting: for the sake of completeness and self-containedness, statements and proofs are given in
Appendix A.

Outline of the paper. The paper is structured as follows. In Section 2 we fix the basic notation
and recall some basic facts about Lebesgue spaces with variable exponent (Section 2.1). Then,

in Section 2.2 we introduce the space GSBV p(·), and prove some regularity and compactness
properties useful in the sequel. Section 3 is entirely devoted to the proof of the integral rep-
resentation result in GSBV p(·). Specifically, in Section 3.1 we prove a fundamental estimate,
which is a key tool for the global method, Section 3.2. The proofs of the necessary blow-up
properties are postponed to Sections 3.3 and 3.4. In Section 4 we prove a Γ-convergence result
for sequences of free-discontinuity functionals defined on GSBV p(·). The identification of the Γ-
limit is contained in Section 5. Eventually, in Appendix A, we develop the analysis of Sections 3
and 4 for free-discontinuity energies with a weaker growth condition from above in the surface
term.

2. Basic notation and preliminaries

We start with some basic notation. Let Ω ⊂ Rd be open, bounded with Lipschitz boundary.
Let A(Ω) be the family of open subsets of Ω, and denote by B(Ω) the family of Borel sets
contained in Ω. For every x ∈ Rd and ε > 0 we indicate by Bε(x) ⊂ Rd the open ball with
center x and radius ε. If x = 0, we will often use the shorthand Bε. For x, y ∈ Rd, we use
the notation x · y for the scalar product and |x| for the Euclidean norm. Moreover, we let
Sd−1 := {x ∈ Rd : |x| = 1}, we denote by Rm×d the set of m × d matrices and by Rd

0 the set
Rd\{0}. Them-dimensional Lebesgue measure of the unit ball in Rm is indicated by γm for every
m ∈ N. We denote by Ld and Hk the d-dimensional Lebesgue measure and the k-dimensional
Hausdorff measure, respectively. For A ⊂ Rd, ε > 0, and x0 ∈ Rd we set

Aε,x0 := x0 + ε(A− x0). (2.1)

The closure of A is denoted by A. The diameter of A is indicated by diam(A). Given two sets
A1, A2 ⊂ Rd, we denote their symmetric difference by A1△A2. We write χA for the characteristic
function of any A ⊂ Rd, which is 1 on A and 0 otherwise. If A is a set of finite perimeter, we
denote its essential boundary by ∂∗A, see [6, Definition 3.60]. The notation L0(E;Rm) will be
used for the space of Lebesgue measurable function from some measurable set E ⊂ Rn to Rm,
endowed with the convergence in measure.

2.1. Variable exponent Lebesgue spaces. We briefly recall the notions of variable expo-
nents and variable exponent Lebesgue spaces. We refer the reader to [29] for a comprehensive
treatment of the topic.
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A measurable function p : Ω → [1,+∞) will be called a variable exponent. Correspondingly,
for every A ⊂ Ω we define

p+A := ess sup
x∈A

p(x) and p−A := ess inf
x∈A

p(x) ,

while p+Ω and p−Ω will be denoted by p+ and p−, respectively.

For a measurable function u : Ω → Rm we define the modular as

ϱp(·)(u) :=

�
Ω
|u(x)|p(x) dx

and the (Luxembourg) norm

∥u∥Lp(·)(Ω) := inf{λ > 0 : ϱp(·)(u/λ) ≤ 1} .

The variable exponent Lebesgue space Lp(·)(Ω) is defined as the set of measurable functions u

such that ϱp(·)(u/λ) < +∞ for some λ > 0. In the case p+ < +∞, Lp(·)(Ω) coincides with the set

of functions such that ϱp(·)(u) is finite. It can be checked that ∥ · ∥Lp(·)(Ω) is a norm on Lp(·)(Ω).

Moreover, if p+ < +∞, it holds that

ϱp(·)(u)
1

p+ ≤ ∥u∥Lp(·)(Ω) ≤ ϱp(·)(u)
1

p− (2.2)

if ∥u∥Lp(·)(Ω) > 1, while an analogous inequality holds by exchanging the role of p− and p+ if

0 ≤ ∥u∥Lp(·)(Ω) ≤ 1. Another useful property of the modular, in the case p+ < +∞, is the

following one:

min{λp+ , λp−}ϱp(·)(u) ≤ ϱp(·)(λu) ≤ max{λp+ , λp−}ϱp(·)(u) (2.3)

for all λ > 0.

We say that a function p : Ω → R is log-Hölder continuous on Ω if

∃C > 0 such that |p(x)− p(y)| ≤ C

− log |x− y|
, ∀x, y ∈ Ω , |x− y| ≤ 1

2
. (2.4)

We recall the following geometric meaning of the p log-Hölder continuity (see, e.g., [28,
Lemma 3.2]).

Lemma 2.1. Let p : Ω → [1,+∞) be a bounded, continuous variable exponent. The following
conditions are equivalent:

(i) p is log-Hölder continuous;
(ii) for all open balls B, we have

Ld(B)(p
−
B−p+B) ≤ C1 .

The following lemma provides an extension to the variable exponent setting of the well-known
embedding property of classical Lebesgue spaces (see, e.g., [29, Corollary 3.3.4]).

Lemma 2.2. Let p, q be measurable variable exponents on Ω, and assume that Ld(Ω) < +∞.

Then Lp(·)(Ω) ↪→ Lq(·)(Ω) if and only if q(x) ≤ p(x) for Ld-a.e. x in Ω. The embedding constant

is less or equal to the minimum between 2(1 + Ld(Ω)) and 2max{Ld(Ω)
( 1
q
− 1

p
)+
,Ld(Ω)

( 1
q
− 1

p
)−}.

The following result generalizes the concept of Lebesgue points to the variable exponent
Lebesgue spaces (see, e.g., [39, Theorem 3.1]).
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Theorem 2.3. Let p+ := ess sup
x∈Rd

p(x) < +∞. If u ∈ Lp(·)(Rd) then

lim
ε→0

1

εd

�
Bε(x)

|u(y)− u(x)|p(y) dy = 0

for a.e. x ∈ Rd.

2.2. The space GSBV p(·). Poincaré-type inequality. We denote by SBV p(·)(Ω;Rm) the

set of functions u ∈ SBV (Ω;Rm) with ∇u ∈ Lp(·)(Ω;Rm×d) and Hd−1(Ju) < +∞. Here,
∇u denotes the approximate gradient, while Ju stands for the (approximate) jump set with

corresponding normal νu and one-sided limits u+ and u−. We say that u ∈ GSBV p(·)(Ω;Rm)
if for every ϕ ∈ C1(Rm) with the support of ∇ϕ compact, the composition ϕ ◦ u belongs to

SBV
p(·)
loc (Ω;Rm).

From the inclusion Lp(·)(Ω) ⊂ Lp−(Ω) and [4], one can also deduce that for u ∈ GSBV p(·)(Ω)
the approximate gradient ∇u exists Ld-a.e. in Ω.

Lemma 2.4 (Approximate gradient). Let Ω ⊂ Rd be open, bounded (with Lipschitz boundary),

let p : Ω → [1,+∞] be a variable exponent, and u ∈ GSBV p(·)(Ω;Rm). Then for Ld-a.e. x0 ∈ Ω
there exists a matrix in Rm×d, denoted by ∇u(x0), such that

lim
ε→0

ε−dLd
({

x ∈ Bε(x0) :
|u(x)− u(x0)−∇u(x0)(x− x0)|

|x− x0|
> ϱ
})

= 0 for all ϱ > 0.

In order to state a Poincaré-Wirtinger inequality in GSBV p(·), we first fix some notation,
following [11, 17]. With given a = (a1, . . . , am), b = (b1, . . . , bm) ∈ Rm, we denote a ∧ b :=
(min(a1, b1), . . . ,min(am, bm)) and a ∨ b := (max(a1, b1), . . . ,max(am, bm)). Let B be a ball in
Rd. For every measurable function u : B → Rm, with u = (u1, . . . , um), we set

u∗(s;B) := ((u1)∗(s;B), . . . , (um)∗(s;B)) , med(u;B) := u∗

(
1

2
Ld(B);B

)
,

where
(ui)∗(s;B) := inf{t ∈ R : |{ui < t} ∩B| ≥ s} for 0 ≤ s ≤ Ld(B) ,

for i = 1, . . . ,m.

For every u ∈ GSBV p(·)(Ω;Rm) such that(
2γisoHd−1(Ju ∩B)

) d
d−1 ≤ 1

2
Ld(B) ,

we define

τ ′(u;B) := u∗

((
2γisoHd−1(Ju ∩B)

) d
d−1

;B

)
,

τ ′′(u;B) := u∗

(
Ld(B)−

(
2γisoHd−1(Ju ∩B)

) d
d−1

;B

)
,

and the truncation operator

TBu(x) := (u(x) ∧ τ ′′(u;B)) ∨ τ ′(u;B) , (2.5)

where γiso is the dimensional constant in the relative isoperimetric inequality.

We recall the following Poincaré-Wirtinger inequality for SBV functions with small jump set
in a ball, which was first proven in the scalar setting in [27, Theorem 3.1], and then extended to
vector-valued functions in [17, Theorem 2.5]. In the statement below, the case p ≥ d is discussed
in [6, Remark 4.15].
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Theorem 2.5. Let u ∈ SBV (B;Rm) and assume that(
2γisoHd−1(Ju ∩B)

) d
d−1 ≤ 1

2
Ld(B) . (2.6)

If 1 ≤ p < d then(�
B
|TBu−med(u;B)|p∗ dx

) 1
p∗

≤ 2γisop(d− 1)

d− p

(�
B
|∇u|p dx

) 1
p

(2.7)

and

Ld({TBu ̸= u} ∩B) ≤ 2
(
2γisoHd−1(Ju ∩B)

) d
d−1

, (2.8)

where p∗ := dp
d−p .

If p ≥ d, inequality (2.7) holds with p∗ replaced by an arbitrary q ∈ [1,+∞).

Remark 2.6. More generally, Theorem 2.5 holds for functions in GSBV (Ω;Rm) and for balls
B ⊂⊂ Ω, by applying the scalar result in SBV to truncated functions uMi := M ∧ ui ∨ −M for
every i = 1, . . . ,m, up to understand ∇u and Ju in a weaker sense.

The analogous result in GSBV p(·) is as follows.

Theorem 2.7. Let p : Ω → (1,+∞) be measurable and such that

either p− ≥ d or 1 < p− < d , p+ < (p−)∗ . (2.9)

Let B ⊂⊂ Ω and u ∈ GSBV p(·)(B;Rm), and assume that (2.6) holds. Then

∥TBu−med(u;B)∥Lp(·)(B;Rm) ≤ c(1 + Ld(B))2Ld(B)
1
d
+ 1

p+
− 1

p− ∥∇u∥Lp(·)(B;Rm×d) (2.10)

for some constant c depending on p−, d, and

Ld({TBu ̸= u} ∩B) ≤ 2
(
2γisoHd−1(Ju ∩B)

) d
d−1

. (2.11)

Proof. In view of Remark 2.6, we are reduced to prove the validity of (2.10). For this, it will
suffice to write (2.7) for p = p−, and then the desired inequality will be a consequence of (2.9)
and Lemma 2.2. □

A first consequence of Theorem 2.7 is the following compactness result, which can be seen
as the GSBV p(·) counterpart of [27, Theorem 3.5]. Motivated by the blow-up analysis of
Lemma 3.7, we will prove the result for a fixed ball and a uniformly convergent sequence of
continuous variable exponents satisfying (2.9) (see also [26, Theorem 4.1] for a related result
under the additional stronger assumption (2.4)).

Theorem 2.8. Let B ⊂ Ω be a ball, (pj)j∈N be a sequence of variable exponents pj : B →
(1,+∞) complying uniformly with (2.9) and converging uniformly to some p̄ : B → (1,+∞) in

B. Let {uj}j∈N ⊂ GSBV pj(·)(B;Rm) be such that

sup
j∈N

�
B
|∇uj |pj(y) dy < +∞ , lim

j→+∞
Hd−1(Juj ∩B) = 0 . (2.12)

Then there exist a function u0 ∈ W 1,p̄(·)(B;Rm) and a subsequence (not relabeled) of {uj} such
that�

B
|TBuj −med(uj ;B)− u0|pj(y) dy → 0 , uj −med(uj ;B) → u0 Ld − a.e. in B . (2.13)
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Proof. For every j ∈ N, we set

p−j := inf
y∈B

pj(y) , p+j := sup
y∈B

pj(y) .

Correspondingly, we define

p− := lim inf
j→+∞

p−j , p+ := lim sup
j→+∞

p+j .

We set for brevity ūj := TBuj −med(uj ;B). Let η > 0 be fixed such that p−η := p− − η > 1 and

p+η := p+ + η < (p−η )
∗. Note that, for j large enough, we have

p−η < p−j ≤ pj(·) ≤ p+j < p+η on B .

By virtue of (2.9), (2.10), the definition of TBuj and (2.12) we have

sup
j∈N

(
∥ūj∥

Lp−η (B;Rm)
+ ∥∇ūj∥

Lp−η (B;Rm×d)
+Hd−1(Juj ∩B)

)
< +∞ .

This implies, by [4, Theorem 2.2] that there exists u0 ∈ GSBV p−η (B;Rm) and a subsequence
(not relabeled) uj such that ūj → u0 in measure and

Hd−1(Ju0 ∩B) ≤ lim inf
j→+∞

Hd−1(JTBuj ∩B) = 0 . (2.14)

With (2.7), since p+η < (p−η )
∗, we get that |ūj |p

+
η is equiintegrable, hence ūj strongly converges

to u0 in Lp+η (B;Rm). With Lemma 2.2, and the definition of ūj we then get the first assertion

in (2.13). With (2.14), we have u0 ∈ W 1,p−η (B;Rm). Now, for each η > 0 we further have

sup
j∈N

�
B
|∇uj |p̄(y)−η dy ≤ C < +∞

by the uniform convergence of pj . With the weak-L1 convergence of ∇ūj to ∇u0 and Ioffe’s
Theorem (see [42]), we get �

B
|∇u0|p̄(y)−η dy ≤ C

with a bound independent of η. Applying the monotone convergence Theorem in the set
{|∇u0| ≥ 1} we get u0 ∈ W 1,p̄(·)(B;Rm). The second assertion in (2.13) follows from (2.11)
and (2.12). □

To conclude this section, we recall the following result on the approximation of GSBV func-
tions with piecewise constant functions (see [37, Theorem 4.9]), which can be seen as a piecewise
Poincaré inequality and essentially relies on the BV coarea formula. We refer the reader for a
proof to [36, Theorem 2.3], although the argument can be retrieved in previous literature (see,
e.g., [4, 14]).

Theorem 2.9. Let d ≥ 1 and z ∈ GSBV (Ω;Rm) with

∥∇z∥L1(Ω;Rm×d) +Hd−1(Jz) < +∞ .

Let D ⊂ Ω be a Borel set with finite perimeter. Let θ > 0 be fixed. Then there exists a
partition (Pl)

∞
l=1 of D, made of sets of finite perimeter, and a piecewise constant function zpc :=∑∞

l=1 blχPl
such that

(i)
∞∑
l=1

Hd−1((∂∗Pl ∩D1)\Jz) ≤ θ;

(ii) ∥z − zpc∥L∞(D;Rm) ≤ cθ−1∥∇z∥L1(D;Rm×d),
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for a dimensional constant c = c(d) > 0, where D1 denotes the set of points with density
one. If, in addition, the i-th component zi satisfies the bound ∥zi∥L∞(D;R) ≤ M , then also

∥zipc∥L∞(D;R) ≤ M holds.

3. The integral representation result

In this section we will establish an integral representation result in the space GSBV p(·)(Ω;Rm)
form ∈ N, where the variable exponent p : Ω → (1,+∞) complies with the following assumptions

(P1) p− > 1 and p+ < +∞;
(P2) p is log-Hölder continuous on Ω (see (2.4)).

We consider functionals F : GSBV p(·)(Ω;Rm) × B(Ω) → [0,+∞) with the following general
assumptions:

(H1) F(u, ·) is a Borel measure for any u ∈ GSBV p(·)(Ω;Rm);
(H2) F(·, A) is lower semicontinuous with respect to convergence in measure on Ω for any

A ∈ A(Ω);

(H3) F(·, A) is local for any A ∈ A(Ω), in the sense that if u, v ∈ GSBV p(·)(Ω;Rm) satisfy
u = v a.e. in A, then F(u,A) = F(v,A);

(H4) there exist 0 < α < β such that for any u ∈ GSBV p(·)(Ω;Rm) and B ∈ B(Ω) we have

α

(�
B
|∇u|p(x) dx+Hd−1(Ju ∩B)

)
≤ F(u,B) ≤ β

( �
B
(1 + |∇u|p(x)) dx+Hd−1(Ju ∩B)

)
.

For every u ∈ GSBV p(·)(Ω;Rm) and A ∈ A(Ω) we define

mF (u,A) = inf
v∈GSBV p(·)(Ω;Rm)

{F(v,A) : v = u in a neighborhood of ∂A} . (3.1)

Moreover, for x0 ∈ Ω, u0 ∈ Rm, and ξ ∈ Rm×d we introduce the affine functions ℓx0,u0,ξ : Rd →
Rm by

ℓx0,u0,ξ(x) = u0 + ξ(x− x0) , (3.2)

and, for a, b ∈ Rm, ν ∈ Sd−1 we define ux0,a,b,ν : Rd → Rm by

ux0,a,b,ν(x) =

{
a if (x− x0) · ν > 0,

b if (x− x0) · ν < 0.
(3.3)

The main result of this section is the following integral representation theorem.

Theorem 3.1 (Integral representation in GSBV p(·)). Let Ω ⊂ Rd be open, bounded with Lips-
chitz boundary, let m ∈ N. Let p : Ω → (1,+∞) be a variable exponent complying with (P1)-(P2),

and suppose that F : GSBV p(·)(Ω;Rm)× B(Ω) → [0,+∞) satisfies (H1)–(H4). Then

F(u,B) =

�
B
f
(
x, u(x),∇u(x)

)
dx+

�
Ju∩B

g
(
x, u+(x), u−(x), νu(x)

)
dHd−1(x)

for all u ∈ GSBV p(·)(Ω;Rm) and B ∈ B(Ω), where f is given by

f(x0, u0, ξ) = lim sup
ε→0

mF (ℓx0,u0,ξ, Bε(x0))

γdεd
(3.4)

for all x0 ∈ Ω, u0 ∈ Rm, ξ ∈ Rm×d, and g is given by

g(x0, a, b, ν) = lim sup
ε→0

mF (ux0,a,b,ν , Bε(x0))

γd−1εd−1
(3.5)
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for all x0 ∈ Ω, a, b ∈ Rm, and ν ∈ Sd−1.

3.1. Fundamental estimate. In this section we prove an important tool in the proof of the
integral representation, namely a fundamental estimate in GSBV p(·) for functionals F .

Lemma 3.2 (Fundamental estimate in GSBV p(·)). Let Ω ⊂ Rd be open and bounded, and let
p : Ω → (1,+∞) be a variable exponent in Ω satisfying (P1). Let η > 0 and let D′, D′′, E ∈ A(Ω)
with D′ ⊂⊂ D′′, and set δ := 1

2dist(D
′, ∂D′′). For every functional F satisfying (H1), (H3),

and (H4) and for every u ∈ GSBV p(·)(D′;Rm), v ∈ GSBV p(·)(E;Rm) there exists a function

φ ∈ C∞(Rd; [0, 1]) such that w := φu+ (1− φ)v ∈ GSBV p(·)(D′ ∪ E;Rm) satisfies

(i) F(w,D′ ∪ E) ≤ (1 + η)
(
F(u,D′′) + F(v,E)

)
+M

�
F

(
|u− v|

δ

)p(x)

dx+ ηLd(D′ ∪ E),

(ii) w = u on D′ and w = v on E \D′′, (3.6)

where F := (D′′\D′)∩E and M = M(D′, D′′, E, p+, η) > 0 depends only on D′, D′′, E, p+, η, but
is independent of u and v. Moreover, if for ε > 0 and x0 ∈ Rd we have D′

ε,x0
, D′′

ε,x0
, Eε,x0 ⊂ Ω,

then

M(D′
ε,x0

, D′′
ε,x0

, Eε,x0 , p
+, η) = M(D′, D′′, E, p+, η), (3.7)

and the remainder term is

M

�
Fε,x0

(
|u− v|
δε

)p(x)

dx ,

where we used the notation introduced in (2.1).

Proof. We choose k ∈ N such that

k ≥ max
{3p+−1β

ηα
,
β

η

}
, (3.8)

and for i = 1, . . . , k, we set

Di+1 :=

{
x ∈ D′′ : dist(x,D′) <

δi

k

}
.

We then have D1 := D′ ⊂⊂ D2 ⊂⊂ . . . ⊂⊂ Dk+1 ⊂⊂ D′′. Correspondingly, let φi ∈ C∞
0 (Di+1)

with 0 ≤ φi ≤ 1 and φi = 1 in a neighborhood Ui of Di. Note that ∥∇φi∥∞ ≤ 2k
δ .

Let u ∈ GSBV p(·)(D′′;Rm) and v ∈ GSBV p(·)(E;Rm) be such that u − v ∈ Lp(·)((D′′ \
D′) ∩ E;Rm), as otherwise the result is trivial. We define the function wi = φiu + (1 − φi)v ∈
GSBV p(·)(D′ ∪ E;Rm) (this can be easily proved as in [22, Lemma 2.11]), where u and v are
extended arbitrarily outside D′′ and E, respectively. Letting Ii = D′′ ∩ (Di+1 \Di) we get by
(H1) and (H3)

F(wi, D
′ ∪ E) ≤ F(u, (D′ ∪ E) ∩ Ui) + F(v,E \ suppφi) + F(wi, Ii)

≤ F(u,D′′) + F(v,E) + F(wi, Ii). (3.9)
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For the last term, we compute using (H4)

F(wi, Ii) ≤ β

�
Ii

(1 + |∇wi|p(x)) dx+ βHd−1(Jwi ∩ Ji)

≤ β

�
Ii

(1 + |φi∇u+ (1− φi)∇v +∇φi(u− v)|p(x)) dx+ βHd−1((Ju ∪ Jv) ∩ Ii)

≤ βLd(Ii) + 3p
+−1β

�
Ii

(
|∇u|p(x) + |∇v|p(x) + |∇φi|p(x)|u− v|p(x)

)
dx

+ βHd−1(Ju ∩ Ii) + βHd−1(Jv ∩ Ii)

≤ 3p
+−1β

α

(
F(u, Ii) + F(v, Ii)

)
+ (2k)p

+ · 3p+−1β

�
Ii

(
|u− v|

δ

)p(x)

dx+ βLd(Ii).

Consequently, recalling (3.8) and using (H1) we find i0 ∈ {1, . . . , k} such that

F(wi0 , Ii0) ≤
1

k

k∑
i=1

F(wi, Ii)

≤ η
(
F(u,D′′) + F(v,E)

)
+M

�
F

(
|u− v|

δ

)p(x)

dx+ ηLd(F ),

where M := (2k)p
+ · 3p+−1βk−1. This along with (3.9) concludes the proof of (3.6) by set-

ting w = wi0 . To see the scaling property (3.7), it suffices to use the cut-off functions φε
i ∈

C∞
0 ((Di+1)ε,x0 ; [0, 1]) i = 1, . . . , k, defined by φε

i (x) = φi(x0 +
(x−x0)

ε ) for x ∈ (Di+1)ε,x0 . This
concludes the proof. □

3.2. The global method. This section is entirely devoted to the proof of Theorem 3.1. As a
first step, we show that F and mF , defined by (3.1), have the same Radon-Nikodym derivative
with respect to the measure

µ := Ld⌊Ω + Hd−1⌊Ju∩Ω . (3.10)

Lemma 3.3. Let p : Ω → (1,+∞) be a variable exponent satisfying (P1). Suppose that F
satisfies (H1)–(H4). Let u ∈ GSBV p(·)(Ω;Rm) and µ as in (3.10). Then for µ-a.e. x0 ∈ Ω we
have

lim
ε→0

F(u,Bε(x0))

µ(Bε(x0))
= lim

ε→0

mF (u,Bε(x0))

µ(Bε(x0))
.

The proof of this lemma is postponed to the end of this section. The second step in the proof
of Theorem 3.1 is that, asymptotically as ε → 0, the minimization problems mF (u,Bε(x0))
and mF (ū

bulk
x0

, Bε(x0)) coincide for Ld-a.e. x0 ∈ Ω, where we write ūbulkx0
:= ℓx0,u(x0),∇u(x0) for

brevity, see (3.2).

Lemma 3.4. Let p : Ω → (1,+∞) be a Riemann-integrable variable exponent satisfying (P1).

Suppose that F satisfies (H1) and (H3)–(H4) and let u ∈ GSBV p(·)(Ω;Rm). Then for Ld-a.e.
x0 ∈ Ω we have

lim
ε→0

mF (u,Bε(x0))

γdεd
= lim sup

ε→0

mF (ū
bulk
x0

, Bε(x0))

γdεd
. (3.11)

The final step is that, asymptotically as ε → 0, the minimization problems mF (u,Bε(x0)) and
mF (ū

surf
x0

, Bε(x0)) coincide for Hd−1-a.e. x0 ∈ Ju, where we write ūsurfx0
:= ux0,u+(x0),u−(x0),νu(x0)

for brevity, see (3.3).
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Lemma 3.5. Let p : Ω → (1,+∞) be a variable exponent satisfying (P1)-(P2). Suppose that

F satisfies (H1) and (H3)–(H4) and let u ∈ GSBV p(·)(Ω;Rm). Then for Hd−1-a.e. x0 ∈ Ju we
have

lim
ε→0

mF (u,Bε(x0))

γd−1εd−1
= lim sup

ε→0

mF (ū
surf
x0

, Bε(x0))

γd−1εd−1
. (3.12)

We defer the proof of Lemma 3.4 and Lemma 3.5 to Section 3.3 and Section 3.4, respectively.
Now, we proceed to prove Theorem 3.1.

Proof of Theorem 3.1. In view of the assumption (H4) on F and of the Besicovitch derivation
theorem (cf. [6, Theorem 2.22]), we need to show that

dF(u, ·)
dLd

(x0) = f
(
x0, u(x0),∇u(x0)

)
, for Ld-a.e. x0 ∈ Ω, (3.13)

dF(u, ·)
dHd−1⌊Ju

(x0) = g
(
x0, u

+(x0), u
−(x0), νu(x0)

)
, for Hd−1-a.e. x0 ∈ Ju, (3.14)

where f and g were defined in (3.4) and (3.5), respectively.

By Lemma 3.3 and the fact that limε→0(γdε
d)−1µ(Bε(x0)) = 1 for Ld-a.e. x0 ∈ Ω we deduce

dF(u, ·)
dLd

(x0) = lim
ε→0

F(u,Bε(x0))

µ(Bε(x0))
= lim

ε→0

mF (u,Bε(x0))

µ(Bε(x0))
= lim

ε→0

mF (u,Bε(x0))

γdεd
< ∞

for Ld-a.e. x0 ∈ Ω. Then, (3.13) follows from (3.4) and Lemma 3.4. By Lemma 3.3 and the fact
that limε→0(γd−1ε

d−1)−1µ(Bε(x0)) = 1 for Hd−1-a.e. x0 ∈ Ju we deduce

dF(u, ·)
dHd−1⌊Ju

(x0) = lim
ε→0

F(u,Bε(x0))

µ(Bε(x0))
= lim

ε→0

mF (u,Bε(x0))

µ(Bε(x0))
= lim

ε→0

mF (u,Bε(x0))

γd−1εd−1
< ∞

for Hd−1-a.e. x0 ∈ Ju. Now, (3.14) follows from (3.5) and Lemma 3.5. □

In the remaining part of the section we prove Lemma 3.3. For this, we need to fix some
notation. For δ > 0 and A ∈ A(Ω), we define

mδ
F (u,A) = inf

{∑∞

i=1
mF (u,Bi) : Bi ⊂ A pairwise disjoint balls, diam(Bi) ≤ δ,

µ
(
A \

⋃∞

i=1
Bi

)
= 0
}
,

where µ is defined in (3.10). As mδ
F (u,A) is decreasing in δ, we can also introduce

m∗
F (u,A) := lim

δ→0
mδ

F (u,A). (3.15)

In the following lemma, we prove that F and m∗
F coincide under our assumptions.

Lemma 3.6. Let p : Ω → (1,+∞) be complying with (P1). Suppose that F satisfies (H1)–(H4)

and let u ∈ GSBV p(·)(Ω;Rm). Then, for all A ∈ A(Ω) there holds F(u,A) = m∗
F (u,A).

Proof. We can follow the argument of [11, Lemma 4] (see also [12, Lemma 3.3]). We start by
proving the inequality m∗

F (u,A) ≤ F(u,A). For each ball B ⊂ A we have mF (u,B) ≤ F(u,B)

by definition. By (H1) we get mδ
F (u,A) ≤ F(u,A) for all δ > 0, whence the assertion follows

taking into account (3.15).
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We now address the reverse inequality. We fix A ∈ A(Ω) and δ > 0. Let (Bδ
i )i be balls as in

the definition of mδ
F (u,A) such that∑∞

i=1
mF (u,B

δ
i ) ≤ mδ

F (u,A) + δ. (3.16)

By the definition of mF , we find vδi ∈ GSBV p(·)(Bδ
i ;Rm) such that vδi = u in a neighborhood

of ∂Bδ
i and

F(vδi , B
δ
i ) ≤ mF (u,B

δ
i ) + δLd(Bδ

i ). (3.17)

We define

vδ,n :=
∑n

i=1
vδi χBδ

i
+ uχ

Nδ,n
0

for n ∈ N, vδ :=
∑∞

i=1
vδi χBδ

i
+ uχNδ

0
, (3.18)

where N δ,n
0 := Ω \

⋃n
i=1B

δ
i and N δ

0 := Ω \
⋃∞

i=1B
δ
i . By construction, we have that each vδ,n lies

in GSBV p(·)(Ω;Rm) and that

sup
n∈N

(�
Ω
|∇vδ,n(x)|p(x) dx+Hd−1(Jvδ,n)

)
< +∞ (3.19)

by (3.16)–(3.17) and (H4). Moreover, vδ,n → vδ pointwise a.e. in Ω, and then in measure
on Ω. Then, [4, Theorem 2.2] combined with the compactness in L0 of (vδ,n) yields vδ ∈
GSBV p−(Ω;Rm) and ∇vδ,n ⇀ ∇vδ weakly in Lp−(Ω;Rm×d). Now, by Ioffe’s Theorem (see [42])
and (3.19) we get �

Ω
|∇vδ(x)|p(x) dx ≤ lim inf

n→+∞

�
Ω
|∇vδ,n(x)|p(x) dx < +∞ ,

whence vδ ∈ GSBV p(·)(Ω;Rm). We have

F(vδ, A) =
∑∞

i=1
F(vδi , B

δ
i ) + F(u,N δ

0 ∩A) ≤
∑∞

i=1

(
mF (u,B

δ
i ) + δLd(Bδ

i )
)

≤ mδ
F (u,A) + δ(1 + Ld(A)), (3.20)

where we also used the fact that µ(N δ
0 ∩ A) = F(u,N δ

0 ∩ A) = 0 by the definition of (Bδ
i )i and

(H4). For later purpose, we also note by (H4) that this implies

∥∇vδ∥
Lp− (A;Rm×d)

+Hd−1(Jvδ ∩A) ≤ cα−1
(
mδ

F (u,A) + δ(1 + Ld(A))
)
. (3.21)

We now claim that
wδ := u− vδ → 0 in measure on A. (3.22)

With this, using (H2), (3.15), and (3.20) we will get the required inequality m∗
F (u,A) ≥ F(u,A)

in the limit as δ → 0. To prove (3.22), we first note that wδ⌊Bδ
i
∈ GSBV p−(Bδ

i ;Rm) has trace

zero on ∂Bδ
i . Then, setting for every M > 0

wδ,M := (−M ∨ wδ) ∧M ,

from the classical Poincaré inequality we get

∥wδ,M∥L1(Bδ
i ;Rm) ≤ Cδ|Dwδ,M |(Bδ

i ) ,

whence
∥wδ,M∥L1(A;Rm) ≤ Cδ|Dwδ,M |(∪∞

i=1B
δ
i ) ≤ Cδ|Dwδ,M |(A) ,

where |Dwδ,M |(A) is bounded in view of (3.21) and the fact that u ∈ GSBV (A;Rm), since

|Dwδ,M |(A) ≤
�
A
|∇vδ| dx+

�
A
|∇u|dx+ 2M

(
Hd−1(Jvδ ∩A) +Hd−1(Ju ∩A)

)
< +∞ .
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This implies wδ,M → 0 in L1(A;Rm), and then in measure on A, as δ → 0 for every M > 0.
Now, with fixed M = 1 and ε ∈ (0, 1) we have

Eδ
ε := {x ∈ A : |wδ(x)| > ε} ⊆ {x ∈ A : |wδ,1(x)| > ε} ,

whence Ld(Eδ
ε) → 0 as δ → 0, thus proving (3.22). The proof is concluded. □

Proof of Lemma 3.3. We may follow the same argument as in [11, Proofs of Lemma 5 and
Lemma 6], by exploiting also Lemma 3.6. We then omit the details. □

To conclude the proof of Theorem 3.1, it remains to prove Lemmas 3.4 and 3.5. This is the
subject of the following two sections.

3.3. The bulk density. This section is devoted to the proof of Lemma 3.4. With the following
lemma, we analyze the blow-up at points with approximate gradient, which exists for Ld-a.e.
point in Ω by Lemma 2.4. It is noteworthy that in order to develop the blow-up arguments
of this section, it will suffice to consider a Riemann integrable exponent p satisfying (P1), as
Ld-a.e. x ∈ Ω is a continuity point for p. On the contrary, the stronger assumption (P2) will be
crucial in Section 3.4 when dealing with the surface scaling.

Lemma 3.7. Let p : Ω → (1,+∞) be a Riemann integrable variable exponent complying with

(P1). Let u ∈ GSBV p(·)(Ω;Rm). Then for Ld-a.e. x0 ∈ Ω and L1-a.e. σ ∈ (0, 1) there exists a

sequence uε ∈ GSBV p(·)(Bε(x0);Rm) such that

(i) uε = u in Bε(x0)\Bσε(x0), lim
ε→0

ε−(d+1)Ld({uε ̸= u} ∩Bε(x0)) = 0 ;

(ii) lim
ε→0

ε−d

�
Bσε(x0)

(
|uε(x)− u(x0)−∇u(x0)(x− x0)|

ε

)p(x)

dx = 0 ;

(iii) lim
ε→0

ε−dHd−1(Juε) = 0 .

(3.23)

If, in addition, u ∈ SBV p(·)(Ω;Rm), then uε also satisfies

(i)′ lim
ε→0

ε−(d+1)

�
Bε(x0)

|uε − u|dx = 0 ,

(iii)′ lim
ε→0

ε−d

�
Juε

|[uε]|dHd−1 = 0 .

Proof. It will suffice to treat the scalar case m = 1. Let x0 ∈ Ω be such that

(a) lim
ε→0

ε−d

�
Bε(x0)

∣∣∇u(x)−∇u(x0)
∣∣p(x) dx = 0 ;

(b) lim
ε→0

ε−dHd−1(Ju ∩Bε(x0)) = 0 ; (3.24)

(c) lim
ε→0

ε−dLd
({

x ∈ Bε(x0) :
|u(x)− u(x0)−∇u(x0)(x− x0)|

ε
> ϱ
})

= 0 for all ϱ > 0 .

Properties (a) and (c) hold for Ld-a.e. x0 ∈ Ω by Theorem 2.3 since |∇u| ∈ Lp(·)(Ω;Rm×d) and
by Lemma 2.4, respectively, while (b) follows from the fact that Ju is countably Hd−1-rectifiable
(see, e.g., [6]). We can also assume that x0 is a continuity point for p(x); hence, it is not
restrictive to assume that (2.9) holds, up to replacing Ω with a fixed neighborhood of x0 where
it is satisfied.

We set ūε(x) :=
u(x)−u(x0)

ε , define the truncated functions Tεūε := TBε(x0)ūε as in (2.5), and
vε(x) := u(x0) + εTεūε(x).
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Note that
|∇vε| ≤ |∇u| Ld-a.e. (3.25)

and Jvε ⊆ Ju, Hd−1(Jvε\Ju) = 0. This along with (3.24)(b) implies (3.23)(iii).

We notice that (3.24)(b) implies also (2.6) for ε small enough, which combined with (2.11)
gives

0 ≤ ε−d

� 1

0
Hd−1({vε ̸= u} ∩ ∂Bσε(x0)) dσ =

2

εd+1
Ld({vε ̸= u} ∩Bε(x0))

≤ 4(2γiso)
d

d−1

εd+1

(
Hd−1(Ju ∩Bε(x0))

) d
d−1

≤ 4(2γisoγd)
d

d−1C
d

d−1 ε
1

d−1 → 0

(3.26)

as ε → 0.

Therefore, for every sequence ε → 0 one can find a subsequence (not relabeled) such that, for
L1-a.e. σ ∈ (0, 1),

µ(∂Bσε(x0)) = Hd−1(∂Bσε(x0) ∩ Jvε) = 0 ,

lim
ε→0

ε−dHd−1({vε ̸= u} ∩ ∂Bσε(x0)) = 0 .
(3.27)

Now, we fix a sequence ε → 0 and consider a subsequence (not relabeled) and σ ∈ (0, 1) for
which (3.27) holds. We then define

uε(x) =

{
vε(x) in Bσε(x0) ,

u(x) in Bε(x0)\Bσε(x0) .

From the definition of uε and the argument of (3.26) we get the assertions in (3.23)(i). We now
prove (3.23)(ii). We set ũε(y) := ūε(x0 + εy). Then, for s ∈ [0, εd] we have (ūε)∗(s;Bσε(x0)) =
(ũε)∗(s/ε

d;Bσ) and, in turn,

τ ′(ũε;Bσ) = τ ′(ūε;Bσε(x0)) , τ ′′(ũε;Bσ) = τ ′′(ūε;Bσε(x0)) , med(ũε;Bσ) = med(ūε;Bσε(x0)) .

We have
Tεūε(x0 + εy) = Tσũε(y) ,

so, recalling that uε = vε in Bσε(x0), (3.23)(ii) can be rephrased as�
Bσ

|Tσũε(y)−∇u(x0) · y|pε(y) dy → 0 , (3.28)

as ε → 0, where we have set

pε(y) := p(x0 + εy) , y ∈ Bσ .

From (3.24)(a)-(b) we infer�
Bσ

|∇ũε|pε(y) dy ≤ C , lim
ε→0

Hd−1(Jũε
∩Bσ) = 0 .

Then, by virtue of Theorem 2.8 there exist a function ũ0 ∈ W 1,p(x0)(Bσ;R) and a subsequence
(not relabeled) of {ũε} such that�

Bσ

|Tσũε(y)−med(ũε;Bσ)− ũ0|pε(y) dy → 0 , ũε −med(ũε;Bσ) → ũ0 Ld − a.e. in Bσ .

The assertion (3.28) will then follow once we prove that

lim
ε→0

med(ũε;Bσ) = 0 . (3.29)
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For this, notice that (3.24)(c) implies ũ0(y) = ∇u(x0)·y for Ld-a.e. y ∈ Bσ. The a.e. convergence
in measure of ũε −med(ũε;Bσ) to ∇u(x0) · y is now enough to reproduce the proof of [11, eq.
(21)], and obtain (3.29). We therefore omit the details.

If u ∈ SBV p(·)(Ω;Rm), we may fix x0 ∈ Ω such that, in addition to (3.24)(a), (3.24)(c) holds
in the stronger form

lim
ε→0

ε−(d+1)

�
Bε(x0)

|u(x)− u(x0)−∇u(x0)(x− x0)|dx = 0 ,

and also property

lim
ε→0

ε−d

�
Ju∩Bε(x0)

|[u]| dHd−1 = 0 (3.30)

is satisfied. Then as a consequence of Fubini’s Theorem, we can fix σ ∈ (0, 1) such thatHd−1(Ju∩
∂Bσε(x0)) = 0 and

lim
ε→0

ε−d

�
∂Bσε(x0)

|u(x)− u(x0)−∇u(x0)(x− x0)|dHd−1 = 0 . (3.31)

Now, we can define the sequence uε as above and prove (i), (ii) and (iii). Assertion (i)′ will
follow from (iii), (3.31), (c) and Hölder’s inequality, since uε = u in Bε(x0)\Bσε(x0).

Finally, since by construction it holds that |[uε]| ≤ |[u]| Hd−1-a.e., property (iii)′ is a conse-
quence of (3.30).

□

We are now in a position to prove Lemma 3.4, which will follow as a consequence of Lemma 3.8
and Lemma 3.9.

Lemma 3.8. Let p : Ω → (1,+∞) be a Riemann integrable variable exponent satisfying (P1).

Suppose that F satisfies (H1) and (H3)–(H4) and let u ∈ GSBV p(·)(Ω;Rm). Then for Ld-a.e.
x0 ∈ Ω we have

lim
ε→0

mF (u,Bε(x0))

γdεd
≤ lim sup

ε→0

mF (ū
bulk
x0

, Bε(x0))

γdεd
. (3.32)

Proof. We will prove the assertion for those points x0 ∈ Ω for which the statement of Lemma 3.7
holds and limε→0(γdε

d)−1µ(Bε(x0)) = 1. This holds for Ld-a.e. x0 ∈ Ω. Also, by Lemma 3.3,
we know that for Ld-a.e. x0 ∈ Ω

lim
ε→0

F(u,Bε(x0))

γdεd
= lim

ε→0

mF (u,Bε(x0))

γdεd
< +∞ . (3.33)

Let (uε)ε be the sequence of Lemma 3.7 and we fix σ ∈ (0, 1) such that (3.23)(ii) holds. We
write σ = 1− θ for some θ ∈ (0, 1).

Given zε ∈ GSBV p(·)(B(1−3θ)ε(x0);Rm) such that zε = ūbulkx0
in a neighborhood of ∂B(1−3θ)ε(x0)

and
F(zε, B(1−3θ)ε(x0)) ≤ mF (ū

bulk
x0

, B(1−3θ)ε(x0)) + γdε
d+1 , (3.34)

we extend it to zε ∈ GSBV p(·)(Bε(x0);Rm) by setting zε = ūbulkx0
outside B(1−3θ)ε(x0). Now, we

apply Lemma 3.2 with u and v replaced by zε and uε, respectively, and

D′
ε,x0

:= B(1−2θ)ε(x0) , D′′
ε,x0

:= B(1−θ)ε(x0) , Eε,x0 := Cε,θ(x0) , (3.35)

where, to enlighten the notation, we denote by Cε,θ(x0) the annulus Bε(x0)\B(1−4θ)ε(x0). Note

that Cε,θ(x0) = (C1,θ(x0))ε,x0 according to notation (2.1), where C1,θ(x0) := B1(x0)\B(1−4θ)(x0).

Also, Ld(C1,θ(x0)) = γd(1− (1− 4θ)d) → 0 as θ → 0.
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With fixed η > 0, we then find wε ∈ GSBV p(·)(Bε(x0);Rm) such that wε = uε onBε(x0)\B(1−θ)ε(x0)
and

F(wε, Bε(x0)) ≤ (1 + η)
(
F(zε, B(1−θ)ε(x0)) + F(uε, Cε,θ(x0))

)
+M

�
(B(1−θ)ε(x0)\B(1−2θ)ε(x0))

(
|zε − uε|

ε

)p(x)

dx+ ηLd(Bε(x0)) .
(3.36)

Recalling the definition of uε, we have wε = uε = u in a neighborhood of ∂Bε(x0). Moreover,
since zε = ūbulkx0

outside B(1−3θ)ε(x0), by virtue of (3.23)(ii) we conclude that

lim
ε→0

ε−d

�
(B(1−θ)ε(x0)\B(1−2θ)ε(x0))

(
|zε − uε|

ε

)p(x)

dx

= lim
ε→0

ε−d

�
B(1−θ)ε(x0)

(
|uε − ūbulkx0

|
ε

)p(x)

dx = 0 .

(3.37)

From this and (3.36) we infer that there exists a non-negative sequence (ϱε)ε, vanishing as ε → 0,
such that

F(wε, Bε(x0)) ≤ (1 + η)
(
F(zε, B(1−θ)ε(x0)) + F(uε, Cε,θ(x0))

)
+ εdϱε + γdε

dη. (3.38)

We set for brevity

|∇u(x0)|p̃ := max{|∇u(x0)|p
−
, |∇u(x0)|p

+} . (3.39)

Then, by using that zε = ūbulkx0
on Bε(x0) \ B(1−3θ)ε(x0) ⊂ Cε,θ(x0), (H1), (H4), and (3.34) we

compute

lim sup
ε→0

F(zε, B(1−θ)ε(x0))

εd
≤ lim sup

ε→0

F(zε, B(1−3θ)ε(x0))

εd
+ lim sup

ε→0

F(ūbulkx0
, Cε,θ(x0))

εd

≤ lim sup
ε→0

mF (ū
bulk
x0

, B(1−3θ)ε(x0))

εd
+ β Ld(C1,θ(x0))(1 + |∇u(x0)|p̃)

≤ (1− 3θ)d lim sup
ε→0

mF (ū
bulk
x0

, B(1−3θ)ε(x0))

(1− 3θ)dεd
(3.40)

+ β Ld(C1,θ(x0))(1 + |∇u(x0)|p̃) .

On the other hand, by (H4) we also obtain

F(uε, Cε,θ(x0)) ≤ β

�
Cε,θ(x0)

(1 + |∇uε|p(x)) dx+ βHd−1(Juε ∩ Cε,θ(x0)))

≤ βLd(Cε,θ(x0)) + β

�
Cε,θ(x0)

|∇uε|p(x) dx+ βHd−1(Juε ∩ Cε,θ(x0)) .

Now, taking into account (3.23)(iii) we get

lim sup
ε→0

F(uε, Cε,θ(x0))

εd
≤ β Ld(C1,θ(x0)) + lim sup

ε→0

β

εd

�
Cε,θ(x0)

|∇uε|p(x) dx . (3.41)
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Since |∇uε| ≤ |∇u| Ld-a.e., we have, with (3.24)(a),

lim sup
ε→0

β

εd

�
Cε,θ(x0)

|∇uε|p(x) dx

≤ lim sup
ε→0

β

εd

�
Cε,θ(x0)

|∇u|p(x) dx

≤ lim sup
ε→0

2p
+−1

(
β

εd

�
Bε(x0)

|∇u−∇u(x0)|p(x) dx+ β|∇u(x0)|p̃Ld(C1,θ(x0))

)
≤ 2p

+−1β|∇u(x0)|p̃Ld(C1,θ(x0)) .

(3.42)

Combining (3.41) with (3.42) we finally get

lim sup
ε→0

F(uε, Cε,θ(x0))

εd
≤ β Ld(C1,θ(x0))(1 + 2p

+−1|∇u(x0)|p̃) . (3.43)

Recall that wε = u in a neighborhood of ∂Bε(x0). This along with (3.38), (3.40), (3.43) and
ϱε → 0 yields

lim
ε→0

mF (u,Bε(x0))

γdεd
≤ lim sup

ε→0

F(wε, Bε(x0))

γdεd

≤ (1 + η) (1− 3θ)d lim sup
ε→0

mF (ū
bulk
x0

, Bε(x0))

γdεd

+ (1 + η)βγ−1
d Ld(C1,θ(x0))(1 + 2p

+ |∇u(x0)|p̃) + η,

whence (3.32) follows up to passing to η, θ → 0. The proof is concluded.

□

Lemma 3.9. Under the assumptions of Lemma 3.8, for Ld-a.e. x0 ∈ Ω we have

lim
ε→0

mF (u,Bε(x0))

γdεd
≥ lim sup

ε→0

mF (ū
bulk
x0

, Bε(x0))

γdεd
. (3.44)

Proof. We can restrict the proof to those points x0 ∈ Ω considered in Lemma 3.8. Let η > 0,
σ = 1 − θ fixed as in Lemma 3.8, and let (uε)ε be the sequence provided by Lemma 3.7. An
argument based on Fubini’s Theorem (see (3.26) and (3.27)) shows that for each ε > 0 we can
find s ∈ (1− 4θ, 1− 3θ) such that

Hd−1(∂Bsε(x0) ∩ (Juε ∪ Ju)) = 0 , for all ε > 0,

lim
ε→0

ε−dHd−1({u ̸= uε} ∩ ∂Bsε(x0)) = 0 .
(3.45)

From now on, the argument of the proof closely follows that of Lemma 3.8. We choose a sequence
zε ∈ GSBV p(·)(Bsε(x0);Rm) such that zε = u in a neighborhood of ∂Bsε(x0) and

F(zε, Bsε(x0)) ≤ mF (u,Bsε(x0)) + γdε
d+1 . (3.46)

Setting zε = uε outside Bsε(x0), we extend it to zε ∈ GSBV p(·)(Bε(x0);Rm). Now, we apply
Lemma 3.2 with u and v replaced by zε and ūbulkx0

, respectively, and the same choice for the sets
D′

ε,x0
, D′′

ε,x0
and Eε,x0 as in Lemma 3.8, see (3.35).
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By virtue of Lemma 3.2, we then find wε ∈ GSBV p(·)(Bε(x0);Rm) such that wε = ūbulkx0
on

Bε(x0)\B(1−θ)ε(x0) and

F(wε, Bε(x0)) ≤ (1 + η)
(
F(zε, B(1−θ)ε(x0)) + F(ūbulkx0

, Cε,θ(x0))
)

+M

�
(B(1−θ)ε(x0)\B(1−2θ)ε(x0))

(
|zε − ūbulkx0

|
ε

)p(x)

dx+ ηLd(Bε(x0)) .

Since zε = uε outside B(1−3θ)ε(x0) from the choice of s, by arguing as in Lemma 3.8, see in
particular (3.37) and (3.38), we find a non-negative sequence (ϱε)ε, vanishing as ε → 0, such
that

F(wε, Bε(x0)) ≤ (1 + η)
(
F(zε, B(1−θ)ε(x0)) + F(ūbulkx0

, Cε,θ(x0))
)
+ εdϱε + γdε

dη. (3.47)

We now proceed to the estimate of the terms in (3.47). Using that zε = uε on Bε(x0)\Bsε(x0) ⊂
Cε,θ(x0), (H1), (H4), and (3.46) we obtain

F(zε, B(1−θ)ε(x0)) ≤ mF (u,Bsε(x0)) + γdε
d+1 + βHd−1(∂Bsε(x0) ∩ (Juε ∪ Ju))

+ F(uε, Cε,θ(x0)) .
(3.48)

Now, with (3.43) and (3.45) and the fact that sε ≤ (1− 3θ)ε we get

lim sup
ε→0

F(zε, B(1−θ)ε(x0))

εd
≤ sd lim sup

ε→0

mF (u,Bsε(x0))

(sε)d
+ β Ld(C1,θ)(1 + |∇u(x0)|p̃)

≤ (1− 3θ)d lim sup
ε→0

mF (u,Bε(x0))

εd
+ β Ld(C1,θ(x0))(1 + |∇u(x0)|p̃) ,

(3.49)

where |∇u(x0)|p̃ is defined as in (3.39).

The analogous of the estimate for F(ūbulkx0
, Cε,θ(x0)) in (3.40), the estimates (3.47), (3.48),

(3.49) and ϱε → 0 give

lim sup
ε→0

F(wε, Bε(x0))

εd
≤ (1 + η)(1− 3θ)d lim sup

ε→0

mF (u,Bε(x0))

εd

+ 2(1 + η)β Ld(C1,θ(x0))(1 + |∇u(x0)|p̃) + γdη .

Finally, letting η and θ to 0, and recalling that wε = ūbulkx0
in a neighborhood of ∂Bε(x0), we

can write

lim sup
ε→0

mF (ū
bulk
x0

, Bε(x0))

γdεd
≤ lim sup

ε→0

F(wε, Bε(x0))

γdεd

≤ lim sup
ε→0

mF (u,Bε(x0))

γdεd
= lim

ε→0

mF (u,Bε(x0))

γdεd
,

and this concludes the proof of (3.44). □

3.4. The surface density. The proof of Lemma 3.5 requires the analysis of the blow-up at the
jump points of function u. To this aim, we need a refinement of the results of [11, Lemma 3] to
the case of a variable exponent p(·). This requires a careful analysis of the asymptotic behavior
of some constants, where the assumption of log-Hölder continuity of the variable exponent p(·),
see (P2), plays a crucial role.

We state and prove the announced blow-up properties for u ∈ GSBV p(·) around each jump
point x0 ∈ Ju.
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Lemma 3.10. Assume that p : Ω → (1,+∞) be continuous and complying with (P2). Let

u ∈ GSBV p(·)(Ω;Rm). Then for Hd−1-a.e. x0 ∈ Ju, for L1-a.e. σ ∈ (0, 1) and for every ε > 0

there exists a function ūε ∈ GSBV p(·)(Bε(x0);Rm) with ν = νu(x0) such that

(i) Hd−1((Jūε\Ju) ∩Bε(x0)) = 0 ,

(ii) lim
ε→0

ε−(d−1)

�
Bε(x0)

|∇ūε|p(x) dx = 0 ,

(iii) lim
ε→0

ε−(d−1)

�
Bσε(x0)

(
|ūε − ūsurfx0

|
ε

)p(x)

dx = 0 ,

(iv) ūε = u on Bε(x0)\Bσε(x0)

(3.50)

and

lim
ε→0

ε−dLd({x ∈ Bε(x0) : ūε ̸= u}) = 0 . (3.51)

If, in addition, u ∈ SBV p(·)(Ω;Rm), we also have

lim
ε→0

ε−d

�
Bε(x0)

|ūε(x)− u(x)| dx = 0 , (3.52)

and

lim
ε→0

ε−(d−1)

�
Jūε∩Eε,x0

|[ūε]|dHd−1 = |[ūsurfx0
]|Hd−1(Π0 ∩ E) for all Borel sets E ⊂ B1(x0) ,

(3.53)
where Π0 is the hyperplane passing through x0 with normal νu(x0).

Proof. We first note that since |∇u|p(·) ∈ L1(Ω), the points x0 ∈ Ju can be fixed such that

lim
ε→0

ε−(d−1)

�
Bε(x0)

|∇u|p(x) dx = 0 (3.54)

(see, e.g., [30, Section 2.4.3, Theorem 3]). Further, since Ju is (d− 1)-rectifiable, there exists a
sequence of compact sets Kj such that Ju =

⋃∞
j=1Kj ∪N , for some N such that Hd−1(N) = 0,

and each Kj is a subset of a C1 hypersurface. Then, in a neighborhood Bε0(y) ⊂ Ω of each

point y ∈ Kj , up to a rotation, we may find a C1 function Γj : Rd−1 → R such that

Kj ∩Bε0(y) ⊂ {x = (x′, xd) ∈ Bε0(y) : xd = Γj(x
′)} .

We now define the function w ∈ GSBV p(·)(Bε0(y);Rm) by setting

w(x) :=

{
u(x′, xd) if xd > Γj(x

′) ,

u(x′,−xd + 2Γj(x
′)) if xd < Γj(x

′) .

Notice indeed that by construction we have |∇w| ≤ C|∇u| a.e., hence w ∈ GSBV p(·)(Bε0(y);Rm).
Furthemore, Jw ∩ Bε0(y) ⊂ Bε0(y)\Kj . Now, following the argument of [11, Lemma 3], we can
fix x0 ∈ Bε0(y) ∩Kj with the following properties:

w(x0) = u+(x0) , lim
ε→0+

1

εd−1

�
Bε(x0)∩Kj

|w − u+(x0)|dx = 0 , (3.55)

and for fixed η > 0 (small enough) there exists (a smaller, if necessary) ε0 > 0 such that�
Bε(x0)

|∇w|q dx+Hd−1(Jw ∩Bε(x0)) < ηεd−1 (3.56)
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holds, for all ε < ε0, for q = p−Ω . Moreover, if we set for every ε > 0

p−ε := inf
x∈Bε(x0)

p(x) , p+ε := sup
x∈Bε(x0)

p(x) ,

combining with (3.54) we have that (3.56) is indeed satisfied for q = p−ε .

Now, fix q such that (3.56) holds. Define Tεw(x) := TBε(x0)w(x) as in (2.5) with u = w and
B = Bε(x0). From the Poincaré inequality (2.7), (3.56) and for any q ≤ r < q∗ we have�

Bε(x0)
|Tεw −med(w;Bε(x0))|r dx

≤

(�
Bε(x0)

|Tεw −med(w;Bε(x0))|q
∗
dx

) r
q∗

[Ld(Bε)]
1− r

q∗

≤ (2γisoq
∗(d− 1))r

(�
Bε(x0)

|∇w|q dx

) r
q

[Ld(Bε)]
1− r

q∗

≤ C(d, q, r)η
r
q ε

r(d−1)
q

+d− r(d−q)
q

= C(d, q, r)η
r
q ε

r(q−1)
q

+d
,

where C(d, q, r) :=

(
2γisoq

∗(d− 1)γ
1
r
− 1

q∗
d

)r

. Since arguing as for the proof of [11, eq. (34)] we

can prove that �
Bε(x0)

|med(w,Bε(x0))− u+(x0)|
r
dx ≤ ηrε

r(q−1)
q

+d

for ε small enough, collecting the previous estimates we finally obtain

1

εd−1

�
Bε(x0)

(
|Tεw − u+(x0)|

ε

)r

dx ≤ 2max{C(d, q, r)η
r
q , ηr}ε−

(r−q)
q . (3.57)

If we define the function z as

z(x) :=

{
u(x′, xd) if xd < Γj(x

′) ,

u(x′,−xd + 2Γj(x
′)) if xd > Γj(x

′) ,

then z complies with the (3.55)-(3.56), up to replacing w with z and u+(x0) with u−(x0). Hence,
an analogous estimate as in (3.57) can be inferred for the sequence Tεz defined as the truncation
TBε(x0)z of the function z. We then set

uε(x) :=

{
Tεw(x) if xd > Γj(x

′) ,

Tεz(x) if xd < Γj(x
′) ,

and we have

1

εd−1

�
Bσε(x0)

(
|uε − ūsurfx0

|
ε

)q

dx ≤ 2max{C(d, q, r)η
r
q , ηr}ε−

(r−q)
q , ∀r ∈ [q, q∗) , (3.58)

Arguing exactly as in [11, Lemma 3], we also have

lim
ε→0

ε−dLd({x ∈ Bε(x0) : uε ̸= u}) = 0 . (3.59)
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Now, an analogous argument as for (3.26) shows that for every sequence ε → 0 one can find
a subsequence (not relabeled) such that, for L1-a.e. σ ∈ (0, 1),

µ(∂Bσε(x0)) = Hd−1(∂Bσε(x0) ∩ Juε) = 0 ,

lim
ε→0

ε−dHd−1({uε ̸= u} ∩ ∂Bσε(x0)) = 0 .

We then define

ūε(x) =

{
uε(x) in Bσε(x0) ,

u(x) in Bε(x0)\Bσε(x0) .

Now, property (3.50) (i), (ii) and (iv) follow from the definition and (3.54), while (3.51) is
immediate from (3.59). As for (3.50) (iii), with fixed η > 0, the estimate (3.58) with q = p−ε
and r = p+ε implies that

1

εd−1

�
Bσε(x0)

(
|ūε − ūsurfx0

|
ε

)p+ε

dx ≤ 2max{C(d, p−ε , p
+
ε )η

p+ε

p−ε , ηp
+
ε }ε

− (p+ε −p−ε )

p−ε (3.60)

for ε small enough. Observe that, by its definition, the constant C(d, p−ε , p
+
ε ) is a bounded

function of ε. Now, since

1

εd−1

�
Bσε(x0)

(
|ūε − ūsurfx0

|
ε

)p(·)

dx ≤ ε+
1

εd−1

�
Bσε(x0)

(
|ūε − ūsurfx0

|
ε

)p+ε

dx

≤ ε+ 2max{C(d, p−ε , p
+
ε )η

p+ε

p−ε , ηp
+
ε }ε

− (p+ε −p−ε )

p−ε ,

and with p+ε ≤ p+Ω , assertion (iii) in (3.50) will follow sending ε → 0 first and then η → 0, once
we note that

lim sup
ε→0

ε
− (p+ε −p−ε )

p−ε ≤ c1

for some constant c1 by virtue of (P2).

Assertion (3.52) for a function u ∈ SBV (Ω;Rm) can be obtained exactly as in [11, Lemma 3]
as a consequence of Hölder’s inequality, combining (3.58), written for r = q = p−Ω , and the
property

lim
ε→0

ε−d

�
Bε(x0)

|u(x)− ūsurfx0
(x)| dx = 0 .

We omit further details.

Concerning (3.53), we begin by observing that, if u ∈ SBV (Ω;Rm) for Hd−1-a.e. x0 ∈ Ju we
have

lim
ε→0

1

εd−1

�
(Ju∩Bε(x0))\Kj

(1 + |[u]|) dHd−1 = 0 . (3.61)

If we now set

ūsurfε,x0
(x) :=

{
τ ′(w,Bε(x0)) ∧ u+(x0) ∨ τ ′′(w,Bε(x0)) if xd > Γj(x

′) ,

τ ′(z,Bε(x0)) ∧ u−(x0) ∨ τ ′′(z,Bε(x0)) if xd < Γj(x
′) ,

with (3.55), (3.56), (3.61), and since truncations are 1-Lipschitz, we get

lim
ε→0

1

εd−1

�
Juε

|uε − ūsurfε,x0
| dHd−1 = 0 .
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Now, as shown in [11, Remark 2, Formula (39)], one has componentwise

lim sup
ε→0

τ ′′(wi, Bε(x0)) ≥ u+i (x0) , lim inf
ε→0

τ ′(wi, Bε(x0)) ≤ u−i (x0)

and the same properties also hold for z. With this, one has, for all E ⊂ B1(x0),

lim
ε→0

1

εd−1

�
Juε∩Eε,x0

|[uε]| dHd−1 = |[u]|(x0) lim
ε→0

1

εd−1
Hd−1(Juε ∩ Eε,x0)

= |[u]|(x0)Hd−1(Π0 ∩ E) ,

since the last property is satisfied at Hd−1-a.e. x0 ∈ Ju by the definition of measure-theoretic
normal to a rectifiable set. This is clearly equivalent to (3.53). □

We now prove Lemma 3.5. The two inequalities in (3.12) will be shown with Lemma 3.11 and
Lemma 3.12 below.

Lemma 3.11. Let p : Ω → (1,+∞) be a variable exponent satisfying (P1)-(P2). Suppose that

F satisfies (H1) and (H3)–(H4) and let u ∈ GSBV p(·)(Ω;Rm). Then for Hd−1-a.e. x0 ∈ Ju we
have

lim
ε→0

mF (u,Bε(x0))

γd−1εd−1
≤ lim sup

ε→0

mF (ū
surf
x0

, Bε(x0))

γd−1εd−1
. (3.62)

Proof. Let ūε be the sequence of Lemma 3.10, let x0 be such that Lemma 3.10 holds, and set
ν := νu(x0). By Lemma 3.3, for Hd−1-a.e. x0 ∈ Ju ∩ Ω we have

dF(u, ·)
dHd−1⌊Ju

(x0) = lim
ε→0

F(u,Bε(x0))

µ(Bε(x0))
= lim

ε→0

mF (u,Bε(x0))

γd−1εd−1
< ∞ . (3.63)

Let η > 0 and σ ∈ (0, 1) be fixed such that Lemma 3.10 holds, and set σ = 1 − θ for

some θ ∈ (0, 1). We consider a sequence z̄ε ∈ GSBV p(·)(B(1−3θ)ε(x0);Rm) with z̄ε = ūsurfx0
in a

neighborhood of ∂B(1−3θ)ε(x0) and

F
(
z̄ε, B(1−3θ)ε(x0)

)
≤ mF

(
ūsurfx0

, B(1−3θ)ε(x0)
)
+ γd−1ε

d. (3.64)

We extend z̄ε to a function in GSBV p(·)(Bε(x0);Rm) by setting z̄ε = ūsurfx0
outside B(1−3θ)ε(x0).

Now, we apply Lemma 3.2 with u and v replaced by z̄ε and ūε, respectively, and D′
ε,x0

:=
B(1−2θ)ε(x0), D

′′
ε,x0

:= B(1−θ)ε(x0) and Eε,x0 := Cε,θ(x0), where Cε,θ(x0) still denotes the annulus

Bε(x0)\B(1−4θ)ε(x0) (see (3.35)). We then find w̄ε ∈ GSBV p(·)(Bε(x0);Rm) such that w̄ε = ūε
on Bε(x0)\B(1−θ)ε(x0) and

F(w̄ε, Bε(x0)) ≤ (1 + η)
(
F(z̄ε, B(1−θ)ε(x0)) + F(ūε, Cε,θ(x0))

)
+M

�
(B(1−θ)ε(x0)\B(1−2θ)ε(x0))

(
|z̄ε − ūε|

ε

)p(x)

dx+ ηLd(Bε(x0)) .
(3.65)

In particular, by (3.50)(iv) we have that w̄ε = z̄ε = u in a neighborhood of ∂Bε(x0). By
(3.50)(iii) and the fact that z̄ε = ūsurfx0

outside B(1−3θ)ε(x0) we get

lim
ε→0

ε−(d+1)

�
(B(1−θ)ε(x0)\B(1−2θ)ε(x0))

(
|z̄ε − ūε|

ε

)p(x)

dx

= lim
ε→0

ε−(d+1)

�
B(1−θ)ε(x0)

(
|ūε − ūsurfx0

|
ε

)p(x)

dx = 0 .

(3.66)
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Plugging in (3.65) we find that, for a suitable non-negative vanishing sequence ϱε, it holds that

F(w̄ε, Bε(x0)) ≤ (1 + η)
(
F(z̄ε, B(1−θ)ε(x0)) + F(ūε, Cε,θ(x0))

)
+ εd−1ϱε + γdε

dη . (3.67)

In order to estimate the terms in (3.67), using that z̄ε = ūsurfx0
on Bε(x0)\B(1−3θ)ε(x0) ⊂ Cε,θ(x0),

(H1), (H4), and (3.64) we compute

lim sup
ε→0

F(z̄ε, B(1−θ)ε(x0))

γd−1εd−1
≤ lim sup

ε→0

F(z̄ε, B(1−3θ)ε(x0))

γd−1εd−1
+ lim sup

ε→0

F(ūsurfx0
, Cε,θ(x0))

γd−1εd−1

≤ lim sup
ε→0

mF (ū
surf
x0

, B(1−3θ)ε(x0))

γd−1εd−1
+

β

γd−1
Hd−1(C1,θ(x0) ∩Π0)

≤ (1− 3θ)d−1 lim sup
ε→0

mF (ū
surf
x0

, Bε(x0))

γd−1εd−1
(3.68)

+ β (1− (1− 4θ)d−1) ,

where we denote by Π0 the hyperplane passing through x0 with normal νu(x0).

To estimate the remaining term, observe that by rectifiability of Ju and (3.50) (i) it holds

lim sup
ε→0

βHd−1(Jūε ∩ Cε,θ(x0))

γd−1εd−1
≤ lim

ε→0

βHd−1(Ju ∩ Cε,θ(x0))

γd−1εd−1

=
β

γd−1
Hd−1(C1,θ(x0) ∩Π0) = β (1− (1− 4θ)d−1) .

(3.69)

With this, using (H4) and (3.50)(ii) we infer

lim sup
ε→0

F(ūε, Cε,θ(x0))

γd−1εd−1
≤ lim sup

ε→0

β
�
Cε,θ(x0)

(1 + |∇ūε|p(x)) dx
γd−1εd−1

+ lim sup
ε→0

βHd−1(Jūε ∩ Cε,θ(x0))

γd−1εd−1

= β(1− (1− 4θ)d−1) .
(3.70)

Finally, collecting the estimates in (3.67), (3.68) and (3.70), recalling that ϱε → 0 and that
w̄ε = u in a neighborhood of ∂Bε(x0), we obtain

lim
ε→0

mF (u,Bε(x0))

γd−1εd−1
≤ lim sup

ε→0

F(w̄ε, Bε(x0))

γd−1εd−1

≤ (1 + η) (1− 3θ)d−1 lim sup
ε→0

mF (ū
surf
x0

, Bε(x0))

γd−1εd−1

+ 2β(1 + η)(1− (1− 4θ)d−1) ,

whence (3.62) follows up to passing to η, θ → 0. The proof is concluded.

□

Lemma 3.12. Under the assumptions of Lemma 3.11, for Hd−1-a.e. x0 ∈ Ju we have

lim
ε→0

mF (u,Bε(x0))

γd−1εd−1
≥ lim sup

ε→0

mF (ū
surf
x0

, Bε(x0))

γd−1εd−1
. (3.71)

Proof. Let ūε be the sequence of Lemma 3.10, and let θ ∈ (0, 1), η > 0 be fixed. From (3.51) it
follows that

0 ≤ ε−(d−1)

� 1

0
Hd−1({u ̸= ūε} ∩ ∂Bσε(x0)) dσ =

2

εd
Ld({u ̸= ūε} ∩Bε(x0)) → 0
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as ε → 0. Then for each ε > 0 we can find σ ∈ (1− 4θ, 1− 3θ) such that

µ(∂Bσε(x0)) = Hd−1(∂Bσε(x0) ∩ (Jūε ∪ Ju)) = 0 , for all ε > 0,

lim
ε→0

ε−dHd−1({u ̸= ūε} ∩ ∂Bσε(x0)) = 0 .
(3.72)

We consider a sequence zε ∈ GSBV p(·)(Bσε(x0);Rm) with zε = u in a neighborhood of
∂Bσε(x0) and

F
(
zε, Bσε(x0)

)
≤ mF

(
u,Bσε(x0)

)
+ γd−1ε

d . (3.73)

We extend zε to a function in GSBV p(·)(Bε(x0);Rm) by setting zε = ūε outside Bσε(x0). By
applying Lemma 3.2 with u and v replaced by zε and ūsurfx0

, respectively, and the same choice

for the sets D′
ε,x0

, D′′
ε,x0

and Eε,x0 as in Lemma 3.11, we find w̄ε ∈ GSBV p(·)(Bε(x0);Rm) such

that w̄ε = ūsurfx0
on Bε(x0)\B(1−θ)ε and

F(w̄ε, Bε(x0)) ≤ (1 + η)
(
F(zε, B(1−θ)ε(x0)) + F(ūsurfx0

, Cε,θ(x0))
)

+M

�
(B(1−θ)ε(x0)\B(1−2θ)ε(x0))

(
|zε − ūsurfx0

|
ε

)p(x)

dx+ ηLd(Bε(x0)) .

We notice that, as a consequence of the choice of σ, zε = ūε outside B(1−3θ)(x0). Then, by virtue
of (3.50)3, we can find a non-negative sequence ϱε, vanishing as ε → 0, such that

F(w̄ε, Bε(x0)) ≤ (1 + η)
(
F(zε, B(1−θ)ε(x0)) + F(ūsurfx0

, Cε,θ(x0))
)

+ εd−1ϱε + ηγdε
d .

(3.74)

We now estimate each term in the right hand side of (3.74). Taking into account (H1), (H4),
(3.73), the fact that zε = ūε on Bε(x0)\Bσε(x0) and the choice of σ, we get

F(zε, B(1−θ)ε(x0)) ≤mF
(
u,Bσε(x0)

)
+ γd−1ε

d + βHd−1 (({ūε ̸= u} ∪ Ju ∪ Jūε) ∩ ∂Bσε(x0))

+ F(ūε, Cε,θ(x0)) .
(3.75)

Now, with (3.70), (3.72) and σ ≤ (1− 3θ) we then obtain

lim sup
ε→0

F(zε, B(1−θ)ε(x0))

γd−1εd−1
≤ lim sup

ε→0

mF
(
u,Bσε(x0)

)
γd−1εd−1

+ β(1− (1− 4θ)d−1)

≤ (1− 3θ)d−1 lim sup
ε→0

mF
(
u,Bε(x0)

)
γd−1εd−1

+ β(1− (1− 4θ)d−1) ,

(3.76)

and, as already proven in (3.68),

lim sup
ε→0

F(ūsurfx0
, Cε,θ(x0))

γd−1εd−1
≤ β(1− (1− 4θ)d−1) . (3.77)

Collecting the estimates (3.74), (3.76), (3.77) and using ϱε → 0 we infer

lim sup
ε→0

F(w̄ε, Bε(x0))

γd−1εd−1
≤ (1 + η)

(
(1− 3θ)d−1 lim sup

ε→0

mF
(
u,Bε(x0)

)
γd−1εd−1

+ 2β(1− (1− 4θ)d−1)

)
.
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Finally, since w̄ε = ūsurfx0
in a neighborhood of ∂Bε(x0), and using the arbitrariness of η and θ,

we derive

lim sup
ε→0

mF (ū
surf
x0

, Bε(x0))

γd−1εd−1
≤ lim sup

ε→0

F(w̄ε, Bε(x0))

γd−1εd−1

≤ lim sup
ε→0

mF (u,Bε(x0))

γd−1εd−1

= lim
ε→0

mF (u,Bε(x0))

γd−1εd−1
.

The proof of (3.71) is concluded. □

4. Γ-convergence

In this section, we present a general Γ-convergence result for functionals F : GSBV p(·)(Ω;Rm)×
A(Ω) → [0,+∞) of the form

F(u,A) =

�
A
f
(
x,∇u(x)

)
dx+

�
Ju∩A

g
(
x, [u](x), νu(x)

)
dHd−1(x) (4.1)

for each u ∈ GSBV p(·)(Ω;Rm) and each A ∈ A(Ω), where [u](x) := u+(x)−u−(x) (we refer the
reader to [25] for an exhaustive treatment of the topic). To formulate the result, we adopt the
notation of Section 3 and define the minimization problems mF (u,A) and the functions ℓx0,u0,ξ

and ux0,a,b,ν as in (3.1), (3.2) and (3.3), respectively.

Let 0 < α ≤ β < +∞ and 1 ≤ c < +∞ be fixed constants. We assume that f : Rd×Rm×d →
[0,+∞) satisfies the following assumptions:

(f1) (measurability) f is Borel measurable on Rd×Rm×d;
(f2) (lower and upper bound) for every x ∈ Rd and every ξ ∈ Rm×d,

α|ξ|p(·) ≤ f(x, ξ) ≤ β(1 + |ξ|p(·)) ,

and that g : Rd×Rm
0 ×Sd−1 → [0,+∞) complies with the following assumptions:

(g1) (measurability) g is Borel measurable on Rd×Rm
0 ×Sd−1;

(g2) (estimate for c|ζ1| ≤ |ζ2|) for every x ∈ Rd and every ν ∈ Sd−1 we have

g(x, ζ1, ν) ≤ g(x, ζ2, ν)

for every ζ1, ζ2 ∈ Rm
0 with c|ζ1| ≤ |ζ2|;

(g3) (lower and upper bound) for every x ∈ Rd, ζ ∈ Rm
0 , and ν ∈ Sd−1

α ≤ g(x, ζ, ν) ≤ β ;

(g4) (symmetry) for every x ∈ Rd, ζ ∈ Rm
0 , and ν ∈ Sd−1

g(x, ζ, ν) = g(x,−ζ,−ν).

For future reference, we also introduce the property

(g5) (estimate for |ζ1| ≤ |ζ2|) for every x ∈ Rd and every ν ∈ Sd−1 we have

g(x, ζ1, ν) ≤ c g(x, ζ2, ν)

for every ζ1, ζ2 ∈ Rm
0 with |ζ1| ≤ |ζ2|.
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Notice that assumption (g3) implies (g5) with c := β
α .

The first main result is the following.

Theorem 4.1 (Γ-convergence). Let Ω ⊂ Rd be open. Let (fj)j and (gj)j be sequences of

functions satisfying (f1)-(f2) and (g1)-(g4), respectively. Let Fj : GSBV p(·)(Ω;Rm)×A(Ω) →
[0,+∞) be the corresponding sequence of functionals given in (4.1). Then, there exists a func-

tional F∞ : GSBV p(·)(Ω;Rm)×A(Ω) → [0,+∞) and a subsequence (not relabeled) such that

F∞(·, A) = Γ- lim
j→∞

Fj(·, A) with respect to convergence in measure on A

for all A ∈ A(Ω). Moreover, for every u ∈ GSBV p(·)(Ω;Rm) and A ∈ A(Ω) we have that

F∞(u,A) =

�
A
f∞
(
x, u(x),∇u(x)

)
dx+

�
Ju∩A

g∞(x, u+(x), u−(x), νu(x)) dHd−1(x) , (4.2)

where f∞ = f∞(x0, u0, ξ) is given by (3.4) for all x0 ∈ Ω, u0 ∈ Rm, ξ ∈ Rm×d, and g∞ =
g∞(x0, a, b, ν) is given by (3.5) for all x0 ∈ Ω, a, b ∈ Rm, and ν ∈ Sd−1.

We will prove the compactness of Γ-convergence via the localization technique for Γ-convergence
(see [25, Ch. 14–20] for the general method), where the main ingredient is the fundamental

estimate in GSBV p(·), proven with Lemma 3.2. The representation (4.2) in terms of the densi-
ties f∞ and g∞ then will follow by the integral representation result of Theorem 3.1. Indeed,
since each Fj is invariant under translations of u, then also F∞, as Γ-limit, satisfies the same
property. Thus, from Theorem 3.1, in particular (3.4)–(3.5), we infer that f∞ = f∞(x0, ξ),
g∞ = g∞(x0, a− b, ν) so that F∞ has the form

F∞(u,A) =

�
A
f∞
(
x,∇u(x)

)
dx+

�
Ju∩A

g∞(x, [u](x), νu(x)) dHd−1(x) , (4.3)

and the densities f∞, g∞ can be computed as

f∞(x0, ξ) = lim sup
ε→0

mF (ℓ0,0,ξ, Bε(x0))

γdεd
, (4.4)

g∞(x0, ζ, ν) = lim sup
ε→0

mF (ux0,ζ,0,ν , Bε(x0))

γd−1εd−1
, (4.5)

for all x0 ∈ Ω, ξ ∈ Rm×d, ζ ∈ Rm and ν ∈ Sd−1.

For our purposes, it will be useful to consider functionals I : L0(Ω;Rm) × A(Ω) → [0,+∞]
defined as

I(u,A) :=

{�
A f(x,∇u(x)) dx , u ∈ GSBV p(·)(A;Rm) ,

+∞ otherwise.
(4.6)

We recall a result concerning the existence of suitable truncations of a measurable function u
by which functionals F as above almost decrease (see [16, Lemma 4.1]). For our purposes, the
statement below is formulated in the p(·)-setting, and since the adaptation of the original proof
requires only minor changes, we omit the details.

Lemma 4.2. Let F be as in (4.1), where we assume that f satisfies (f1)-(f2) and g satisfies
(g1),(g2), (g4) and (g5). Let I be as in (4.6). Let η, λ > 0. Then there exists µ > λ depending on
η, λ, α, β, c such that the following holds: for every open set A ⊂ Ω and for every u ∈ L0(Rd,Rm)

such that u|A ∈ GSBV p(·)(A,Rm), there exists û ∈ L∞(Rd,Rm) such that û|A ∈ SBV p(·)(A,Rm)
and

(i) |û| ≤ µ on Rd;
(ii) û = u Ld-a.e. in {|u| ≤ λ};
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(iii) F(û, A) ≤ (1 + η)F(u,A) + βLd(A ∩ {|u| ≥ λ}) .

Moreover, there exists v̂ with the same properties of û such that (iii) holds for the functional I
with v̂ in place of û.

Let (Fj)j be a sequence of functionals of the form (4.1). We start by proving some properties
of the Γ-liminf and Γ-limsup with respect to the topology of the convergence in measure. To
this end, we define

F ′
∞(u,A) := Γ− lim inf

n→∞
Fj(u,A) = inf

{
lim inf
j→∞

Fj(uj , A) : uj → u in measure on A
}
,

F ′′
∞(u,A) := Γ− lim sup

n→∞
Fj(u,A) = inf

{
lim sup
j→∞

Fj(uj , A) : uj → u in measure on A
}

(4.7)

for all u ∈ GSBV p(·)(Ω;Rm) and A ∈ A(Ω).

Lemma 4.3 (Properties of Γ-liminf and Γ-limsup). Let Ω ⊂ Rd be an open set, and

Fj : GSBV p(·)(Ω;Rm)×A(Ω) → [0,∞) be a sequence of functionals as in (4.1), where we assume
that fj and gj comply with (f1)-(f2) and (g1)-(g4), respectively, for all j ∈ N. Define F ′

∞ and
F ′′
∞ as in (4.7), and write, for brevity,

G(u,A) :=
�
A
|∇u|p(·) dx+Hd−1(Ju ∩A) .

Then we have

(i) F ′
∞(u,A) ≤ F ′

∞(u,B), F ′′
∞(u,A) ≤ F ′′

∞(u,B) whenever A ⊂ B,

(ii) αG(u,A) ≤ F ′
∞(u,A) ≤ F ′′

∞(u,A) ≤ βG(u,A) + βLd(A),

(iii) F ′
∞(u,A) = supB⊂⊂AF ′

∞(u,B), F ′′
∞(u,A) = supB⊂⊂AF ′′

∞(u,B) whenever A ∈ A(Ω),

(iv) F ′
∞(u,A ∪B) ≤ F ′

∞(u,A) + F ′
∞(u,B),

F ′′
∞(u,A ∪B) ≤ F ′′

∞(u,A) + F ′′
∞(u,B) whenever A,B ∈ A(Ω), (4.8)

where α, β have been introduced in (f2) and (g3).

Proof. The monotonicity property (i) follows from the fact that Fj(u, ·) are measures. The
upper bound in (ii) can be inferred choosing the constant sequence uj = u in (4.7) and taking
into account the upper bounds in (f2) and (g3). For what concerns the lower bound in (ii), we
consider an (almost) optimal sequence (vj)j in (4.7). Then, with the lower bounds in (f2) and
(g3) we get

sup
j∈N

αG(vj , A) < +∞ .

Now, since vj → u in measure on A, by arguing as in the proof of Lemma 3.6 and exploiting the
lower semicontinuity inequalities�

A
|∇u(x)|p(x) dx ≤ lim inf

j→+∞

�
A
|∇vj(x)|p(x) dx < +∞ ,

Hd−1(Ju ∩A) ≤ lim inf
j→+∞

Hd−1(Jvj ∩A) ,

we easily obtain the lower bound.

In order to prove (iii) and (iv), we preliminary show that for every U, V and W open subsets
of Ω, with V ⊂⊂ W ⊂⊂ U , we have

F ′
∞(u, U) ≤ F ′

∞(u,W ) + F ′
∞(u, U\V ) , F ′′

∞(u, U) ≤ F ′′
∞(u,W ) + F ′′

∞(u, U\V ) . (4.9)
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We confine ourselves to the proof of the first assertion in (4.9), the other one being similar. Let

(uj)j and (vj)j be sequences in GSBV p(·)(Ω;Rm) converging in measure to u on W and U\V ,
respectively, such that

F ′
∞(u,W ) = lim inf

j→+∞
Fj(uj ,W ) , F ′

∞(u, U\V ) = lim inf
j→+∞

Fj(vj , U\V ) . (4.10)

We may assume, up to passing to a not relabeled subsequence, that each liminf above is a limit.
We fix η ∈ (0, 1) and λ > 0 such that

βLd(U ∩ {|u| ≥ λ}) < η . (4.11)

By virtue of Lemma 4.2, there exists µ > λ such that, for every k ≥ 1 we can find ûjk ∈
SBV p(·)(W ;Rm)∩L∞(W ;Rm), with |ûjk | ≤ µ, v̂jk ∈ SBV p(·)(U\V ;Rm)∩L∞(U\V ;Rm), with

|v̂jk | ≤ µ, such that ûjk = uj Ld-a.e. in W ∩ {|uj | ≤ λ}, v̂jk = vj Ld-a.e. in (U\V ) ∩ {|vj | ≤ λ}
and

Fj(ûjk ,W ) ≤ (1 + η)Fj(uj ,W ) + βLd(W ∩ {|uj | ≥ λ}) ,

Fj(v̂jk , U\V ) ≤ (1 + η)Fj(vj , U\V ) + βLd((U\V ) ∩ {|vj | ≥ λ}) .
(4.12)

We apply Lemma 3.2 with η above, D′′ := W , E := U\V , u = ûjk , v = v̂jk , for some D′ with

V ⊂⊂ D′ ⊂⊂ W . Note that W\D′ ⊂ U\V . We then find a function ŵjk ∈ SBV p(·)(U ;Rm) ∩
L∞(U ;Rm) such that

Fj(ŵjk , U) ≤ (1 + η)
(
Fj(ûjk ,W ) + Fj(v̂jk , U\V )

)
+M

�
W\D′

(
|ûjk − v̂jk |

δ

)p(x)

dx+ ηLd(D′ ∪ E) .
(4.13)

Note that, by the dominated convergence in measure, ûjk − v̂jk → 0 in Lp(·)(W\D′;Rm) as
k → +∞. Moreover, recalling (3.6)(ii), we have that ŵjk → u in measure on U as k → +∞. By
a diagonal argument this implies, in particular, that

F ′
∞(u, U) ≤ lim inf

k→+∞
Fjk(ŵjk , U) . (4.14)

Note also that, from (4.11) and the convergence in measure of both ujk and vjk to u, we have

Ld(W ∩ {|ujk | ≥ λ}) < η and Ld((U\V ) ∩ {|vjk | ≥ λ}) < η

for k large enough. Then, combining (4.12) with (4.13), (4.10) and passing to the limit as
k → +∞, and then letting η → 0+, assertion (4.9) follows.

We now prove the inner regularity of F ′
∞, the first property in (iii). Combining (4.8)(ii) and

(4.9) we find

F ′
∞(u, U) ≤ F ′

∞(u,W ) + βG(u, U\V ) + βLd(U\V ) .

Now, we can choose V ⊂⊂ U and U in such a way that Ld(U\V ) and G(u, U\V ) be arbitrarily
small, and recalling that F ′

∞(u, ·) is an increasing set function by (4.8)(i), we obtain (4.8)(iii)
for F ′

∞. The proof of the analogous property for F ′′
∞ is similar.

We conclude by showing property (iv) for F ′
∞. First, we note that it is not restrictive to assume

that A∩B ̸= ∅, otherwise the inequalities in (iv) are straightforward. It is well known (see, e.g.,
[5, Proof of Lemma 5.2]) that given η > 0, one can choose in Ω open sets U ⊂⊂ U ′ ⊂⊂ A and
V ⊂⊂ V ′ ⊂⊂ B such that U ′∩V ′ = ∅, and G(u, (A∪B)\ (U ∪ V ))+Ld((A∪B)\ (U ∪ V )) ≤ η.
Then using, (4.8)(i),(ii) and (4.9) we get

F ′
∞(u,A ∪B) ≤ F ′

∞(u, U ′ ∪ V ′) + F ′
∞(u, (A ∪B) \ U ∪ V ) ≤ F ′

∞(u, U ′) + F ′
∞(u, V ′) + βη

≤ F ′
∞(u,A) + F ′

∞(u,B) + βη,
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where we also used F ′
∞(u, U ′ ∪ V ′) ≤ F ′

∞(u, U ′) + F ′
∞(u, V ′) which holds due to U ′ ∩ V ′ = ∅.

Since η was arbitrary, the statement follows. □

We can now prove Theorem 4.1.

Proof of Theorem 4.1. First, we prove the existence of the Γ-limit by applying an abstract com-
pactness result for Γ̄-convergence, see [25, Theorem 16.9]. This implies the existence of an
increasing sequence of integers (jk)k such that F ′

∞ and F ′′
∞ defined in (4.7) with respect to (jk)k

satisfy
(F ′

∞)−(u,A) = (F ′′
∞)−(u,A)

for all u ∈ GSBV p(·)(Ω;Rm) and A ∈ A(Ω), where (F ′
∞)− and (F ′′

∞)− denote the inner regular
envelopes of F ′

∞ and F ′′
∞, respectively. By (4.8)(iii) we know that F ′

∞ and F ′′
∞ are inner regular,

and thus they both coincide with their respective inner regular envelopes. This shows that the
Γ-limit, denoted by F∞ := F ′

∞ = F ′′
∞, exists for all u ∈ GSBV p(·)(Ω;Rm) and all A ∈ A(Ω).

We now check that F∞ satisfies assumptions (H1)–(H4) of the integral representation result,
Theorem 3.1. First, the definition in (4.7) and the locality of each Fj show that F∞(·, A) is local
according to (H3) for any A ∈ A(Ω). Moreover, F∞(·, A) complies with (H2) for any A ∈ A(Ω)
in view of [25, Remark 16.3]. Now, since F∞ is increasing, superadditive, inner regular (see [25,
Proposition 16.12 and Remark 16.3]) and subadditive by (4.8)(iv), the De Giorgi-Letta criterion
(see [25, Theorem 14.23]) ensures that F∞(u, ·) can be extended to a Borel measure. Thus,
also (H1) is satisfied. Eventually, by (4.8)(ii) we get (H4). Therefore, we can conclude that F∞
admits a representation of the form (4.2). □

5. Identification of the Γ-limit

In this section we identify the structure of the Γ-limit provided by Theorem 4.1, by showing
a separation of scales effect; i.e., that there is no interaction between the bulk and surface
densities, as f∞ is only determined by (fj)j and g∞ is only determined by (gj)j .

We assume that f : Rd×Rm×d → [0,+∞) satisfies (f1), (f2) and the following: for every
x ∈ Rd and every ξ ∈ Rm×d,

(f3) (continuity in ξ) for every x ∈ Rd we have

|f(x, ξ1)− f(x, ξ2)| ≤ ω1(|ξ1 − ξ2|)
(
1 + f(x, ξ1) + f(x, ξ2)

)
for every ξ1, ξ2 ∈ Rm×d;

and that g : Rd×Rm
0 ×Sd−1 → [0,+∞) satisfies (g1), (g2), (g3), (g4) and complies with

(g6) (continuity in ζ) for every x ∈ Rd and every ν ∈ Sd−1 we have

|g(x, ζ2, ν)− g(x, ζ1, ν)| ≤ ω2(|ζ1 − ζ2|)
(
g(x, ζ1, ν) + g(x, ζ2, ν)

)
for every ζ1, ζ2 ∈ Rm

0 , where ω2 : [0,+∞) → [0,+∞) is a nondecreasing continuous
function such that ω2(0) = 0.

5.1. Identification of the bulk density. We start with the identification of the bulk density.
To do this, we restrict functionals F as in (4.1) to Sobolev functions W 1,p(·)(Ω;Rm). Indeed,
since every Sobolev function has a Hd−1-negligible jump set we have

F(u,A) =

�
Ω
f(x,∇u) dx , for all u ∈ W 1,p(·)(Ω;Rm) . (5.1)

We set, for every ξ ∈ Rm×d,
ℓ̄ξ := ℓ0,0,ξ , (5.2)
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where ℓx0,u0,ξ is defined as in (3.2). In analogy to (3.1), for every u ∈ W 1,p(·)(Ω;Rm) and
A ∈ A(Ω) we define

m
1,p(·)
F (u,A) = inf

v∈W 1,p(·)(Ω;Rm)
{F(v,A) : v = u in a neighborhood of ∂A} . (5.3)

We consider the functionals Fj : L
1(Ω;Rm)×A(Ω) → [0,+∞] defined as

Fj(u,A) :=

{�
A fj(x,∇u(x)) dx , u ∈ W 1,p(·)(Ω;Rm) ,

+∞ otherwise.

where fj satisfies (f1),(f2) and (f3) for every j ∈ N. We then have the following Γ-convergence
result.

Proposition 5.1. The functionals Fj(·, A) Γ-converge (up to a not relabeled subsequence) as
j → +∞ in the strong topology of L1(Ω;Rm) to the functional F (·, A) for every A ∈ A(Ω),
where

F (u,A) =

�
A
fsob(x,∇u(x)) dx (5.4)

and

fsob(x, ξ) := lim sup
ε→0+

m
1,p(·)
F (ℓ̄ξ, Bε(x))

γdεd
, for all x ∈ Ω and ξ ∈ Rm×d . (5.5)

Moreover, fsob is a Carathéodory function satisfying (f2) and it holds that

fsob(x, ξ) = lim sup
ε→0+

lim inf
j→+∞

m
1,p(·)
Fj

(ℓ̄ξ, Bε(x))

γdεd
= lim sup

ε→0+
lim sup
j→+∞

m
1,p(·)
Fj

(ℓ̄ξ, Bε(x))

γdεd
. (5.6)

Proof. The proof of the Γ-convergence result and the integral representation (5.4) can be ob-
tained as in [22, Theorem 4.1 and 4.2]. The characterization (5.5) follows by adapting the
global method of Section 3.2 to the variable exponent Sobolev setting, while (5.6) is a standard
consequence of the Γ-convergence. We omit the details. □

We can now proceed with the announced identification of the bulk density.

Theorem 5.2. Under the assumptions of Theorem 4.1 and assumption (f3) on the sequence

(fj), let fsob and f∞ be defined as in (5.5) and (4.4), respectively. Then, for all u ∈ GSBV p(·)(Ω;Rm)
we have that

f∞(x,∇u(x)) = fsob(x,∇u(x)) for Ld-a.e. x ∈ Ω. (5.7)

Proof. We show the two inequalities in (5.7). We first prove

f∞(x,∇u(x)) ≤ fsob(x,∇u(x)) for Ld-a.e. x ∈ Ω . (5.8)

First, in view of (3.1) and (5.3), we get mF (ℓ̄ξ, Bε(x)) ≤ m
1,p(·)
F (ℓ̄ξ, Bε(x)) for all ξ ∈ Rm×d,

where we recall the notation ℓ̄ξ introduced in (5.2). Then (3.4) implies

f∞(x, ξ) = lim sup
ε→0+

mF (ℓ̄ξ, Bε(x))

γdεd
≤ lim sup

ε→0+

m
1,p(·)
F (ℓ̄ξ, Bε(x))

γdεd
, (5.9)

while by (5.5) and (5.1) we find

fsob(x, ξ) = lim sup
ε→0+

m
1,p(·)
F (ℓ̄ξ, Bε(x))

γdεd
. (5.10)

Thus, since both f∞ and fsob are continuous with respect to ξ by (f3), combining (5.9)–(5.10)
we obtain (5.8).
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We now prove the reverse inequality

fsob(x,∇u(x)) ≤ f∞(x,∇u(x)) for Ld-a.e. x ∈ Ω . (5.11)

First, from the Radon-Nikodým Theorem we have that

f∞(x,∇u(x)) = lim
ε→0+

F(u,Bε(x))

γdεd
< +∞ (5.12)

holds for Ld-a.e. x ∈ Ω . Let (uj) be a sequence of measurable functions such that uj ∈
GSBV p(·)(Ω;Rm)

uj → u in measure on Ω and lim
j→+∞

Fj(uj ,Ω) = F(u,Ω) .

Since u ∈ GSBV p(·)(Ω;Rd), by virtue of Lemma 2.4 the approximate gradient ∇u(x) exists for
Ld-a.e. x ∈ Ω. Then, since (5.11) needs to hold for Ld-a.e. x ∈ Ω, we may assume that (5.12)
holds at x and that ∇u(x) exists. Since F(u, ·) is a Radon measure, there exists a subsequence
(εk) ⊂ (0,+∞) with εk ↘ 0 as k → +∞ such that F(u, ∂Bεk(x)) = 0 for every k ∈ N and such
that (5.6) holds along (εk), namely

fsob(x,∇u(x)) = lim
k→+∞

lim sup
j→+∞

m
1,p(·)
Fj

(ℓ̄∇u(x), Bεk(x))

γdε
d
k

. (5.13)

Moreover, with fixed η ∈ (0, 1), since (uj) is a recovery sequence and F(u, ·) is a Radon measure,
for every k ∈ N we can find jk ∈ N (depending also on η) such that, for every j ≥ jk it holds
that

Fj(uj , Bεk(x))

γdε
d
k

≤ F(u,Bεk(x))

γdε
d
k

+ η . (5.14)

Now, we have to modify the sequence (uj) to construct a competitor for the minimization

problem m
1,p(·)
Fj

(ℓ̄∇u(x), Bε(x)) which defines fsob.

We introduce the functions

uεkj (y) :=
uj(x+ εky)− uj(x)

εk
and uεk(y) :=

u(x+ εky)− u(x)

εk
for y ∈ B1.

Then, since uj → u in measure on Ω, we have that uεkj → uεk in measure on B1 as j → +∞. In
addition, by a diagonal argument and up to passing to a larger jk ∈ N, we also have

ûk := uεkjk → ℓ̄∇u(x) in measure on B1 as k → +∞. (5.15)

By virtue of (5.13), we may choose (jk)k such that also

fsob(x,∇u(x)) = lim
k→+∞

m
1,p(·)
Fjk

(ℓ̄∇u(x), Bεk(x))

γdε
d
k

(5.16)

holds. Finally, taking into account (4.1), (5.12), (5.14) and with a change of variables we find

lim sup
k→+∞

�
B1

fjk(x+ εky,∇ûk(y)) dy ≤ lim
k→+∞

F(u,Bεk(x))

γdε
d
k

+ η = f∞(x,∇u(x)) + η . (5.17)

Let Ik be defined as in (4.6), with fjk(x+ εky, ·) in place of f(x, ·), and set

pk(y) := p(x+ εky) , y ∈ B1 .

We define, accordingly,

p+k := sup
y∈B1

pk(y) , p−k := inf
y∈B1

pk(y) .
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Let λ > |∇u(x)|. Then, by virtue of Lemma 4.2 there exists µ > λ such that, for every k, we can

find a function v̂k ∈ SBV pk(·)(B1;Rd)∩L∞(B1;Rd) such that v̂k = ûk Ld-a.e. in B1∩{|ûk| ≤ λ},
|v̂k| ≤ µ and

Ik(v̂k, B1) ≤ (1 + η) Ik(ûk, B1) + βLd(B1 ∩ {|ûk| ≥ λ}) . (5.18)

Moreover, with (5.15) and the fact that |ℓ̄∇u(x)| ≤ |∇u(x)| < λ in B1, we get

v̂k → ℓ̄∇u(x) in measure on B1 as k → +∞ (5.19)

and Ld(B1 ∩ {|ûk| ≥ λ}) ≤ εk for k large enough. Taking into account (f2), (g3), (5.18) and a
change of variables we get

α

�
B1

|∇v̂k|pk(y) dy ≤ 1 + η

εdk

�
Bεk

(x)
fjk(y,∇ujk(y)) dy + βεk ,

α

εk
Hd−1(Jv̂k ∩B1) ≤

α

εdk
Hd−1(Jujk

∩Bεk(x)) ≤
1

εdk

�
Jujk

∩Bεk
(x)

gjk(y, [ujk ], νujk
) dHd−1 ,

for k large enough. Then, with (5.12) and (5.14), we can find a constant M > 0 independent of
k and η such that �

B1

|∇v̂k|pk(·) dy ≤ M and Hd−1(Jv̂k ∩B1) ≤ Mεk , (5.20)

for k large enough, and

|Dsv̂k|(B1) ≤ 2µMεk . (5.21)

Now, we regularize the sequence (v̂k) in order to obtain a sequence ŵk ∈ W 1,pk(·)(B1;Rm)
such that �

B1

fjk(x+ εky,∇ŵk(y)) dy ≤
�
B1

fjk(x+ εky,∇v̂k(y)) dy + η . (5.22)

For this, we may adapt to the variable exponent setting the argument for the proof of [16,
Theorem 5.2(b), Step 1], devised for a constant exponent q. We just provide the main steps of
this adaptation.

For fixed t > 0, we first define the sets

Rt
k :=

{
y ∈ B1 :

|Dsv̂k|(Br(y))

Ld(Br(y))
≤ t for every r > 0 with Br(y) ⊂ B1

}
,

St
k := Jv̂k ∪

{
y ∈ B1 : |∇v̂k(y)| ≥

t

2

}
.

We claim that

Ld(B1\Rt
k) ≤

2 · 5d

t

(
|Dsv̂k|(B1) +

�
St
k

|∇v̂k(y)| dy

)

≤ 2 · 5d

t
|Dsv̂k|(B1) + 2p

+
k +1 · 5d

�
St
k

(
|∇v̂k(y)|

t

)pk(y)

dy ,

Indeed, the first inequality follows from the Vitali Covering Lemma, arguing exactly as in [16,

Theorem 5.2(b), Step 1]. The second inequality follows from the first one, using that 2|∇v̂k(y)|
t ≥ 1

on St
k. Now, taking into account (5.20), we get

Ld(B1\Rt
k) ≤

2 · 5d

t
|Dsv̂k|(B1) +

2p
+
k +1 · 5dM

min{tp
+
k , tp

−
k }

. (5.23)
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Choosing

tk := (2µMεk)
− 1

p−
k

−1

we have tk ≥ 1 for k large enough and, taking into account (5.21), from (5.23) we obtain

t
p−k
k Ld(B1\Rtk

k ) ≤ 2 · 5d + 2p
+
k +1 · 5dM .

By virtue of Lemma 2.1, and since p−k − 1 ≥ p− − 1 > 0, it holds now

t
p+k −p−k
k ≤ γ

−(p−k −p+k )

d [Ld(Bεk)]

p−
k

−p+
k

d(p−
k

−1) ≤ C

for k large. We then conclude that

t
p+k
k Ld(B1\Rtk

k ) ≤ C(2 · 5d + 2p
++1 · 5dM) =: M̃ , (5.24)

whence, in particular, since εk < 1 for k large enough, we get

Ld(B1\Rtk
k ) ≤ M̃

t
p+k
k

= M̃(2µMεk)

p+
k

p−
k

−1 ≤ Mpε
p−

p+−1

k . (5.25)

Now, by a Lusin’s type approximation argument (see, e.g., [30]), one can construct a sequence
of Lipschitz functions (ẑk) on B1, with Lip(ẑk) ≤ cdtk for some constant cd depending only on

the dimension, such that ẑk = v̂k Ld-a.e. in Rtk
k . Setting p̄ := p(x), we claim that (ẑk) are

bounded in W 1,p̄(B1;Rd). Indeed, with (5.24) and (5.20) we first have

�
B1

|∇ẑk|pk(y) dy ≤ 2p
+
k −1

(�
R

tk
k

|∇v̂k|pk(y) dy +max{cp
+
k

d , c
p−1
d }tp

+
k

k Ld(B1\Rtk
k )

)
≤ 2p

+−1(M +max{cp
+

d , cp
−

d }M̃) =: Md,p .

(5.26)

Note that p̄ = pk(0) for every k ∈ N. Then, since (p̄− pk(y))
+ ≤ p+k − p−k and tk ≥ 1 for k large

enough, with (5.25) for every y ∈ B1 we get

|∇ẑk|(p̄−pk(y))
+ ≤ c

p+k −p−k
d t

p+k −p−k
k ≤ C . (5.27)

Finally, with (5.26) and (5.27), by a simple inequality we obtain�
B1

|∇ẑk|p̄ dy ≤ Ld(B1) +

�
B1

|∇ẑk|(p̄−pk(y))
+ |∇ẑk|pk(y) dy

≤ Ld(B1) + CMd,p .

(5.28)

Then, by applying [33, Lemma 1.2] to (ẑk), we find a sequence of Lipschitz functions (ŵk)
which satisfy ŵk ∈ W 1,p̄(B1;Rm), |∇ŵk|p̄ equi-integrable uniformly with respect to k, and
Ld({ẑk ̸= ŵk}) → 0 as k → +∞. Since |ẑk| ≤ µ in B1, we may assume also that |ŵk| ≤ µ Ld-a.e.
in B1. An inspection to the proof of [33, Lemma 1.2] shows that (ŵk) can be chosen in such a
way that

Lip(ŵk) ≤ cd Lip(ẑk) (5.29)

holds.

We claim that (|∇ŵk|pk(·)) is equi-integrable on B1 uniformly with respect to k. Indeed,
arguing as for (5.27) we first get, for every y ∈ B1,

|∇ŵk|(pk(y)−p̄)+ ≤ c̃d
p+k −p−k t

p+k −p−k
k ≤ C . (5.30)
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Then, for every fixed E ⊆ B1, arguing as for (5.28) and taking into account (5.30) we obtain�
E
|∇ŵk|pk(y) dy ≤ Ld(E) +

�
E
|∇ŵk|(pk(y)−p̄)+ |∇ŵk|p̄ dy

≤ Ld(E) + C

�
E
|∇ŵk|p̄ dy .

(5.31)

This and the equi-integrability of |∇ŵk|p̄ imply the claim.

Moreover, from (5.25), and since by (5.19) the equibounded sequence (ŵk − ℓ̄∇u(x)) tends to
0 in measure on B1, we have

Ld({ŵk ̸= v̂k}) ≤ Mpε
p−

p+−1

k , and

�
B1

|ŵk − ℓ̄∇u(x)|pk(y) dy → 0 (5.32)

as k → +∞.

In order to prove (5.22), we notice that�
B1

fjk(x+ εky,∇ŵk(y)) dy ≤
�
B1

fjk(x+ εky,∇v̂k(y)) dy +

�
{ŵk ̸=v̂k}

fjk(x+ εky,∇ŵk(y)) dy .

Now, taking into account the equi-integrability of (|∇ŵk|pk(·)), the upper bound (f2) and (5.32),
for εk small enough we get �

{ŵk ̸=v̂k}
fjk(x+ εky,∇ŵk(y)) dy < η ,

whence (5.22) follows.

Finally, we have to modify the sequence (ŵk) in such a way that it attains the boundary
datum ℓ̄∇u(x) in a neighborhood of ∂B1. We know that the functionals Ik(u,A) above for

u ∈ W 1,pk(·)(A;Rm) and A ∈ A(Ω) satisfy uniformly the Fundamental Estimate proved in
Lemma 3.2. Namely, corresponding to the fixed η above, there exist a constant Cη > 0 and a

sequence (ŵk) in W 1,pk(·)(B1;Rm) with ŵk = ℓ̄∇u(x) in a neighborhood of ∂B1 for all k ∈ N such
that

Ik(ŵk, B1) ≤ (1 + η)
(
Ik(ŵk, B1) + Ik(ℓ̄∇u(x), B1\B1−η)

)
+ Cη

�
B1

|ŵk − ℓ̄∇u(x)|pk(y) dy + γdη .

(5.33)
Now, taking into account (f2), (5.32) and the fact that Ld(B1\B1−η) ≤ dη, we get

lim sup
k→+∞

Ik(ŵk, B1) ≤ (1 + η) lim sup
k→+∞

Ik(ŵk, B1) + dη(1 + η)β(1 + |∇u(x)|p̄) + γdη . (5.34)

Then, with (5.17), (5.22) and recalling the definition of Ik, we obtain

lim sup
k→+∞

Ik(ŵk, B1) ≤ (1 + η)(f∞(x,∇u(x)) + η) + dη(1 + η)β(1 + |∇u(x)|p̄) + γdη . (5.35)

Setting

w̃k(y) := εkŵk((y − x)/εk) + ℓ̄∇u(x)x for y ∈ Bεk(x) ,

we have w̃k ∈ W 1,p(·)(Bεk(x);Rm) and

Ik(ŵk, B1) =
1

εdk

�
Bεk

(x)
fjk(y,∇w̃k(y)) dy . (5.36)
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Moreover, since ŵk = ℓ̄∇u(x) in a neighborhood of ∂B1, it follows that w̃k = ℓ̄∇u(x) in a neigh-
borhood of ∂Bεk(x). Then, with (5.3), (5.1) and (5.36) we obtain

m
1,p(·)
Fjk

(ℓ̄∇u(x), Bεk(x))

γdε
d
k

≤ Ik(ŵk, B1) ,

whence passing to the limsup as k → +∞, recalling (5.35), and then letting η → 0+, we get

lim sup
k→+∞

m
1,p(·)
Fjk

(ℓ̄∇u(x), Bεk(x))

γdε
d
k

≤ f∞(x,∇u(x)) .

The assertion (5.11) then follows from (5.16). □

5.2. Identification of the surface density. We conclude our analysis with the identification
of the surface density. We will prove that it coincides with the asymptotic surface density of
functionals Fj when restricted to the space SBVpc(A,Rm) of those functions u ∈ SBV (A,Rm)

such that ∇u = 0 Ld-a.e. in A and Hd−1(Ju) < +∞.

In order to do that, we consider the sequence of surface energies

Gj(u,A) :=


�
Ju∩A

gj(x, [u], νu)dHd−1 if u|A ∈ GSBV p(·)(A,Rm),

+∞ otherwise in L0(Rd,Rm),
(5.37)

and, correspondingly, we define the sequence of minimum problems

mPC
Gj

(ux,ζ,ν , A) := inf
{
Gj(u,A) : u ∈ L0(Rd,Rm), u|A ∈ SBVpc(A,Rm), u = ux,ζ,ν near ∂A

}
,

(5.38)
where ux,ζ,ν coincides with ux,ζ,0,ν defined in (3.3).

Since, to the best of our knowledge, a Γ-convergence result for functionals Gj whose densities
gj explicitly depend on the jump [u] is still missing in literature, with Theorem 5.3 below we
will show directly that

g∞(x, [u](x), νu) = lim sup
ε→0+

lim
j→+∞

mPC
Gj

(ux,[u](x),νu , Bε(x))

γd−1εd−1
, for Hd−1-a.e. x ∈ Ju.

We also remark that, in the proof below, Theorem 2.9 allows for a quick construction in Step
2.3 of an optimal sequence of piecewise constant functions (cfr. the more involved arguments in
[16, Theorem 5.2, (c)-(d)], whose compliance with the present setting was not investigated).

Theorem 5.3. Let Ω ⊂ Rd be open and p : Ω → (1,+∞) be a continuous variable exponent.
Let (fj)j and (gj)j be sequences functions satisfying (f1)-(f3) and (g1), (g2), (g3), (g4) and

(g6), respectively. Let g∞ be defined by (4.5). Then, for all u ∈ GSBV p(·)(Ω,Rm) we have that

g∞(x, [u](x), νu(x)) = gpc(x, [u](x), νu(x)) , for Hd−1-a.e. x ∈ Ju, (5.39)

where

gpc(x, ζ, ν) := lim sup
ε→0+

lim
j→+∞

mPC
Gj

(ux,ζ,ν , Bε(x))

γd−1εd−1
. (5.40)
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Proof. For every x ∈ Rd, ζ ∈ Rm
0 , and ν ∈ Sd−1 we define

g′(x, ζ, ν) := lim sup
ε→0+

lim inf
j→+∞

mPC
Gj

(ux,ζ,ν , Bε(x))

γd−1εd−1
, (5.41)

g′′(x, ζ, ν) := lim sup
ε→0+

lim sup
j→+∞

mPC
Gj

(ux,ζ,ν , Bε(x))

γd−1εd−1
. (5.42)

Step 1. We start with the proof of the inequality

g∞(x, ζ, ν) ≤ g′(x, ζ, ν) . (5.43)

For this, we fix a triple (x, ζ, ν) ∈ Rd × Rm
0 × Sd−1 and 0 < η < 1. By the definition of mPC

Gj

(see (5.38)), for every j there exists uj ∈ L0(Rd,Rm), with uj |Bε(x) ∈ SBVpc(Bε(x),Rm), such
that uj = ux,ζ,ν in a neighborhood of ∂Bε(x) and

Gj(uj , Bε(x)) ≤ mPC
Gj

(ux,ζ,ν , Bε(x)) + η εd−1. (5.44)

Now, given λ > |ζ|, by virtue of Lemma 4.2, for every j there exists ûj such that

Fj(ûj , Bε(x)) ≤ (1 + η)Fj(uj , Bε(x)) + βLd(Bε(x) ∩ {|uj | ≥ λ}) .

Moreover, ûj = ux,ζ,ν in a neighborhood of ∂Bε(x), |ûj | ≤ µ in Rd and, from the chain rule,

∇ûj = 0 Ld-a.e. in Bε(x). Consequently, the functions vj defined for every j ∈ N as

vj :=

{
ûj in Bε(x)

ux,ζ,ν in Rd \Bε(x)
(5.45)

satisfy vj |A ∈ SBVpc(A,Rm) for every A ∈ A(Ω) and, from the definition, also the uniform
bound

|vj | ≤ µ in Rd . (5.46)

Now, arguing as for the proof of [16, eq. (8.4)], with (g3), (g4) and (g5) (which holds with c = β
α)

we find that for every j

Hd−1(Jvj ∩Bε(x)) ≤ Mdε
d−1, (5.47)

where Md := β
α2 (βγd−1 + 1).

Since vj ∈ SBVpc(Bε(x),Rm) and (5.46)-(5.47) hold, we can apply the compactness result
[6, Theorem 4.8] to deduce the existence of a function v ∈ SBVpc(Bε(x),Rm) ∩ L∞(Bε(x),Rm)

and a subsequence (not relabelled) converging in measure to v on Bε(x). We extend v to Rd

by setting v = ux,ζ,ν in Rd \ Bε(x) and observe that v|A ∈ SBVpc(A,Rm) for every A ∈ A(Ω).
Moreover, by the definitions of vj and v and by (5.46), the convergence in measure on Bε(x)

implies that |v| ≤ µ Ld-a.e. in Rd.

In particular, for A = B(1+η)ε(x) we have v|B(1+η)ε(x) ∈ SBVpc(B(1+η)ε(x),Rm) and v =

ux,ζ,ν in B(1+η)ε(x) \ Bε(x), which combined with the Γ-convergence of Fj(·, B(1+η)ε(x)) to
F(·, B(1+η)ε(x)) with respect to the convergence in measure gives

mF (ux,ζ,ν , B(1+η)ε(x)) ≤ F(v,B(1+η)ε(x)) ≤ lim inf
j→+∞

Fj(vj , B(1+η)ε(x)) . (5.48)
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Taking into account the upper bounds in (f2), (g3), and (5.44)-(5.45) we obtain

Fj(vj , B(1+η)ε(x)) ≤ Fj(vj , Bε(x)) + Fj(ux,ζ,ν , B(1+η)ε(x) \Bε(x))

≤ (1 + η)Fj(uj , Bε(x)) + βγd(1 + 2d)εd +Gj(ux,ζ,ν , B(1+η)ε(x) \Bε(x))

≤ (1 + η)Gj(uj , Bε(x)) + βγd(3 + 2d)εd + βγd−1((1 + η)d−1 − 1)εd−1

≤ (1 + η)mPC
Gj

(ux,ζ,ν , Bε(x)) + βγd(3 + 2d)εd + Cdηε
d−1

where Cd := 2 + βγd−1(2
d−1 − 1). This inequality, together with (5.48), gives

mF (ux,ζ,ν , B(1+η)ε(x)) ≤ (1 + η) lim inf
k→+∞

mPC
Gj

(ux,ζ,ν , Bε(x)) + βγd(3 + 2d)εd + Cdηε
d−1 .

Now, dividing both the sides by γd−1ε
d−1, taking the limsup as ε → 0+, and recalling (5.41)

and (4.5), we obtain

(1 + η)d−1g∞(x, ζ, ν) ≤ (1 + η)g′(x, ζ, ν) +
η

γd−1
Cd ,

whence by taking the limit as η → 0+ we get (5.43).
Step 2. We now prove

g′′(x, [u](x), νu(x)) ≤ g∞(x, [u](x), νu(x)) (5.49)

for Hd−1-a.e. x ∈ Ju ∩A.

We will prove (5.49) for functions u which belong to SBV p(·)(A,Rm)∩L∞(A,Rm), while the

general case of (unbounded) functions in GSBV p(·)(A,Rm) can be obtained from the previous
case by constructing a sequence of truncations of function u as in the Step 5 of [16, Proof of
Theorem 5.2(d)].

Let A ∈ A(Ω), u ∈ SBV p(·)(A,Rm)∩L∞(A,Rm). Let η ∈ (0, 1). We fix x ∈ Ju such that, by
setting ζ := [u](x) and ν := νu(x), we have

ζ ̸= 0, (5.50)

lim
ε→0+

1

(ηε)d

�
Bηε(x)

|u(y)− ux,ζ,ν(y)|p(y) dy = 0, (5.51)

g∞(x, ζ, ν) = lim
ε→0+

F(u,Bηε(x))

γd−1(ηε)d−1
. (5.52)

Note that (5.50) and (5.51) are satisfied for Hd−1-a.e. x ∈ Ju for p(·) ≡ 1 (see, e.g., [6, Definition
3.67 and Theorem 3.78]). This, combined with the boundedness of both u and ux,ζ,ν , implies
the (5.51) for any variable exponent such that p− ≥ 1 and p+ < +∞. Also (5.52) holds for
Hd−1-a.e. x ∈ Ju, thanks to a generalized version of the Besicovitch Differentiation Theorem
(see [45] and [32, Sections 1.2.1-1.2.2]).

We extend u to Rd by setting u = 0 on Rd \ A. By the Γ-convergence of Fj(·, A) to F(·, A)
there exists a sequence (uj) converging to u in L0(Rd,Rm) such that

lim
k→+∞

Fj(uj , A) = F(u,A) .

Since F(u, ·) is a finite Radon measure, we have that F(u, ∂Bηε(x)) = 0 for all ε > 0 such
that Bηε(x) ⊂ A, except for a countable set. As a consequence (uj) is a recovery sequence for
F(u, ·) also in Bηε(x); i.e.,

lim
k→+∞

Fj(uj , Bηε(x)) = F(u,Bηε(x)), (5.53)

for all ε > 0 except for a countable set. Let ε be such that (5.53) holds.
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We now fix λ > max{∥u∥L∞(Rd,Rm), |ζ|} and µ as in Lemma 4.2. Then for every j there exists
vj such that

Fj(vj , Bηε(x)) ≤ (1 + η)Fj(uj , Bηε(x)) + βLd(Bηε(x) ∩ {|uj | ≥ λ}) ,

and |vj | ≤ µ in Rd. We deduce that vj → u in L
p(·)
loc (R

d,Rm) as well as

lim sup
j→+∞

Fj(vj , Bηε(x)) ≤ (1 + η)F(u,Bηε(x)).

Hence there exists j0(ε) > 0 such that whenever j ≥ j0(ε)

Fj(vj , Bηε(x)) ≤ (1 + η)F(u,Bηε(x)) + (ηε)d . (5.54)

We now modify each vj in order to obtain a function zj which is an admissible competitor in
the j-th minimization problem defining g′′(x, ζ, ν).

Step 2.1. We first define the blow-up function vεj at x as

vεj (y) := vj(x+ εy) for y ∈ Bη ,

and the blow-up variable exponent at x as

pε(y) := p(x+ εy) for y ∈ Bη .

Now, we modify vεj so that it agrees with the boundary datum u0,ζ,ν in a neighbourhood

of ∂Bη. To this end, we apply the Fundamental Estimate (Lemma 3.2) to the functionals

Fj,ε :
(
SBV pε(·)(Bη,Rm) ∩ L∞(Bη,Rm)

)
×A(Bη) → [0,+∞) defined as

Fj,ε(v,A) :=

�
A
fj(x+ εy,∇v(y))dy +

�
Jv∩A

gj(x+ εy, [v](y), νv(y))dHd−1(y) , (5.55)

where A(Bη) denotes the class of open subsets in Bη.

Let Kη ⊂ Bη be a compact set such that

β
(
Ld(Bη \Kη) +Hd−1(Πν

0 ∩ (Bη \Kη))
)
< ηd . (5.56)

Then, the argument of the proof of Lemma 3.2 allows us to deduce the existence of a constant
Mη > 0 and a finite family of cut-off functions φ1, . . . , φN ∈ C∞

c (Bη) such that 0 ≤ φi ≤ 1 in
Bη, φi = 1 in a neighbourhood of Kη, and

Fj,ε(v̂
ε
j , Bη) ≤ (1 + η)

(
Fj,ε(v

ε
j , Bη) + Fj,ε(u0,ζ,ν , Bη \Kη)

)
+Mη

�
Bη

|vεj (y)− u0,ζ,ν(y)|pε(y) dy + γdη
d+1, (5.57)

where v̂εj := φijv
ε
j + (1− φij )u0,ζ,ν for a suitable ij ∈ {1, . . . , N}. It is clear from the definition

that

|v̂εj | ≤ µ in Bη (5.58)

and v̂εj = u0,ζ,ν in a neighborhood of ∂Bη. By the upper bounds in (f2) and (g3), and by (5.56),
we deduce that

Fj,ε(u0,ζ,ν , Bη \Kη) < ηd .

Since vj → u in Lp(·)(Bηε(x),Rm), it follows that

vεj (·) = vj(x+ ε ·) → u(x+ ε ·) in Lpε(·)(Bη,Rm) as j → +∞. (5.59)
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Therefore, from (5.57) and (5.59) we have

lim sup
j→+∞

Fj,ε(v̂
ε
j , Bη) ≤ (1 + η)

(
lim sup
j→+∞

Fj,ε(v
ε
j , Bη) + ηd

)
+Mη

�
Bη

|u(x+ ε y)− u0,ζ,ν(y)|pε(y) dy + γdη
d+1 . (5.60)

Step 2.2. We now show that ∇v̂εj is small in Lp−ε -norm for j large and ε small. By the definition
of v̂εj we have

∥∇v̂εj∥Lp−ε (Bη ,Rm×d)
≤ Cη∥vεj − u0,ζ,ν∥Lp−ε (Bη ,Rm)

+ ∥∇vεj∥Lp−ε (Bη ,Rm×d)
, (5.61)

where the constant Cη > 0 is an upper bound for ∥∇φij∥L∞(Bη ,Rm).

We now estimate separately the two terms in the right-hand side of (5.61). Concerning the
first term, by (5.59) we can find j1(ε) ≥ j0(ε) such that, for j ≥ j1(ε) and from (5.51), we have

∥vεj − u0,ζ,ν∥Lp−ε (Bη ,Rm)

≤ ∥vεj (·)− u(x+ ε ·)∥
Lp−ε (Bη ,Rm)

+ ∥u(x+ ε ·)− u0,ζ,ν(·)∥Lp−ε (Bη ,Rm)
≤ ωI(ε), (5.62)

where ωI(ε) is independent of j and ωI(ε) → 0 as ε → 0+.

As for the second term in (5.61), by the definition of vεj , the lower bound in (f2), and the
positivity of gj , for ε small enough we have that�

Bη

|∇vεj |pε(y)dy ≤ εp
−
ε −d

�
Bηε(x)

|∇vj |p(y) dy

≤ εp
−
ε −d

α

�
Bηε(x)

fj(y,∇vj) dy (5.63)

≤ εp
−
ε −1

α
· Fj(vj , Bηε(x))

εd−1
.

Now, by (5.52) there exists ε0 > 0 such that for every 0 < ε < ε0 satisfying (5.53) we can find
j2(ε) ≥ j1(ε) such that, taking into account also (5.63), we have

�
Bη

|∇vεj |pε(y)dy ≤ γd−1η
d−1εp

−
ε −1

α
(g∞(x, ζ, ν) + 1) (5.64)

for every j ≥ j2(ε). Finally, collecting (5.61), (5.62), and (5.64) we conclude that

∥∇v̂εj∥Lp−ε (Bη ,Rm×d)
≤ ωII(ε) (5.65)

for every 0 < ε < ε0 satisfying (5.53) and every j ≥ j2(ε), where ωII(ε) is independent of j and
ωII(ε) → 0 as ε → 0+.

Step 2.3. As a next step, we need to modify v̂εj to make it piecewise constant.

Let ζ1, . . . , ζd be the coordinates of ζ. By (5.50) for every 0 < ε < ε0 satisfying (5.53) there
exists an integer Nε > 0, with 1

Nε
< µ and 1

Nε
< |ζi| for every i with ζi ̸= 0, such that,

Nε → +∞ and ωII(ε)Nε → 0+ as ε → 0+. (5.66)

Note that, by (5.58), we have |v̂εj | < 2µ− 1
Nε

in Bη.

Since by (5.65) the functions v̂εj are equibounded in L1(Bη;Rm) for every fixed ε, by virtue

of Theorem 2.9 applied with θ := Nε∥∇v̂εj∥L1(Bη ,Rm×d) we can find a partition (P ε,j
l )∞l=1 of Bη
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made of sets of finite perimeter and a piecewise constant function wε
j :=

∑∞
l=1 blχP ε,j

l
such that

the following properties hold: for every 0 < ε < ε0 satisfying (5.53) and for every j ≥ j2(ε)

wε
j = u0,ζ,ν in a neighborhood of ∂Bη, (5.67)

∥wε
j − v̂εj∥L∞(Bη ,Rm) ≤

1

Nε
< µ, (5.68)

∥wε
j∥L∞(Bη ,Rm) ≤ 2µ, (5.69)

Hd−1((Jwε
j
\ Jv̂εj ) ∩Bη) ≤ ωIII(ε), (5.70)

where ωIII(ε) := c(d, p)ωII(ε)Nε is independent of j and ωIII(ε) → 0+ as ε → 0+. Note that
(5.68) and (5.70) follow from Theorem 2.9(ii) and (i), respectively.

Step 2.4. Recalling the definition of Fj,ε(v̂
ε
j , Bη) (see (5.55)) and taking into account (5.60), we

have

lim sup
j→+∞

�
Jv̂ε

j
∩Bη

gj(x+ εy, [v̂εj ](y), νv̂εj (y)) dH
d−1(y)

≤ (1 + η)
(
lim sup
j→+∞

Fj,ε(v
ε
j , Bη) + ηd

)
+Mη

�
Bη

|u(x+ ε y)− u0,ζ,ν(y)|pε(y) dy + γdη
d+1 .

(5.71)

Moreover, with the upper bound in (f2) and (5.64), the volume integral in the right hand side
of (5.71) can be estimated as

�
Bη

fj(x+εy,∇vεj (y)) dy ≤ β

�
Bη

(1+ |∇vεj |pε(·)) dy ≤ β
(
γdη

d+
γd−1η

d−1εp
−
ε −1

α
(g∞(x, ζ, ν)+1)

)

for every 0 < ε < ε0 satisfying (5.53) and every j ≥ j2(ε).

By (5.55) again, this inequality and (5.71) yield in particular that

lim sup
j→+∞

�
Jv̂ε

j
∩Bη

gj(x+ εy, [v̂εj ](y), νv̂εj (y)) dH
d−1(y)

≤ (1 + η) lim sup
j→+∞

�
Jvε

j
∩Bη

gj(x+ εy, [vεj ](y), νvεj (y)) dH
d−1(y)

+ 2β
(
γdη

d +
γd−1η

d−1εp
−
ε −1

α
(g∞(x, ζ, ν) + 1)

)
(5.72)

+Mη

�
Bη

|u(x+ ε y)− u0,ζ,ν(y)|pε(y) dy + c(d)ηd ,

where c(d) := 2 + γd.
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Now, rewriting in terms of vj the surface integral in the right hand side and combining with
(5.54) and (5.72) we obtain

lim sup
j→+∞

�
Jv̂ε

j
∩Bη

gj(x+ εy, [v̂εj ](y), νv̂εj (y))dH
d−1(y)

≤ (1 + η)2
1

εd−1
F(u,Bηε(x)) + 2ηdε+ 2β

(
γdη

d +
γd−1η

d−1εp
−
ε −1

α
(g∞(x, ζ, ν) + 1)

)
(5.73)

+Mη

�
Bη

|u(x+ ε y)− u0,ζ,ν(y)|pε(y) dy + c(d)ηd .

We now estimate the left-hand side in (5.73). Exploiting the assumptions (g3), (g4), (g6), and
the properties of v̂εj and wε

j we claim that

�
Jwε

j
∩Bη

gj(x+ εy, [wε
j ](y), νwε

j
(y)) dHd−1(y)

≤
�
Jv̂ε

j
∩Bη

gj(x+ εy, [v̂εj ](y), νv̂εj (y)) dH
d−1(y) + ωIV (ε) + ωV (ε) ,

(5.74)

where ωIV (ε) and ωV (ε) are independent of j and tend to 0+ as ε → 0+. There, the key estimate
is

|gj(x+ εy, [v̂εj ](y), νv̂εj (y))− gj(x+ εy, [wε
j ](y), νwε

j
(y))|

≤ ω2(|[v̂εj ](y)− [wε
j ](y)|)

(
gj(x+ εy, [v̂εj ](y), νv̂εj (y)) + gj(x+ εy, [wε

j ](y), νwε
j
(y))

)
≤ 4β2ω2(2∥v̂εj − wε

j∥L∞(Bη,Rm)) ,

for Hn−1-a.e. y ∈ Jv̂εj ∩ Jwε
j
. The claim follows then from (5.68), (5.70) and the bounds on gj .

Now, (5.74) together with (5.73) gives

lim sup
j→+∞

�
Jwε

j
∩Bη

gj(x+ εy, [wε
j ](y), νwε

j
(y)) dHd−1(y)

≤ (1 + η)2
1

εd−1
F(u,Bηε(x)) + 2ηdε+ ωIV (ε) + ωV (ε) (5.75)

+ 2β
(
γdη

d +
γd−1η

d−1εp
−
ε −1

α
(g∞(x, ζ, ν) + 1)

)
+Mη

�
Bη

|u(x+ ε y)− u0,ζ,ν(y)|pε(y) dy + c(d)ηd .

Defining zεj (y) := wε
j ((y−x)/ε) for every y ∈ Bηε(x), we clearly have that z

ε
j ∈ SBVpc(Bηε(x),Rm)

and zεj = ux,ζ,ν in a neighborhood of ∂Bηε(x). Then, rewriting (5.75) in terms of the functions
zεj we find
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lim sup
j→+∞

1

(ηε)d−1
mPC

Gj
(ux,ζ,ν , Bηε(x)) ≤ lim sup

j→+∞

1

(ηε)d−1
mPC

Gj
(ux,ζ,ν , Bηε(x))

≤ lim sup
j→+∞

1

(ηε)d−1

�
Jzε

j
∩Bηε(x)

gj(y, [z
ε
j ](y), νzεj (y)) dH

d−1(y)

≤ (1 + η)2
1

(ηε)d−1
F(u,Bηε(x)) + 2ηε+

ωIV (ε)

ηd−1
+

ωV (ε)

ηd−1

+ 2β
(
γdη +

γd−1ε
p−ε −1

α
(g∞(x, ζ, ν) + 1)

)
+

Mη

ηd−1

�
B1

|u(x+ ε y)− u0,ζ,ν(y)|pε(y) dy + c(d)η .

Finally, dividing by γd−1, taking the limsup as ε → 0+ and using (5.42), (5.51), and (5.52), we
obtain

g′′(x, ζ, ν) ≤ (1 + η)2g∞(x, ζ, ν) + Cη,

with C := (2βγd + c(d))/γd−1. Recalling the definition of ζ and ν, we obtain that

g′′(x, [u](x), νu(x)) ≤ (1 + η)2g∞(x, [u](x), νu(x)) + Cη

holds true for Hn−1-a.e. x ∈ Ju ∩A. Taking the limit as η → 0+ we get

g′′(x, [u](x), νu(x)) ≤ g∞(x, [u](x), νu(x))

for Hn−1-a.e. x ∈ Ju ∩A, thus proving (5.49) for u ∈ SBV p(·)(A,Rm) ∩ L∞(A,Rm).

Finally, since by definition g′ ≤ g′′, combining (5.43) and (5.49) we get (5.39)-(5.40). This
concludes the proof.

□

Appendix A. A Γ-convergence result with weaker growth conditions from
above

In this section we will prove a Γ-convergence result for energies whose surface densities satisfy
a weaker assumption than (g3) of Section 4. To do this, we will also take advantage an integral

representation result on SBV p(·) (see Theorem A.1) via a perturbation argument.

Let (fj)j∈N and (gj)j∈N be sequences of functions satisfying (f1)-(f2) and (g1), (g2), (g4),
respectively. In place of (g3), we require each gj to comply with the additional property

(g3′) (lower and upper bound) for every x ∈ Rd, ζ ∈ Rd
0, and ν ∈ Sd−1

α ≤ g(x, ζ, ν) ≤ β(1 + |ζ|) ,

together with (g5).

Correspondingly, we define the functionals Ej : L0(Ω;Rm)×A(Ω) → [0,+∞] as

Ej(u,A) :=


�
A
fj
(
x,∇u(x)

)
dx+

�
Ju∩A

gj(x, [u](x), νu(x)) dHd−1(x) , if u⌊A∈ GSBV p(·)(A;Rm),

+∞ , otherwise.

(A.1)
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A.1. Integral representation: the SBV p(·) case. In this section we discuss the minor modifi-
cations needed in order to obtain an integral representation result for functionals F : SBV p(·)(Ω;Rm)×
B(Ω) → [0,+∞), satisfying assumptions (H1)-(H3) and the following

(H′
4) there exist 0 < α < β such that for any u ∈ SBV p(·)(Ω;Rm) and B ∈ B(Ω) we have

α

(�
B
|∇u|p(x) dx+

�
Ju∩B

(1 + |[u]|) dHd−1

)
≤ F(u,B)

≤ β

(�
B
(1 + |∇u|p(x)) dx+

�
Ju∩B

(1 + |[u]|) dHd−1

)
.

(A.2)

For every u ∈ SBV p(·)(Ω;Rm) and A ∈ A(Ω) we define

mF (u,A) = inf
v∈SBV p(·)(Ω;Rm)

{F(v,A) : v = u in a neighborhood of ∂A} . (A.3)

The main result of this section is the following integral representation theorem.

Theorem A.1 (Integral representation in SBV p(·)). Let Ω ⊂ Rd be open, bounded with Lipschitz
boundary, let m ∈ N. Let p : Ω → (1,+∞) be a variable exponent complying with (P1)-(P2),

and suppose that F : SBV p(·)(Ω;Rm)× B(Ω) → [0,+∞) satisfies (H1)–(H3) and (H′
4). Then

F(u,B) =

�
B
f
(
x, u(x),∇u(x)

)
dx+

�
Ju∩B

g
(
x, u+(x), u−(x), νu(x)

)
dHd−1(x)

for all u ∈ SBV p(·)(Ω;Rm) and B ∈ B(Ω), where f is given by

f(x0, u0, ξ) = lim sup
ε→0

mF (ℓx0,u0,ξ, Bε(x0))

γdεd
(A.4)

for all x0 ∈ Ω, u0 ∈ Rm, ξ ∈ Rm×d and ℓx0,u0,ξ as in (3.2), g is given by

g(x0, a, b, ν) = lim sup
ε→0

mF (ux0,a,b,ν , Bε(x0))

γd−1εd−1
(A.5)

for all x0 ∈ Ω, a, b ∈ Rm, ν ∈ Sd−1 and ux0,a,b,ν as in (3.3), and mF is defined in (A.3).

The proof of Theorem A.1 can be obtained by adapting the argument of Theorem 3.1, which
concerns with GSBV p(·) functions. For this, Lemma 3.3, Lemma 3.4 and Lemma 3.5 are re-
placed by the corresponding SBV p(·) versions, Lemma A.2, Lemma A.3 and Lemma A.4 below,
respectively. We will briefly list the main changes in the proofs due to the different assumption
(H′

4).

Lemma A.2. Let p : Ω → (1,+∞) be a variable exponent satisfying (P1)-(P2). Suppose that F
satisfies (H1)–(H3) and (H′

4). Let u ∈ SBV p(·)(Ω;Rm) and µ be defined as

µ := Ld⌊Ω + (1 + |u+ − u−|)Hd−1⌊Ju∩Ω . (A.6)

Then for µ-a.e. x0 ∈ Ω we have

lim
ε→0

F(u,Bε(x0))

µ(Bε(x0))
= lim

ε→0

mF (u,Bε(x0))

µ(Bε(x0))
.
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Proof. The only needed modification concerns the proof of Lemma 3.6. Indeed, under as-
sumption (H′

4), for u ∈ SBV p(·)(Ω;Rm) the same construction provides a sequence vδ,n in

SBV p(·)(Ω;Rm) such that

sup
n∈N

(�
Ω
|∇vδ,n(x)|p(x) dx+

�
J
vδ,n

|[vδ,n]| dHd−1

)
< +∞ . (A.7)

Then, an analogous compactness argument, based on [4, Theorem 2.1] yields vδ ∈ SBV p−(Ω;Rm),

which can be improved to vδ ∈ SBV p(·)(Ω;Rm) by using Ioffe’s theorem and the weak conve-
gence of the gradients, exactly as in Lemma 3.6. Finally, assumption (H′

4) does not change
(3.21). □

Note that the Fundamental estimate (3.6), proven with Lemma 3.2, still holds if we replace
(H4) by (H′

4).

Lemma A.3. Let p : Ω → (1,+∞) be a Riemann-integrable variable exponent satisfying (P1).

Suppose that F satisfies (H1) and (H3),(H
′
4) and let u ∈ SBV p(·)(Ω;Rm). Then for Ld-a.e.

x0 ∈ Ω we have

lim
ε→0

mF (u,Bε(x0))

γdεd
= lim sup

ε→0

mF (ū
bulk
x0

, Bε(x0))

γdεd
. (A.8)

Proof. The proof of “≤” inequality in (A.8) can be obtained with the same construction of
Lemma 3.8 applied to the sequence (uε) complying with Lemma 3.7(i)-(iii) and (i)′, (iii)′.

Applying the Fundamental estimate with the same choice of sets as in (3.35) and by assump-
tion (H′

4), we get

F(uε, Cε,θ(x0)) ≤ β

�
Cε,θ(x0)

(1 + |∇uε|p(x)) dx+ β

�
Juε∩Cε,θ(x0)

(1 + |[uε]|) dHd−1 ,

whence by Lemma 3.7(iii), (iii)′, (3.42) we obtain the analogous of (3.43), and this concludes
the proof of the first inequality in (A.8).

The reverse inequality in (A.8) can be proved following the argument of Lemma 3.9. For this,
we first notice that since uε satisfies Lemma 3.7(i)′, in addition to (3.45) we may require that

lim
ε→0

ε−d

�
∂Bsε(x0)

|u+ − u−ε |dHd−1 = 0 , (A.9)

where u−ε and u+ denote the inner and outer traces at ∂Bsε(x0) of uε and u, respectively. Then,
estimates (3.43) and (3.48) (with the additional term β

�
∂Bsε(x0)

|u+−u−ε |dHd−1 in the left hand

side) can be established. Finally, combining (3.43), (3.45), (A.9) and the fact that sε ≤ (1−3θ)ε,
we obtain also (3.49). This will suffice to conclude the argument of Lemma 3.9 and then the
proof of the inequality “≥” in (A.8). □

Lemma A.4. Let p : Ω → (1,+∞) be a variable exponent satisfying (P1)-(P2). Suppose that F
satisfies (H1) and (H3),(H

′
4) and let u ∈ SBV p(·)(Ω;Rm). Then for Hd−1-a.e. x0 ∈ Ju we have

lim
ε→0

mF (u,Bε(x0))

γd−1εd−1
= lim sup

ε→0

mF (ū
surf
x0

, Bε(x0))

γd−1εd−1
. (A.10)

Proof. The construction of Lemma 3.11 can be performed using the sequence (ūε) which complies
with Lemma 3.10(i)-(iv), (3.52) and (3.53), thus obtaining the analogous of estimates (3.67)
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and (3.68) where the constant β is replaced by β(1 + |[ūsurfx0
]|). Now, taking into account (H′

4),
(3.50)(ii), (3.69) and (3.53), we obtain the analogous of (3.70); i.e.,

lim sup
ε→0

F(ūε, Cε,θ(x0))

γd−1εd−1
≤ β(1 + |[ūsurfx0

]|)(1− (1− 4θ)d−1) .

With this, we can easily infer the upper inequality in (A.10).

As for the reverse inequality, given (ūε) as above, by (3.52) we may require, in addition to
(3.72), also the property

lim
ε→0

ε−(d−1)

�
∂Bsε(x0)

|u+ − ū−ε | dHd−1 = 0 , (A.11)

where u+ and ū−ε have the same meaning as in Lemma A.3. Then we repeat the argument of
Lemma 3.12, where (3.75) is now replaced by

F(zε, B(1−θ)ε(x0)) ≤mF
(
u,Bσε(x0)

)
+ γd−1ε

d + βHd−1 (({ūε ̸= u} ∪ Ju ∪ Jūε) ∩ ∂Bσε(x0))

+ β

�
∂Bsε(x0)

|u+ − ū−ε | dHd−1 + F(ūε, Cε,θ(x0)) .

Now, as a consequence of (3.72), (5.21), (A.11) and the fact that σ ≤ (1− 3θ) we then obtain

lim sup
ε→0

F(zε, B(1−θ)ε(x0))

γd−1εd−1
≤(1− 3θ)d−1 lim sup

ε→0

mF
(
u,Bε(x0)

)
γd−1εd−1

+ β(1 + |[ūsurfx0
]|)(1− (1− 4θ)d−1) ,

which corresponds to (3.75). The estimate (3.77) now reads

lim sup
ε→0

F(ūsurfx0
, Cε,θ(x0))

γd−1εd−1
≤ β(1 + |[ūsurfx0

]|)(1− (1− 4θ)d−1) ,

whence the conclusion follows exactly in the same way as in Lemma 3.12. We omit further
details. □

A.2. Γ-convergence. Let σ > 0. We define the family of perturbed functionals Eσ
j : L0(Ω;Rm)×

A(Ω) → [0,+∞], j ∈ N, as

Eσ
j (u,A) :=


�
A
fj
(
x,∇u(x)

)
dx+

�
Ju∩A

gσj (x, [u](x), νu(x)) dHd−1(x) , if u⌊A∈ SBV p(·)(A;Rm),

+∞ , otherwise,

(A.12)
where

gσj (x, ζ, ν) := gj(x, ζ, ν) + σ|ζ| . (A.13)

First, we prove a Γ-convergence result for the perturbed functionals Eσ
j .

Theorem A.5 (Γ-convergence of perturbed functionals). Let Ω ⊂ Rd be open. Let (fj)j and
(gj)j be sequences of functions satisfying (f1)-(f2) and (g1), (g2), (g3′), (g4), (g5), respectively.

Let σ > 0 and Eσ
j : SBV p(·)(Ω;Rm) × A(Ω) → [0,+∞) be the sequence of functionals given in

(A.12). Then, there exists a functional Eσ : SBV p(·)(Ω;Rm)×A(Ω) → [0,+∞) and a subsequence
(not relabeled) such that

Eσ(·, A) = Γ- lim
j→∞

Eσ
j (·, A) with respect to convergence in measure on A
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for all A ∈ A(Ω). Let fσ
∞ and gσ∞ be defined as

fσ
∞(x0, u0, ξ) = lim sup

ε→0

mEσ(ℓx0,u0,ξ, Bε(x0))

γdεd
(A.14)

for all x0 ∈ Ω, u0 ∈ Rm, ξ ∈ Rm×d, and

gσ∞(x0, ζ, ν) = lim sup
ε→0

mEσ(ux0,ζ,0,ν , Bε(x0))

γd−1εd−1
(A.15)

for all x0 ∈ Ω, ζ ∈ Rm, and ν ∈ Sd−1, where mEσ is as in (A.3) with F = Eσ.

Then, for every u ∈ SBV p(·)(Ω;Rm) and A ∈ A(Ω) we have that

Eσ(u,A) =

�
A
fσ
∞
(
x, u(x),∇u(x)

)
dx+

�
Ju∩A

gσ∞(x, [u](x), νu(x)) dHd−1(x) . (A.16)

Proof. The proof of Theorem A.5 can be obtained along the lines of the argument of Theorem 4.1.
We then briefly sketch the proof, referring the reader to Theorem 4.1 for further details.

We start by observing that some properties of the Γ-liminf and Γ-limsup with respect to the
topology of the convergence in measure, established in Lemma 4.3 for functionals Fj , still hold
true for Eσ

j . To this end, we define

(Eσ)′(u,A) := Γ− lim inf
n→∞

Eσ
j (u,A) = inf

{
lim inf
j→∞

Eσ
j (uj , A) : uj → u in measure on A

}
,

(Eσ)′′(u,A) := Γ− lim sup
n→∞

Eσ
j (u,A) = inf

{
lim sup
j→∞

Eσ
j (uj , A) : uj → u in measure on A

}
(A.17)

for all u ∈ SBV p(·)(Ω;Rm) and A ∈ A(Ω).

Then the analogous of assertions (i), (iii) and (iv) of Lemma 4.3 still hold true for (Eσ)′ and
(Eσ)′′, since the arguments are based on Lemma 4.2 and Lemma 3.2. Setting

H(u,A) :=

�
A
|∇u|p(·) dx+

�
Ju∩A

(1 + |[u]|) dHd−1 ,

we only have to check that

min{α, σ}H(u,A) ≤ (Eσ)′(u,A) ≤ (Eσ)′′(u,A) ≤ (β + σ)H(u,A) + βLd(A) . (A.18)

The upper bound for (Eσ)′′ in (A.18) can be inferred choosing the constant sequence uj = u in
(A.17) and taking into account (f2), the definition of gσj (equation (A.13)) together with (g3′).

For what concerns the lower bound in (A.18), we consider an (almost) optimal sequence (vj)j
in (A.17). Then, with (f2), (A.13) and (g3′) we get

sup
j∈N

min{α, σ}H(vj , A) < +∞ .

Now, since vj → u in measure on A, we may appeal to the closure property of SBV (see, e.g.,
[6, Theorem 4.7]). Then, by arguing as in the proof of Lemma 3.6 and exploiting the lower
semicontinuity inequalities�

A
|∇u(x)|p(x) dx ≤ lim inf

j→+∞

�
A
|∇vj(x)|p(x) dx < +∞ ,

�
Ju∩A

θ(|[u]|) dHd−1 ≤ lim inf
j→+∞

�
Jvj∩A

θ(|[vj ]|) dHd−1 ,

for any concave function θ : (0,+∞) → (0,+∞), we easily obtain the lower bound.
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The existence of the Γ-limit is still a consequence of the abstract result [25, Theorem 16.9], in
view of the inner regularity of both (Eσ)′ and (Eσ)′′. Since (A.18) implies (H′

4), the functional
Eσ = (Eσ)′ = (Eσ)′′ satisfies all the assumptions of Theorem A.1. This concludes the proof. □

Now, we are in position to deduce the Γ-convergence result for the family of functionals Ej ,
defined in (A.1). The argument of the proof is analogous to that of [16, Theorem 5.1], but with
some simplifications due to the fact that, by virtue of Theorem A.5, we do not need to use the
Γ-convergence of the restrictions to Lp(·) of our functionals.

Theorem A.6. Let Σ be a countable subset of (0,+∞), with 0 ∈ Σ. Assume that for every
σ ∈ Σ there exists a functional Eσ : L0(Ω;Rm)×A(Ω) → [0,+∞] such that for every A ∈ A(Ω)
the sequence Eσ

j (·, A) defined in (A.12) Γ-converges to Eσ(·, A) in L0(Rd;Rm). Let fσ
∞ and gσ∞

be the functions defined in (A.4) and (A.5), respectively. Let f0
∞ : Rd × Rm×d → [0,+∞] and

g0∞ : Rd × Rm
0 × Sd−1 → [0,+∞] be the functions defined as

f0
∞(x, ξ) := inf

σ∈Σ
fσ
∞(x, ξ) = lim

σ→0+
σ∈Σ

fσ
∞(x, ξ) , (A.19)

g0∞(x, ζ, ν) := inf
σ∈Σ

gσ∞(x, ζ, ν) = lim
σ→0+
σ∈Σ

gσ∞(x, ζ, ν) . (A.20)

Then, the functionals Ej(·, A) defined in (A.1) Γ-converge in L0(Rd;Rm) to the functional
E0(·, A) given by

E0(u,A) =

�
A
f0
∞
(
x, u(x),∇u(x)

)
dx+

�
Ju∩A

g0∞(x, [u](x), νu(x)) dHd−1(x) , (A.21)

for every A ∈ A(Ω) and u ∈ GSBV p(·)(A;Rm).

Proof. It follows from (A.4) and (A.5) that fσ1
∞ ≤ fσ2

∞ and gσ1
∞ ≤ gσ2

∞ for 0 < σ1 < σ2. Then, by
the Monotone Convergence Theorem we have

E0(u,A) = lim
σ→0+
σ∈Σ

Eσ(u,A) (A.22)

for every A ∈ A(Ω) and every u ∈ L0(Rd,Rm) with u|A ∈ SBV p(·)(A,Rm).

Let E ′, E ′′ : L0(Rd,Rm)×A(Ω) → [0,+∞] be defined by

E ′(·, A) := Γ- lim inf
j→+∞

Ej(·, A) and E ′′(·, A) := Γ- lim sup
j→+∞

Ej(·, A),

where we use the topology of L0(Rd,Rm). We subdivide the rest of the proof into steps.

Step 1: First, for every A ∈ A(Ω), u ∈ L0(Rd,Rm) with u|A ∈ SBV p(·)(A,Rm) and for every
σ ∈ Σ we have E ′′(u,A) ≤ Eσ(u,A), whence by (A.22) we immediately get

E ′′(u,A) ≤ E0(u,A) . (A.23)

Step 2: We claim that

E0(u,A) ≤ E ′(u,A) (A.24)

for every A ∈ A(Ω) and every u ∈ L∞(Rd,Rm).

With fixed A and u as above, by Γ-convergence there exists a sequence (uj) converging to u

in L0(Rd,Rm) such that

E ′(u,A) = lim inf
k→+∞

Ej(uj , A). (A.25)
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Let us fix λ > ∥u∥L∞(Rd,Rm) and σ > 0. By Lemma 4.2 there exist µ > λ, independent of j, and

a sequence (vj) ⊂ L∞(Rd,Rm), converging to u in measure on bounded sets, such that for every
j we have

∥vj∥L∞(Rd,Rm) ≤ µ, (A.26)

vj = uj Ld-a.e. in {|uj | ≤ λ}, (A.27)

Ej(vj , A) ≤ (1 + σ)Ej(uj , A) + βLd(A ∩ {|uj | ≥ λ}). (A.28)

If Ej(uj , A) < +∞, by the lower bounds in (f2), (g3′), and (A.28) the function vj belongs to

GSBV p(·)(A,Rm) and

Hd−1(Jvj ∩A) ≤ (1 + σ)

α
Ej(uj , A) +

β

α
Ld(A ∩ {|uj | ≥ λ}) . (A.29)

By (A.12) and (A.26) this implies that

Eσ
j (vj , A) ≤ Ej(vj , A) + 2σµHd−1(Jvj ∩A),

which, in its turn, by (A.28) and (A.29), leads to

Eσ
j (vj , A) ≤ (1 + σ)

(
1 +

2σµ

α

)
Ej(uj , A) + β

(
1 +

2σµ

α

)
Ld(A ∩ {|uj | ≥ λ}) .

This inequality trivially holds also when Ej(uj , A) = +∞. Therefore, using (A.25) and the
inequality ∥u∥L∞(Rd,Rm) < λ, by Γ-convergence we get

Eσ(u,A) ≤ (1 + σ)

(
1 +

2σµ

α

)
E ′(u,A)

for every σ ∈ Σ. By (A.22), passing to the limit as σ → 0+ we obtain (A.24) whenever
u ∈ L∞(Rd,Rm).
Step 3: We now prove that

E ′′(u,A) ≤ E0(u,A) for every u ∈ L0(Rd,Rm) and every A ∈ A(Ω). (A.30)

Let us fix u and A. It is enough to prove the inequality when u|A ∈ GSBV p(·)(A,Rm). By
Lemma 4.2 for every σ > 0 and for every integer j ≥ 1 there exists uj ∈ L∞(Rd,Rm), with

uj |A ∈ SBV p(·)(A,Rm), such that uj = u Ld-a.e. in {|u| ≤ j} and

E0(uj , A) ≤ (1 + σ)E0(u,A) + βLd(A ∩ {|u| ≥ j}).

By (A.23) we have E ′′(uj , A) ≤ E0(uj , A), hence

E ′′(uj , A) ≤ (1 + σ)E0(u,A) + βLd(A ∩ {|u| ≥ j}).

Since uj → u in measure on bounded sets, passing to the limit as j → +∞, by the lower
semicontinuity of the Γ-limsup we deduce

E ′′(u,A) ≤ (1 + σ)E0(u,A).

Thus, letting σ → 0+ we obtain (A.30).
Step 4: We now prove that

E0(u,A) ≤ E ′(u,A) for every u ∈ L0(Rd,Rm) and every A ∈ A(Ω) . (A.31)

Given an open set A, it is enough to prove the inequality for a function u such that u|A ∈
GSBV p(·)(A,Rm), since otherwise E ′(u,A) = +∞ due to the lower bounds in (f2) and (g3′).
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By Lemma 4.2 for every σ > 0 and every integer j ≥ 1 there exists uj ∈ L∞(Rd,Rm), with

uj |A ∈ SBV p(·)(A,Rm), such that

uj = u Ld-a.e. in {|u| ≤ j} ,
u±j = u± Hd−1-a.e. in Ju ∩ {|u±| ≤ j} ,

E ′(uj , A) ≤ (1 + σ)E ′(u,A) + βLd(A ∩ {|u| ≥ j}) .
(A.32)

By (A.24) we have E0(uj , A) ≤ E ′(uj , A), which combined with (A.32) gives�
A∩{|u|≤j}

f0
∞(x,∇u) dx+

�
Ju∩A∩{|u+|≤j}∩{|u−|≤j}

g0∞(x, [u], νu) dHd−1 ≤ (1 + σ)E ′(u,A) + βLd(A ∩ {|u| ≥ j}) .

Letting j → +∞ we get

E0(u,A) =

�
A
f0
∞(x,∇u) dx+

�
Ju∩A

g0∞(x, [u], νu) dHd−1 ≤ (1 + σ)E ′(u,A),

and then sending σ → 0+ we obtain (A.31).

The Γ-convergence of Ej(·, A) to E0(·, A) in L0(Rd,Rm) follows from (A.30) and (A.31). This
concludes the proof. □
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