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Abstract. On a two-dimensional Riemannian manifold without boundary we consider the variational

limit of a family of functionals given by the sum of two terms: a Ginzburg-Landau and a perimeter term.
Our scaling allows low-energy states to be described by an order parameter which can have finitely many

point singularities (vortex-like defects) of (possibly) fractional-degree connected by line discontinuities
(string defects) of finite length. Our main result is a compactness and Γ-convergence theorem which

shows how the coarse grained limit energy depends on the geometry of the manifold in driving the

interaction between vortices and string defects.
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1. Introduction

In many physical and biological systems low energy states form complex patterns. The latter result
from the necessary coexistence of different and often incompatible geometries that characterize the ground
states of those systems. Explaining the emergence of such a complexity is a fascinating task which in
the last decades has attracted the attention of the mathematical community. The variational methods,
combined with ad-hoc rigorous coarse graining procedures, have proved to be very successful tools to
obtain detailed information in several cases of interest. They have lead, for instance, to a satisfactory
understanding of the energetic mechanism at the basis of phase coexistence. It is worth mentioning the
formation of microstructures in austenite-martensite mechanical transformations, micromagnetics, the
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theory of liquid crystals, fracture mechanics or plasticity theory, to cite a few examples.

In the present paper we are interested in the variational analysis of some energy functionals that can
drive the emergence and the coexistence of point and line singularities of a vector-valued order parameter
defined on a two-dimensional manifold. In their simplest form this type of functionals consist of the sum
of a Ginzburg-Landau term, which penalizes point defects, and a perimeter term which penalizes line
defects. Functionals of this kind have been rigorously investigated from a mathematical point of view
in connection with models of ripple phases coexistence in biological systems in [25]. Slightly different
energy functionals leading to point and line defects have been recently investigated in the context of
discrete systems to model chirality phase separations in geometrically frustrated spin systems [9, 10], the
dependence of the energy concentration phenomenon on the rate of divergence of n in the n-clock model
[20, 21, 22, 23] or the formation of partial vortices and line defects in modified xy models [11]. The
latter analysis is also connected to the investigation of orientability issues of the director field of some
liquid crystals model as first discussed in [12, 13]. In all such cases the analysis has been carried out in
a Euclidean setting. Here, instead, we aim at beginning the extension of the analysis done in the flat
setting to the general two-dimensional Riemannian setting. We start this program with the investigation
of the energetic model for ripple phases in biological matter (see for instance [14, 30, 34, 35]) and extend
some of the results first obtained in [25]. It is our opinion that some of the results obtained here will help
advancing the variational theory of spin systems on planar networks recently investigated in [1, 3, 17, 18]
(see also [2] and the references therein) to the case of discrete systems on manifolds.

Let (S, g) denote a 2-dimensional, compact Riemannian manifold without boundary endowed with a
metric tensor g. We denote by SBV (TS) the space of special sections of bounded variation of the tangent
bundle TS, i.e., those vector fields which are tangent to S, have bounded variation, and vanishing Cantor

part of the distributional derivative. For m ∈ N we define the space of admissible vector fields AS(m)(S)
as those u ∈ SBV (TS) with square integrable approximate gradient ∇u, jump set Ju of finite length,
and such that for a.e. point on Ju the traces satisfy (u+)m = (u−)m (here the product is taken in the
sense of complex numbers, see Section 2.2). Roughly speaking, the latter condition can be understood as
the angle between u+ and u− being equal to 2π

m mod 2π. A rigorous definition of the above spaces can
be found in Subsection 4.1 and Appendix A. Given ε > 0 we consider the generalized Ginzburg-Landau

functional GLε : AS(m)(S)→ [0,+∞) defined as

GLε(u) :=
1

2

ˆ
S

|∇u|2 +
1

2ε2
(1− |u|2)2 vol + H1

g(Ju). (1)

Here vol denotes the volume form on S and H1
g the one-dimensional Hausdorff measure induced by the

geodesic distance on S. The main goal of this paper is to analyse the asymptotic behavior as ε→ 0 of a
renormalization of the above functionals in the spirit of the first order Γ-convergence (see e.g. Theorem
6.1 in [4]). In the Euclidean setting such an analysis has been carried out in [25] for a slightly modified
version of (1) and in [11] for a related lattice spin model.

Furthermore, notice that for m = 1 the space of admissible spins AS(1)(S) simplifies to W 1,2(TS) and

that the functional GLε restricted to AS(1)(S) coincides with the one considered in [27], where a similar
asymptotic variational analysis is one of the core results of the paper. An analogous lattice spin version
on a Riemannian manifold was investigated in [19].

In order to explain the main result of this paper we start with some heuristic arguments. Let us
fix m = 1 and let (uε) be a sequence of admissible fields with equi-bounded energy, i.e., such that
supεGLε(uε) ≤ C. On one hand, for small ε, by the definition of GLε, the penalization term in (1) forces
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the vector field uε to have length close to one while having square integrable gradient. On the other
hand, it is a standard result (see [16]) that the space of maps in W 1,2(TS) with unit length is empty if
the Euler characteristic χ(S) of S is different from zero. In such a case the minimal Ginzburg-Landau
energy diverges as |log ε| as ε→ 0. Consequently, it is natural to assume a logarithmic energy bound for
(uε), namely GLε(uε) ≤ C|log ε| for all ε. Under this bound it has been proved (see [15, 28, 36, 37]) that
the family of vector fields (uε) can have K ∈ N many vortex-like singularities around which uε winds
an integer amount of times. The winding numbers d1, . . . , dK of the K singularities are related to the
topology of S by the following formula

d1 + · · ·+ dK = χ(S). (2)

The case of general m ∈ N is similar. Under the same logarithmic energy bound as above the vector
field uε creates K ∈ N fractional vortices at locations x1, . . . , xK ∈ S with degree d1, . . . , dK ∈ Z

m ,

respectively. Roughly speaking, a vortex of fractional degree k
m for some k ∈ Z is a point around which

the vector field rotates by an angle of 2πk
m . As before, the formula (2) remains true. Furthermore, for any

vortex center xk and r > 0 small enough the following energy lower-bound holds true (see Lemma 14):

lim inf
ε→0

(
GLε(uε, Br(xk))− |dk|

m2
π log

(r
ε

))
≥ C̃, (3)

where Br(xk) is the geodesic ball around xk with radius r and C̃ > −∞.

In this paper we are interested in the energetic behavior of sequences (uε) ⊂ AS(m)(S) whose Ginzburg-
Landau energy satisfies

GLε(uε) ≤
N

m
π|log ε|+ C,

for some fixed N ∈ N. By (3) the energy bound above allows for the creation of vortices of degrees
satisfying the bound |d1| + · · · + |dK | ≤ N . This heuristic picture is stated and proved in the first
part of the compactness result in Theorem 6. More precisely, as it is customary in the framework of
Ginzburg-Landau energies, to every uε we associate a two-form ω(uε) (see (15)) keeping track of the
energy concentration of uε around vortices. In the planar setting this agrees with a multiple of the
distributional jacobian of uε. At this stage, in Theorem 6 the compactness properties of uε can only be
described via the ones of ω(uε). We show that, up to subsequences, ω(uε) converges in the flat sense

towards a finite sum of weighted Dirac deltas µ =
∑K
k dk δxk with dk ∈ Z

m and satisfying the same degree
bound. In the same theorem we also prove a more refined compactness result when the energy of the
vector fields (uε) diverges like N

m |log ε|. In this case we can find a vector field u ∈ SBV (TS) such that

uε → u weakly in SBV 2(S\{x1, . . . , xK};TS). The limit vector field u has unitary length, Nm fractional
vortices, each of degree ± 1

m , and it is such that (u+)m = (u−)m at a.e. point of the jump set. Under the
same assumptions as in the refined part of the compactness result the following asymptotic lower and
upper bound are shown in Theorem 6:

lim inf
ε→0

GLε(uε)−
N

m
π|log ε| ≥ W(m)(u) +H1

g(Ju) +Nmγm,

lim sup
ε→0

GLε(uε)−
N

m
π|log ε| ≤ W(m)(u) +H1

g(Ju) +Nmγm,
(4)

where γm ∈ R is the so called core energy defined in (38). This is to be understood as the local energy
contribution due to the presence of a vortex of degree ± 1

m . In Lemma 6 it is show that γm does not
depend on the geometry of S. In fact, it coincides with the Euclidean analog obtained in [25]. The other
two terms in the limit energy depend on the geometry of S. The term H1

g(Ju) penalizes the length of
the jump set of u in terms of its one-dimensional Hausdorff measure induced by the geodesic distance on
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Figure 1. Doubling angles of a stadium configuration. On the left the vector field u
which has 2 fractional vortices of degrees 1/2 and jumps by π along a segment. On the
right the vector field v = u2 which has 2 integer vortices of degrees 1 and does not jump.

S. The term W(m)(u) stands for the renormalized energy that weights the interaction between vortices
and, according to its definition, pairs of vortices attract or repel each other (as usual depending on their
sign) with a force which scales linearly with the inverse of their geodesic distance.

In what follows we highlight the major obstacles we need to overcome in order to prove our result. The
main source of difficulties arises from the possible nontrivial topology as well as geometry of S. A first
sign of a nontrivial interplay between the topology and the energy concentration phenomenon appears in
the constraint (2). A consequence of this condition is that, in the case χ(S) 6= 0, there exists no global
smooth orthonormal frame on S. This induces many technical difficulty in most of our proofs. We show
here that the ’power map tool’ described below cannot be easily exported from the Euclidean to the
Riemannian setting.

Roughly speaking, in the flat setting, in which a global frame is available, in [25] and [11] the authors
could (in part) simplify some of the arguments of their proofs by exploiting the power map p : R2 → R2,
p(x) := xm (here we identify R2 with C) as a simple tool to show in the fractional setting the analog
version of some of the results proved in the classical Ginzburg-Landau theory. To understand how the
power map is used one can look at the action of p on a prototype vector field u describing the energy
concentration in the flat model (see e.g. Figure 1). Such a vector field u has K fractional vortices of
degree d1, . . . , dK ∈ Z

m and it jumps on a segment with its traces on both sides of the jump set having

an angular difference of 2π
m Z. The vector v := p(u) does not jump and has vortices at same locations as

u but of degrees md1, . . . , mdK ∈ Z. Moreover, given N ∈ N and a sequence of vector fields (uε) such
that GLε(uε) ≤ N

mπ|log ε|+C the corresponding transformed sequence (vε) = (p(uε)) satisfies the energy
bound GLε(vε) ≤ Nπ|log ε|+ C. Of course these two properties enable one to transfer to the fractional
setting many of the results developed in the framework of the integer-degree Ginzburg-Landau theory.
The generalization of such an idea to the manifold is not straightforward. In order to generalize the map
p to the manifold setting one needs a global choice of frame {τ, iτ} on TS, where iτ is the rotation of
τ by π

2 . But any such frame is forced to develop singularities if and only if S has a non-trivial Euler
characteristic. Globally applying the map p defined according to such a singular frame would induce
additional “spurious” singularities, further complicating the analysis. For instance, in Figure 2 doubling
the angles of the vector field in 2a with respect to the singular frame in 2b results not only in changing
half-vortices into integer vortices, but also in creating an additional vorticity at the blue point in 2c.
(We refer to [24] for a numerical computation of such global frames.) On the one hand, this forces us
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(a) Initial vector field with 4 half-
vortices (red dots) jumping along ge-
odesic segments (green lines)

(b) Singular frame with a double-
vortex singularity (red dot)

(c) Vector field after doubling with
single-vortices (red dots) and a spu-
rious (−2)-vortex (blue dot)

Figure 2. Globally doubling angles on a sphere.

to localize many of the Euclidean results and eventually to apply a partition of unity argument. On the
other hand, even in a coordinate neighborhood O where (uε) is such that GLε(uε) ≤ π

m |log ε| + C, it is

a non-trivial task to show that the sequence of vector fields vε := p(uε) satisfies GLε(vε) ≤ π|log ε|+ C̃.
The main difficulties in pursuing this task are already evident when one considers how the gradient term
in the Ginzburg-Landau energy transforms under the map p. By the chain rule formula (see Proposition
4) it holds that

|∇vε|2 = m2|∇uε|2 + (1−m2)|d|uε||2 + (m− 1)2|uε|2|j(τ)|2 − 2m(m− 1)〈j(uε), j(τ)〉.

In the equation above {τ, iτ} is a smooth (up to the boundary) frame in O and j denotes the pre-jacobian,
which for any vector field w satisfies j(w) := 〈∇w, iw〉. Notice the last two terms above are peculiar of the
manifold setting and need to be uniformly controlled in order to derive the needed energy upper bound
for (vε). In particular, it is non-trivial to show the boundedness of the last term since j(τ) 6= 0 as the
manifold in general is curved and (∇uε) is not a priori bounded in L1. To tackle this problem we need to
combine a ball construction argument together with a specific choice of frame τ , namely a frame having
least Dirichlet energy

´
O
|∇τ |2 vol.

Another source of difficulties is the characterization of the core energy γm in (4). Let us recall the
definition of γm in the Euclidean setting (see for instance [25]). For any r > 0 we have that

γm := lim
ε→0

(
γ̄(m)
ε (r)− π

m2
log
(r
ε

))
.

Here γ
(m)
ε (r) is given by the following minimization problem:

γ̄(m)
ε (r) := min

{
GL

(m)

ε (v,Br(0)) : v ∈W 1,2(Br(0);R2), v =
x

|x|
on ∂Br(0)

}
,

where

GL
(m)

ε (v,Br(0)) :=
1

2m2

ˆ
Br(0)

|∇v|2 + (m2 − 1)|∇|v||2 +
m2

2ε2
(1− |v|2)2 dx.
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The core energy in the manifold setting can be obtained by comparing GL
(m)

ε with its manifold analog

GL
(m)
ε defined as

GL(m)
ε (v,Br(x0)) :=

1

2m2

ˆ
Br(x0)

|∇v|2 + (m2 − 1)|d|v||2 +
m2

2ε2
(1− |v|2)2 vol

for any v ∈ W 1,2(TBr(x0)). More precisely, the two functionals can be compared by choosing centered
normal coordinates at x0 and an orthonormal frame which results in a coordinate representation v̄ of v
satisfying ∣∣∣GL(m)

ε (v,Br(x0))−GL(m)

ε (v̄, Br(0))
∣∣∣ ≤ Cr (1 +GL

(m)

ε (v̄, Br(0))
)
. (5)

Notice that for a sequence of minimizers (in the Euclidean setting) and fixed r > 0 the right-hand side
can diverge as |log ε|, making our comparison strategy inefficient. A possible way out already appeared in
[27] and consists in considering a properly chosen sequence of radii (rε) such that rε|log ε| → 0 for which
the error in (5) vanishes. For each ε > 0 one then needs to find Nm disjoint balls of radius rε (cores) such
that the Ginzburg-Landau energy in each ball scales like π

m2 log
(
rε
ε

)
. In the Euclidean setting rε = r > 0

is an admissible choice and the task is rather straightforward as one can simply take balls around the limit
vortex centers. On the manifold, instead, one must resort once again to the ball construction in order
to find an appropriate choice of ball centers around which a sufficient amount of energy concentrates.
Moreover, in contrast to [27] we need to take the Γ-limit with respect to the L1-convergence which does
not only track the defects but also the asymptotic behavior of the vector fields realizing them. Because of
that, compared to [27], further work is invested to assure that the strategy in the Euclidean setting (see
e.g. [25]) generalizes to the case of small cores (see in particular Step 3-5 in the proof of our Γ-lim inf).

To finish we would like to mention that even the definition of special sections of bounded variation
that we roughly introduced at the beginning of this introduction requires some care. More precisely,
most of the notions in the statements of this paper benefit from an intrinsic definition of SBV (TS),
whose most important properties are stated in Section 2.1, while their proofs are contained in Appendix
A. Although the notion and the main properties of BV functions are well-understood even in the more
abstract setting of metric spaces (see [5, 6, 7, 29, 31]) and the translation of their finer properties to the
Riemannian manifold setting is possible, we have found it more convenient for the reader to derive these
results directly. It is worth mentioning that the definition and some of the properties of BV functions on
manifolds can be found in other papers as for instance in [26, 33]. To the best of our knowledge however,
the derivation of the finer properties of BV functions in the manifold setting was lacking. It is now
contained in the Appendix A where in particular we prove the decomposition theorem 3. The key ideas
behind its proof is an intrinsic definition of blow-up quantities, the investigation of their relation to the
Euclidean ones, and a partition of unity argument. For the purposes of the variational analysis contained
in this paper it would be sufficient to prove the decomposition theorem only for tangent vector fields or
scalar maps on S. Instead, since the main argument remains unchanged, we have decided to extend the
theorem to the general case of sections of an arbitrary Riemannian vector bundle.

2. Preliminaries

2.1. Tangent vector fields of bounded variation. We wish to provide a definition of (special) func-
tions and (special) tangent vector fields of bounded variation on a manifold. Furthermore, we will state
several important results concerning this function spaces. The missing proofs can be found in Appendix
A. (In the same appendix we will also deal with case of a general vector bundle.)

Let n ∈ N := {1, 2, . . .}. We denote by M an n-dimensional, oriented Riemannian manifold (with or
without boundary) with metric tensor g. The open geodesic ball of radius r centered at x ∈ M will be
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written as Br(x). If no confusion is possible, given x ∈ Rn we use the same notation Br(x) to denote
the Euclidean open ball. We will write r∗ = r∗(M) for the injectivity radius of M and expx : TxM →M ,
where TxM denotes the tangent space to M at x, for the exponential map at x ∈ M . The volume form
on M will be denoted by vol. We will write TM for the tangent bundle and T ∗M for the co-tangent
bundle of M , respectively. For the covariant derivative we use the symbol ∇. Whenever possible, Einstein
summation convention will be used. Herewith, we will implicitly assume that any index such as i, j, . . .
we encounter is ranging in {1, . . . , n}.

Functions spaces X(M ;TM) of tangent vector fields u : M → TM with regularity prescribed by X
will be shortly written as X(TM). We further use the notation X loc(TM) to denote those tangent vector
fields u that belong to X(TK) for any compact K ⊂ M , where given any set A ⊂ M we denote by
TA :=

⊔
x∈A TxM . For example, C∞c (TM) will be the space of smooth compactly supported sections

of TM . For any α ∈ [0, n], we will denote by Hαg the α-dimensional Hausdorff measure on M defined
through the metric distance induced by g. Note that for α = n we recover the usual notion of integration
on the manifold M . More precisely, for any f ∈ C∞c (M) we have

ˆ
M

f vol =

ˆ
M

f dHng .

From now on, we will shortly write a.e. in place of Hng -a.e., when no confusion is possible. Let u be a
Hng -measurable tangent vector field and p ∈ [1,∞]. If p ∈ [1,∞), we define the space Lp(TM) of those
Hng -measurable functions u : M → TM with finite ‖u‖Lp , namely

‖u‖Lp :=

ˆ
M

|u|p vol <∞,

where |·| denotes the norm induced by g. For p =∞ we require the following L∞-norm to be finite:

‖u‖L∞ := inf{C ∈ R : |u(x)| ≤ C for a.e. x ∈M} <∞.

The spaces Lp(M) for p ∈ [1,∞] are defined similarly. Given Ω ⊂ Rn and O ⊂ M open sets, we
denote by Ψ: Ω× Rn → TO a local trivialization of TM . We remark that any such Ψ induces a unique
coordinate chart as well as a unique frame which, without further mention, will be denoted by Φ: Ω→ O
and {τ1, . . . , τn}, respectively. Ψ, Φ, and {τ1, . . . , τn} are implicitly assumed to be smooth up to the
boundary.

We single out tangent vector fields of bounded variation as precisely those elements of L1(TM) whose
total variation is finite. In order to define the total variation in our present setting we will first need
to introduce a classical object from differential geometry: the adjoint covariant derivative ∇∗. The
latter is the unique operator ∇∗ : C∞(TM ⊗ T ∗M) → C∞(TM) such that for all u ∈ C∞c (TM) and
v ∈ C∞c (TM ⊗ T ∗M) the following integration-by-parts formula holds true (see also Proposition 10.1.30
in [32] for further details): ˆ

M

〈u,∇∗v〉 vol =

ˆ
M

〈∇u, v〉 vol . (6)

Here, ⊗ denotes the tensor product. The total variation of a section u ∈ L1(TM) is then defined as the
supremum of the left-hand side of (6) over test-functions bounded by 1:

var(u) := sup

{ˆ
M

〈u,∇∗v〉 vol : v ∈ C∞c (TM ⊗ T ∗M), ‖v‖L∞ ≤ 1

}
. (7)
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Notice that in the special case of M = Ω, where Ω ⊂ Rn is an open set, equipped with the Euclidean
distance, the adjoint gradient ∇∗ satisfies for any i ∈ {1, . . . , n}

−(∇∗v)i = (div v)i :=

n∑
j=1

∂vij
∂xi

,

where v ∈ C∞c (Ω;Rn×n). Hence, the general definition in (7) of total variation in the manifold setting
agrees with the usual one in Euclidean space (see also (3.4) in [8]). We now introduce a local definition
of total variation. Given an O ⊂M open we define the total variation of u in O as

var(u,O) := sup

{ˆ
M

〈u,∇∗v〉 vol : v ∈ C∞c (TO ⊗ T ∗O), ‖v‖L∞ ≤ 1

}
, (8)

where T ∗O :=
⊔
x∈OT

∗
xM .

We are now ready to define tangent vector fields of bounded variation.

Definition 1 (Tangent vector fields of bounded variation). A section u ∈ L1(TM) is of bounded variation
if and only if var(u) <∞. The set of all such sections wll be denoted by BV (TM). It is equipped with
the norm

‖u‖BV := ‖u‖L1 + var(u).

With this norm BV (TM) turns out to be a Banach space.

We will now introduce the Riesz representation theorem and Radon-Nikodym theorem in our setting.
The former provides a representation of linear bounded functionals on the space of compactly supported
continuous sections of TM via TM⊗T ∗M -valued Radon measures. These measures are defined as follows:

Definition 2 (TM ⊗ T ∗M -valued Radon measures). Let M+(M) denote the set of positive (finite)
Radon measures on M . Given µ ∈M+(M) we define as L1(TM⊗T ∗M ;µ) the set of measurable sections
σ of TM ⊗ T ∗M such that ˆ

M

|σ|dµ <∞.

Then, the set M(TM ⊗ T ∗M) of TM ⊗ T ∗M -valued Radon-measures is defined as

M(TM ⊗ T ∗M) := {(σ, µ) : µ ∈M+(M), σ ∈ L1(TM ⊗ T ∗M ;µ)}.
Note that the pair (σ, µ) will be usually written as σµ. Furthermore, for a given ν = σµ ∈M(TM⊗T ∗M)
such that |σ| = 1 at µ-a.e. in M we will call µ the total variation of ν (written as |ν|) and σ its polar
density (written as σ or σν if confusion is possible). Two measures ν, ν̃ ∈ M(TM ⊗ T ∗M) are said to
be equal if and only if |ν| = |ν̃| in the sense of measures and σν = σν̃ at |ν|-a.e. point in M . Given
ν ∈ M(TM ⊗ T ∗M) and µ ∈ M+(M) we use the notation ν << µ if ν is absolutely continuous and
ν ⊥ µ if ν is singular with respect to µ. A sequence (νh) ⊂ M(TM ⊗ T ∗M) weakly* converges towards

ν ∈M(TM⊗T ∗M) (shortly written as νh
∗
⇀ ν) if and only if for all continuous and compactly supported

v ∈ Cc(TM ⊗ T ∗M) it holds that

lim
h→∞

ˆ
M

〈σνh , v〉d|νh| →
ˆ
M

〈σν , v〉d|ν|.

Theorem 1. (Riesz representation for tangent vector fields) Let T : Cc(TM ⊗ T ∗M)→ R be a bounded
linear functional, then there exists a unique TM ⊗T ∗M -valued Radon-measure ν ∈M(TM ⊗T ∗M) such
that

T (v) =

ˆ
M

〈v, σν〉d|ν|.



RENORMALIZED ENERGY BETWEEN FRACTIONAL VORTICES 9

Proof. We refer the reader to Theorem [26] for the proof of the statement in the scalar case. The same
proof works also for the case of the tangent bundle or, more generally, the case of an arbitrary vector
bundle with minor modifications. �

Given u ∈ BV (TM) we can define a linear functional Tu : C∞c (TM ⊗ T ∗M)→ R as follows:

Tu(v) =

ˆ
M

〈u,∇∗v〉 vol .

By the definition of total variation in (7) it turns out that Tu is bounded since ‖Tu‖ = var(u). Due to
Theorem 1 there exists a unique measure in M(TM ⊗ T ∗M) which we will from now on denote by Du
such that for all v ∈ C∞c (TM ⊗ T ∗M) the following integration-by-parts formula holds trueˆ

M

〈u,∇∗v〉 vol =

ˆ
M

〈v, σu〉d|Du|,

where σu := σDu is the polar density of Du.
The following Radon-Nikodym decomposition holds true:

Theorem 2 (Radon-Nikodym). For any ν ∈ M(TM ⊗ T ∗M) and µ ∈ M+(M) there exist only two
measures νa, νs ∈M(TM ⊗ T ∗M) such that νa << µ, νs ⊥ µ and ν = νa + νs.

Furthermore, there exists a unique σa ∈ L1(TM ⊗ T ∗M ;µ) such that νa = σaµ.

In the special case of ν = Du for some u ∈ BV (TM) and µ = Hng in Theorem 2 we will denote νa by
Dau and νs by Dsu.

We will now define intrinsic blow-ups of a section u ∈ L1
loc(TM). An intrinsic definition will involve

comparing a vector in the bundle TxM with another vector in the bundle TyM for two different points
x, y ∈ M . In order to assure invariance under a change of coordinates we will employ parallel transport
on TM , which can be briefly described as follows: Given a smooth curve γ : [0, 1] → M with γ(0) = x

and γ(1) = y and a vector v0 ∈ Tγ(0)M , there exists a unique family {P (γ)
t }t∈[0,1] of linear isomorphisms

P
(γ)
t : Tγ(0)M → Tγ(t)M such that v(t) := P

(γ)
t (v0) satisfies:{

∇γ̇(t)v(t) = 0, t ∈ [0, 1],

v(0) = v0.

This notion of transport between TxM and TyM depends on the choice of curve γ. Nevertheless, for
points close enough (more precisely strictly closer than the injectivity radius of M) we can make the
transport unique by taking γ as the geodesic between x and y. More precisely, for any x ∈M we define
the transport map Tx : Br∗(x)× TxM → TBr(x) from x ∈M as:

Tx(y, v) := P
(γy)
1 (v), (9)

where γy : [0, 1] → M is the unique geodesic starting at x and ending at y with constant speed equal to
the geodesic distance distg(x, y) between x and y.

Definition 3 (Approximate limit). Let u ∈ L1
loc(TM) and let Tx be the transport map from x ∈ M

defined in (9). We say that u has an approximate limit z ∈ TxM at x if

lim
r→0

 
Br(x)

|u(y)− Tx(y, z)| vol(y) := lim
r→0

1

Hng (Br(x))

ˆ
Br(x)

|u(y)− Tx(y, z)| vol(y) = 0. (10)

The set Su where this property does not hold is called the approximate discontinuity set of u. For any
x ∈M \ Su the approximate limit z in (10) is uniquely determined and will be denoted by ũ(x). Finally,
we say that u is approximately continuous at x if x ∈M \ Su and u(x) = ũ(x).
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It is sometimes useful to resort to coordinates. In this regard we wish to define the pull-back of a
section of TM through a local trivialization.

Definition 4. Given a local trivialization Ψ: Ω×Rn → TO and a section u of TO we define Ψ∗u : Ω→ Rn
at x ∈ Ω through

(Ψ∗u(Φ(x)))ατα(Φ(x)) = u(Φ(x)).

The following proposition investigates the relationship between approximate limit points and their
coordinate representations in Euclidean space.

Proposition 1 (Approximate limits and coordinates). Let Ψ: Ω × Rn → TO be a local trivialization.
Then, a section u ∈ L1(TO) has approximate limit z at x ∈ O if and only if its coordinate representation
Ψ∗u has approximate limit Ψ∗z ∈ Rn at Φ−1(x).

Definition 5 (Approximate jump points). Let u ∈ L1
loc(TM) and let Tx be the transport map from

x ∈ M defined in (9). We say that x is an approximate jump point of u if there exist a, b ∈ TxM with
a 6= b and a unit vector ν ∈ TxM such that

lim
r→0

 
B+
r (x,ν)

|u(y)− Tx(y, a)| vol(y) = 0, lim
r→0

 
B−r (x,ν)

|u(y)− Tx(y, b)| vol(y) = 0, (11)

where B+
r (x, ν) and B−r (x, ν) are the geodesic half balls defined by

B+
r (x, ν) := expx({X ∈ TxM : |X| < r, 〈X, ν〉 > 0}),

B−r (x, ν) := expx({X ∈ TxM : |X| < r, 〈X, ν〉 < 0}).

The triplet (a, b, ν) is uniquely determined by 11 up to switching a and b as well as changing the sign
of ν. The triplet in the definition will be denoted by (u+(x), u−(x), ν(x)) and the set of approximate
jump points will be denoted by Ju.

The relation between approximate jump points and their coordinate representations in Euclidean space
is as follows:

Proposition 2 (Approximate jumps and coordinates). Let Ψ: Ω × Rn → TO be a local trivialization.
Then, a section u ∈ L1

loc(TO) has an approximate jump at x ∈ O with triplet (a, b, ν) if and only if Ψ∗u
has an approximate jump at Φ−1(x) in the usual Euclidean sense with triplet (Ψ∗a,Ψ∗b, ν̄), such that

νk =
1√

gij ν̄iν̄j
gklν̄l for k ∈ {1, . . . , n}

and (gij) denotes the inverse of the metric tensor (gij).

Definition 6 (Approximate differentiability). Let u ∈ L1
loc(TM) and let Tx be the transport map from

x ∈ M defined in (9). We say that x is an approximate differentiability point of u if x ∈ M \ Su and if
there exists L ∈ TxM ⊗ T ∗xM such that

lim
r→0

 
Br(x)

r−1|u(y)− Tx(y, ũ(x))− Tx(y, L(X))| vol(y) = 0, X := exp−1
x (y), (12)

where we identified TxM ⊗ T ∗xM with the space of linear maps from TxM to TxM . The tensor L is
uniquely determined by (12) and will be denoted by ∇u(x). The set of approximate differentiability
points of u will be written as Du.
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The next proposition clarifies the relationship between approximate differentiability points and their
coordinate representations.

Proposition 3. Let Ψ: Ω×Rn → TO be a local trivialization with induced frame {τ1, . . . , τn}. Then, any
section u ∈ L1(TO) is approximately differentiable at x ∈ O with approximate gradient L ∈ TxM ⊗ T ∗xM
if and only if Ψ∗u is approximately differentiable at Φ−1(x) in the usual Euclidean sense with approximate
gradient L̄ and approximate limit z̄ ∈ Rn such that

L = (L̄αi + Γαiβ z̄
β) τα ⊗ dxi, (13)

where (Γαiβ) denotes the Christoffel symbols at x.

In the next definition we recall the notion of rectifiability on a Riemannian manifold M .

Definition 7 (Hn−1
g -rectifiable). A set N ⊂M is Hn−1

g -rectifiable if and only if there exists a countable

family {Nh}h of C1-regular (n− 1)-dimensional submanifolds of M such that

Hn−1
g (M \ ∪hNh) = 0.

We are ready to state a fundamental theorem for tangent vector fields of bounded variation.

Theorem 3 (Decomposition of tangent vector fields of bounded variation). Let u ∈ BV (TM), then the
discontinuity set Su is Hn−1

g -rectifiable, Hn−1
g (Su \ Ju) = 0, and the restriction Dju := Dsu

¬ Ju of the
singular part of Du to Ju can be represented as

Dju = (u+ − u−)⊗ ν[Hn−1
g

¬ Ju,

where the triplet (u+, u−, ν) is as in Definition 5 and ν[ is the 1-form given by ν[(X) = 〈ν,X〉 for any
X ∈ TxM .

Furthermore, u is approximately differentiable at a.e. point of M and the absolutely continuous part
of Du can be written as

Dau = ∇u Hng ,
∇u being the approximate gradient of u.

Remark 1. To summarize the above theorem, we end up with the following decomposition of Du:

Du = (u+ − u−)⊗ ν[Hn−1
g

¬ Ju +∇uHng +Dcu,

where Dcu := Dsu
¬
(M \ Su) is the so called Cantor part of u.

At this point we wish to shortly comment on the decomposition theorem the scalar case. A scalar
function f ∈ L1(M) has bounded variation if and only if

var(f) := sup

{ˆ
M

f d∗v vol : v ∈ C∞c (T ∗M), ‖v‖L∞ ≤ 1

}
<∞,

where d∗ is the adjoint exterior derivative. Similar definitions (to the vector-valued case) hold true for
the blow-up quantities. Instead of ∇f we will usually write df for the approximate gradient fo f . Notice
that given an approximate differentiability point x of f and a local chart Φ in the vicinity of x we have

df(x) =
∂

∂xi
(f ◦ Φ)(Φ−1(x)) dxi.

Finally, the following decomposition holds true in the scalar setting for the distributional derivative Df
of f :

Df = (f+ − f−)ν[Hn−1
g

¬ Jf + df Hn−1
g +Dcf.
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The definition of special tangent vector fields of bounded variation then naturally follows:

Definition 8 (Special sections of bounded variation). The set of special sections of bounded variation
consists of u ∈ BV (TM) with vanishing Cantor part. More precisely we set

SBV (TM) := {u ∈ BV (TM) : Dcu = 0},
For any p ∈ (1,∞) we also define the space

SBV p(TM) := {u ∈ SBV (TM) : ∇u ∈ Lp(TM ⊗ T ∗M), Hn−1
g (Ju) <∞}.

Let u ∈ SBV p(TM), then a sequence (uh) ⊂ SBV p(TM) is said to converges weakly towards u in
SBV p(TM) (shortly written as uh ⇀ u) if and only if

(i) ∇uh ⇀ ∇u weakly in Lp(TM ⊗ T ∗M),

(ii) Djuh
∗
⇀ Dju weakly* in M(TM ⊗ T ∗M).

In order to show that a section u is in SBVloc(TM) we can equivalently resort to coordinates. More
precisely:

Lemma 1. A section u ∈ L1
loc(TM) is in BVloc(TM) (SBVloc(TM), Lploc(TM) ∩ SBV ploc(TM)) if and

only if for any local trivialization Ψ: Ω×Rn → TO the pull-back Ψ∗u is in BVloc(Ω;Rn) (SBVloc(Ω;Rn),
Lploc(Ω;Rn) ∩ SBV ploc(Ω;Rn)) in the usual Euclidean sense.

The last result of this section concerns a compactness result in the spaces SBV p(TM).

Theorem 4 (Compactness in SBV p). Let M be a compact manifold (with or without boundary), p ∈
(1,∞), and (uh) ⊂ SBV p(TM) be a sequence satisfying the following bound:

sup
h

(
‖uh‖L∞ + ‖∇uh‖Lp +Hn−1

g (Juh)
)
<∞.

Then, up to taking a subsequence, uh ⇀ u weakly in SBV p(TM) and uh → u in L1(TM).

2.2. Vorticity. From this point on, we restrict ourselves to the case of a closed, oriented 2-dimensional
Riemannian manifold S with metric tensor and volume form still denote by g and vol, respectively.

For the moment, let u ∈ C∞(TS) be a smooth tangent vector-field. The pre-jacobian of u is the 1-form
j(u) ∈ C∞(T ∗S) defined by

j(u)(X) := 〈∇Xu, iu〉, for all X ∈ TS.
Here, i : TS → TS is the isometry of TS onto itself characterized by

i2v = −v, 〈iv, w〉 = −〈v, iw〉 = vol(v, w) for all v, w ∈ TS,
where 〈·, ·〉 is the scalar product on TS induced by the metric tensor g.

Given an open subset O ⊂ S with Lipschitz boundary such that |u| ≥ c on ∂O for some c > 0 we can
define the degree of u on ∂O as

deg(u, ∂O) :=
1

2π

(ˆ
∂O

j(u)

|u|2
+

ˆ
O

κ vol

)
, (14)

where κ is the Gauss curvature. It can be shown that the degree is valued in Z.
If u is of unit length on ∂O, by Stokes’ theorem it holds that

deg(u, ∂O) =

ˆ
O

ω(u), ω(u) := d j(u) + κ vol .
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The 2-form ω(u) is called the vorticity of u.
The pre-jacobian and the vorticity can be extended to a more general setting. Given S ⊂ M , in this

paper we are mainly interested in the case of u ∈ SBV (TS) such that |∇u| ∈ Lp(S) and |u| ∈ Lq(S) for
p, q ∈ [1,∞] satisfying 1

p+ 1
q = 1. Note that∇u is the approximate gradient of u (see also Definition 6). By

an application of Hölder’s inequality we see that j(u) ∈ L1(T ∗S). It is then possible to define the vorticity
of u in distributional sense. In fact, given α ∈ C∞(T ∗S) and β ∈ C∞(Λ2S), where Λ2(S) := T ∗S ∧ T ∗S,
the adjoint exterior derivative d∗ satisfies:ˆ

S

〈dα, β〉 vol =

ˆ
S

〈α,d∗β〉 vol .

Furthermore, for Φ = ϕ vol with ϕ ∈ C∞(S), we have that

d∗Φ = ? d(?Φ) = ?(dϕ),

where ? is the Hodge star. Consequently, as α ∧ (?β) = 〈α, β〉 vol for α, β as before, for smooth u the
following integration-by-parts formula holds true:ˆ

S

〈d j(u),Φ〉 vol =

ˆ
S

〈j(u), ?(dϕ)〉 vol =

ˆ
S

j(u) ∧ (?? dϕ) = −
ˆ
S

j(u) ∧ dϕ,

where ∧ is the wedge product. This allows us to define d j(u) in distributional sense through its action
on smooth 2-forms Φ = ϕ vol ∈ C∞(Λ2S) as follows:

d j(u)(Φ) := −
ˆ
S

j(u) ∧ dϕ.

For any such Φ, we can then define the vorticity of u ∈ SBV (TS) in distributional sense via

ω(u)(Φ) = −
ˆ
S

(
j(u) ∧ dϕ+ κϕ vol

)
. (15)

With this definition the validity of Morse’s index formula in our present function setting, easily follows.

Theorem 5 (Morse’s index formula). For any u ∈ SBV (TS) ∩ L∞(TS) it holds thatˆ
S

ω(u) = χ(S),

where χ(S) is the Euler characteristic of S.

Proof. Testing (15) with ϕ ≡ 1 and using the Gauss-Bonnet theorem we conclude thatˆ
S

ω(u) = ω(u)(vol) =

ˆ
S

j(u) ∧ d1 +

ˆ
S

κ vol =

ˆ
S

κ vol = χ(S).

�

In the absence of jumps the distributional jacobian satisfies the following two useful properties:

Lemma 2. Let O ⊂ S be an open subset and u ∈ W 1,2(TO). Then, the distributional jacobian d j(u) is
in L1(Λ2O) and for a.e. point in O we have that

|d j(u)| ≤ |∇u|2. (16)

Furthermore, given another vector field v ∈W 1,2(TO) it holds that

‖ω(u)− ω(v)‖W−1,∞
0 (Λ2O) ≤ ‖u− v‖L2(‖∇u‖L2 + ‖∇v‖L2). (17)
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Proof. A proof of (16) can be found in [27] (see Lemma 5.3), while a proof of (17) is contained in [19]
(see (3.27) in Lemma 3.7). �

In the remainder of this section we will investigate how a vector-field u and associated quantities such
as its pre-jacobian j(u) change under local “doubling” of the angles. Let us first precisely define what we
mean by “doubling” or, more generally, multiplying all angles by m ∈ {2, 3, . . .}, which will be shortly
written as “m-pling”. For this purpose, let O be a coordinate neighborhood of S. This guarantees that
we can find a smooth (up to the boundary) unit-length vector field τ ∈ C∞(TO). For each x ∈ O we
will see τ(x) as the unique unit-length vector in TxS having zero angle and represent a tangent vector X
through its polar coordinates r = r(X), α = α(X), which are characterized by

X = r cos(α) τ + r sin(α) iτ.

The map p
(m)
τ : TO → TO multiplying the angles by m (shortly written as m-pling the anlges) is then

given by

p(m)
τ (X) := r cos(mα) τ + r sin(mα) iτ. (18)

The next proposition shows how the derivative of a tangent vector field in SBV (TO) changes after m-
pling the angles. From this point on, we will denote the approximate gradient of a scalar map f ∈ SBV (O)
by df instead of ∇f .

Proposition 4 (Derivative and related quantities after m-pling). Given a simply connected open set

O ⊂ S, let u ∈ SBV (TO), and let v := p
(m)
τ (u) with p

(m)
τ as in (18) for some smooth unit-length vector

field τ ∈ C∞(TO). Then, |u| ∈ SBV (O) and v ∈ SBV (TO). The approximate gradient and jump part
of v are

∇v = |u|−1v ⊗ d|u|+ iv ⊗ (m|u|−2 j(u)− (m− 1) j(τ)), (19)

Djv = (p(m)
τ (u+)− p(m)

τ (u−))⊗ ν[u H
1
g
¬ Ju, (20)

where the right-hand side of (19) is implicitly set to be 0 in {u = 0}. Furthermore, the squared approximate
gradients and pre-jacobians transform in the following way:

|∇v|2 = m2|∇u|2 + (1−m2)|d|u||2 + (m− 1)2|u|2|j(τ)|2 − 2m(m− 1)〈j(u), j(τ)〉, (21)

j(v) = m j(u)− (m− 1)|u|2 j(τ). (22)

Additionally assuming that u ∈ L∞(TO) we have the following relation between the vorticities of u and
v:

ω(v) = mω(u)− (m− 1)ω(|u|τ), (23)

with ω(·) defined distributionally as in (15).

Before proving Proposition 4 we will derive several helpful lemmas.

Lemma 3. Let u ∈ SBV (TO) for some open subset O ⊂ S; then, |u| ∈ SBV (TO). Furthermore, given
coordinates {x1, x2} and an orthonormal frame {τ , iτ}, we have for any k ∈ {1, 2}

d|u|( ∂

∂xk
) =

1

|u|

(
u1 ∂u

1

∂xk
+ u2 ∂u

2

∂xk

)
a.e. in O, (24)

where u1 = 〈u, τ〉, u2 = 〈u, iτ〉, and the expression on the right-hand side of the equality sign is implicitly
defined to be 0 in {u = 0}.
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Proof. Without loss of generality we can assume that the coordinates and the frame can be globally
defined in O. Let w denote the coordinate representation of |u|. As we chose an orthonormal frame we
have

w = f(u1, u2) :=
√

(u1)2 + (u2)2.

Then by Theorem 3.92 (a) from [8] the approximate gradient satisfies du = 0 a.e. in {w = 0}. At
a.e. point in the remaining set {w 6= 0} we derive by the Euclidean chain rule in BV (see also Theorem
3.96 in [8]) that

∂w

∂xk
=

∂f

∂u1
(u)

∂u1

∂xk
+

∂f

∂u2
(u)

∂u2

∂xk
=

1√
(u1)2 + (u2)2

(
u1 ∂u

1

∂xk
+ u2 ∂u

2

∂xk

)
.

With (13) this directly leads to (24). �

Lemma 4. Given m ∈ {2, 3, . . .}, the map p : C → C defined by p(z) := zm

|z|m−1 for z 6= 0 and p(0) := 0

is Lipschitz continuous with Lipschitz constant bounded by 2m− 1.

Proof. Let z, w ∈ C. Without loss of generality we can assume that |z| ≥ |w| > 0. We then compute:

|p(z)− p(w)| =
∣∣∣∣ zm

|z|m−1
− wm

|z|m−1
+

wm

|z|m−1
− wm

|w|m−1

∣∣∣∣
≤ 1

|z|m−1
|zm − wm|+ |w|m

|z|m−1|w|m−1
||z|m−1 − |w|m−1|

=
|z − w|
|z|m−1

∣∣∣∣∣
m−1∑
k=0

zkwm−1−k

∣∣∣∣∣+
1

|z|m−2
||z| − |w||

∣∣∣∣∣
m−2∑
k=0

|z|k|w|m−2−k

∣∣∣∣∣
≤ m|z − w|+ (m− 1)|z − w| = (2m− 1)|z − w|,

as desired. �

Lemma 5 (Product rule in BV ). Let f ∈ BV (O) for some open subset O ⊂ S and u ∈ C∞(TŌ); then,
fv ∈ BV (TO) with its approximate gradient satisfying

∇(fu) = u⊗ df + f∇u. (25)

Proof. Without loss of generality we can assume that O is a coordinate neighborhood. By linearity, the
distributional derivative D(fu) is uniquely determined by the values

´
O
〈fu,∇∗v〉 vol for v ∈ C∞c (TO ⊗

T ∗O) of the special form v = X⊗α with X ∈ C∞c (TO) and α ∈ C∞c (T ∗O). Assume for the moment that
f ∈ C∞c (O). Then, the product rule in (25) holds pointwise. Consequently, taking the scalar product of
both sides of (25) with v and integrating by parts leads toˆ

O

〈fu,∇∗v〉 vol =

ˆ
O

〈u,X〉〈df, α〉 vol +

ˆ
O

〈f∇u, v〉 vol =

ˆ
O

〈f, d∗(〈u,X〉α)〉+

ˆ
O

〈f∇u, v〉 vol .

Note that we used that
〈u⊗ df,X ⊗ α〉 := 〈u,X〉〈df, α〉.

The second equality above can be extended to any f ∈ BV (O) by approximation in L1(O). By the very
definition of the total variation in (7) the formula above proves that fv belongs to BV (O). Furthermore,
by Riesz representation (see Theorem 1) it follows thatˆ

O

〈σfu, v〉d|D(fu)| =
ˆ
O

〈u⊗ σf , v〉d|Df |+
ˆ
O

〈f∇u, v〉 vol .
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Using the decomposition of Df (see Theorem 3) and the uniqueness of the respective decomposition of
D(fu), we derive that the absolutely continuous part of D(fu) with respect to H2

g is given by

(u⊗ df + f∇u)H2
g,

as desired. �

Proof of Proposition 4. We can assume that O is a coordinate neighborhood with coordinates {x1, x2}
and an orthonormal frame {τ , iτ}. Let us denote by Ψ: Ω × R2 → TO the induced local trivialization

and let p
(m)
τ be the power map defined in (18). To shorten notation, we will write ū := Ψ∗u and v̄ := Ψ∗v.

Step 1 (v ∈ SBV (TO) and chain rule for the jump part): We can represent p
(m)
τ in coordinates as

p̄(m)
τ (u1, u2) =

(
r cos(mα)
r sin(mα)

)
, where r =

√
(u1)2 + (u2)2, α = arg(u).

Here, u1 and u2 are the components of u with respect to the frame {τ, iτ}. Furthermore, arg(u) is the

argument of u1 + iu2. By Lemma 4, the map p̄
(m)
τ is Lipschitz continuous. Since u ∈ SBV (TO), the

Euclidean chain rule in BV and Lemma 1 imply that v ∈ SBV (TO).
We now wish to prove (20). Fix x ∈ Ju. By Proposition 2, Φ−1(x) ∈ Jū. Consequently, by the

Euclidean chain rule and Lemma 4, v̄ has approximate upper and lower limits at Φ−1(x) given by

v̄± = p̄
(m)
τ (ū±) and approximate normal ν̄v̄ = ν̄ū. Using Proposition 2 again it follows that v has

approximate limits v± = p
(m)
τ (u±) and approximate normal νv = νu. By the arbitrariness of x we see

that

Djv
¬ Ju = (p(m)

τ (u+)− p(m)
τ (u−))⊗ ν[uH

1
g
¬ Ju.

Using again the chain rule and the relations between approximate quantities on the manifold and in the
Euclidean setting given by Proposition 1 and Proposition 2, from Jv̄ ⊂ Sū and H1(Sū \Jū) = 0 it follows
that H1

g(Jv \ Ju) = 0, which together with the equality above shows (20).
Step 2 (Chain rule for the approximate gradient): As ∇ū = 0 a.e in {ū = 0} (see also Proposition 3.92

a) in [8]) and ū has approximate limit 0 at a.e. point in {ū = 0}, by (13), it follows that ∇u = 0 a.e. in
{u = 0}. Therefore, (19) is satisfied at a.e. point in {u = 0}.

By Hng (Su) = 0 (see Theorem 3), and therefore Hn(Su \ Sv), it remains to investigate points x ∈
O \ {u = 0} at which v and u are approximately differentiable. Using

∂

∂u1
(r cos(mα)) =

u1

r
cos(mα) +m

u2

r
sin(mα),

∂

∂u1
(r sin(mα)) =

u1

r
sin(mα)−mu2

r
cos(mα),

∂

∂u2
(r cos(mα)) =

u2

r
cos(mα)−mu1

r
sin(mα),

∂

∂u2
(r sin(mα)) =

u2

r
sin(mα) +m

u1

r
cos(mα),

we see that
∂

∂u1
p̄(m)
τ =

u1

(u1)2 + (u2)2
p̄(m)
τ −m u2

(u1)2 + (u2)2
ip̄(m)
τ ,

∂

∂u2
p̄(m)
τ =

u2

(u1)2 + (u2)2
p̄(m)
τ +m

u1

(u1)2 + (u2)2
ip̄(m)
τ ,

(26)

where for every p ∈ R2 we have written ip for its anticlockwise rotation by π
2 . By the Euclidean chain

rule it follows that
∂v̄

∂xk
=

∂

∂u1
p̄(m)
τ (ū)

∂u1

∂xk
+

∂

∂u2
p̄(m)
τ (ū)

∂u2

∂xk
.
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With the help of (13) and (26) this implies

∇ ∂

∂xk
v =

1

(u1)2 + (u2)2

(
(u1v −mu2iv)

∂u1

∂xk
+ (u2v +mu1iv)

∂u2

∂xk

)
+ v1∇ ∂

∂xk
τ + v2∇ ∂

∂xk
(iτ)

=
1

(u1)2 + (u2)2

(
u1 ∂u

1

∂xk
+ u2 ∂u

2

∂xk

)
v +m

1

(u1)2 + (u2)2

(
u1 ∂u

2

∂xk
− u2 ∂u

1

∂xk

)
iv

+ v1∇ ∂

∂xk
τ + v2∇ ∂

∂xk
(iτ),

(27)

where we have used

v1(Γ1
k1τ + Γ2

k1iτ) + v2(Γ1
k2τ + Γ2

k2iτ) = v1∇ ∂

∂xk
τ + v2∇ ∂

∂xk
(iτ). (28)

In order to find an intrinsic expression of (27), we need to make use of several additional formulas that
we derive below. By differentiating the identity 〈τ, τ〉 = 1 as well as 〈iτ , τ〉 = 0 we have 〈∇ ∂

∂xk
τ, τ〉 =

〈∇ ∂

∂xk
iτ, iτ〉 = 0 and 〈∇ ∂

∂xk
(iτ), τ〉 = −〈∇ ∂

∂xk
τ , iτ〉. Hence,

∇ ∂

∂xk
τ = 〈∇ ∂

∂xk
τ , iτ〉iτ = j(τ)

(
∂

∂xk

)
iτ ,

∇ ∂

∂xk
iτ = −〈∇ ∂

∂xk
τ , iτ〉τ = − j(τ)

(
∂

∂xk

)
τ .

(29)

Hence, we can express the pre-jacobian in coordinates as

j(u)

(
∂

∂xk

)
= 〈∇ ∂

∂xk
u, iu〉 =

〈
∂u1

∂xk
τ +

∂u2

∂xk
iτ + u1∇ ∂

∂xk
τ + u2∇ ∂

∂xk
iτ,−u2τ + u1iτ

〉
= u1 ∂u

2

∂xk
− u2 ∂u

1

∂xk
+ |u|2 j(τ)

(
∂

∂xk

)
.

Substituting (27) into (24), by the above equality and (29) we have

∇v = |u|−1v ⊗ d|u|+m|u|−2iv ⊗ (j(u)− |u|2 j(τ)) + iv ⊗ j(τ)

= |u|−1v ⊗ d|u|+ iv ⊗ (m|u|−2 j(u)− (m− 1) j(τ)),

as desired.
Step 3 (Chain rule for the squared gradient and pre-jacobian): As already discussed above, we can

restrict ourselves to points in O \ {u = 0} at which v, u, and |u| are approximately differentiable. Using
(19), 〈v, iv〉 = 0, and |u| = |v| we have that

|∇v|2 = |u|−2|v|2|d|u||2 +m2|u|−4|v|2|j(u)|2 + (m− 1)2|v|2|j(τ)|2 − 2m(m− 1)|u|−2|v|2〈j(u), j(τ)〉
= |d|u||2 +m2|u|−2|j(u)|2 + (m− 1)2|u|2|j(τ)|2 − 2m(m− 1)〈j(u), j(τ)〉, (30)

Let us decompose ∇u into the components parallel and orthogonal to u:

∇u = |u|−2(u⊗ 〈∇u, u〉+ (iu)⊗ j(u)). (31)

Employing the coordinate representation of ∇u in (13), (28) with v replaced by u, (29), and (24) leads
to

〈∇ ∂

∂xk
u, u〉 =

〈
∂u1

∂xk
τ +

∂u2

∂xk
iτ + j(τ)

(
∂

∂xk

)
u1iτ − j(τ)

(
∂

∂xk

)
u2τ , u1τ + u2iτ

〉
= u1 ∂u

1

∂xk
+ u2 ∂u

2

∂xk
= |u|d|u|

(
∂

∂xk

)
.
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Using the above identity in (31), we derive that

|∇u|2 = |u|−4(|u|2|d|u||2|u|2 + |j(u)|2|u|2) = |d|u||2 + |u|−2|j(u)|2. (32)

Hence, (30) implies

|∇v|2 = m2|∇u|2 + (1−m2)|d|u||2 + (m− 1)2|u|2|j(τ)|2 − 2m(m− 1)〈j(u), j(τ)〉,

which shows (21).
From the very definition of the pre-jacobian by a direct computation using (19) and |u| = |v| we obtain

(22).
Step 4 (chain rule for the vorticity): From this point on, we additionally assume that u ∈ L∞(TO).

Using the smoothness of τ , m ≥ 1, and (21) we can estimate

‖∇v‖L1 ≤ m‖∇u‖L1 + (m− 1)‖u‖L1‖j(τ)‖L∞ + 2m(m− 1)‖∇u‖L1‖j(τ)‖L∞ <∞,

by which we can define ω(v) in distributional sense. Let now Φ = ϕ vol with ϕ ∈ C∞c (O), by (15) and
(22) it follows that

ω(v)(Φ) =

ˆ
O

− j(v) ∧ dϕ+ κ vol = m

ˆ
O

(− j(u) ∧ dϕ+ κ vol)− (m− 1)

ˆ
O

(
−|u|2 j(τ) ∧ dϕ+ κ vol

)
= mω(u)(Φ)− (m− 1)

ˆ
O

(
−|u|2 j(τ) ∧ dϕ+ κ vol

)
. (33)

By the product rule from Lemma 5 applied to |u|τ and |du|u|| ≤ |∇u| which follows from (32) we can
estimate

‖∇(|u|τ)‖L1 ≤ ‖∇u‖L1 + ‖u‖L1‖∇τ‖L∞ <∞.
Hence, ω(|u|τ) can be defined in distributional sense. Furthermore, by the same product rule we get that

j(|u|τ) = 〈τ ⊗ d|u|+ |u|∇τ , i|u|τ〉 = |u|2 j(τ).

The above equality combined with (33) gives (23). �

3. Statement of the main result

This section is devoted to the statement of our Γ-convergence result. Let us first define all required
objects. Given m ∈ N, the set of the admissible spin fields is

AS(m)(S) :=
{
u ∈ SBV 2(TS) : (u+)m = (u−)m H1

g-a.e. on Ju
}
.

Here, u+, u−, and Ju are the approximate upper-value, the approximate lower-value, and the approximate
jump-set of u (see also Definition 5). Furthermore, for x ∈ Ju the expression (u+(x))m stands for

p
(m)
τ (u+(x)) for some local frame {e, ie} in the vicinity of x (see (18) for a definition of p

(m)
τ ). In this

context it is important to note that the condition (u+)m = (u−)m is independent of the choice of local
frame. Note also that, in the case m = 1 the spin field u satisfies u+ = u− at H1

g-a.e. point on Ju and
therefore

AS(1)(S) = W 1,2(TS).

Given ε > 0, the Ginzburg-Landau energy of u ∈ AS(m) is defined as

GLε(u) :=
1

2

ˆ
S

|∇u|2 +
1

2ε2
(1− |u|2)2 vol +H1

g(Ju). (34)
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Given O ⊂ S open, the following two sets of Dirac measures on O will be relevant for the compactness
result:

X̃(m)(O) :=

{
µ =

K∑
k=1

dk
m
δxk : K ∈ N, dk ∈ Z, xk ∈ O, µ(S) = χ(S)

}
,

X(m)(O) :=

{
µ =

K∑
k=1

dk
m
δxk ∈ X̃(m)(O) : dk ∈ {−1, 1}, xk 6= xl for k 6= l

}
,

where χ(S) is the Euler characteristic of S. For any Dirac measure µ =
∑K
k=1 dk δxk we will from now

on implicitly assume that xk 6= xl for k 6= l. Furthermore, we will denote by |µ|(S) :=
∑K
k=1|dk| its total

variation in S.
The set LS(m)(S) of the limit spin fields consists exactly of those u ∈ SBV (TS) such that

(i) |u| = 1 a.e. in S;
(ii) (u+)m = (u−)m H1

g-a.e. on Ju and H1
g(Ju) <∞;

(iii) ω(u) ∈ X(m) and u ∈ SBV 2
loc(S \ spt(ω(u));TS);

(iv) |∇u| ∈ Lp(S) for all p ∈ [1, 2).

Let u ∈ LS(m)(S) with ω(u) =
∑K
k=1

dk
m δxk . We define the renormalized energy of such u as

W(m)(u) := lim
r→0

(
1

2

ˆ
Sr(ω(u))

|∇u|2 vol−|ω(u)|(S)

m
π|log r|

)
, (35)

where we have introduced the notation

Sr(ω(u)) := S \
K⋃
k=1

B̄r(xk).

Note that we will show in Lemma 15 that the renormalized energy is well-defined, i.e. the limit in (35)

exists and belongs to [−∞,∞) for all u ∈ LS(m)(S).
Let us continue by introducing a minimum problem on Euclidean balls. Given r > 0, let Br(0) denote

the Euclidean open ball centered at the origin. For any v ∈W 1,2(Br(0);R2) we define

GL
(m)

ε (v,Br(0)) :=
1

2m2

ˆ
Br(0)

|∇v|2 + (m2 − 1)|∇|v||2 +
m2

2ε2
(1− |v|2)2 dx. (36)

Then, for λ ∈ S1 let

γ̄(m)
ε (r, λ) := min

{
GL

(m)

ε (v,Br(0)) : v ∈W 1,2(Br(0);R2), v = λ
x

|x|
on ∂Br(0)

}
, (37)

where the product λ x
|x| is meant as a product in C. Note that by direct methods, we can show that the

minimum in (37) exists. As GL
(m)

ε (v,Br(0)) = GL
(m)

ε (ṽ, Br(0)) for ṽ(x) := λ−1v(εx) and ṽ is admissible

for the minimum problem in the definition of γ̄
(m)
1 (ε−1r, 1) we see that for any r > 0, ε > 0, and λ ∈ S1

γ̄(m)(ε−1r) := γ̄
(m)
1 (ε−1r, 1) = γ̄(m)

ε (r, λ).

The following convergence result was proved in [25] (see Lemma 3.9):

Lemma 6. There exists γm ∈ R such that:

lim
R→∞

(
γ̄(m)(R)− π

m2
|log(R)|

)
= γm. (38)
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Consequently, given (λε) ⊂ S1 and (rε) ⊂ R+ such that limε→0 ε
−1rε =∞, we have that

lim
ε→0

(
γ̄(m)
ε (rε, λε)−

π

m2
log
(rε
ε

))
= γm. (39)

We are ready to state our Γ-convergence result:

Theorem 6 (Γ-convergence). The following Gamma-convergence result holds true for the sequence of
functionals (GLε) in (34).

(i) Compactness: Let (uε) ⊂ AS(m)(S) be a bounded sequence in L∞(TS) such that for all ε > 0

GLε(uε) ≤
N

m
π|log ε|+ C, (40)

where N ∈ N and C > 0 are constants independent of ε. Then, there exists µ ∈ X̃(m) with
|µ| ≤ N such that, up to subsequences, it holds that

ω(uε) ⇀ µ weakly in W−1,∞(S). (41)

If |µ| = N we can find u ∈ LS(m)(S) satisfying ω(u) = µ such that, up to subsequences,

uε ⇀ u weakly in SBV 2
loc(S \ spt(µ);TS) (42)

and for all p ∈ [1, 2)

uε ⇀ u weakly in SBV p(TS). (43)

(ii) Γ-liminf: Let (uε) ⊂ AS(m)(S) and u ∈ LS(m)(S) be such that uε → u in L1(TS). Then,

lim inf
ε→0

GLε(uε)−
|ω(u)|
m

π|log ε| ≥ W(m)(u) +H1
g(Ju) +m|ω(u)|γm. (44)

(iii) Γ-limsup: For any u ∈ LS(m)(S) there exists a sequence (uε) ⊂ AS(m)(S) such that uε → u in
L1(TS) and

lim sup
ε→0

GLε(uε)−
|ω(u)|
m

π|log ε| ≤ W(m)(u) +H1
g(u) +m|ω(u)|γm. (45)

4. Proof of Γ-Convergence

All constants appearing in this paper are implicitly assumed to be independent of ε and may change
from line to line. We also employ standard asymptotic notation. For example Or(1) stands for a bounded
term as r → 0. Furthermore, we will not explicitly write out ε in our asymptotic notation. For example
o(1) is shorthand for oε(1).

4.1. Compactness. In this subsection we will prove the compactness result for our sequence of vector
fields with equibounded energy. Given an open set O ⊂ S we define

AS(m)(O) :=
{
u ∈ SBV 2(TO) : (u+)m = (u−)m H1

g-a.e. on Ju
}
.

and for u ∈ AS(m)(O) the localized generalized Ginzburg-Landau energy as

GLε(u,O) :=
1

2

ˆ
O

|∇u|2 +
1

2ε2
(1− |u|2)2 vol +H1

g(Ju ∩O).
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Furthermore, given v ∈ C∞(TO) and a geodesic ball B ⊂ S the localized degree of v around ∂B in O
is given by

dg(v, ∂B;O) :=

{
deg(v, ∂B) if B ⊂ O and |v| ≥ 1

2 on ∂B,

0 else,
(46)

where deg(v, ∂B) is as in (14).
In the proofs of this subsection we will employ the following ball-construction result:

Theorem 7 (Ball construction in an open subset). For every T, C > 0, every integer n > T − 1 and

every q ∈ (0, 1 − T (n + 1)−1), there exist constants ε0, σ0, C̃ > 0 such that the following holds true: if
ε ∈ (0, ε0), σ ∈ [εq, σ0], and v ∈ C∞(TO), for an open set O ⊂ S with Lipschitz boundary satisfying the
energy upper bound

GLε(v,O) ≤ Tπ|log ε|+ C, (47)

there exists Kσ ∈ N and a finite collection of pairwise disjoint geodesic balls B(σ) = {B(σ)
k }

Kσ
k=1, each one

with radius denoted by r
(σ)
k , such that the following properties are satisfied:

(i) {x ∈ O : |v(x)| ≤ 1
2} ⊂

⋃Kσ
k=1B

(σ)
k ;

(ii) Dσ :=
∑Kσ
k=1|d

(σ)
k | ≤ n, where d

(σ)
k := dg(v, ∂B

(σ)
k ;O);

(iii)
∑Kσ
k=1 r

(σ)
k ≤ (n+ 1)σ;

(iv) GLε(vε, B
(σ)
k ∩O) ≥ |d(σ)

k |(π log
(
σ
ε

)
− C̃) for k = 1, . . . ,Kσ.

Note that the above result is a generalization of Proposition 8.2 in [27]. The necessary modifications
can be found in Appendix B.

For the readers convenience we recall here an important result from [27] (see also Lemma A.1):

Lemma 7 (Energy lower bound on circles). Let u ∈ C∞(TS), ε > 0, x ∈ O, and r ∈ (ε, r∗). Then,

1

2

ˆ
∂Br(x)

|∇u|2 +
1

2ε2
(1− |u|2)2 vol ≥ λε

( r
d

)
(48)

for

d :=

{
deg(u, ∂Br(x)) if min∂Br(x)|u| ≥ 1

2 ,

any positive integer else.

Here, λε : R→ R satisfies

λε(r) ≥
π(1− Cr2)

r + Cε
,

where C is a universal constant only depending on S.

Lemma 8. Given an open set O ⊂ S and v ∈W 1,1(TO), the following holds true at a.e. point in O:

∇v =

{
|v|−1v ⊗ d|v|+ |v|−2(iv)⊗ j(v), if v 6= 0,

0 else.
(49)

Proof. By an approximation argument we can reduce ourselves to the case of v ∈ C∞(TO). Furthermore
for a.e. x ∈ {x ∈ O : v(x) = 0} it holds that ∇v(x) = 0. It remains to investigate a points in O where
v 6= 0. Using the product rule, we have that

∇v = ∇(|v||v|−1v) = |v|−1v ⊗ d|v|+ |v|∇(|v|−1v).
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Differentiating both sides of 〈 v|v| ,
v
|v| 〉 = 1 we see that 〈∇(|v|−1v), v〉 = 0. Hence, by yet another product

rule, it follows that

∇(|v|−1v) = |v|−1(iv)⊗ 〈∇(|v|−1v), |v|−1iv〉 = |v|−2(iv)⊗ 〈d(|v|−1)⊗ v + |v|−1∇v, iv〉 = |v|−3(iv)⊗ j(v),

which leads to (49). �

From this point on, given a coordinate neighborhood O ⊂ S, we will shortly write

C∞(Ō;S1) = {τ ∈ C∞(TŌ) : |τ | = 1 on O}

for smooth (up to the boundary) unit-length tangent vector fields on O. We also define the truncation
Tr 1

2
: TS → TS by

Tr 1
2
(X) :=

{
X
|X| , |X| ≥

1
2 ,

2X, else,

for any X ∈ TS.

Lemma 9. Given an open coordinate neighborhood O, let τ ∈ C∞(Ō;S1) and (vε) ⊂ C∞(TO) be a
bounded sequence in L∞(TO) such that for all ε

GLε(vε, O) ≤ C|log ε|. (50)

Then,

ω(|vε|τ) ⇀ 0 weakly in W−1,∞
0 (O). (51)

Proof. Step 1: Let n > C
π − 1 and q ∈ (0, 1 − C

π(n+1) ), where C is as in (50). For each εwe then apply

Theorem 7 to vε, where n, q are as above and σ = σε = εq. Hence, there exists ε0 > 0 such that for all

ε ∈ (0, ε0) there exists a finite collection of disjoint closed geodesic balls Bε = {B(ε)
k }

Kε
k=1 such that

{x ∈ O : |vε| < 1
2} ⊂

Kε⋃
k=1

B
(ε)
k , (52)

Kε∑
k=1

r
(ε)
k ≤ (n+ 1)εq, (53)

where r
(ε)
k is the radius of B

(ε)
k .

Step 2: In O we define wε := |vε|τ and w̃ε := Tr 1
2
wε. Our aim now is to show

ω(wε)− ω(w̃ε) ⇀ 0 weakly in W−1,∞
0 (O). (54)

Note that there exists a constant C > 0 such that H2
g(Br(x))) ≤ Cr2 for all x ∈ S and r ∈ (0, r∗). Hence,

(51), (52), and |vε| = |uε| we derive that

ˆ
{|wε|< 1

2}
|wε|2 vol ≤ 1

4

Kε∑
k=1

H2
g(B

(ε)
k ) ≤ C

Kε∑
k=1

(r
(ε)
k )2 ≤ C

(
Kε∑
k=1

r
(ε)
k

)2

≤ C(n+ 1)2ε2q.

On the set {|wε| ≥ 1/2}, by the definition of wε and w̃ε it follows that

|wε − w̃ε|2 = (1− |wε|)2 ≤ (1− |vε|)2(1 + |vε|)2,
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and therefore, with (50) and the definition of GLεˆ
{|wε|≥ 1

2}
|wε − w̃ε|2 vol ≤ 4GLε(vε, O)ε2 ≤ C|log ε|ε2.

Combining the aforementioned estimates it follows that

‖wε − w̃ε‖2L2 ≤ C|log ε|ε2 + C(n+ 1)2ε2q ≤ Cε2q, (55)

where we have used q < 1. We next estimate ‖∇wε‖L2 . By the product rule,

∇wε = ∇(|vε|τ) = τ ⊗ d|vε|+ |vε|∇τ .

Hence, due to the boundedness of (vε) in L∞(TO), the smoothness of τ , and |d|vε|| ≤ |∇vε| which
follows from (49) it holds that |∇wε| ≤ |∇vε|+ C. With (50) this shows

‖∇wε‖2L2 ≤
ˆ
O

|∇vε|2 vol +C ≤ 2GLε(vε, O) + C ≤ C|log ε|. (56)

We will now derive a similar estimate for ‖∇w̃ε‖L2 . At points in O for which |vε| > 1
2 , by the product

rule, it holds that

∇w̃ε = ∇(|wε|−1wε) = −|wε|−2wε ⊗ d|vε|+ |wε|−1∇wε.
Taking the norm on both sides of the above equation leads to the following bound:

|∇w̃ε| ≤ 2|d|vε||+ 2|∇wε|.

At points in O with |vε| < 1
2 we have |∇w̃ε| = 2|∇wε|. The last two estimates combined with (49) and

(56) result in

‖∇w̃ε‖2L2 ≤ C|log ε|, (57)

which eventually gives (54) by using (17) together with (55) and (56).
Step 3: By the previous step, (51) is proved if we show that

ω(w̃ε) ⇀ 0 weakly in W−1,∞
0 (O).

Fix an arbitrary test-function ϕ ∈ W 1,∞
0 (O) with ‖dϕ‖L∞ ≤ 1. Let B = Br(x) ∈ Bε such that B ⊂ O.

As w̃ε = τ on ∂B, by Stoke’s theorem and the smoothness of τˆ
B

ω(w̃ε) =

ˆ
∂B

j(w̃ε) =

ˆ
∂B

j(τ) = deg(τ , ∂B) = 0.

Hence, by ‖dϕ‖L∞ ≤ 1, (16), (50), and (57) it follows that∣∣∣∣ˆ
B

ϕω(w̃ε)

∣∣∣∣ =

∣∣∣∣ϕ(x)

ˆ
B

ω(w̃ε) +

ˆ
B

(ϕ(y)− ϕ(x))ω(w̃ε(y))

∣∣∣∣
≤ 2r

ˆ
B

|ω(w̃ε)| vol ≤ 2r

ˆ
B

|∇w̃ε|2 + |κ| vol ≤ Cr|log ε|.

Let us now consider B = Br(x) ∈ Bε such that B \ O 6= ∅, instead. Take x′ ∈ B ∩ ∂O, using that
ϕ(x′) = 0 we can derive , similarly to the previous case, that∣∣∣∣ˆ

B

ϕω(w̃ε)

∣∣∣∣ ≤ ˆ
B

|ϕ(y)− ϕ(x′)||ω(w̃ε(y))| vol(y) ≤ 2r

ˆ
B

|∇w̃ε|2 + |κ| vol ≤ Cr|log ε|.
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In O \ ∪Kεk=1B
(ε)
k we have that |w̃ε| = 1 and therefore ω(w̃ε) = 0. Consequently, by (16), (50), and (53)

we conclude that∣∣∣∣ˆ
O

ϕω(w̃ε)

∣∣∣∣ =

Kε∑
k=1

∣∣∣∣∣
ˆ
B

(ε)
k

ϕω(w̃ε)

∣∣∣∣∣ ≤ C
(
Kε∑
k=1

r
(ε)
k

)
|log ε| ≤ C(n+ 1)εq|log ε|.

The weak convergence in (51) follows by the arbitrariness of ϕ. �

In the next lemma we will derive our initial compactness result for the vorticities.

Lemma 10 (Initial vorticity compactness). Let (uε) ⊂ AS(m)(S) be a bounded sequence in L∞(TS) such
that for all ε:

GLε(uε) ≤ C|log ε|. (58)

Then, there exists a measure µ ∈ X̃(m) such that, up to subsequences,

ω(uε) ⇀ µ weakly in W−1,∞(S).

Proof. Step 1 (locally m-pling the angles): We start by localizing the problem. Let O ⊂ S be a coordinate
neighborhood with smooth boundary. Furthermore, choose an arbitrary τ ∈ C∞(Ō;S1) and set vε :=

p
(m)
τ (uε) in O. By (21) it holds that∣∣∣∣ˆ

O

|∇vε|2 vol

∣∣∣∣ = m2

ˆ
O

|∇uε|2 vol +(1−m2)

ˆ
O

|d|uε||2 vol +(m− 1)2

ˆ
O

|uε|2|j(τ)|2 vol

− 2m(m− 1)

ˆ
O

〈j(uε), j(τ)〉 vol .

Using Young’s inequality we derive

ˆ
O

〈j(uε), j(τ)〉 vol ≤
ˆ
O

|uε||∇uε||j(τ)| vol ≤ 1

2

ˆ
O

|uε|2|∇uε|2 vol +
1

2

ˆ
O

|j(τ)|2 vol .

Consequently, by the energy bound (58), the boundedness of (uε) in L∞(TS), and the smoothness of τ
it follows that

GLε(vε, O) =
1

2

ˆ
O

|∇vε|2 vol +
1

4ε2

ˆ
O

(1− |vε|2)2 vol

≤ (m− 1)2

2
‖uε‖L∞

ˆ
O

|j(τ)|2 vol +

(
m2

2
+m(m− 1)‖uε‖L∞

)ˆ
O

|∇uε|2 vol +
1

4ε2

ˆ
O

(1− |uε|2)2 vol

≤ C(1 +GLε(uε)) ≤ C|log ε|. (59)

Using a standard approximation argument in W 1,2(TO) we can assume that vε ∈ C∞(TO) for all ε and
(59) holds true with a possibly larger constant C. We now apply Theorem 7 to the sequence (vε), where
n > C

π − 1, q ∈ (0, 1 − C(π(n + 1))−1), and σ = σε = εq. Hence, there exists ε0 > 0 such that for all
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ε ∈ (0, ε0) we can find a finite collection of disjoint geodesic balls Bε = {B(ε)
k }

Kε
k=1 such that

{x ∈ O : |vε| ≤ 1
2} ⊂

Kε⋃
k=1

B
(ε)
k , (60)

Dε =

Kε∑
k=1

|d(ε)
k | ≤ n, where d

(ε)
k := dg(vε, ∂B

(ε)
k , O), (61)

Kε∑
k=1

r
(ε)
k ≤ (n+ 1)εq, (62)

where r
(ε)
k is the radius of B

(ε)
k .

Step 2 (Compactness locally): We will prove the compactness of (ω(uε)) in W−1,∞
0 (O). With the

notation from the first step, for ε ∈ (0, ε0) let νε ∈ X̃(1)(O) be the measure

νε :=

Kε∑
k=1

d
(ε)
k δ

x
(ε)
k

,

where x
(ε)
k is the center of the ball B

(ε)
k . Using (61) we see that |νε| = Dε ≤ n <∞. Consequently, there

exists ν ∈ X̃(O) and a (not relabeled) subsequence (νε) such that νε
∗
⇀ ν weakly* inM(O), in particular

νε ⇀ ν weakly in W−1,∞
0 (O). (63)

Setting ṽε := Tr 1
2
vε, by (60) and (62), following the proof of Step 2 in Lemma 9 we have that

ω(vε)− ω(ṽε) ⇀ 0 weakly in W−1,∞
0 (O). (64)

Let ϕ ∈ W 1,∞
0 (O) such that ‖∇ϕ‖L∞ ≤ 1. For a ball B = B

(ε)
k ∈ Bε that is contained in O we see by

(60) and (60) that d
(ε)
k = deg(vε, ∂B). Hence, reasoning as in the proof of Step 3 in Lemma 9, we have∣∣∣∣ˆ

B

ϕω(ṽε)−
ˆ
B

ϕdνε

∣∣∣∣ =

∣∣∣∣ˆ
B

ϕω(ṽε)− d(ε)
k ϕ(x

(ε)
k )

∣∣∣∣
=

∣∣∣∣ˆ
B

ϕω(ṽε)− ϕ(x
(ε)
k )

ˆ
∂B

j(ṽε)

∣∣∣∣
≤
ˆ
B

|ϕ(y)− ϕ(x
(ε)
k )||ω(ṽε)(y)| vol(y)

≤ r(ε)
k

ˆ
B

|ω(ṽε)| vol ≤ Cr(ε)
k |log ε|.

Let us now consider a ball B = B
(ε)
k ∈ Bε such that B \ O 6= ∅. Taking x′ ∈ ∂O ∩ B and using

ϕ(x′) = d
(ε)
k = 0 we obtain the same estimate as above:∣∣∣∣ˆ
B∩O

ϕω(ṽε)−
ˆ
B∩O

ϕdνε

∣∣∣∣ =

∣∣∣∣ˆ
B∩O

ϕω(ṽε)

∣∣∣∣ ≤ ˆ
B∩O
|ϕ(y)− ϕ(x′)||ω(ṽε)(y)| vol(y)

≤ 2r
(ε)
k

ˆ
B∩O
|ω(ṽε)| vol ≤ Cr(ε)

k |log ε|.

Consequently, as ω(ṽε) = 0 outside ∪Kεk=1B
(ε)
k , by the arbitrariness of ϕ and (62) it follows that

ω(ṽε)− νε ⇀ 0 weakly in W−1,∞
0 (O).
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By (63) and (64) ω(vε) ⇀ ν weakly in W−1,∞
0 (O). Hence, using (23), Lemma (9), and possibly extracting

a further subsequence, we see that

ω(uε) =
1

m
ω(vε) +

m− 1

m
ω(|vε|τ) ⇀

1

m
ν =: µ ∈ X̃(m)(O) weakly in W−1,∞

0 (O).

Step 3 (Partition of unity): The global compactness result then follows by a partition of unity argu-
ment. Let K ∈ N and let {Ok}Kk=1 be a finite familyof coordinate neighborhoods with smooth boundary
such that S = ∪Kk=1Ok. Furthermore, let {ρk}Kk=1 be a smooth partition of unity subordinate to the

cover {Ok}Kk=1. Due to Step 2 we can find for each k a measure µk ∈ X̃(m)(Ok) and a (not relabeled)

subsequence such that ω(uε) ⇀ µk weakly in W−1,∞
0 (Ok). Then, for the measure µ :=

∑K
k=1 ρkµk and

ϕ ∈W 1,∞(TS) we have

ˆ
S

ϕω(uε) =

K∑
k=1

ˆ
S

ρkϕω(uε)→
K∑
k=1

〈ρkµk, ϕ〉 = 〈µ, ϕ〉,

where we have used ρkϕ ∈ W 1,∞
0 (Ok). Let us check that µ ∈ X̃(m). For this purpose consider x ∈

spt(µk) ∩ Ol for k, l ∈ {1, . . . ,K} with k 6= l. Take ϕ ∈ C∞c (Br(x)) with ϕ(x) = 1, where r > 0 is
sufficiently small such that Br(x) ∩ spt(µk) = {x}, Br(x) ∩ spt(µl) \ {x} = ∅, and Br(x) ⊂ Ok ∩ Ol. As

ϕ ∈W 1,∞
0 (Ok) we have ˆ

S

ϕω(uε) =

ˆ
Ok

ϕω(uε)→ ϕ(x)µk(x) = µk(x).

As we also have ϕ ∈W 1,∞
0 (Ol) we can similarly derive thatˆ

S

ϕω(uε)→ µl(x),

and therefore µk(x) = µl(x). By the arbitrariness of x it follows that (µk − µl)
¬
Ok ∩Ol = 0. By the

arbitrariness of k and l, in order to prove µ ∈ X̃(m)(S) we only need to check that µ(S) = χ(S). This
follows by the W−1,∞-convergence of (ω(uε)) and Morse’s index formula (see Theorem 5) since

µ(S) = lim
ε→0

ˆ
S

1ω(uε) = χ(S).

�

In order to improve the above compactness result we will need to employ harmonic vector fields.

Definition 9 (Harmonic vector fields). LetO ⊂ S be a coordinate neighborhood with Lipschitz boundary.
We call a vector field τ ∈ C∞(O,S1) harmonic (on O) if and only if j(τ) = d∗Φ in O, where Φ is the
2-form solving {

∆Φ = −κ vol in O,

Φ = 0 on ∂O,
(65)

∆ = d d∗ being the Laplace-Beltrami operator.

In the next lemma we show the existence of such vector fields.

Lemma 11 (Existence of harmonic unit-length vector fields). On any coordinate neighborhood O ⊂ S
with Lipschitz boundary, there exists a harmonic vector field τ .
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Proof. Step 1: Let Φ ∈ C∞(Λ2Ō) solve (65). Fix an arbitrary point x0 ∈ O and a unit-length vector
τ0 ∈ Tx0O. We then define τ at a point x ∈ O as follows: Let γ : [0, 1] → U be a smooth curve with
γ(0) = x0 and γ(1) = x. Then by classic ODE theory there exists a smooth vector-field X ∈ C∞(TO),
such that {

∇γ′(s)X(γ(s)) = d∗Φ(γ′(s))X⊥(γ(s)) for s ∈ [0, 1],

X(x0) = τ0.
(66)

We set τ(x) := X(x). By construction for all s ∈ [0, 1] it follows that

dγ′(s)|X(γ(s))|2 = 2〈∇γ′(s)X(γ(s)), X(γ(s))〉 = 2 d∗Φ(γ′(s))〈X⊥(γ(s)), X(γ(s))〉 = 0.

As |X(x0)| = |τ0| = 1 this proves |X(γ(s))| = 1 for all s ∈ [0, 1]. In particular, we see that |τ(x)| = 1.
Step 2: Let us now check that this definition of τ(x) does not depend on the path γ. To this end,

consider another smooth curve ζ : [0, 1]→ O with ζ(0) = x0, ζ(1) = x, and let Y ∈ C∞(TO) be a solution
of {

∇ζ′(s)Y (ζ(s)) = d∗Φ(ζ ′(s))Y ⊥(ζ(s)) for s ∈ [0, 1],

Y (x0) = τ0,

As, both, X(1) and Y (1) are of unit length it is sufficient to show that the angle between X(1) and Y (1)
is a multiple of 2π. Fixing η ∈ C∞(O;S1) we can find α, β ∈ C∞([0, 1]) such that

X(γ(s)) = eiα(s)η(γ(s)), Y (ζ(s)) = eiβ(s)η(ζ(s)).

We then have for any s ∈ [0, 1] that

〈∇γ′(s)X(γ(s)), X⊥(γ(s))〉 = 〈ieiα(s)α′(s)η(γ(s)) + eiα(s) j(η)(γ′(s))iη(γ(s)), eiα(s)iη(γ(s))〉
= α′(s) + j(η)(γ′(s)),

and similarly

〈∇ζ′(s)Y (ζ(s)), Y ⊥(ζ(s))〉 = β′(s) + j(η)(ζ ′(s)).

Let ω : [0, 1]→ O be the curve:

ω(s) :=

{
γ(2s) if s ∈ [0, 1

2 ),

ζ(1− 2s) if s ∈ [ 1
2 , 1].

By the simple connectedness of O the curve η is homologous to 0. Therefore, there exists an integrable
function f : O → Z such that for any 1-form ϕ on O we have (see Section 5.4 in [27])ˆ

η

ϕ =

ˆ
O

f dϕ.

Applying the above result for ϕ = d∗Φ +A leads to

α(1)− β(1) =

ˆ 1

0

〈∇γ′(s)X(s), iX(s)〉ds−
ˆ 1

0

〈∇ζ′(s)Y (s), iY (s)〉ds−
ˆ
γ

j(η) +

ˆ
µ

j(η)

=

ˆ
η

d∗Φ− j(η) =

ˆ
O

f(∆Φ + κ vol) = 0 mod 2π.

Consequently, τ is a well-defined unit-length tangent vector field on O. Its smoothness follows from the
smoothness of Φ. Lastly, the fact that j(τ) = d∗Φ is directly implied by (66). �

By possibly decreasing O we can from now on assume without loss of generality that any harmonic
vector field we encounter is smooth up to the boundary.
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Lemma 12. Let O be a coordinate neighborhood with smooth boundary, τ a harmonic unit-length vector

field in O, and (vε) ⊂ AS(1)(O) such that

ω(vε) ⇀ k δx weakly in W−1,∞
0 (O),

where k ∈ Z, and x ∈ O. Let Φ be the 2-form solving (65) and j(τ) = d∗Φ, then,ˆ
O

〈j(vε), j(τ)〉 vol→ k (?Φ)(x) +

ˆ
O

|j(τ)|2 vol . (67)

Proof. By (65), integration by parts, and the definition of ω(vε) we derive thatˆ
O

〈j(vε), j(τ)〉 vol =

ˆ
O

〈j(vε),d∗Φ〉 vol =

ˆ
O

〈ω(vε)− κ vol,Φ〉 vol +

ˆ
∂O

?Φ j(vε)

=

ˆ
O

(?Φ)ω(vε)−
ˆ
O

κΦ→ k (?Φ)(x)−
ˆ
O

κΦ

as ε→ 0. To show (67) it is enough to rewrite the last integral on the right-hand side above as follows:ˆ
O

−κΦ =

ˆ
O

〈d d∗Φ,Φ〉 vol =

ˆ
O

|d∗Φ|2 vol =

ˆ
O

|j(τ)|2 vol .

�

Lemma 13. For any r0 ∈ (0, r∗) there exists a constant C > 0 such that for all x ∈ S, r ∈ (0, r0], 2-form
Φ solving (65) on Br(x), and the corresponding harmonic unit-length vector field τ it holds that

‖Φ‖L∞ ≤ C. (68)

and ˆ
Br(x)

|j(τ)|2 vol ≤ C
ˆ
S

|κ| vol . (69)

Proof. The bound in (68) follows by standard elliptic theory. Furthermore, by j(τ) = d∗Φ it holds thatˆ
Br(x)

|j(τ)|2 vol =

ˆ
Br(x)

|d∗Φ|2 vol = −
ˆ
Br(x)

κΦ ≤ C
ˆ
S

|κ| vol,

which is (69). �

Lemma 14 (Localized Γ-liminf inequality). Let (uε) ⊂ AS(m)(S) be a bounded sequence in L∞(TS)
such that

GLε(uε) ≤ C|log ε| for all ε > 0 and (70)

ω(uε) ⇀ µ :=

K∑
k=1

dk
m
δxk ∈ X̃(m)(S) weakly in W−1,∞(S). (71)

Furthermore, let r0 ∈ (0, r∗) be small enough such that the balls {Br0(xk)} are disjoint. Then, there exist
C ∈ R such that for every k ∈ {1, . . . ,K} and r ∈ (0, r0] it holds that

lim inf
ε→0

(
GLε(uε, Br(xk))− π|dk|

m2
log
(r
ε

))
≥ C. (72)
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Proof. Fix k and r ∈ (0, r0] and shortly write B := Br(xk). Furthermore, let vε := p
(m)
τ (uε), where τ is a

harmonic unit-length vector field on B. By (21), the boundedness of (uε) in L∞, and (69) we derive that

GLε(uε, B) ≥ 1

4ε2

ˆ
B

(1− |vε|2)2 vol +
1

2m2

ˆ
B

|∇vε|2 vol +
m2 − 1

2m2

ˆ
B

|d|uε||2 vol

− (m− 1)2

2m2

ˆ
B

|uε|2|j(τ)|2 vol−m− 1

m

ˆ
B

〈j(uε), j(τ)〉 vol

≥ 1

m2
GLε(vε, B)− ‖uε‖2L∞

ˆ
B

|j(τ)|2 vol−m− 1

m

ˆ
B

〈j(uε), j(τ)〉 vol

≥ 1

m2
GLε(vε, B)− C − m− 1

m

ˆ
B

〈j(uε), j(τ)〉 vol (73)

for some constant C independent of ε and r. By (22) and (69) we also have that

−m− 1

m

ˆ
B

〈j(uε), j(τ)〉 vol = −m− 1

m2

ˆ
B

〈j(vε), j(τ)〉 vol− (m− 1)2

m2

ˆ
B

|uε|2|j(τ)|2 vol

≥ −m− 1

m2

ˆ
B

〈j(vε), j(τ)〉 vol−C. (74)

Note that by (70), (71), Lemma 9, and (23)

ω(vε) = mω(uε)− (m− 1)ω(|vε|τ) ⇀ dk δxk

weakly in W−1,∞
0 (B) and hence by Lemma 12, (74), (67), (68), and (69) it follows that

lim inf
ε→0

−m− 1

m

ˆ
B

〈j(uε), j(τ)〉 vol ≥ −m− 1

m2
dk (?Φ)(xk)− m− 1

m2

ˆ
B

|j(τ)|2 − C ≥ −C. (75)

Recalling Proposition 4(ii) in [19] stating that under our assumptions

lim inf
ε→0

(
GLε(vε, Br(xk))− π|dk| log

(r
ε

))
≥ −C,

for a constant C independent of r, by (73) and (75) we eventually obtain (72). �

Proposition 5 (Improved vorticity compactness). Let (uε) ⊂ AS(m) be a bounded sequence in L∞(TS)
such that for all ε

GLε(uε) ≤
N

m
π|log ε|+ C, (76)

where N ∈ N and assume that ω(uε) ⇀ µ ∈ X̃(m)(S) weakly in W−1,∞(S). Then, |µ| ≤ N . Moreover, if
|µ| = N , then µ ∈ X(m)(S).

Proof. Step 1 (Upper bound on |ω(u)|): Let us write µ =
∑K
k=1

dk
m δxk . Furthermore, let r0 ∈ (0, r∗)

be chosen sufficiently small that the balls {Br0(xk)} are disjoint. We will shortly write Bk for the ball

Br0(xk). By (76) and Lemma 14 there exist C̃and ε0 > 0 such that for all ε ∈ (0, ε0)

πN

m
|log ε|+ C ≥

K∑
k=1

GLε(uε, Bk) ≥
K∑
k=1

π|dk|
m2

log
(r0

ε

)
−KC̃ ≥ π|µ|

m
|log ε| −KC̃ − π|µ|

m
|log r0|.

Taking ε→ 0, this can only hold true if |µ| ≤ N .
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Step 2 (Case |ω(u)| = N) : Let us assume that |µ| = N . We will show that this implies |dk| = 1 for

all k and hence µ ∈ X(m)(S). For fixed k let vε := p
(m)
τ (uε) in Bk for a harmonic unit-length vector field

τ on Bk. From (21), the boundedness of (uε) in L∞, and (69) we derive that

GLε(vε, Bk) =
1

4ε2

ˆ
Bk

(1− |uε|2)2 vol +
m2

2

ˆ
Bk

|∇uε|2 vol +
1−m2

2

ˆ
Bk

|d|uε||2 vol

+
(m− 1)2

2

ˆ
Bk

|uε|2|j(τ)|2 vol−m(m− 1)

ˆ
Bk

〈j(uε), j(τ)〉 vol

≤ m2GLε(uε, Bk)−m(m− 1)

ˆ
Bk

〈j(uε), j(τ)〉 vol +C. (77)

Furthermore, using (22), we can write

−m(m− 1)

ˆ
Bk

〈j(uε), j(τ)〉 vol = −(m− 1)

ˆ
Bk

〈j(vε), j(τ)〉 vol−(m− 1)2

ˆ
Bk

|uε|2|j(τ)|2 vol

≤ −(m− 1)

ˆ
Bk

〈j(vε), j(τ)〉 vol .

Hence, by Lemma 12 it holds that

lim sup
ε→0

−m(m− 1)

ˆ
Bk

〈j(uε), j(τ)〉 vol ≤ −(m− 1)

(
?Φ(xk) +

ˆ
Bk

|j(τ)|2 vol

)
.

By (77) and Lemma 13 we have that

GLε(vε, Bk) ≤ m2GLε(uε, Bk) + C. (78)

As the balls {Bl} are disjoint we derive using |µ| = N and Lemma 14 the following upper bound on
GLε(uε, Bk) for ε small enough:

GLε(uε, Bk) ≤ GLε(uε)−
∑
l 6=k

GLε(uε, Bl)

≤ πN
m
|log ε| − π

∑
l 6=k

|dl|
m2

log
(r0

ε

)
+ C

≤ πN
m
|log ε| − π

|µ| − |dk|m
m

|log ε|+ C = π
|dk|
m2
|log ε|+ C. (79)

Using this bound in (78) we see that

GLε(vε) ≤ π|dk||log ε|+ C. (80)

Following the by now standard arguments in the proof of Theorem B (i) in [19] (see also Theorem 5.3 (i)
in [4]) this bound can only hold true for ε→ 0 if |dk| = 1, as desired. �

From now on we define Ar,r′(x) := Br′(x) \Br(x) for any x ∈ S and 0 < r < r′ < r∗.

Lemma 15 (Well-definedness of the renormalized energy). Let u ∈ LS(m)(S) be such that ω(u) =∑K
k=1

dk
m δxk ∈ X(m). Then, the limit in (35) exists and belongs to (−∞,∞]. Moreover, for r0 ∈ (0, r∗)
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sufficiently small that the balls {Br0(xk)}k are disjoint we have that

W(m)(u) =
1

2

ˆ
Sr0 (ω(u))

|∇u|2 vol +

K∑
k=1

1

m2
W(v(k), Br0(xk))−

K∑
k=1

(m− 1)2

2m2

ˆ
Br0 (xk)

|j(τ (k))|2 vol

+

K∑
k=1

m− 1

m

ˆ
Br0 (xk)

〈j(v(k)), j(τ (k))〉 vol,

where τ (k) ∈ C∞(B̄;S1), v(k) := pτ(k)(u), and

W(v(k), Br0(xk)) = lim
r→0

(
1

2

ˆ
Ar,r0 (xk)

|∇v(k)|2 vol−π|log r|

)
. (81)

Proof. For any 0 < r < r0 we can write

1

2

ˆ
Sr(ω(u))

|∇u|2 vol−π |ω(u)|(S)

m
|log r| = 1

2

ˆ
Sr(ω(u))

|∇u|2 vol−π K
m2
|log r|

=
1

2

ˆ
Sr0 (ω(u))

|∇u|2 vol +

K∑
k=1

(
1

2

ˆ
Ar,r0 (xk)

|∇u|2 vol− π

m2
|log r|

)
.

Therefore, to prove the existence of the limit in (35), it is enough to show that for every k

lim
r→0

1

2

ˆ
Ar,r0 (xk)

|∇u|2 vol− π

m2
|log r| ∈ (−∞,∞]. (82)

Let us fix k and set B := Br0(xk) and Ar := Ar,r0(xk). Furthermore, let τ ∈ C∞(B̄;S1) and v := p
(m)
τ (u)

in B. Then, by (21) and |u| = 1 a.e. in S we get that

1

2

ˆ
Ar

|∇u|2 vol− π

m2
|log r| = 1

m2

(
1

2

ˆ
Ar

|∇v|2 vol−π|log r|
)
− (m− 1)2

2m2

ˆ
Ar

|j(τ)|2 vol

+
m− 1

m

ˆ
Ar

〈j(v), j(τ)〉 vol .

Since u ∈ LS(m)(S) is such that ∇u ∈ L1(TS), by (21)we have that ∇v ∈ L1(TB), which together with
the smoothness of τ leads to

lim
r→0

(
m− 1

m

ˆ
Ar

〈j(v), j(τ)〉 vol− (m− 1)2

2m2

ˆ
Ar

|j(τ)|2 vol

)
=
m− 1

m

ˆ
B

〈j(v), j(τ)〉 vol− (m− 1)2

2m2

ˆ
B

|j(τ)|2 vol .

Finally, (82) follows thanks to

lim
r→0

(
1

2

ˆ
Ar

|∇v|2 vol−π|log r|
)
∈ (−∞,∞]

whose proof can be found in [19] (see Subsection 6.1). �
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Lemma 16 (Localization of a unit vortex). Let O ⊂ S be an open set and (vε) ⊂ C∞(TO) a bounded
sequence in L∞(TO) such that for all ε:

GLε(vε, O) ≤ π|log ε|+ C.

Furthermore, assume that for x0 ∈ O and d ∈ {−1, 1}

ω(vε) ⇀ dδx0
weakly in W−1,∞

0 (O).

Then, there exists ε0 > 0 and C̃ > 0 such that for all ε ∈ (0, ε0) we can find xε ∈ O such that

(i) limε→0 xε = x0;
(ii) deg(vε, ∂Br(xε)) = d for r > 0 such that ∂Br(xε) ⊂ O and |vε| ≥ 1

2 on ∂Br(xε);

(iii) GLε(vε, Brε(xε)) ≥ π log( rεε )− C̃, where rε = 2ε
1
3 .

Proof. We start by applying Theorem 7 with T = 1, n = 1, and q = 1
3 . Hence, taking ε0 small enough, we

can find for each ε ∈ (0, ε0) a finite family of closed geodesic balls B(ε) = {B(ε)
k }

Kε
k=1 satisfying condition

(i)-(iv) from Theorem 7. Let us now define the measure

νε :=
∑
k

d
(ε)
k δ

x
(ε)
k

,

where x
(ε)
k is the center of B

(ε)
k and d

(ε)
k := deg(vε, ∂B

(ε)
k ). By Theorem 7 (ii) we have that |νε| ≤ 1.

Hence, up to taking a subsequence, νε
∗
⇀ µ weakly* in M(O). Arguing as in the proof of Lemma 10

the whole sequence (νε) weakly* converges towards µ = d δx0
. By possibly decreasing ε0 this assures

that for any ε ∈ (0, ε0) we have that Brε(xε) ⊂ O and we can find a unique kε ∈ {1, . . . ,Kε} such that

d
(ε)
kε

= 1 while d
(ε)
k = 0 for all k ∈ {1, . . . ,Kε}\{kε}. With Theorem 7 (i) this shows (ii) in the statement.

Furthermore, by Theorem 7 (iv) we see that

GLε(vε, Brε(xε)) ≥ π log
rε
2ε
− C̃ = π log

rε
ε
− π log(2)− C̃,

which shows (iii) in the statement, after redefining C̃. �

Lemma 17. Let (uε) ⊂ AS(m)(S) be a bounded sequence in L∞(TS) such that for all ε

GLε(uε) ≤
N

m
π|log ε|+ C (83)

for constants N ∈ N, C > 0 independent of ε. Suppose that

ω(uε) ⇀ µ :=

mN∑
k=1

dk
m
δxk ∈ X(m) weakly in W−1,∞(S).

Furthermore, set r0 ∈ (0, r∗) to be sufficiently small that the balls {Br0(xk)}k are disjoint. Then, for any
p ∈ [1, 2) and r ∈ (0, r0) it holds that

sup
ε

(
‖∇uε‖L2(T∗Sr(µ)⊗TSr(µ)) +H1

g(Juε ∩ Sr(µ)
)
<∞, (84)

sup
ε
‖∇uε‖Lp(T∗S⊗TS) <∞. (85)
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Proof. Step 1 (L2-bound outside vortices): Let r ∈ (0, r0). By Lemma 14 and the energy bound in (83)
we have that for ε small enough

GLε(uε, Sr(µ)) ≤ GLε(uε)−
mN∑
k=1

GLε(uε, Br(xk))

≤ N

m
π|log ε| −

mN∑
k=1

π

m2
log
(r
ε

)
+ C ≤ N

m
π|log r|+ C ≤ C|log r|.

By the definition of GLε this leads to (84).
Step 2 (Partitioning of Br0(xk)): For (85) it now suffices to prove for all k that

sup
ε

ˆ
Br0 (xk)

|∇uε|p vol <∞. (86)

For this purpose, let us fix k and shortly write B := Br0(xk). Furthermore, let τ be a harmonic unit-

length vector field on B and vε := p
(m)
τ (uε) in B. By (19), (20), and the definition of AS(m)(S), we have

that vε ∈W 1,2(TB). Our goal now is to show that the energy bound on (vε) and the assumption |dk| = 1
gives

sup
ε

ˆ
B

|∇vε|p vol <∞. (87)

The above estimate will be achieved by partitioning B and eventually estimating the Lp-norm of ∇vε
on each component of the partition, separately. Given r̃0 := 3

4r0 we define Jε ∈ N as the largest natural

number satisfying 2−Jε r̃0 > 2ε
1
3 . By this choice we have that

Jε ≤ −1 +
1

log(2)

(
1

3
|log ε| − log r̃0

)
≤ C|log ε|. (88)

As in the proof of Proposition (5) we can show that

GLε(vε, B) ≤ π|log ε|+ C. (89)

By the weak convergence of (ω(uε)), (23), and Lemma 9 it follows that

ω(vε) ⇀ dk δxk weakly in W−1,∞
0 (B). (90)

Since, using a standard approximation argument, we can assume that vε is smooth. We are now in

a position to apply Lemma 16 for the sequence (vε) and for O = B. Let (x
(ε)
k )ε denote the resulting

sequence of vortex centers. For j ∈ {0, . . . , Jε} we then set

B
(ε)
j := B2−j r̃0(x

(ε)
k )

and for j ∈ {0, . . . , Jε − 1}

A
(ε)
j = B

(ε)
j \B

(ε)
j+1.

With the above notation we partition B as follows:

B = B
(ε)
Jε
∪
Jε−1⋃
j=0

A
(ε)
j ∪ (B \B(ε)

0 ).
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Step 3 (Bound on B
(ε)
Jε

): We estimate the Lp-norm of ∇vε on the set B
(ε)
Jε

. By the maximality of Jε we

must have 2−(Jε+1)r̃0 ≤ 2ε
1
3 , and therefore H2

g(B
(ε)
Jε

) ≤ Cε
2
3 . Hölder’s inequality and the energy bound

(83) then lead to

ˆ
B

(ε)
Jε

|∇vε|p vol ≤ H2
g(B

(ε)
Jε

)
2

2−p

ˆ
B

|∇vε|2 vol ≤ Cε
4

3(2−p) |log ε| = o(1).

Step 4 (Bound on B \B(ε)
0 ): By Lemma 16 (i) we have |xk−x(ε)

k | ≤
1
4r0 for sufficiently small ε. Then,

by our choice of r̃0 for all such ε it holds that B r0
2

(xk) ⊂ B
(ε)
0 ⊂ B. By Hölder’s inequality and (84) it

follows that

ˆ
B\B(ε)

0

|∇vε|p vol ≤
ˆ
B\B r0

2
(xk)

|∇vε|p vol ≤ H2
g(B)

2
2−p

ˆ
B\B r0

2
(xk)

|∇vε|2 vol = O(1).

Step 5 (Bound on
⋃Jε−1
j=0 A

(ε)
j ): Using (89), Lemma 16 (iii) , and the maximality of Jε we have that

GLε(vε, B \B(ε)
Jε

) = GLε(vε, B)−GLε(vε, B(ε)
Jε

)

≤ π|log ε| − π log

(
2ε

1
3

ε

)
+ C ≤ −π log(2−(Jε+1)r̃0) + C ≤ πJε log(2) + C. (91)

Furthermore, by Lemma 16 (ii) , (48), and 2−j r̃0 ≥ 2−Jε r̃0 ≥ 2ε
1
3 for any j ∈ {0, . . . , Jε − 1} we can

estimate

GLε(vε, A
(ε)
j ) ≥

ˆ 2−j r̃0

2−(j+1)r̃0

π(1− Cr2)

r + Cε
dr

≥
ˆ 2−j r̃0

2−(j+1)r̃0

π

r + Cε
− Cr dr

≥ π log

(
2−j r̃0 + Cε

2−(j+1)r̃0 + Cε

)
− C2−2j r̃2

0

≥ π log(2)− π log

(
1 + C

ε

2−j r̃0

)
− C2−2j r̃2

0 ≥ π log(2)− C(ε
2
3 + 2−2j r̃2

0)

Fix j′ ∈ {0, . . . , Jε − 1}. We are now able to prove boundedness of GLε(vε, A
(ε)
j′ ) independently of ε. By

(91) and the above estimate it follows that

(Jε − 1)π log(2)− C
(

(Jε − 1)ε
2
3 + r̃2

0

∑
j 6=j′

2−2j
)
≤
∑
j 6=j∗

GLε(vε, A
(ε)
j )

≤ GLε(vε, B \B(ε)
Jε

)−GLε(vε, A(ε)
j′ )

≤ Jεπ log(2) + C −GLε(vε, A(ε)
j′ ).
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Solving for GLε(vε, A
(ε)
j′ ) and using (88) then leads to

GLε(vε, A
(ε)
j′ ) ≤ π log(2) + C

(
1 + Jεε

2
3 + r̃2

0

∑
j 6=j′

2−2j
)

≤ π log(2) + C
(

1 + ε
2
3 |log ε|+ r̃2

0

∞∑
j=0

2−2j
)

= O(1).

Consequently, by the arbitrariness of j′ and Hölder’s inequality we derive for p ∈ [1, 2) that

Jε−1∑
j=0

ˆ
A

(ε)
j

|∇vε|p vol ≤
Jε−1∑
j=0

H2
g(A

(ε)
j )

2
2−p

ˆ
A

(ε)
j

|∇vε|2 vol

≤ 2

Jε−1∑
j=0

H2
g(B

(ε)
j )

2
2−pGLε(vε, A

(ε)
j ) ≤ Cr̃

4
2−p
0

∞∑
j=0

(2−
4

2−p )j = O(1).

Finally (87) holds true by combining the estimates from the previous three steps.
Step 6 (Proof of (86)): Let us first show that

sup
ε

ˆ
B

|d|uε||2 vol <∞. (92)

Thanks to (89) and (90) we can apply Lemma 14 to (vε) with m = 1. Exploiting also (21), Lemma 12,
(83), the boundedness of (uε) in L∞, and repeating the argument for the proof of (79) we obtain the
estimate

π|log ε| − C ≤
ˆ
B

1

2
|∇vε|2 +

1

4ε2
(1− |vε|2)2 vol

=

ˆ
B

m2

2
|∇uε|2 +

1

4ε2
(1− |uε|2)2 vol +

1−m2

2

ˆ
B

|d|uε||2 vol

+
(m− 1)2

2

ˆ
B

|uε|2|j(τ)|2 vol−m(m− 1)

ˆ
B

〈j(uε), j(τ)〉 vol

≤ m2GLε(uε, B) + C̃ − m2 − 1

2

ˆ
B

|d|uε||2 vol

≤ π|log ε|+ C̃ − m2 − 1

2

ˆ
B

|d|uε||2 vol .

Consequently, (92) follows. Furthermore, by (19)we see that

|uε|−2 j(uε)⊗ ivε =
1

m
(∇vε − |u|−1 d|uε| ⊗ vε + (m− 1) j(τ)⊗ (ivε)).

Hence, by the triangular inequality, (87), and the boundedness of (vε) in L∞ it follows for any p ∈ [1, 2)
that

‖|uε|−1 j(uε)‖Lp(T∗B) ≤
1

m
(‖∇vε‖Lp(T∗B⊗TB) + ‖duε‖Lp(T∗B) + C) = O(1). (93)

Finally, combining (92), (93), and (31) leads to (86). �

We are ready to prove our main compactness result.



RENORMALIZED ENERGY BETWEEN FRACTIONAL VORTICES 36

Proof of Theorem 6 (i). Let r0 ∈ (0, r∗) be chosen small enough that the balls {Br0(xk)}k are disjoint.

The existence of µ ∈ X̃(m)(S) such that (41) holds true follows by combining Lemma 10 and Proposition
5. Let us assume that |µ| = N . Thanks to Proposition 5 we know that µ belongs to X(m)(S).

Step 1 (SBV 2
loc-compactness): For any r ∈ (0, r0), by (84), the boundedness of (uε) in L∞, and

Theorem 4 there exists u ∈ SBV 2(Sr(µ)) such that, up to taking a subsequence, uε ⇀ u weakly in
SBV 2(Sr(µ)). Then, via a standard diagonal argument (42) follows. Suppose from this point on that we
have extracted a subsequence, without relabeling, such that (42) holds true. Given p ∈ [1, 2), by (85) we
have that ∇uε ⇀ G weakly in Lp(T ∗S ⊗ TS). As by (42) ∇uε ⇀ ∇u weakly in Lp(T ∗Sr(µ) ⊗ TSr(µ))
for r ∈ (0, r0), we derive that ∇u = G a.e. in S. This shows that ∇u ∈ Lp(T ∗S ⊗ TS) for any p ∈ [1, 2).

Step 2 (Pointwise properties of u): We continue by showing that u has unit length. By the energy-
bound in (40) and the definition of GLε we derive for any r ∈ (0, r0)ˆ

Sr(µ)

(1− |uε|)2 vol ≤ 4ε2GLε(uε, S) ≤ Cε2|log ε| = o(1).

By the strong convergence of (uε) in L2(TSr(µ)), up to subsequences (not relabeled) we have that uε → u
pointwise a.e. in Sr(µ). Then, by the previous estimate, the boundedness of (uε) in L∞(TS), and the
dominated convergence theorem, it follow thatˆ

Sr(µ)

(1− |u|)2 vol = lim
ε→0

ˆ
Sr(µ)

(1− |uε|)2 vol = 0.

and therefore |u| = 1 a.e. in Sr(µ), and in S due to the arbitrariness of r. Let us now consider a

coordinate neighborhood O ⊂ Sr(µ) and arbitrary τ ∈ C∞(Ō;S1). We set vε := p
(m)
τ (uε). By the

definition of AS(m)(S) and (20) applied to uε we have

v+
ε = p(m)

τ (u+
ε ) = p(m)

τ (u−ε ) = v−ε H1
g-a.e. on Juε ∩O

and, therefore, vε ∈ W 1,1(TO). Using the boundedness of (uε) in L∞(TS), (84), and (21) applied to uε
we derive that supε‖vε‖W 1,2(TO) <∞. Consequently, we can find v ∈W 1,2(TO) such that, up to taking
a subsequence, vε → v pointwise a.e. in O. We have already shown that uε → u pointwise a.e. in Sr(µ),

up to subsequences. By the continuity of p
(m)
τ this leads to v = p

(m)
τ (u) a.e. in O. Hence, applying (20)

to u, and using v ∈W 1,2(TO) we see that

p(m)
τ (u+) = v+ = v− = p(m)

τ (u−) H1
g-a.e. on Ju ∩O.

By the arbitrariness of O and r the above property extends to S.
Step 3 (ω(u) = µ): We will now relate the vorticity of u with the limit µ in 41. Note that by

‖∇u‖L1 <∞ and |u| = 1 it follows that ω(u) is well defined in distributional sense. By (85) and the fact
that |j(uε)| ≤ |∇uε||uε| there exists j ∈ L1(T ∗S) such that, up to taking a subsequence, j(uε) ⇀ j weakly
in L1(T ∗S). We will now show that j = j(u) a.e. in S. Let r ∈ (0, r0) and ϕ ∈ L∞(T ∗Sr(µ)), thenˆ

Sr(µ)

〈ϕ, j(uε)− j(u)〉 vol =

ˆ
Sr(µ)

〈ϕ, 〈∇uε, i(uε − u)〉〉 vol +

ˆ
Sr(µ)

〈ϕ, 〈∇uε −∇u, iu〉〉 vol

=

ˆ
Sr(µ)

〈∇uε, i(uε − u)⊗ ϕ〉 vol +

ˆ
Sr(µ)

〈∇uε −∇u, iu⊗ ϕ〉 vol .

By (42) we have that ∇uε ⇀ ∇u weakly in L2(T ∗Sr(µ) ⊗ TSr(µ)) and uε → u in L2(TSr(µ)). Hence,
by weak-strong convergence, both integrals in the last line above converge to 0 as ε → 0. Furthermore,
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the weak convergence of (j(uε)) in L1(T ∗S) implies that

lim
ε→0

ˆ
Sr(µ)

〈ϕ, j(uε)− j(u)〉 vol =

ˆ
Sr(µ)

〈ϕ, j − j(u)〉 vol .

The arbitrariness of ϕ and r shows that j = j(u) a.e. in S. Using the weak convergence of (j(uε)) we
derive for any ϕ ∈W 1,∞(TS) that

〈ω(u), ϕ〉 =

ˆ
S

dϕ ∧ j(u) = lim
ε→0

ˆ
S

dϕ ∧ j(uε) = lim
ε→0
〈ω(uε), ϕ〉 = 〈µ, ϕ〉

which gives ω(u) = µ by the arbitrariness of ϕ.

Step 4 (Finite jump): In order to prove that u ∈ LS(m) it remains to show H1
g(Ju) <∞. By the same

argument as in the proof of Proposition 5 we can show that for any r ∈ (0, r0)

GLε(uε, Sr(µ)) ≤ πN
m
|log r|+ C

for some constant C independent of r and ε. Solving the above inequality for H1
g(Jε) we derive that

H1
g(Juε ∩ Sr(µ)) ≤ πN

m
|log r|+ C − 1

2

ˆ
Sr(µ)

|∇uε|2 vol .

Then, by (42)

H1
g(Ju ∩ Sr(µ)) ≤ lim inf

ε→0
H1
g(Juε ∩ Sr(µ)) ≤ C + π

N

m
|log r|+ lim sup

ε→0
−1

2

ˆ
Sr(µ)

|∇uε|2 vol

≤ C −

(
1

2

ˆ
Sr(µ)

|∇u|2 vol−πN
m
|log r|

)
.

With W(m)(u) > −∞ (see Lemma 15), it then follows:

H1
g(Ju) = lim sup

r→0
H1(Ju ∩ Sr) ≤ C −W(m)(u) <∞,

as desired. From the inequality above we can also derive that

lim sup
ε→0

H1
g(Juε) ≤ C −W(m)(u) <∞.

Hence, by possibly selecting a subsequence we can assume that supεH1
g(Juε) <∞, which, combined with

(85) and the boundedness of (uε) in L∞ leads to (43) thanks to Theorem 4. �

4.2. Γ-liminf. In this section we will prove the lim inf-inequality of Theorem 6 (ii). For any open set

O ⊂ S we define the modified Ginzburg-Landau energy GL
(m)
ε : AS(1)(O)→ R as:

GL(m)
ε (v) = GL(m)

ε (v,O) :=
1

2m2

ˆ
O

|∇v|2 + (m2 − 1)|d|v||2 +
m2

2ε2
(1− |v|2)2 vol . (94)

Note that, the functional above is the natural candidate to keep track of the energy concentration in

our setting. More precisely, let O = B be a geodesic ball with radius r ∈ (0, r∗), u ∈ AS(m)(B),

τ ∈ C∞(B̄;S1), and set v := p
(m)
τ (u) ∈ AS(1)(B). Then, by (21)

GLε(u) = GL(m)
ε (v,B)− m2 − 1

m2

ˆ
B

|uε|2|j(τ)|2 vol +
2m(m− 1)

m2

ˆ
B

〈j(uε), j(τ)〉 vol, (95)

where the latter two terms will turn out to be negligible for small balls.
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Remark 2. Throughout this subsection, given x0 ∈ S and r ∈ (0, r∗), Ψ will stand for a local trivialization
of TS corresponding to centered (at x0) normal coordinates on Br(x0) with chart denoted by Φ and an
auxiliary orthonormal frame {τ1, τ2} on TBr(x0) (smooth up to the boundary). Objects such as gij ,√
|g|, Γkij , etc. will always correspond to the above choice of coordinates. For an arbitrary section v of

TBr(x0) we will write Ψ∗v for its coordinate representation.
Note that, under this assumptions, the following holds true:

gij = δij +O(r), Γkij = O(r),
√
|g| = 1 +O(r). (96)

Lemma 18. Let v ∈ W 1,2(TBr0(x0)) ∩ L∞(TBr0(x0)) for x0 ∈ S and r0 ∈ (0, r∗). Furthermore, let Ψ
be a local trivialization of TBr0(x0) as described in Remark 2. Then, for any r ∈ (0, r0) it holds thatˆ

Br(x0)

|∇v|2 vol = (1 +O(r))

ˆ
Br(0)

|∇(Ψ∗v)|2 dx+O(r)‖v‖2L∞ , (97)

GL(m)
ε (v,Br(x0)) = (1 +O(r))GL

(m)

ε (Ψ∗v,Br(0)) +O(r)‖v‖2L∞ , (98)

where all O(r)-terms are independent of v and GL
(m)

ε is as in (36).

Proof. For the sake of shorter notation we will write v̄ instead of Ψ∗v. By a standard approximation
procedure we can assume without loss of generality that v is smooth. Furthermore, by the equivalence
of norms, we have that ‖v̄‖L∞ ≤ C‖v‖L∞ . Hence, using (96) and Young’s inequality it follows that

ˆ
Br(x0)

|∇v|2 vol =

ˆ
Br(0)

2∑
k=1

(
∂v̄k

∂xi
+ Γkilv̄

l

)(
∂v̄k

∂xj
+ Γkjl′ v̄

l′
)
gij
√
|g|dx

=

ˆ
Br(0)

|∇v̄|2 +O(1)|v̄|(|v̄|+ |∇v̄|) dx+O(r)

ˆ
Br(0)

|v̄|2 + |∇v̄|2 dx

=

ˆ
Br(0)

|∇v̄|2 +O(r−1)|v̄|2 +O(r)|∇v̄|2 dx+O(r)

ˆ
Br(0)

|v̄|2 + |∇v̄|2 dx

= (1 +O(r))

ˆ
Br(0)

|∇v̄|2 dx+O(r−1)

ˆ
Br(0)

|v̄|2 dx = (1 +O(r))

ˆ
Br(0)

|∇v̄|2 dx+O(r)‖v‖2L∞ ,

which shows (97). Using the above result together with (96) we can similarly show (98). �

Let us now consider v ∈W 1,2(TBr(x0)) for some x0 ∈ S and r0 ∈ (0, r∗). Then, given any r ∈ (0, r0),
we define

dH̄(v, r) := inf
z∈H̄

{
r−1‖Ψ∗v − z‖L2(Br(0);R2) + ‖∇(Ψ∗v)−∇z‖L2(Br(0);R2×2)

}
,

where

H̄ :=

{
v : R2 \ {0} → R2 : v(x) = λ

x

|x|
for some λ ∈ S1

}
.

Lemma 19. Let (rε) ⊂ (0, r∗) with limε→0 rε = 0, (xε) ⊂ S and (vε) ⊂ W 1,2(TAε), where Aε :=
A rε

2 ,rε
(xε). We assume that supε‖vε‖L∞(Aε) <∞, deg(vε, ∂Brε(xε)) = s ∈ {−1, 1},

lim
ε→0

r−2
ε

ˆ
Aε

(1− |vε|)2 vol = 0, (99)

and
dH̄(vε, rε) ≥ δ (100)
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for some δ > 0. Then, there exists ω(δ) > 0 such that

1

2

ˆ
Aε

|∇vε|2 vol ≥ π log(2) + ω(δ) + o(1).

Proof. Without loss of generality we can assume that s = 1, as the other case follows by a similar
argument. Suppose, by contradiction, that up to a subsequence

lim sup
ε→0

1

2

ˆ
Aε

|∇vε|2 vol ≤ π log(2). (101)

Let Āε := A rε
2 ,rε

(0) be the Euclidean annulus corresponding to Aε and v̄ε := Ψ∗vε. Note that by the

equivalence of norms and our assumptions on (vε)

sup
ε

{
‖v̄ε‖L∞(Āε) +

ˆ
Āε

|∇v̄ε|2 dx

}
<∞.

As r̄ε → 0, with (97) and the contradiction assumption (101) we have

lim sup
ε→0

ˆ
Āε

|∇v̄ε|2 dx ≤ π log(2). (102)

We rescale each v̄ε to a vector-field w̄ε defined on the unit annulus Ā1. More precisely, we set w̄ε(x) :=
v̄ε(rεx) for x ∈ Ā1. From (102) and a change of coordinates it follows that

lim sup
ε→0

ˆ
Ā1

|∇w̄ε|2 dx = lim sup
ε→0

ˆ
Āε

|∇v̄ε|2 dx ≤ π log(2).

Together with the boundedness of (w̄ε) in L∞, this implies that, up to selecting a subsequence, w̄ε ⇀ w̄
weakly in W 1,2(Ā1;R2) with w̄ satisfying

1

2

ˆ
Ā1

|∇w̄|2 dx ≤ lim inf
ε→0

ˆ
Ā1

|∇w̄ε|2 dx ≤ π log(2). (103)

Furthermore, by (99) and a change of coordinates we also haveˆ
Ā1

(1− |w̄ε|)2 dx = r−2
ε

ˆ
Āε

(1− |v̄ε|)2 dx ≤ Cr−2
ε

ˆ
Aε

(1− |vε|)2 vol→ 0,

as ε→ 0, and therefore |w̄| = 1 a.e. in Ā1. Finally, by the continuity of the degree with respect to weak
convergence in W 1,2, it follows that deg(w̄, ∂B1(0)) = 1. Combining this result with (103) gives that
w̄ ∈ H̄ thanks to Remark 5.2 in [4]. By (103), recalling that 1

2

´
|∇v|dx ≥ π log(2) for any v ∈ H̄, we

have

lim
ε→0

ˆ
Ā1

|∇w̄ε|2 dx =

ˆ
Ā1

|∇w̄|2 dx,

By the weak convergence of (w̄ε) this leads to w̄ε → w̄ strongly in W 1,2(Ā1;R2). Hence, changing
coordinates and using the definition of dH̄ we derive that

d2
H̄(vε, rε) ≤ r−2

ε

ˆ
Āε

|v̄ε(x)− w̄(x)|2 dx+

ˆ
Āε

|∇v̄ε(x)−∇w̄(x)|2 dx

=

ˆ
Ā1

|w̄ε(x)− w̄(x)|2 dx+

ˆ
Ā1

|∇w̄ε(x)−∇w̄(x)|2 dx→ 0

as ε→ 0, which is a contradiction to (100) for ε small enough. �
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Proof of Theorem 6 (ii). Let us first select a subsequence (without relabeling) such that

lim inf
ε→0

(
GLε(uε)− π

N

m
|log ε|

)
= lim
ε→0

(
GLε(uε)− π

N

m
|log ε|

)
.

Note that given any w ∈ AS(m), the truncation ŵ := min{1, |w|−1}w has lower energy: GLε(ŵ) ≤
GLε(w). Consequently, without loss of generality, we can assume that supε‖uε‖L∞ ≤ 1. Furthermore, it
is not restrictive to suppose that

GLε(vε) ≤ π
N

m
|log ε|+ C

for some constant C independent of ε since otherwise (44) trivially follows. By Theorem 6 (i), we can
select a subsequence, again without relabeling, such that

uε ⇀ u weakly in SBV 2
loc(S \ spt(µ);TS), (104)

where µ = ω(u) =
∑mN
k=1

sk
m δxk with sk ∈ {−1, 1} for all k. Let r0 ∈ (0, r∗) be small enough such that the

balls in {Br0(xk)}k are pairwise disjoint and for r ∈ (0, r0) recall the definition of Sr(µ) := S\
⋃
k Br0(xk).

Step 1 (Lower bound in Sr(µ)): We first wish to derive the Γ-lim inf inequality in Sr(µ) for r ∈
(0, r0). By (104), standard lower semicontinuity arguments, the definition of W(m)(u), and the fact that
H1(Ju) <∞, it holds that

lim inf
ε→0

GLε(uε, Sr(µ)) ≥ lim inf
ε→0

(
1

2

ˆ
Sr(µ)

|∇uε|2 vol +H1
g(Juε ∩ Sr)

)

≥ 1

2

ˆ
Sr(µ)

|∇u|2 vol +H1
g(Ju ∩ Sr(µ)) =W(m)(u) + π

N

m
|log r|+H1(Ju) + or(1).

Step 2 (From uε to vε): It remains to show

lim inf
ε→0

(
GLε(uε, Br(xk))− π

m2
log
(r
ε

))
≥ γm + or(1) (105)

for any vortex center xk of u. Let us from now on fix k and shortly write Br := Br(xk). Furthermore, let

τ ∈ C∞(B̄r0 ;S1), vε := p
(m)
τ (uε) (with p

(m)
τ as in (18)) and let GL

(m)
ε be the energy functional in (94).

As it was done in the proof of Proposition 5 one can show that (see (80))

GLε(vε, Br0) ≤ m2GLε(uε, Br0) ≤ π|log ε|+ C, (106)

for a constant C independent of ε. Using (85), the boundedness of (uε) in L∞, the smoothness of τ , and
Hölder’s inequality we derive that

sup
ε

ˆ
Br(x0)

|uε|2|j(τ)|2 + |〈j(uε), j(τ)〉| vol ≤ C‖j(τ)‖2L∞r2 + C‖j(τ)‖L∞r
2
3 sup

ε
‖∇uε‖

L
3
2
≤ Cr 2

3 . (107)

Hence, by 95, instead of (105), we can equivalently show that

lim inf
ε→0

(
GL(m)

ε (vε, Br(x0))− π

m2
log
(r
ε

))
≥ γm + or(1). (108)

Step 3 (Lower bound outside dyadic annuli): By a standard approximation argument we can assume
that vε is smooth for every ε. Thanks to (106), we can exploit Lemma 16 with O = Br. Let (xε) be

the sequence in Lemma 16 (i). We further set rε := 2ε
1
3 and Rε := ε

1
4 . Note that, as (xε) converges to
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the center of Br0 , for t ∈ (0, r) and ε small enough it holds that Bt(xε) ⊂ Br0 . Consequently, by (48) in
Lemma 7 there exists a constant C only depending on S such that for any r′ ∈ (0, r) we have that

GL(m)
ε (vε, ARε,r′(xε)) ≥

1

m2
GLε(vε, ARε,r′(xε))

=
1

m2

ˆ r′

Rε

1

2

ˆ
∂Bt(xε)

|∇vε|2 +
1

2ε2
(1− |vε|2)2 dHd−1 dt

≥ 1

m2

ˆ r′

Rε

π(1− Ct2)

t+ Cε
dt

≥ π

m2

(
log

(
r′

Rε

)
− log(1 + Cε

3
4 )− C

2
((r′)2 −R2

ε)

)
≥ π

m2
log

(
r

Rε

)
− C

(
log
( r
r′

)
+ r
)

+ o(1). (109)

In the same fashion we can also show that for any K ∈ N and ε > 0 small enough,

GL(m)
ε (vε, Arε,2−KRε(xε)) ≥

π

m2
log

(
Rε
rε

)
−K π

m2
log(2) + o(1). (110)

Lastly, by Lemma 16 (iii) it holds that

GL(m)
ε (vε, Brε(xε)) ≥

1

m2
GLε(vε, Brε(xε)) ≥

π

m2
log
(rε
ε

)
− C̃. (111)

Combining (109), (110), and (111) leads to

GL(m)
ε (vε, Br′(xε) \A2−KRε,Rε(xε))

≥ π

m2
log
(r
ε

)
−K π

m2
log(2)− C̃ − C

(
log
( r
r′

)
+ r
)

+ o(1).
(112)

Given δ > 0, let K = K(δ) ∈ N be chosen (independently of ε and r) big enough such that

Kω(δ) ≥ γm + C̃, (113)

where ω(δ) > 0 is as in Lemma 19. We need to discern between two cases.
Step 4 ((vε) away from rotations): In the first case we assume that, up to taking a subsequence,

dH̄(vε, 2
−kRε) ≥ δ for all k ∈ {0, . . . ,K − 1}. Let us observe that, thanks to (106) we have that

(2−kRε)
−2

ˆ
A

(ε)
k

(1− |vε|)2 vol ≤ 2K+2ε
3
2GLε(vε) = o(1).

where A
(ε)
k := A2−(k+1)Rε,2−kRε(xε). Hence the assumptions of Lemma 19 are satisfied and we obtain that

ˆ
A

(ε)
k

|∇vε|2 vol ≥ π

m2
log(2) + ω(δ) + o(1), (114)
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As Br′(xε) ⊂ Br(x0) for sufficiently small ε, for all such ε, by (112), (113), and (114) it follows that

GL(m)
ε (vε, Br) ≥ GL(m)

ε (vε, Br′(xε))

≥ GL(m)
ε (vε, Br′(xε) \A2−KRε,Rε(xε)) +GL(m)

ε (vε, A2−KRε,Rε(xε))

≥ π

m2
log
(r
ε

)
+Kω(δ)− C̃ − C

(
log
( r
r′

)
+ r
)

+ o(1)

≥ π

m2
log
(r
ε

)
+ γm − C

(
log
( r
r′

)
+ r2

)
+ o(1).

Letting first ε→ 0 and then r′ → r, (108) follows from the previous estimate.
Step 5 ((vε) close to rotations): We will now deal with the second case. Suppose that, up to taking a

subsequence, we can find k0 ∈ {0, . . . ,K − 1} such that

dH̄(vε, σε) < δ for all ε (115)

where σε := 2−k0Rε. We will now show that the following inequality (116) leads to the conclusion:

GL(m)
ε (vε, Bσε(xε)) ≥

π

m2
log
(σε
ε

)
+ γm − Cδ + o(1), (116)

where C is a constant independent of ε, δ, and r. Given r′ ∈ (0, r), where r ∈ (0, r0), by the same
argument as in the third step, we have that

GL(m)
ε (vε, Aσε,r′(xε)) ≥

π

m2
log

(
r

σε

)
− C

(
log
( r
r′

)
+ r2

)
+ o(1).

Consequently, by (116)

lim inf
ε→0

GL(m)
ε (vε, Br(x0))− π

m2
log
(r
ε

)
≥ lim inf

ε→0
GL(m)

ε (vε, Aσε,r′(xε))−
π

m2
log

(
r

σε

)
+ lim inf

ε→0
GL(m)

ε (vε, Bσε(xε))−
π

m2
log
(σε
ε

)
≥ γm − C

(
log
( r
r′

)
+ r2 + δ

)
,

which shows (108) after sending first r′ → r, then r → 0, and eventually δ → 0. It remains to prove
(116). Let v̄ε := Ψ∗εvε for a sequence of local trivializations (Ψε) of TBσε(xε) as described in Remark 2.
1 Using (98) and (106) we derive that∣∣∣GL(m)

ε (vε, Bσε(xε))−GL
(m)

ε (v̄ε, Bσε(0))
∣∣∣ ≤ O(σε)GLε(vε, Bσε(xε)) +O(σε) = o(1).

According to the above estimate, instead of (116), it suffices to prove

GL
(m)

ε (v̄ε, Bσε(0)) ≥ π

m2
log
(σε
ε

)
+ γm − Cδ + o(1). (117)

Note that by the definition of dH̄ and (115) we can find z̄ε = λε
x
|x| ∈ H̄ such that

ˆ
Aσε

2
,σε

(0)

|v̄ε − z̄ε|2

σ2
ε

+ |∇v̄ε −∇z̄ε|2 dx ≤ δ2. (118)

1Let Ψ be a local trivialization of Br0 (x0) as described in Remark 2, then Ψε(x) := Ψ(x− Φ−1(xε)).
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Through an interpolation procedure we will now modify v̄ε into a vector-field v̂ε such that v̄ε = v̂ε in
Bσε

2
(0) and v̂ε = z̄ε on ∂Bσε(0). As B r0

2
(xε) ⊂ Br0(x0) for ε small enough, using (106) and (107) we

then see by a similar argument as in Step 3 that

GL(m)
ε (vε, Aσε

2 ,σε(xε)
)

≤ GLε(uε, Br0(x0)) + Cr
2
3
0 −GL(m)

ε (vε, Aσε, r02 (xε))−GL(m)
ε (vε, Bσε

2
(xε))

≤ π

m2
|log ε|+ Cr

2
3
0 −

π

m2
log

(
r0

2σε

)
+ Cr2

0 −
π

m2
log
(σε

2ε

)
+ C

≤ π

m2
(2 log(2) + |log r0|) + C

(
1 + r

2
3
0

)
.

Passing to coordinates, it follows by (98) that GL
(m)

ε (v̄ε, Aσε
2 ,σε

(0)) ≤ C. Consequently, by Fubini’s

theorem and (118) we can find σ̃ε ∈ (σε2 ,
3σε
4 ) such that

ˆ
∂Bσ̃ε (0)

|v̄ε − z̄ε|2

σ2
ε

+ |∇v̄ε −∇z̄ε|2 dH1 ≤ Cδ2

σε
(119)

ˆ
∂Bσ̃ε (0)

|∇v̄ε|2 + |∇|v̄ε||2 +
1

ε2
(1− |v̄ε|2)2 dH1 ≤ C

σε
. (120)

Let θ(x) be the argument of x
|x| and let αε ∈ R be such that λε = eiαε . Note that z̄ε = ei(θ+αε). By

Young’s inequality we also obtain that

‖|v̄ε| − 1‖2L∞(∂Bσ̃ε (0)) ≤ Cε
ˆ
∂Bσ̃ε

|∇v̄ε|2 +
1

ε2
(1− |v̄ε|2)2 dx ≤ Cε 3

4 . (121)

Consequently, for ε small enough we have that ρε := |v̄ε| ≥ 1
2 . By Lemma 16 (ii) we have that

deg(vε, ∂Bσ̃ε(0)) = 1. Therefore, since also deg(zε, ∂Bσε) = 1, by a standard lifting argument we can
write v̄ε = ρεe

iθε , where θε − θ ∈ H1(∂Bσ̃ε(0)) and from (119) obtain

ˆ
∂Bσ̃ε (0)

|θ̄ε − (θ + αε)|2

σ2
ε

+ |∇θε −∇θ|2 dH1 ≤ C
ˆ
∂Bσ̃ε (0)

|v̄ε − z̄ε|2

σ2
ε

+ |∇v̄ε −∇z̄ε|2 dH1 ≤ Cδ2

σε
. (122)

Let us extend ρε and θε by zero homogeneity outside of Bσ̃ε(0). Setting σ̂ε := σ̃ε + ε
3
8 we define v̂ε in

Bσ̂ε(0) through:

v̂ε(x) :=

v̄ε(x) if x ∈ Bσ̃ε(0),(
ρε(x)

σ̂ε − |x|
σ̂ε − σ̃ε +

|x| − σ̃ε
σ̂ε − σ̃ε

)
eiθε(x) if x ∈ Aσ̃ε,σ̂ε(0).

By (121) and the definition σ̂ε we have for any x ∈ Aσ̃ε,σ̂ε(0):

|∇|v̂ε||2 =

∣∣∣∣∇ρε σ̂ε − |x|σ̂ε − σ̃ε
+

1− ρε
σ̂ε − σ̃ε

∣∣∣∣2 ≤ (|∇ρε|+ |1− ρε|ε
3
8

)2

≤ C(|∇ρε|2 + 1).

For the same x as before we can similarly compute that

|∇v̂ε|2 ≤ C(|∇(ρεe
iθε)|2 + |∇ρε|2 + 1).
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By the last two estimates, a change of coordinates, and (120) we derive that

GL
(m)

ε (v̂ε, Aσ̃ε,σ̂ε(0))

= C

ˆ σ̂ε

σ̃ε

r

σ̃ε
dr

ˆ
∂Bσ̃ε (0)

1

2m2
|∇v̄ε|2 +

m2 − 1

2m2
|∇|v̄ε||2 +

1

4ε2
(1− |v̄ε|2)2 dH1 +Cε

3
8 ≤ C ε

3
8

σε
≤ Cε 1

8 .

(123)

Lastly, we extend v̂ε into Aσ̂ε,σε(0) by linearly interpolating between θε and θ + αε. More precisely, we
set for x ∈ Aσ̂ε,σε(0)

v̂ε(x) = eiθ̂ε(x), where θ̂ε(x) :=
σε − |x|
σε − σ̂ε

θε(x) +
|x| − σ̂ε
σε − σ̂ε

(θ(x) + αε).

Let x ∈ Aσ̂ε,σε(0), as |v̂ε(x)| = 1 we derive by Young’s inequality and the definition of θ

|∇v̂ε(x)|2 = |∇θ̂ε(x)|2 =

∣∣∣∣∇θ(x) +
σε − |x|
σε − σ̂ε

(∇θε(x)−∇θ(x)) +
θ(x) + αε − θε(x)

σε − σ̂ε

∣∣∣∣2
≤ (1 + 2δ)|∇θ(x)|2 +

(
2 +

1

δ

)
|∇θε(x)−∇θ(x)|2 +

(
2 +

1

δ

)
|θε(x)− (θ(x) + αε)|2

(σε − σ̂ε)2

≤ 1

|x|2
+
C

δ

(
|∇θε(x)−∇θ(x)|2 +

|θε(x)− (θ(x) + αε)|2

σ2
ε

)
+
Cδ

|x|2
.

As a result, by Fubini’s theorem, a change of coordinates, and (122) we get thatˆ
Aσ̂ε,σε (0)

|∇v̂ε|2 dx =

ˆ σε

σ̂ε

ˆ
∂Br(0)

|∇v̂ε|2 dH1 dr

≤
ˆ σε

σ̂ε

r

σ̃ε
dr · C

δ

ˆ
∂Bσ̃ε (0)

|∇θε(x)−∇θ(x)|2 +
|θε(x)− (θ(x) + αε)|2

σ2
ε

dH1 +2π log(
σε
σ̂ε

)

≤ 2π log

(
σε
σ̂ε

)
+ Cδ. (124)

Using (119) we can show in a similar fashion thatˆ
Aσ̂ε,σε (0)

|∇v̄ε|2 dx =

ˆ
Aσ̂ε,σε (0)

|∇z̄ε +∇v̄ε −∇z̄ε|2 dx

≥ (1− δ)
ˆ
Aσ̂ε,σε (0)

|∇z̄ε|2 dx− 1

δ

ˆ
Aσ̂ε,σε (0)

|∇v̄ε −∇z̄ε|2 dx

≥ 2π log

(
σε
σ̂ε

)
− Cδ.

Note that our construction assures that v̂ε = zε on ∂Bσε(0). Hence, by (123), (124), the above estimate,
and (39) we derive that

GL
(m)

ε (v̄ε, Bσε(0)) = GL
(m)

ε (v̂ε, Bσε(0)) +GL
(m)

ε (v̄ε, Aσ̃ε,σε(0))−GL(m)

ε (v̂ε, Aσ̃ε,σε(0))

≥ γ̄(m)
ε (σε, λε)−GL

(m)

ε (v̂ε, Aσ̃ε,σ̂ε(0)) +
1

2m2

ˆ
Aσ̂ε,σε (0)

|∇v̄ε|2 − |∇v̂ε|2 dx

≥ π

m2
log(

σε
ε

) + γm − C(δ + ε
1
8 ) + o(1),

which is (117). �
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4.3. Γ-limsup. The goal in this section is the construction of the recovery sequence in Theorem 6 (iii).
In the next lemma we relate the non-fractional renormalized energy on a surface to the Euclidean one:

Lemma 20. Given x0 ∈ S, r0 ∈ (0,min{1, r∗}), and v ∈W 1,2
loc (Br0(x0)\{x0};S1)∩W 1,1(TBr0(x0)) such

that ω(v) = d δx0 , where d ∈ {−1, 1}, and W(v,Br0(x0)) <∞, with W(v,Br0(x0)) as in (81). Then,

lim
k→∞

1

2

ˆ
Ak

|∇v|2 vol = π log(2), (125)

where Ak := A2−(k+1)r0,2−kr0(x0). Further, given a trivialization Ψ of TBr0(x0) as described in Remark
2 and v̄ := Ψ∗v we have that the Euclidean renormalized energy of v̄ in Br0(0) is finite:

W̄(v̄, Br0(0)) := lim
r→0

(
1

2

ˆ
Ar,r0 (0)

|∇v̄|2 dx− π|log(r)|

)
<∞.

Proof. Step 1 (Proof of (125)): Note that we can write the renormalized energy as a series as follows:

W(v,Br0) =

∞∑
k=0

(
1

2

ˆ
Ak

|∇v|2 vol−π log

(
2−kr0

2−(k+1)r0

))
=

∞∑
k=0

(
1

2

ˆ
Ak

|∇v|2 vol−π log(2)

)
,

where we set Br0 := Br0(x0). Using |v| = 1 a.e. in Br0(x0) and ω(v) = d δx0 with |d| = 1, by a standard
convolution argument and (48) we have that for every 0 < r < R ≤ r0 and ε ∈ (0, r)

1

2

ˆ
Ar,R(x0)

|∇v|2 vol ≥
ˆ R

r

π(1− Ct2)

t+ Cε
dt ≥ π log

(
R+ Cε

r + Cε

)
− C(R2 − r2),

where C is a constant independent of ε, r, and R. Passing to the limit ε→ 0 then leads to

1

2

ˆ
Ar,R(x0)

|∇v|2 vol ≥ π log

(
R

r

)
− C(R2 − r2).

As a consequence, we have that for every k ∈ N
1

2

ˆ
Ak

|∇v|2 vol ≥ π log

(
2−kr0

2−(k+1)r0

)
− C(2−2kr2

0 − 2−2(k+1)r2
0) = π log(2)− C2−2(k+1)r2

0.

Hence,
∞∑
k=0

(
1

2
|∇v|2 vol−π log(2) + C2−2(k+1)r2

0

)
≤ W(v,Br0(x0)) + Cr2

0 <∞.

Since each term of the series is nonnegative we get (125).
Step 2 (Finiteness of the Euclidean renormalized energy): From the properties of v in the statement

and our choice of Ψ we derive that v̄ ∈ W 1,2
loc (Br0(0) \ {0};S1) and ω(v) = d δ0. By 125 there exists

K0 ∈ N big enough such that for any k ≥ K0

1

2

ˆ
Ak

|∇v|2 vol ≤ 3π log(2).

Setting Āk := A2−(k+1)r0,2−kr0(0) and using (97) we therefore obtain that for every k ≥ K0

1

2

ˆ
Āk

|∇v̄|2 dx− π log(2) ≤ 1

2

ˆ
Ak

|∇v|2 vol−π log(2) + C2−kr0

(
1 +

ˆ
Ak

|∇v|2 vol

)
≤ 1

2

ˆ
Ak

|∇v|2 vol−π log(2) + C2−kr0(1 + 3π log(2)).
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As a consequence, we have that

W(v̄, Br0(0)) =
1

2

ˆ
A

2−K0r0,r0
(0)

|∇v̄|2 dx−Kπ log(2) +

∞∑
k=K0

(
1

2

ˆ
Āk

|∇v̄|2 dx− π log(2)

)
≤ 1

2

ˆ
A

2−K0r0,r0
(0)

|∇v̄|2 dx−Kπ log(2) +W(v,B2−K0r0(x0)) + Cr0 <∞,

as desired. �

The next lemma will be useful for the construction of a recovery sequence outside of vortices.

Lemma 21 (Approximation outside cores). Let u ∈ LS(m)(S) with W(u,Br0(x0) <∞ where x0 ∈ S is
one of the vortex centers of u and r0 ∈ (0, r∗) is chosen sufficiently small that Br0(x0)∩spt(ω(u)) = {x0}.
Furthermore, given an orthonormal frame {τ , iτ} with τ ∈ C∞(Br0(x0)), let Ψ be a local trivialization
of TBr0(x0) as described in Remark 2. Then, for any δ > 0 we can find r ∈ (0, r0), λr ∈ S1, and
u∗ ∈ SBV 2(A r

2 ,r0
(x0);S1) such that

(i) p
(m)
τ (u+

∗ ) = p
(m)
τ (u−∗ ) at H1

g-a.e. point on Ju∗ ;
(ii) u∗ = u in Ar,r0(x0);

(iii) ūm∗ = λr
x
|x| on ∂B r

2
(0), where ū∗ := Ψ∗u∗ and we identified R2 with C;

(iv) ‖u− u∗‖SBV 2(TA r
2
,r(x0)) ≤ δ.

Proof. In Br0(x0) we define v := p
(m)
τ (u). Furthermore, let us set ū := Ψ∗u and v̄ := Ψ∗v. Note that

by our choice of coordinates we have that v̄ = ūm ∈ W 1,2
loc (Br0(0) \ {0};S1). By Lemma 20 it holds that

W(v̄, Br0(0)) < ∞. Given δ′ > 0, by a standard cut-off argument in the Euclidean setting (see e.g. the
proof of Lemma 3.15 in [25], we can find by r ∈ (0, r0), λr ∈ S1, and ū∗ ∈ SBV 2(A r

2 ,r0
(0);S1) such that

(a) (ū+
∗ )m = (ū−∗ )m at H1-a.e. point on Jū∗ ;

(b) ū∗ = ū in Ar,r0(0);
(c) ūm∗ = λr

x
|x| on ∂B r

2
(0);

(d) ‖ū∗ − ū‖SBV 2(A r
2
,r(0)) ≤ δ′.

Let u∗ be the vector field on Br0(x0) such that Ψ∗u∗ = ū∗. By (b) and (c) this choice of u∗ trivially
satisfies (ii) and (iii) from the statement, respectively. As we chose an orthonormal frame, which preserves
angles we also see that (i) follows from (a). Lastly, by Lemma 1

‖u− u∗‖SBV 2(TA r
2
,r(x0)) ≤ Cδ′,

for a constant only depending on S. Hence, choosing δ′ small enough (iv) follows. �

The next lemma will be employed in the construction of the recovery sequence in the vicinity of
vortices.

Lemma 22 (Approximation inside cores). Let x0 ∈ S, r ∈ (0, r∗), λ ∈ S1, δ > 0, and Ψ be a local

trivialization of TBr(x0) as described in Remark 2. Then, there exists sequence (uε) ⊂ AS(m)(Br(x0))
such that

(i) Ψ∗uε = λ x
|x| on ∂Br(0);

(ii) GLε(uε, Br(x0))− π
m2 log

(
r
ε

)
≤ γm + δ + or(1) + o(1);
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Proof. By Corollary 3.11 in [25], we can find ε0 ∈ (0, 1) and z̄ ∈ SBV 2(B1(0);S1)∩L∞(B1(0)) such that
(z̄+)m = (z̄−)m at H1-a.e. point in Jz̄, z̄m = x on ∂B1(0), and

GL
(m)

ε0 (z̄m, B1(0)) ≤ π

m2
|log ε0|+ γm + δ. (126)

For any ε ∈ (0, rε0) we then define

ūε(x) :=

{
λz̄( ε0ε x) if |x| ≤ ε

ε0

ei
arg(x)+α

m if ε
ε0
< |x| ≤ r,

where α is such that λ = eiα. Let uε be the vector field on Br(x0) such that Ψ∗uε = ūε, hence (i) follows.

By our choice of trivialization it also follows that uε ∈ AS(m)(Br(x0)). It remains to show (ii). Setting
v̄ε := ūmε a change of coordinates gives for p ∈ [1, 2) that

ˆ
Br(0)

|∇v̄ε|p dx =

ˆ
B ε
ε0

(0)

(ε0

ε

)p ∣∣∣∇z̄m (ε0

ε
x
)∣∣∣p dx+

ˆ
A ε
ε0
,r(0)

∣∣∣∣∇ x

|x|

∣∣∣∣p dx

≤
ˆ
B1(0)

|∇z̄m|p dx+
2π

2− p
r2−p <∞. (127)

In order to show (ii) we claim that it suffices to prove

GL(m)
ε (vε, Br(x0))− π

m2
log
(r
ε

)
+H1

g(Juε) ≤ γm + δ + or(1) + o(1), (128)

where vε = p
(m)
τ (uε). In fact, assume that the claim (128) is proved, then (ii) follows by (95) provided we

show that
´
Br
〈j(uε), j(τ)〉 vol = Or(1). This last inequality follows by the definition of j(uε) and (127).

Let us now prove the claim. By construction we have that

Jūε ⊂
ε

ε0
Jz̄ ∪ ∂B ε

ε0
(0) ∪ {(t, 0) : t ∈ [−r,−ε/ε0]}.

Therefore,

H1(Jūε) ≤
ε

ε0
H1(Jz̄) +

2πε

ε0
+ r,

which by the equivalence of norms shows that

H1
g(Juε) ≤ or(1) + o(1). (129)

Furthermore, by changing coordinates and (126) we derive that

GL
(m)

ε (v̄ε, Br(0)) =
1

2m2

ˆ
B ε
ε0

(0)

|∇v̄ε|2 + (m2 − 1)|∇|v̄ε||2 +
m2

2ε2
(1− |v̄ε|2)2 dx+

π

m2
log
(rε0

ε

)
= GL

(m)

ε0 (z̄m, B1(0))− π

m2
|log ε0|+

π

m2
log
(r
ε

)
≤ π

m2
log
(r
ε

)
+ γm + δ. (130)

Denoting by K0 the largest natural number satisfying 2−K0r ≥ ε
ε0

we define for any k ∈ {0, . . . ,K0}:

Āk :=

{
A2−(k+1)r,2−kr(0) if k < K0,

A ε
ε0
,2−K0r(x0) if k = K0.
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With this notation, (130), and (18) it follows that

GL(m)
ε (vε, Br(x0)) ≤

(
1 + C

ε

ε0

)
GL

(m)

ε (v̄ε, B ε
ε0

(0)) + C
ε

ε0
+

K0∑
k=0

(1 + C2−kr)GL
(m)

ε (v̄ε, Āk) + C2−kr

= GL
(m)

ε (v̄ε, Br(0)) + Cε|log ε|+
K0∑
k=0

C2−krπ log(2)

≤ π

m2
log
(r
ε

)
+ γm + δ + or(1) + o(1),

which proves the claim once combined with (129). �

The Γ-lim sup is then a straightforward consequence of Lemma 21 and Lemma 22.

Proof of Theorem 6 (iii) . Let N := |ω(u)| and µ := ω(u) =
∑Nm
k=1 sk δxk . Let us further take δ > 0

and r ∈ (0, r0), where r0 ∈ (0, r∗) is small enough such that the balls {Br0(xk)}k are disjoint. Fix k,

applying Lemma 21 in the ball Br0(xk) for δ and r as above shows the existence of u
(k)
∗ ∈ AS(m)(Br0(xk))

satisfying

u
(k)
∗ = u in Ar,r0(xk), (131)

(ū
(k)
∗ )m = λ(k)

r

x

|x|
on ∂B r

2
(0), (132)

‖u− u(k)
∗ ‖SBV 2(TA r

2
,r(x0)) ≤ δ,

where λ
(k)
r ∈ S1 and ū

(k)
∗ := Ψ∗u

(k)
∗ where Ψ is the trivialization of TBr(xk) from Lemma 21. Furthermore,

using Lemma 22 in Br(xk) for λ = λkr we can find a sequence (u
(k)
ε )ε ⊂ AS(m)(Br(xk)) such that

supε>0‖u
(k)
ε ‖L∞(TBr(xk)) ≤ C and

ū(k)
ε = λ(k)

r

x

|x|
on ∂Br(0), (133)

GLε(u
(k)
ε , Br(xk))− π

m2
log
(r
ε

)
≤ γm + δ + or(1) + o(1), (134)

where ū
(k)
ε := Ψ∗u

(k)
ε . We then define

uε(x) :=


u(x) if x ∈ Sr0(µ),

u
(k)
∗ if x ∈ A r

2 ,r0
(xk),

u
(k)
ε if x ∈ B r

2
(xk).

Note that from (131), (132), and (133) we derive that uε ∈ AS(m)(S). Due to (131) and |uε| ≤ 1 a.e. in
Ω we also have that

sup
ε
‖u− uε‖L1(TS) ≤ C

Nm∑
k=1

H2
g(Br(xk)) ≤ Cr2.
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Finally, by (131), the definition of W(m)(u), and (134) it holds for any r that

GL(m)
ε (uε, S)− N

m
π|log ε| = 1

2

ˆ
Sr(µ)

|∇u|2 vol−N
m
|log r|+H1

g(Ju ∩ Sr(µ)) +

Nm∑
k=1

H1
g(Juε ∩ ∂Br(xk))

+GLε(u
(k)
ε , Br(xk))− π

m2
log
(r
ε

)
≤ W(m)(u) +H1

g(Ju) +Nmγm +Nmδ + or(1) + o(1).

Hence, a desired recovery sequence can be found by a standard diagonal sequence argument. �

Appendix

Appendix A. Proof of the decomposition theorem

In this appendix we provide the missing proofs of the statements in Section 2.1 using the same notation
provided therein. While the results in Section 2.1 are concerned with the special case of the tangent
bundle, for the sake of generality, we will deal in this appendix with a general metric vector bundle E
over M with rank m. The induced covariant derivative on E will still be denoted by ∇ and its adjoint by
∇∗. As previously we assume Einstein summation convention where latin indices such as i, j, k, . . . and
Greek indices such as α, β, γ, . . . that appear multiple times are implicitly summed over {1, . . . , n} and
{1, . . . ,m}, respectively. Notice that an analog of (6) remains true in the present setting for u ∈ C∞c (E)
and v ∈ C∞c (E ⊗ T ∗M). Given u ∈ L1

loc(E) and O ⊂ M open we define the total variation of u in O as
follows:

var(u,O) := sup

{ˆ
M

〈u,∇∗v〉 vol : v ∈ C∞c (E|O ⊗ T ∗O)

}
.

A section u ∈ L1(E) is then said to have bounded variation, shortly writing u ∈ BV (E), if and only
if var(u) := var(u,M) < ∞. Riesz representation also holds in the more general setting. In fact, for a
bounded linear functional T : Cc(E) → R there exist a unique E ⊗ T ∗M -valued Radon measure ν such
that

T (v) =

ˆ
M

〈v, σν〉d|ν|,

where |ν| and σν are the polar density and total variation of ν, respectively.
The following theorem is a generalization of Theorem 2 to the case of general vector bundles.

Theorem 8 (Radon-Nikodym). For any ν ∈ M(E ⊗ T ∗M) and µ ∈ M+(M) there exist only two
measures νa, νs ∈M(E ⊗ T ∗M) such that νa << µ, νs ⊥ µ and ν = νa + νs.

Furthermore, there exists a unique σa ∈ L1(E ⊗ T ∗M ;µ) such that νa = σaµ.

Proof of Theorem 8. Step 1 (Existence): We start by showing existence of νa and νs. Let |ν| be the
total variation of ν and σν its polar density. As |ν| is a scalar Radon measure we can apply the classical
Radon-Nikodym theorem (see for example Theorem 1.28 in [8]) to the pair |ν|, µ. Therefore, we can find
positive Radon measures |ν|a, |ν|s such that |ν| = |ν|a + |ν|s, |ν|a << µ, and |ν|s ⊥ µ. Furthermore,
there exists f ∈ L1(M ;µ) such that |ν|a = fµ. Let us now set ν1 := σν |ν|a and ν2 := σν |ν|s; then,

ν = σν |ν| = σν(|ν|a + |ν|s) = ν1 + ν2.

Furthermore, by |σν | = 1 |ν|-a.e., it follows that |ν1| = |ν|a << µ and |ν2| = |ν|s ⊥ µ. With the
boundedness of σν we also derive that fσν ∈ L1(E;µ). Thanks to that, the measures ν1 and ν2 are
admissible candidates for νa and νs, respectively.
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Step 2 (Uniqueness): It remains to prove the uniqueness of ν1 and ν2 found in the previous step. Let
ν̃1 ν̃2 ∈ M(E) be such that ν = ν̃1 + ν̃2, ν̃1 << µ, and ν̃2 ⊥ µ. Our first aim is to show |ν| = |ν̃1|+ |ν̃2|.
Given an open bounded set O ⊂ M we consider a sequence (vh) ⊂ C∞c (E|O) with ‖vh‖L∞ ≤ 1 that
converges in L1(E|O; |ν|) towards σν1O. Then, by the dominated convergence theorem we have that

|ν̃1|(O) + |ν̃2|(O) ≥
ˆ
M

〈vh, σν̃1〉d|ν̃1|+
ˆ
M

〈vh, σν̃2〉d|ν̃2| =
ˆ
M

〈vh, σν〉d|ν| → |ν|(O).

By the arbitrariness of O it follows that |ν| ≤ |ν̃1|+ |ν̃2|. Let us us investigate the reverse inequality. As
|ν̃2| ⊥ µ there exists a Borel-set B such that |ν̃2|(M \ B) = µ(B) = 0 and as |ν̃1| << µ we also have
that |ν̃1|(B) = 0. Let O be as before and (vh) ⊂ C∞c (E|O) with ‖vh‖L∞ ≤ 1 converging in L1(E|O; |ν|)
towards σν̃1

1O\B + σν̃2
1B , then

|ν|(O) ≥
ˆ
M

〈vh, σν〉d|ν| =
ˆ
M

〈vh, σν̃1
〉d|ν̃1|+

ˆ
M

〈vh, σν̃2
〉d|ν̃2| → |ν̃1|(O \B) + |ν̃2|(B)

= |ν̃1|(O) + |ν̃2|(O),

By the arbitrariness of O leads to |ν̃1|+ |ν̃2| ≤ |ν|. With the uniqueness of the absolutely continuous and
singular part in the classical setting we see that |ν1| = |ν̃1| and |ν2| = |ν̃2| in the sense of measures. It
remains to show the uniqueness of σν1

and σν2
. Let O be an open bounded set and B a Borel set such

that |ν1|(B) = |ν2|(O \B) = 0. Furthermore, let us take a sequence (vh) ⊂ C∞c (E|O) converging towards
σν̃1

1O\B in L1(E|O; |ν|), then

|ν1|(O \B) ≥
ˆ
O\B
〈σν̃1

, σν1
〉d|ν1| = lim

h→∞

ˆ
M

〈vh, σν1
〉d|ν1|+

ˆ
M

〈vh, σν2
〉d|ν2|

= lim
h→∞

ˆ
M

〈vh, σν̃1〉d|ν̃1|+
ˆ
M

〈vh, σν̃2〉d|ν̃2|

≥ |ν̃1|(O \B)− |ν̃2|(O \B) = |ν1|(O \B),

where in the last equality we have used the uniqueness of the decomposition of |ν| proved in the previous
step. Hence, the first inequality above must be an equality, which can only hold true if σν̃1

= σν1
at

|ν1|-a.e. point. The uniqueness of σν2
follows similarly. �

Our next goal is the proof of Proposition 6, Proposition 7, and Proposition 8 which are generalizations
of Proposition 1, Proposition 2, and Proposition 3 to the case of a general vector bundle, respectively.
We remark that Definition 3, 5, and 6 can be easily generalized to sections using the parallel transport
induced by the metric structure on E. The next lemma provides a Taylor expansion of parallel transport
in a coordinate domain, which will turn up to be useful in this task.

Lemma 23 (First order Taylor expansion of parallel transport). Let Ψ: Ω × Rm → E|O be a local
trivialization, x ∈ O, and r0 < r∗ sufficiently small so that Br0(x) ⊂ O. Then, there exists T =
TΦ−1(x) : Φ−1(Br0(x))→ Rm×m such that

Ψ∗(Tx(y, w)) = T (Φ−1(y))Ψ∗w.

Furthermore, T enjoys the following Taylor expansion

Tαβ (z) = δαβ −XkΓαkβ +O(dist(x,Φ(z))2), X := exp−1
x (Φ(z)), (135)

where (Γαkβ) are the Christoffel symbols at x.

Proof. For a proof we refer to Section 3.3.2 in [32]. �
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Let O ⊂ M be a bounded open set and let Φ: Ω → O and {τ1, . . . , τm} denote a chart and a frame
(smooth up to the boundary), respectively. We define

Λ = Λ(Ω) := sup
{√

λ̃ : λ̃ eigenvalue of (gij(x)) or (g̃αβ(x)), x ∈ Ω
}
,

λ = λ(Ω) := inf
{√

λ̃ : λ̃ eigenvalue of (gij(x)) or (g̃αβ(x)), x ∈ Ω
}
.

As the chart and the frame are smooth in Ω and g and g̃ are pointwise positive definite in Ω̄ it follows
that 0 < λ ≤ Λ <∞. Then, for any x ∈ Ω, v ∈ Rn, and w ∈ Rm it holds that

λ|v| ≤ |v|g(x) ≤ Λ|v|, λ|w| ≤ |w|g̃(x) ≤ Λ|w|, λn ≤
√
|g(x)| ≤ Λn, (136)

where |·| denotes the Euclidean norm in both Rn and Rm, |v|g(x) :=
√
gij(x)vivj , |w|g̃(x) :=

√
g̃ij(x)wiwj ,

and |g(x)| is the determinant of (gij(x)). In particular, the first estimate in (136) implies the following
relation between Euclidean balls an the pre-image of a geodesic ball in coordinates:

Bλr(x) ⊂ Φ−1(Br(Φ(x))) ⊂ BΛr(x), (137)

where x ∈ Ω̃ and r > 0 is chosen sufficiently small so that Br(Φ(x)) ⊂ Φ(Ω̃). Furthermore, changing
coordinates and using (136) we can also derive that

λnHn(Bλr(Φ
−1(x))) ≤ Hng (Br(x)) ≤ ΛnHn(BΛr(Φ

−1(x))). (138)

We are ready to prove the relation of approximate limits on the manifold and in Euclidean space.

Proposition 6 (Approximate limits and coordinates). Let Ψ: Ω × Rm → E|O be a local trivialization.
Then, a section u ∈ L1(E|O) has approximate limit z at x ∈ O if and only if its coordinate representation
Ψ∗u has approximate limit Ψ∗z ∈ Rm at Φ−1(x).

Proof of Proposition 6. Suppose that Ψ∗w is the approximate limit of Ψ∗u at the point Φ−1(x). Then,
by changing coordinates z = Φ−1(y), (136), (137), (138), and (135) 

Br(x)

|u(y)− T (y, w)|dHng =
1

Hng (Br(x))

ˆ
Φ−1(Br(x))

|Ψ∗u(z)− T (z)Ψ∗w|g̃(z)
√
|g(z)|dz

≤ 1

λnHn(Bλr(Φ−1(x)))

ˆ
BΛr(Φ−1(x))

Λ|Ψ∗u(z)− T (z)Ψ∗w|Λn dz

≤ Λ2n+1

λn

 
BΛr(Φ−1(x))

|Ψ∗u(z)−Ψ∗w|+ |T (z)Ψ∗w −Ψ∗w|dz

≤ C
 
BΛr(Φ−1(x))

|Ψ∗u(z)−Ψ∗w|dz + Cr

for C > 0 independent of r and T is as in (135). Letting r → 0 in the inequality above shows that z is
an approximate limit of u at x.

The reverse implication in the statement follows similarly. �

Before coming to the proof of Proposition 7 we introduce the following helpful result:

Lemma 24. Let N ⊂ M be an (n − 1)-dimensional C1-submanifold of M and ν a unit normal on N
at some point x ∈ N . Further, let Φ: Ω → O be a chart of M with x ∈ O. Then, the following relation
holds true between ν and the Euclidean normal ν̄ on Φ−1(N ∩O) at Φ−1(x) with orientation induced by
ν:

νi =
1√

gklν̄kν̄l
gij ν̄j for k ∈ {1, . . . , n}. (139)
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Proof. Note that the coordinate representation (Xk) for any X ∈ TxN is tangential to Φ−1(N ∩ O) at
Φ−1(x) in the Euclidean sense. Let us define µi := gij ν̄j for i ∈ {1, . . . , n}. Then, as ν̄ is orthogonal to
the coordinate representation of any X ∈ TxN we derive that

gijµ
iXj = gijg

ikν̄kXj = δkj ν̄
kXj = ν̄jXj = 0.

Consequently, µ must be parallel to the coordinate representation of ν. Furthermore, by positive defi-
niteness of (gij) it follows that

µiν̄i = gikν̄kν̄i = ν̄iνi > 0,

where we have used in the last inequality that ν̄ and ν have the same orientation. Eventually the
coordinate representation of ν follows by renormalizing µ, that is

νi =
1

|µ|g
µi =

1√
gk′l′gk

′lν̄lgl′kν̄k
µi =

1√
δll′g

l′kν̄kν̄l
µi =

1√
gklν̄kν̄l

gij ν̄j .

�

Proposition 7 (Approximate jumps and coordinates). Let Ψ: Ω × Rm → E|O be a local trivialization.
Then, a section u ∈ L1

loc(E|O) has an approximate jump at x ∈ O with triplet (a, b, ν) ∈ Ex×Ex×T ∗xM if
and only if Ψ∗u has an approximate jump at Φ−1(x) in the usual Euclidean sense with triplet (Ψ∗a,Ψ∗b, ν̄),
such that

νk =
1√

gij ν̄iν̄j
gklν̄l for k ∈ {1, . . . , n}

and (gij) denotes the inverse of the metric tensor (gij).

Proof of Proposition 7. Let r0 be chosen sufficiently small so that B2r0(x) ⊂ O := Φ(Ω). As we will be
interested in limits where r → 0, without loss of generality, we assume that r < r0. Furthermore, we will
only prove the statement for the approximate upper limit as the arguments for the lower limit are the
same.

Let us first assume that Ψ∗a is the approximate upper limit and Ψ∗b is the approximate lower limit
of Ψ∗u at Φ−1(x) in direction ν̄. Further, let ν = νi ∂

∂xi ∈ TxM be given by

νi =
1√

gklν̄kν̄l
gij ν̄j for i ∈ {1, . . . , n}.

Similarly to the proof of Proposition 6, to show that a is an approximate upper limit of u at x with
respect to the unit normal ν it suffices to prove that

lim
r→0

1

Hn(Φ−1(B+
r (x, ν)))

ˆ
Φ−1(B+

r (x,ν))

|Ψ∗u(y)−Ψ∗a|dy = 0.

We define the (n− 1)-dimensional geodesic disk centered at the point x with radius r orthogonal to ν as
follows:

Dr(x, ν) := expx({X ∈ TxM : |X| < r, 〈X, ν〉 = 0}).
Note that Dr(x, ν) is a smooth (n−1)-dimensional submanifold of M and that the vector ν is orthogonal
to Dr(x, ν) at x. By Lemma 24 and our choice of ν, the Euclidean unit normal onto Φ−1(Dr(x, ν))
at Φ−1(x) is given by ν̄. Therefore, there exists a δ > 0 such that Φ−1(Dr(x, ν)) is contained in the
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Φ−1(B+
r )

Φ−1(B−r )

Cδr

λrΛr

ν̄

Φ−1(x)

Φ−1(Dr)

Figure 3. Geodesic half-balls in coordinates

parabolic cone {
y ∈ R2 : |Πν̄(y − x)| ≤ δ|Πν̄⊥(y − x)|2

}
,

where Πν̄y := yiν̄i and Πν̄⊥y := y − Πν̄y (see Figure 3). Setting H+ := {y ∈ Rn : (yi − xi)ν̄i ≥ 0}, we
can estimate

|Φ−1(B+
r (x, ν)) \H+|+ |Φ−1(B−r (x, ν)) ∩H+| ≤ C1r

n+1,

where C1 > 0 is independent of r. As

Φ−1(B+
r (x, ν)) ⊃ B+

λr(Φ
−1(x), ν̄) \ (Φ−1(B−r (x, ν)) ∩H+),

by possibly decreasing the value of r0, the following bound holds:

Hn(Φ−1(B+
r (x, ν))) ≥ C2r

n

for some constant C2 > 0 independent of r. As a consequence it follows for r small enough that

1

Hn(Φ−1(B+
r (x, ν)))

ˆ
Φ−1(B+

r (x,ν))

|Ψ∗u(y)−Ψ∗a|dy

≤ 1

C2

(
ωnΛn

 
B+

Λr(Φ−1(x),ν̄)

|Ψ∗u(y)−Ψ∗a|dy +
1

rn

ˆ
Φ−1(B+

r (x,ν))\H+

|Ψ∗u(y)−Ψ∗b|dy

)
+
C1r

n+1|Ψ∗a−Ψ∗b|
C2rn

≤ C

( 
B+

Λr(Φ−1(x),ν̄)

|Ψ∗u(y)−Ψ∗a|dy +

 
B−Λr(Φ−1(x),ν̄)

|Ψ∗u(y)−Ψ∗b|dy + r

)
,

where ωn the volume of the unit ball in Rn. Taking the limit r → 0 leads to the desired result.
We omit the proof of the reverse implication as it follows by similar arguments. �

Lastly we prove the relation between approximate differentiability points on the manifold and in
Euclidean space.

Proposition 8. Let Ψ: Ω× Rm → E|O be a local trivialization with induced frame {τ1, . . . , τm}. Then,
any section u ∈ L1(E|O) is approximately differentiable at x ∈ O with approximate gradient L ∈ Ex⊗T ∗xM
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if and only if Ψ∗u is approximately differentiable at Φ−1(x) in the usual Euclidean sense with approximate
gradient L̄ ∈ Rm×n and approximate limit z̄ ∈ Rm such that

L = (L̄αi + Γαiβ z̄
β) τα ⊗ dxi, (140)

where (Γαiβ) denotes the Christoffel symbols at x.

Proof of Proposition 8. Let r0 be chosen sufficiently small so that B2r0(x) ⊂ O := Φ(Ω). As we will
be interested in limits where r → 0, without loss of generality, we assume that r < r0. Let us assume
that Φ−1(x) is an approximate differentiability point of Ψ∗u with approximate gradient L̄. By definition
of approximate differentiability in the Euclidean setting, Ψ∗u has an approximate limit Ψ∗z at Φ−1(x).
With Proposition 6 this implies that u has the approximate limit z at x. Let L be defined as in the
statement. Following the same lines of the proof of Proposition 6, in order to prove that u is approximately
differentiable at x with approximate gradient L, it suffices to show that

lim
r→0

 
Br(x̄)

1

r
|Ψ∗u(ȳ)− T (ȳ)Ψ∗z − T (ȳ)Ψ∗L(X)|dȳ = 0, (141)

where X := exp−1
x (y) and x̄ := Φ−1(x). For each ȳ ∈ Br(x̄) let y := Φ(ȳ) and γy : [0,dist(x, y)] → M

be the unique unit-speed geodesic such that γy(0) = x and γy(dist(x, y)) = y. By the smoothness of the
map (y, t) 7→ γy(t) the following Taylor expansion holds true:

Xi := dist(x, y)γ̇iy(0) = yi − xi +O(r2). (142)

Thanks to (135) we have for any α ∈ {1, . . . ,m} that

T (y)αβL
β(X) = Lα(X)−XkΓαkβL

β(X) +O(r2) = Lα(X) +O(r2),

where we have used
√
XiXi = O(r). Hence using the choice of L and (142) we further derive for any

α ∈ {1, . . . ,m} that

T (y)αβL
β(X) = L̄αkX

k +XkΓαkβz
β +O(r2) = L̄αk (yk − xk) + (Γ0)αβz

β +O(r2),

where (Γ0)αβ := XkΓαkβ . Consequently, the integrand in (141) can be written as

1

r
|Ψ∗u(ȳ)− T (ȳ)Ψ∗z − T (ȳ)Ψ∗L(X)| = 1

r
|Ψ∗u(y)− (Ψ∗z − Γ0Ψ∗z)− (L̄(ȳ − x̄) + Γ0Ψ∗z)|+O(r)

=
1

r
|Ψ∗u(y)−Ψ∗z − L̄(ȳ − x̄)|+O(r).

The desired limit in (141) then follows by the approximate differentiability of Ψ∗u at Φ−1(x) with ap-
proximate limit Ψ∗z and approximate gradient L̄.

The reverse implication in the statement follows similarly. �

We are ready to investigate the decomposition of a section u ∈ BV (E). We first provide several helpful
results. The next lemma derives a formula for integration on submanifolds in coordinates. Without
further mention we will assume that the metric tensor of an oriented (n−1)-dimensional C1-submanifold
N ⊂ M is given by the restriction of g to TN . The corresponding volume form on N will be written
as volN . Note that the orientation of M guarantees the existence of a unit-length C1-vector field ν such
that νxvol = volN , where νx(·) is the interior product with ν. We will call ν the normal vector-field of
N .
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Lemma 25 (Integration on a submanifold and coordinates). Let N ⊂ M be an (n − 1)-dimensional
oriented C1-submanifold of M . Furthermore, consider an open set Ω ⊂ Rn and an orientation preserving
chart Φ: Ω→ O ⊂M . Then, for any f ∈ C∞c (O) we haveˆ

N

f volN =

ˆ
N̄

f ◦ Φ
√
gij ν̄iν̄j

√
|g| volN̄ ,

N̄ := Φ−1(N ∩O), ν̄ is the Euclidean unit normal onto N̄ with orientation induced by the normal field ν
on N , and volN̄ is the volume form on N̄ induced by the restriction of the Euclidean metric to N̄ .

Remark 3. Note that by a standard approximation argument the result above holds for locally integrable
functions on N .

Before coming to the proof of Lemma 25 we state the following classical result (see Proposition 4.1.54
in [32]). For any l ∈ {0, . . . , n} we denote by Ωl(M) the space of smooth l-forms on M .

Lemma 26. For k ∈ {0, . . . , n} let α ∈ Ωk−1(M) and β ∈ Ωk(M). Furthermore, let N be an (n − 1)-
dimensional oriented C1-submanifold of M with unit normal field ν. Then,

(α ∧ ?β)|N = α|N ∧ ?N (νxβ)|N , (143)

where (·)|N is the restriction to N and ?N denotes the Hodge star on N .

Proof of Lemma 25. Let ?N denote the Hodge star on N induced by the restriction of g to N . Note that
?N1 = volN , the volume form on N . Using (143) with α = f and β = ν[ := 〈ν, ·〉, the linearity of ?, and
a change of coordinates showsˆ

N∩O
f volN =

ˆ
N∩O

f ∧ ?N (ν[(ν)) =

ˆ
N∩O

f ∧ ?N (νxν[) =

ˆ
N∩O

?(fν[) =

ˆ
N̄

Φ∗(?fν[), (144)

where Φ∗ is the pull-back operator induced by Φ and N̄ := Φ−1(N ∩O). By the definition of ? we have
for an arbitrary α ∈ Ω1(O) that

α ∧ ?(fν[) = f〈α, ν[〉 vol .

Taking the pull-back of both sides we have that

Φ∗(α) ∧ Φ∗(fν[) = fgijαiν
[
j

√
|g|dx1 ∧ · · · ∧ dxn = fgijαigjkν

k
√
|g|dx = fαiν

i
√
|g|dx.

Let β := νi dxi and α = αi dxi be an arbitrary 1-form on Ω. By the definition of the Euclidean Hodge
star ?Rn it holds that

α ∧ ?Rn(f
√
|g|β) = fαiν

i
√
|g|dx.

By (144) and the arbitrariness of α we see that

?Rn(f
√
|g|β) = Φ∗(fν[).

With this face and (143) applied for the Euclidean Hodge star we arrive thatˆ
N∩U

f volN =

ˆ
N̄

f
√
|g| ∧ ?Rnβ =

ˆ
N̄

f
√
|g| ∧ ?N̄ (ν̄xβ) =

ˆ
N̄

fν̄iνi volN̄ ,

where ν̄ is as in the statement. The desired result then ready follows from (139) as

ν̄iνi =
ν̄igij ν̄j√
gklν̄kν̄l

=
√
gij ν̄iν̄j .

�
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In the next lemma we will relate the total variation of a section defined in (8) to the Euclidean total
variation of its coordinate representations. We will assume that Ψ: Ω×Rm → E|O is a local trivialization
such that its induced frame {τ1, . . . , τm} is orthonormal. As usual, we will denote by Φ the induced chart.

Lemma 27 (Coordinate representation of the total variation). Let Ψ: Ω × Rm → E|O be as above and
let u ∈ L1(E|O). Then, there exists a constant C independent of u such that

var(u,O) ≤ C(var(Ψ∗u,Ω) + ‖u‖L1(E|O)),

var(Ψ∗u,Ω) ≤ C(var(u,O) + ‖Ψ∗u‖L1(Ω;Rd)),
(145)

where var(Ψ∗u,Ω) stands for the Euclidean total variation of Ψ∗u in Ω.
Moreover, for any v ∈ C∞c (E|O ⊗ T ∗O) it holds that

−
ˆ
O

〈u,∇∗v〉dHng =

ˆ
Ω

uα
∂

∂xk
(
√
|g|gkivαi ) dx+

ˆ
Ω

gkiuαΓαkβv
β
i

√
|g|dx. (146)

Proof. We start by proving (146). In a coordinate domain with orthonormal frame, ∇∗ has the following
representation (see e.g. (10.1.8) in [32]):

∇∗ = −
[√
|g|
−1 ∂

∂xk
(
√
|g|gki) + gki∇ ∂

∂xk

]
∂

∂xi
x,

where for any w ∈ C∞c (E|O) and α ∈ Ω1(O) we set ∂
∂xi x(w ⊗ α) := α

(
∂
∂xi

)
w. Let v = vαi τα ⊗ dxi ∈

C∞c (E|O ⊗ T ∗O) with ‖v‖L∞ ≤ 1, passing to coordinates and using the representation of ∇∗ from above
we derive

−
ˆ
M

〈u,∇∗v〉 vol =

ˆ
Ω

uα
∂

∂xk
(
√
|g|gki)vαi dx+

ˆ
Ω

uαgki
√
|g|∂v

α
i

∂xk
dx+

ˆ
Ω

gkiuαΓαkβv
β
i

√
|g|dx

=

ˆ
Ω

uα
∂

∂xk
(
√
|g|gkivαi ) dx+

ˆ
Ω

gkiuαΓαkβv
β
i

√
|g|dx,

which is (146).
We will now prove (145). Let v = vαi eα ⊗ dxi ∈ C∞c (E|O ⊗ T ∗O). Using the smoothness of g, and the

fact that ‖v‖L∞ ≤ 1 ∑
k,α

(
√
|g|gkivαi )2 ≤ C‖v‖L∞ ≤ C.

Hence, by the definition of Euclidean total variation we haveˆ
Ω

uα
∂

∂xk
(
√
|g|gkivαi ) dx ≤ C var(Ψ∗u,Ω).

Using the smoothness of the Christoffel symbols and the metric we can similarly estimateˆ
Ω

gkiuαΓαkβv
β
i

√
|g|dx ≤ C

ˆ
O

|u|dHng .

for some constant C independent of u and v. This completes the proof of the first inequality in 145. The
proof of the second inequality follows similarly. �

In the following we provide a definition for the push-forward of a vector-valued Radon measure in the
Euclidean space to the manifold.
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Definition 10 (Push-forward of vector measures). Let F be a vector-bundle over M of rank m , Ψ: Ω×
Rm → F |O a local trivialization, and ν̄ ∈ M(Ω;Rm) an Rm-valued Radon measure on Ω. We denote by
Ψ#ν̄ ∈M(F |O) the unique generalized vector-measure such that

〈Ψ#ν̄, v〉 =

ˆ
Ω

vα(Φ(x))σ̄α(x) d|ν̄|(x) (147)

for all v ∈ Cc(F |O), where σ̄ and |ν̄| are the polar density and total variation of ν̄, respectively.

Given ν ∈M(F |O) and A ∈ B(O) we denote by ν
¬
A the restriction of ν to A which is defined through

σν
¬
A = σν , |ν ¬A| = |ν| ¬A.

Furthermore, using the definition of Φ#|ν̄| we see that Let F, Ψ, ν̄ be as in Definition 10. Using the
definition of Φ#ν̄, where Φ is the chart associated to Ψ, we see that

σαΨ#ν̄ =
g̃αβ σ̄β√
g̃γδσ̄γ σ̄δ

, |Ψ#ν̄| =
√
g̃αβ σ̄ασ̄βΦ#|ν̄|.

In the upcoming proof we will use the following relation

(Ψ#ν̄)
¬
A = Ψ#(ν̄

¬
Φ−1(A)). (148)

We will now relate all components of the distributional derivative of a BV section u to the correspond-
ing components of its coordinate representations.

Lemma 28. Let Ψ: Ω×Rm → E|O be a local trivialization of E, Ψ̃ : Ω×Rm×n → E|O ⊗T ∗O be a local
trivialization of E ⊗ T ∗M (both with the same induced coordinate chart), and u ∈ BVloc(E|O). Then, the
following relations hold true:

Dau = Ψ̃#(
√
|g|g−1Da(Ψ∗u)) + ΓuHng , (149)

Dju = Ψ̃#(
√
|g|g−1Dj(Ψ∗u)), (150)

Dcu = Ψ̃#(
√
|g|g−1Dc(Ψ∗u)), (151)

where Γu := Γαiβu
βeα ⊗ dxi and g−1 := (gij).

Remark 4. Note that the right hand-sides of (149), (150), and (151) are well-defined since by Lemma 27
and u ∈ BVloc(E|O) implies that Ψ∗u has locally bounded variation.

Proof. Let v ∈ C∞c (E|O ⊗ T ∗O), integrating by parts in (146), using Γβiα = −Γαiβ and the Euclidean
Radon-Nikodym theorem, we have

−
ˆ
O

〈u,∇∗v〉 vol = −
ˆ

Ω

gijvαj σ̄
α
i

√
|g|d|D(Ψ∗u)|+

ˆ
Ω

gijuαΓαiβv
β
j

√
|g|dx

= −
ˆ

Ω

gijvαj ((σ̄a)αi + Γαiβu
β)
√
|g|dx−

ˆ
Ω

gijvαj (σ̄s)αi
√
|g|d|Ds(Ψ∗u)|,

where σ̄, σ̄a, and σ̄s are the polar densities of DΨ∗u, DaΨ∗u, and DsΨ∗u, respectively. By the ar-
bitrariness of v, the definition of the push-forward in (147), and the uniqueness of Radon-Nikodym
decomposition of Du with respect to Hng , we obtain equality (149) together with

Dsu = Ψ#(
√
|g|g−1Ds(Ψ∗u)). (152)

Note that by Proposition 6 and Proposition 7 we have that Su = Φ(SΨ∗u) and Ju = Φ(JΨ∗u). Conse-
quently, (150) and (151) follow from (152) and (148). �
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We are ready to prove the decomposition theorem for sections of bounded variation which generalizes
Theorem 3.

Theorem 9 (Decomposition of sections of bounded variation). Let u ∈ BV (E), then the discontinuity
set Su is Hn−1

g -rectifiable, Hn−1
g (Su \ Ju) = 0, and the restriction Dju := Dsu

¬ Ju of the singular part
of Du to Ju can be represented as

Dju = (u+ − u−)⊗ ν[Hn−1
g

¬ Ju,

where the triplet (u+, u−, ν) is as in Definition 5 adapted to the setting of vector bundles and ν[ is the
1-form given by ν[(X) = 〈ν,X〉 for any X ∈ TxM .

Furthermore, u is approximately differentiable at a.e. point of M and the absolutely continuous part
of Du can be written as

Dau = ∇u Hng ,
∇u being the approximate gradient of u.

Proof of Theorem 9. In what follows we will assume that Ψ: Ω × Rm → E|O is an arbitrary local trivi-
alization with indued chart Φ. Note that by Lemma (27) Ψ∗u ∈ BV (Ω;Rm).

Step 1 (Rectifiability of Su): By Proposition 6 and Proposition 7 we have that Su ∩O = Φ(SΨ∗u) and
Ju ∩ O = Φ(JΨ∗u). By Theorem 3.78 in [8] SΨ∗u is Hn−1-rectifiable and Hn−1(SΨ∗u \ JΨ∗u) = 0. By
the smoothness of Φ and (136) we derive that Su ∩O is Hn−1

g -rectifiable and Hn−1
g ((Su \ Ju) ∩O) = 0.

The result on M then follows by the arbitrariness of Ψ.
Step 2 (Characterization of the absolutely continuous part): Following the same argument in the first

step but using Proposition 8 and Theorem 3.83 in [8] one has that u is approximately differentiable at
Hng -a.e. points in M . For any test-function v ∈ C∞c (E|O ⊗ T ∗O) we derive from (149) and that (140)ˆ

O

〈v, σa〉d|Dau| =
ˆ

Ω

gijvαj (∇(Ψ∗u))αi
√
|g|dx+

ˆ
O

〈v,Γu〉dHng =

ˆ
O

〈v,∇u〉dHng ,

where σa is the polar density of Dau, and according to Theorem 3.83 in [8], Da(Ψ∗u) = ∇(Ψ∗u)Hn. By
the arbitrariness of v we have shown that Dau

¬
O = ∇uHng

¬
O. The result on M follows by a standard

partition of unity argument.
Step 3 (Characterization of the jump set) As in the second step it is enough to prove the representation

in O. With (150) and the representation of Dj(Ψ∗u) in the Euclidean setting (see Theorem 3.78 in [8])
we have ˆ

O

〈v, σj〉d|Dju| =
ˆ
JΨ∗u

gijvαj (((Ψ∗u)+)α − ((Ψ∗u)−)α)ν̄i
√
|g|dHn−1,

where σa is the polar density of Dju and ν̄ is approximate normal to JΨ∗u. Using Proposition (7) and
νj = gjk(ν[)k it follows that

(((Ψ∗u)+)α − ((Ψ∗u)−)α)gij ν̄i = ((Ψ∗u+)α − (Ψ∗u−)α)νj
√
gll′ ν̄lν̄l′

= ((Ψ∗u+)α − (Ψ∗u−)α)gjk(ν[)k
√
gll′ ν̄lν̄l′ .

By the rectifiability of the jump set we can assume without loss of generality that JΨ∗u is contained in a
C1-submanifold N̄ ⊂ Ω such that ν̄ coincides with the normal to N̄ . Hence, by Lemma 25 it follows thatˆ

O

〈v, σj〉d|Dju| =
ˆ
JΨ∗u

gjkvαj ((Ψ∗u+)α − (Ψ∗u−)α)(ν[)k
√
gll′ ν̄lν̄l′

√
|g|dHn−1

=

ˆ
Ju∩O

〈v, (u+ − u−)⊗ ν[〉dHn−1
g .



RENORMALIZED ENERGY BETWEEN FRACTIONAL VORTICES 59

By the arbitrariness of v we derive that Dju
¬
O = (u+ − u−)⊗ ν[Hn−1

g
¬
(Ju ∩O), as desired. �

The next lemma is a extension of Lemma 1 to the case of a general vector bundle E.

Lemma 29. A section u ∈ L1
loc(E) is in BVloc(E) (SBVloc(E), Lploc(E) ∩ SBV ploc(E)) if and only if

for any local trivialization Ψ: Ω × Rm → E|O the pull-back Ψ∗u is in BVloc(Ω;Rm) (SBVloc(Ω;Rm),
Lploc(Ω;Rm) ∩ SBV ploc(Ω;Rm)) in the usual Euclidean sense.

Proof of Lemma 29. Let Ψ: Ω × Rm → E|O be local trivialization of E for some O ⊂⊂ M open. Sup-
pose that u ∈ BV (E|O). Then, var(u,O) < ∞ and ‖u‖L1(E|O) < ∞ by the definition of BV (E|O).
Consequently, the second inequality in (145) implies var(Ψ∗u,Ω) < ∞. With (136) we also have that
‖Ψ∗u‖L1(Ω;Rm) < C‖u‖L1(E|O) < ∞ for some constant C independent of u. Hence, we have shown that
Ψ∗u ∈ BV (Ω;Rm).

Suppose now that u ∈ SBV (E|O); then, by the reasoning above we already know that Ψ∗u ∈
BV (Ω;Rm). By (151) and (136) it holds that Dcu

¬
O = 0 if and only if Dc(Ψ∗u)

¬
Ω = 0. Hence,

Ψ∗u ∈ SBV (Ω;Rm) follows.
We have shown the forward implication of the lemma due to the arbitrariness of O. The reverse

implication can be shown in similar manner. �

In the next lemma we will investigate a similar relationship of SBV p on the manifold and in Euclidean
space.

Lemma 30. Let p ∈ (1,∞), q ∈ [p,∞], and O ⊂⊂ M be open set such that there exists a local
trivialization Ψ: Ω→ E|O. Then, there exists a constant C such that for all u ∈ SBV p(E|O) ∩ Lq(E|O)
the following estimates hold true:

1

C
‖Ψ∗u‖Lq(Ω;Rm) ≤ ‖Ψ∗u‖Lq(E|O) ≤ C‖Ψ∗u‖Lq(Ω;Rm), (153)

1

C
Hn−1(JΨ∗u ∩ Ω) ≤ Hn−1

g (Ju ∩O) ≤ CHn−1(JΨ∗u ∩ Ω), (154)

‖∇u‖Lp(E|O) ≤ C
(
‖∇Ψ∗u‖Lp(Ω;Rm×n) + ‖Ψ∗u‖Lp(Ω;Rm)

)
(155)

‖∇Ψ∗u‖Lp(Ω;Rm×n) ≤ C
(
‖∇u‖Lp(E|O) + ‖u‖Lp(E|O)

)
(156)

Proof. Both estimates in (153) directly follow from (136). Now, note that by Lemma 29 we have that
Ψ∗u ∈ SBV (E|O). By (136) and the fact that Ju ∩O = Φ(JΨ∗u ∩ Ω) the inequalities in (154) follow.

Let us shortly write ū for Ψ∗u. Using (140), a change of coordinates, (136), and the smoothness of the
Christoffel symbols we derive thatˆ

O

|∇u|p vol =

ˆ
Ω

g̃αβgij

[(
(∇ū)αi + Γαiγ ū

γ
)(

(∇ū)βj + Γβjδū
δ
)] p

2 √|g|dx
≤ C

ˆ
Ω

[∑
i,α

(
(∇ū)αi + Γαiβ ū

β
)2] p2

dx

≤ C‖∇Ψ∗u‖Lp(Ω;Rm×n)
p + C

ˆ
Ω

[∑
β

(∑
i,α

(Γαi,β)2
)

(ūβ)2 dx
] p

2

dx

≤ C
(
‖∇Ψ∗u‖Lp(Ω;Rm×n)

p + ‖Ψ∗u‖Lp(Ω;Rm)
p
)
.

Taking the p-th root leads to (155). We can show (156) in similar fashion. �
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Proof of Theorem 4. The result follows by a partition of unity argument as in the proof of the decompo-
sition theorem, employing Lemma 30. �

Appendix B. Proof of the ball construction in open subsets

Let S be a closed, oriented, 2-dimensional Riemannian manifold. In this appendix, we will prove the
localized version of the ball-construction stated in Theorem 7. As the argument closely follows the one
presented in [27] we will only sketch the necessary modifications.

The first such modification is a localized version Lemma A.3 from [27] to an open subset of S.

Lemma 31. Let v ∈ C∞(TO) for an open subset O ⊂ S with Lipschitz boundary such that the energy
upper bound from (47) is satisfied for some ε > 0. Then, there exist ε0 > 0 and a constant C > 0
independent of v or ε such that whenever ε ∈ (0, ε0) we can find a finite collection of closed, pairwise
disjoint balls B = {Bj} whose union covers {x ∈ O : |v(x)| ≤ 1

2}, and such that∑
j

rj ≤ Cε|log ε|,

where rj is the radius of Bj.

Proof. As was done in the proof of Lemma A.3 in [27] using the coarea formula we can find a regular
value α ∈ [ 1

2 ,
3
4 ] of |v| such that

H1
g({x ∈ O : |v(x)| = α}) ≤ Cε|log ε|,

for some constant C > 0 independent of v and ε. Furthermore, using the Lipschitz-regularity of ∂O, we
can find a constant C̃ > 0 only depending on ∂O such that

H1
g(∂{x ∈ O : |v(x)| ≤ α}) ≤ C̃H1

g({x ∈ O : |v(x)| = α}).

Combining both estimates we discover by the very definition of H1
g that there exists a countable cover of

∂{x ∈ O : |v| ≤ α} whose radii sum up to at most Cε|log ε|. By compactness we can reduce ourselves to
a finite cover and using a standard merging procedure to a disjoint cover without increasing the sum of
all radii. �

We continue by showing that (123) from [27] is still satisfied if we replace S by an open subset of S.

Lemma 32. There exists r0 = r0(O) < r∗ depending on the geometry of ∂O and C > 0 such that for
any v ∈ C∞(TO), x ∈ O, and r ∈ (ε, r0) we have

1

2

ˆ
∂Br(x)∩O

|d|v||2 +
1

2ε2
(1− |v|2)2 dH1

g ≥
C

ε
‖1− |v|‖L∞(∂Br(x)). (157)

Proof. By the Lipschitz regularity and compactness of ∂O we can find α ∈ (0, π) and r̃0 ∈ (0, r∗) such
that for all y ∈ ∂O there exist a unit-length vector ν ∈ TyS satisfying

∂O ∩Br(y) ⊂ Cα,r(y, ν)

for all r ∈ (0, r̃0), where

Cα,r(y, ν) := expy({X ∈ TyS : |X| < r, |〈X, ν〉| ≤ cos(α2 )|〈X, ν⊥〉|}).

Let us set r0 := r̃0
2 and consider x ∈ O and r ∈ (0, r0). Suppose that Br(x) \ O 6= ∅. Then, we can find

y ∈ ∂O ∩Br(x). Note that Br(x) is contained in B2r(y). As 2r < 2r0 ≤ r̃0 we can find by our choice of
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r̃0 a unit-length vector ν ∈ TyS such that the set A := (∂Br(x) ∩ O) \ Cα,2r(y, ν) is connected. Hence,
by the compactness of S, we can find a constant C > 0 only depending on α and S such that

H1
g(A) ≥ Cr. (158)

Let us set ζ := (1− |v|)2 on A. Using Young’s inequality we derive that

|ζ ′|+ 1

ε
|ζ| ≤ Cε

(
|d|v||2 +

1

2ε2
(1− |v|2)2

)
.

Here, (·)′ denotes the differential in tangential direction of ∂Br(x). Let us now select a point z ∈ A such
that ζ(z) =

ffl
A
ζ dH1

g. Using the connectedness of A, the fundamental theorem of calculus, and (158) it
then follows that

‖ζ‖L∞ ≤ |ζ(z)|+
ˆ
A

|ζ ′|dH1
g ≤

ˆ
A

1

Cr
|ζ|+ |ζ ′|dH1

g ≤ C
ˆ
A

1

ε
|ζ|+ |ζ ′|dH1

g

≤ Cε
ˆ
A

|d|v||2 +
1

2ε2
(1− |v|2)2 dH1

g,

which is (157).
The argument for the remaining case Br(x) ⊂ O follows as in ([27]). �

In the same way as was done in [27] we define Λε : [0,∞)→ R by

Λε(σ) :=

ˆ σ

0

λε(r) dr, where λε(r) := min
0<s≤1

[ c2
4ε

(1− s)2 + s2π

r
(1− c2r2)

]
,

for constants c2, c3 as in (125) from Lemma A.1 in [27].

Sketch of the proof of Theorem 7. As our argument mostly coincides with the one provided in the proof
of Proposition 8.2 in [27] we only briefly sketch the main differences. Employing Lemma 32 and the same
Besicovitch covering argument as in [27] (see the proof of Proposition 8.2) we can find an initial cover of
ZE with a finite family B = {Bk}Kk of pairwise disjoint, closed, geodesic balls each with radius denoted

by rk such that
∑K
k=0 rk ≤ Cε|log ε| for some universal constant C > 0 and

1

2

ˆ
Bk

|∇v|2 +
1

2ε2
F (|v|) vol ≥ Λε(rk,0)

for any Bk ⊂ O.
Given k = 1, . . . ,K we set dk := dg(v,Bk;O) (see (46)) and define

σ∗ := min
dk 6=0

rk
|dk|

.

Starting from the family B(σ∗) := B we grow and merge every ball that does not intersect ∂O according
to the standard ball-construction algorithm, while we leave unchanged all the remaining balls. For every
σ ∈ (σ∗, σ0), where σ0 is as in the statement of Lemma 32, this produces a finite family of pairwise

disjoint, geodesic balls B(σ) = {B(σ)
k } each with radius r

(σ)
k and degree d

(σ)
k := dg(v, ∂B;O) such that

r
(σ)
k ≥ σ|d(σ)

k | for all k and

1

2

ˆ
B

(σ)
k

|∇v|2 +
1

2ε2
(1− |v|2)2 vol ≥

r
(σ)
k

σ
Λε(σ),

as long as B
(σ)
k ⊂ O.
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We conclude by following exactly the same lines of the proof of Proposition 8.2 in [27], since Lemma
31 provides the necessary extension of Lemma A.3 in [27]. �
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