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Abstract. In this paper we study the Steklov-Dirichlet eigenvalues λk(Ω,ΓS), where Ω ⊂ Rd is
a domain and ΓS ⊂ ∂Ω is the subset of the boundary in which we impose the Steklov conditions.
After a first discussion about the regularity properties of the Steklov-Dirichlet eigenfunctions
we obtain a stability result for the eigenvalues. We study the optimization problem under a
measure constraint on the set ΓS , we prove the existence of a minimizer and the non-existence
of a maximizer. In the plane we prove a continuity result for the eigenvalues imposing a bound
on the number of connected components of the sequence ΓS,n, obtaining in this way a version
of the famous result of V. Šverák ([22]) for the Steklov-Dirichlet eigenvalues. Using this result
we prove the existence of a maximizer under the same topological constraint and the measure
constraint.
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1. Introduction and Main Results

Let Ω ⊂ Rd be a bounded, open, connected set with Lipschitz boundary. Let ΓS ⊂ ∂Ω be
a relative open submanifold with Lipschitz boundary and we define also ΓD = ∂Ω \ ΓS . We
consider the following mixed Steklov-Dirichlet eigenvalue problem:

(1)


∆u = 0 Ω

∂νu = λ(Ω,ΓS)u ΓS

u = 0 ΓD,

where ν stands for the outer unit normal. It is known (see [2]) that the Steklov-Dirichlet
eigenvalue problem (1) has a discrete spectrum {λk(Ω,ΓS)}∞k=1

0 < λ1(Ω,ΓS) ≤ λ2(Ω,ΓS) ≤ λ3(Ω,ΓS) ≤ · · · → +∞,
1
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and the eigenvalues admit the following variational characterization:

(2) λk(Ω,ΓS) = inf
Vk⊂H1

0 (Ω,ΓS)
sup
v∈Vk

∫
Ω |∇v|2dx∫

ΓS
v2dHd−1

,

where the infimum is taken over all k−dimensional subspaces Vk of the space H1
0 (Ω,ΓS) = {v ∈

H1(Ω)| v ≡ 0 on ΓD}, where the equality on the boundary is intended in the sense of trace. We
denote the corresponding eigenfunctions by {uk}∞k=1 and we know that the following relation
holds

λk(Ω,ΓS) =

∫
Ω |∇uk|2dx∫
ΓS

u2kdHd−1
.

The main purpose of this work is to study the dependence of the eigenvalues λk(Ω,ΓS) with
respect to ΓS ⊂ ∂Ω.

This kind of mixed eigenvalues has been deeply studied. For instance in [14] bounds for
the Riesz mean has been obtained, in [5] the authors obtained inequalities between Steklov-
Dirichlet eigenvalues and Steklov-Neumann eigenvalues, in [17] the authors proved a two terms
asymptotic formula and in [12, 11, 23] optimization of the first Steklov-Dirichlet eigenvalue on
doubly connected domains has been studied.

The Steklov-Dirichlet eigenvalues and eigenfunctions are used to model some important phys-
ical process (see [17, 5, 7]) e. g. they describe the stationary heat distribution in Ω when the
flux through ΓS is proportional to the temperature itself and the part ΓD is kept under zero
temperature. The boundary value problem (1) has also interesting probabilistic interpratation
(see [5, 4]).

We now describe the structure of the paper and the main results. In Section 2 we recall some
useful results about the regularity of solutions of mixed boundary value problems, in particular
we prove that the Steklov-Dirichlet eigenfunctions are Besov functions.

In Section 3 we prove a stability result for the Steklov-Dirichlet eigenvalues. More precisely
we prove the following theorem (see Theorem 3.2 in order to have more information about the
constants C1 and C2)

Theorem 1.1. Let Ω be a uniform C1,1 open set of Rd, let ΓS ⊂ ∂Ω and Γ′
S ⊂ ∂Ω two C1,1

relative open submanifolds such that Hd−1(ΓS ∩Γ′
S) > 0 . We define the two sets ΓD = ∂Ω \ΓS

and Γ′
D = ∂Ω \ Γ′

S then

• For d ≥ 3 there exists a constant C1 such that:

|λk(Ω,ΓS)− λk(Ω,Γ
′
S)| ≤ C1

(
Hd−1(ΓS△Γ′

S)
1
2d + d(ΓD,Γ

′
D)

1
2
)
.

• For d = 2 there exists a constant C2 such that:

|λk(Ω,ΓS)− λk(Ω,Γ
′
S)| ≤ C2

(
H1(ΓS△Γ′

S)
1
2 + d(ΓD,Γ

′
D)

1
2
)
.

Where d(ΓD,Γ
′
D) is the Hausdorff distance between the two sets.

In the first part of Section 4 we study maximization and minimization problems for the
Steklov-Dirichlet eigenvalues, when we put a measure constraint on ΓS . Similar problems where
already studied in [9] for Dirichlet-Neumann eigenvalues.

In particular we prove the following theorems
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Theorem 1.2. Let Ω ⊂ Rd be a Lipschitz domain and let 0 < m < 1 be a constant, then, for
all k, the following variational problem

inf{λk(Ω,ΓS) | ΓS ⊂ ∂Ω, Hd−1(ΓS) = mHd−1(∂Ω)},
has a solution.

Theorem 1.3. Let Ω ⊂ Rd be a Lipschitz domain and let 0 < m < 1 be a constant, then the
following equality holds

sup{λk(Ω,ΓS) | ΓS ⊂ ∂Ω, Hd−1(ΓS) = mHd−1(∂Ω)} = +∞.

Then we focus on the planar case. We show an explicit example of a sequence of domains
ΓS,n for which limn→∞ λ1(Ω,ΓS,n) = ∞. We see that this phenomenon is linked to the fact that
the sequence ΓS,n has an unbounded number of connected component.

Motivated by this example, in the second part of Section 4, we study the continuity properties
of the Steklov-Dirichlet eigenvalues. More precisely we prove the following theorem, that can
be seen as the analogous of the famous result by V. Šverák concerning the Dirichlet eigenvalues
(see [15, 22]) for the Steklov-Dirichlet eigenvalues

Theorem 1.4. Let Ω ⊂ R2 be a C1,1 open domain, let ΓD,n ⊂ ∂Ω be a sequence of compact
subdomains converging for the Hausdorff metric to a compact set ΓD ⊂ ∂Ω. We define the two
sets ΓS,n = ∂Ω \ ΓD,n and ΓS = ∂Ω \ ΓD, assume that the number of connected components of
ΓD,n is uniformly bounded, then for all k

λk(Ω,ΓS,n) → λk(Ω,ΓS).

Using this continuity property we prove the existence of a maximizer in the class of sets with
given measure and bounded number of connected components.

2. Regularity of eigenfunctions

Let Ω ⊂ Rd be a bounded, open, connected set. Let ΓS ⊂ ∂Ω be a relative open submanifolds
and we define also ΓD = ∂Ω \ ΓS . In order to investigate the regularity properties of the
Steklov-Dirichlet eigenfunctions uk we are lead to study the following mixed boundary value
problem:

(3)


∆u = 0 Ω

∂νu = g ΓS

u = 0 ΓD,

in particular we want to study the regularity of the solution depending on the regularity of the
function g.

The big issue for this type of boundary value problem comes from the singularities that can
appear when the boundary conditions change. The following example shows that the solution
of (3) is not smooth in general, no matter how the data are regular.

Example 2.1. We define the following set R2
+ = {(x, y) ∈ R2 | y > 0} and we consider the

following problem 
∆u = 0 R2

+

∂νu = 0 {(x, y) ∈ R2 |x < 0, y = 0}
u = 0 {(x, y) ∈ R2 |x ≥ 0, y = 0}.
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In polar coordinates a solution for the above problem is given by the following function:

u(r, θ) = r
1
2 sin(

θ

2
) r ≥ 0, 0 ≤ θ ≤ 2π.

We have that u ∈ C
1
2 (R2

+).

In general we cannot expect that the solutions of (3) are more regular than C
1
2 (Ω). There

is a huge literature concerning the problem of regularity of solutions of mixed boundary value
problems, without claiming to be exhaustive we can refer to the following monographs [10, 13],
to the articles [3, 20, 16] and the references therein. We will investigate the case when both Ω
and ΓS are smooth, and we will measure the regularity of the solutions in the class of Besov
spaces, deeply using the results from [20].

Before presenting the results in our setting we want to comment the fact that, counterintu-
itively, the case when Ω is smooth is the case where the least regularity is expected. Indeed
when ΓS and ΓD do not meet tangentially then we have a better situation and we have more
regularity for the solutions (see[10]), but the gain of regularity vanishes as the angle between ΓS

and ΓD approach π.

We introduce the Besov space B
3
2
2∞(Ω) via its characterization as an interpolation space

between two Sobolev spaces, let (·, ·)θ,p be the real interpolation functor (see [6]), then we have
that:

B
3
2
2∞(Ω) =

(
H1(Ω), H2(Ω)

)
1
2
,∞.

Under some smoothness assumption on Ω and ΓS we can conclude that if u is a solution of (3)

then u ∈ B
3
2
2∞(Ω) (see [20]), and we will use this results in order to show that uk ∈ B

3
2
2∞(Ω).

We define what are the precise regularity property of Ω and ΓS (see [1, 21, 20])

Definition 2.1. We say that Ω is a uniform C1,1 open set of Rd and ΓS ⊂ ∂Ω is a C1,1 relative
open submanifold if there exists an ϵ > 0, an integer l, an M > 0 and a possible finite sequence
U1, ..., Uk, ... of open sets of Rd so that

(1) if x ∈ ∂Ω then Bϵ(x) ⊂ Uk for some k;
(2) no point of Rd is contained in more than l of the Uk’s;
(3) there exist C1,1 diffeomorphisms{

Φk : Uk → Vk = B1(xk) ⊂ Rd, Ψk = Φ−1
k ,

||Φk||C1,1(Uk) ≤ M ||Ψk||C1,1(Uk) ≤ M

with xk ∈ ∂Rd
+, and 

Φk(Uk ∩ Ω) = Vk ∩ Rd
+,

Φk(Uk ∩ ∂Ω) = Vk ∩ ∂Rd
+,

Φk(Uk ∩ ΓD) = Vk ∩ Rd−1
+ × {0},

Φk(Uk ∩ ∂ΓD) = Vk ∩ Rd−2 × {(0, 0)}.

We can now state the result about the regularity of eigenfunctions

Theorem 2.1. Let Ω be a uniform C1,1 open set of Rd, let ΓS ⊂ ∂Ω be a C1,1 relative open
submanifold (as in Definition 2.1) and let uk be an eigenfunction corresponding to the eigenvalue

λk(Ω,ΓS) then uk ∈ B
3
2
2∞(Ω). Moreover if n = 2 then uk ∈ C

1
2 (Ω).
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Proof. We know that uk ∈ H1(Ω) so in particular uk ∈ H
1
2 (ΓS) and from Theorem 1 in [20] we

conclude that uk ∈ B
3
2
2∞(Ω). Moreover if d = 2 the Sobolev-Besov embedding Theorem gives us

that B
3
2
2∞(Ω) ⊂ C

1
2 (Ω) and in particular uk ∈ C

1
2 (Ω) □

Remark 2.1. We notice that in dimension d = 2 the Steklov-Dirichlet eigenfunctions uk reach
the maximal Holder regularity allowed by Example 2.1.

3. Stability of the Steklov-Dirichlet eigenvalues

In this section we investigate the stability properties of the eigenvalues λk(Ω,ΓS). More
precisely we state Theorem 1.1 in a more precise way, explaining the precise dependence of the
constants C1 and C2 from Ω, ΓS and Γ′

S , and we prove the stability result.
In order to do so we need to introduce the following Lemma about the existence of a family

of test functions.

Lemma 3.1. Let uk be an eigenfunction associated to the eigenvalue λk(Ω,ΓS) and let M be a
constant independent from ΓS and Γ′

S, then there exist a family of functions gi ∈ C∞(Γ′
S \ ΓS)

with i = 1, ..., k, such that ||gi||C0(Ω) ≤ M and the solutions of the following mixed boundary
value

(4)


∆ṽi = 0 Ω

∂ν ṽi = λk(Ω,ΓS)uk Γ′
S ∩ ΓS

∂ν ṽi = gi Γ′
S \ ΓS

ṽi = 0 ∂Ω \ Γ′
S .

have the following properties: for all i ̸= j we have that

(5)

∫
Ω
∇ṽi · ∇ṽjdx =

∫
∂Ω

ṽiṽjdHd−1 = 0.

The same result holds if we exchange the role of ΓS and Γ′
S

Proof. We define the functions gi via an induction procedure. In the proof M will be a constant
independent from ΓS and Γ′

S that can change from line to line. We choose the first function
g1 ∈ C∞(Γ′

S \ ΓS) such that ||g1||C0(Γ′
S\ΓS) ≤ M and such that the function

Φ1(x) =

{
λk(Ω,ΓS)uk(x) x ∈ ΓS ∩ Γ′

S

g1(x) x ∈ Γ′
S \ ΓS

is in H
1
2 (Γ′

S), so we introduce the first test function ṽ1
∆ṽ1 = 0 Ω

∂ν ṽ1 = λk(Ω,ΓS)uk Γ′
S ∩ ΓS

∂ν ṽ1 = g1 Γ′
S \ ΓS

ṽ1 = 0 ∂Ω \ Γ′
S .

We now show how to construct the function g2 with the desired properties, and then we generalize
this procedure, constructing the function gi+1 knowing the function g1, g2, ..., gi. We introduce
two functions φ1 and φ2 in C∞

c (Γ′
S \ΓS) such that ||φ1||C0(Γ′

S\ΓS) ≤ M and ||φ2||C0(Γ′
S\ΓS) ≤ M ,

two real parameters t1 and t2, we will choose more precisely the functions and the parameters
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later in the proof. We define also vφi with i = 1, 2 to be the solution of the following mixed
boundary value problem 

∆vφi = 0 Ω

∂νvφi = φi Γ′
S

vφi = 0 ∂Ω \ Γ′
S .

We denote by ṽ2 the solution of the following problem:

(6)


∆ṽ2 = 0 Ω

∂ν ṽ2 = λk(Ω,ΓS)uk Γ′
S ∩ ΓS

∂ν ṽ2 = g1 + t1φ1 + t2φ2 Γ′
S \ ΓS

ṽ2 = 0 ∂Ω \ Γ′
S .

Now we want to choose the functions φ1 and φ2 and the parameters t1 and t2 in such a way
that the conditions (5) are satisfied. More precisely, from the linearity of the equation (6) and
from the linearity of the Dirichlet-to-Neumann map, we obtain the following equalities:∫

Ω
∇ṽ1 · ∇ṽ2dx =

∫
Γ′
S∩ΓS

λk(Ω,ΓS)
2u2kdHd−1 +

∫
Γ′
S\ΓS

g21dHd−1+

+ t1

∫
Γ′
S\ΓS

g1φ1dHd−1 + t2

∫
Γ′
S\ΓS

g1φ2dHd−1,∫
∂Ω

ṽ1ṽ2dx =

∫
Γ′
S

ṽ21dHd−1 + t1

∫
Γ′
S

ṽ1vφ1dHd−1 + t2

∫
Γ′
S

ṽ1vφ2dHd−1.

Now we introduce the following matrix and the following vector

A2×2 =

(∫
Γ′
S\ΓS

g1φ1dHd−1
∫
Γ′
S\ΓS

g1φ2dHd−1∫
Γ′
S
ṽ1vφ1dHd−1

∫
Γ′
S
ṽ1vφ2dHd−1,

)

b2 =

(
−
∫
Γ′
S∩ΓS

λk(Ω,ΓS)
2u2kdHd−1 −

∫
Γ′
S\ΓS

g21dHd−1

−
∫
Γ′
S
ṽ21dHd−1.

)
We choose φ1 and φ2 in such a way that A−1

2×2 exists, ||A−1
2×2|| ≤ M and ||b2|| ≤ M (we recall

that the constant M can change). Now we choose the parameters t = (t1, t2) to be the solutions
of the following linear system A2×2t = b2. Now we choose g2 to be the following function:

g2 = g1 + t1φ1 + t2φ2.

With the choice we made for φ1, φ2 and t = (t1, t2) it is clear that ||g2||C0(Ω) ≤ M and the
function ṽ2 satisfies the conditions (5).

Now suppose we know the functions g1, ..., gi, we can construct the function gi+1 using the
same algorithm. This time we need to introduce the functions {φj}2ij=1 such that φj ∈ C∞

c (Γ′
S \

ΓS) and ||φj ||C0(Γ′
S\ΓS) ≤ M for all j = 1, ..., 2i, and the parameters {tj}2ij=1. We introduce the

function 
∆ṽi+1 = 0 Ω

∂ν ṽi+1 = λk(Ω,ΓS)uk Γ′
S ∩ ΓS

∂ν ṽi+1 = g1 +
∑2i

j=1 tjφj . Γ′
S \ ΓS

ṽi+1 = 0 ∂Ω \ Γ′
S .
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Now, by imposing 2i orthogonality conditions with the function {ṽj}ij=1 we will obtain a similar
system of linear equations, in particular we will define in a similar way the matrix A2i×2i and
the vector b2i. We choose the functions {φj}2ij=1 in such a way that A−1

2i×2i exists, ||A
−1
2i×2i|| ≤ M

and ||b2i|| ≤ M (we recall that the constant M can change). Now we choose the vector t =
(t1, t2, ..., t2i) to be the solution of the following system A2i×2it = b2i and we define gi+1 in the
following way

gi+1 = g1 +
2i∑
j=1

tjφj .

With the choice we made for {φj}2ij=1 and t = (t1, t2, ..., t2i) it is clear that ||gi+1||C0(Ω) ≤ M

and the function ṽi+1 satisfies the conditions (5). The same construction is possible when we
exchange the two sets ΓS and Γ′

S . □

We are now ready to state in a more precise way Theorem 1.1 and to prove it. Let K1 ⊂ Rd

and K2 ⊂ Rd be two compact sets, we denote by d(K1,K2) the Hausdorff distance between the
two sets.

Theorem 3.2. Let Ω be a uniform C1,1 open set of Rd, let ΓS ⊂ ∂Ω and Γ′
S ⊂ ∂Ω two C1,1

relative open submanifolds (see Definition 24) such that Hd−1(ΓS ∩Γ′
S) > 0 . We define the two

sets ΓD = ∂Ω \ΓS and Γ′
D = ∂Ω \Γ′

S and let vk be a linear combination of the functions {ṽi}ki=1
defined in Lemma 3.1 then

• For d ≥ 3 there exists a constant C1, that depends on Ω, on ||vk||L2(∂Ω), on ||vk||H1(Ω)

and on max{λk(Ω,ΓS), λk(Ω,Γ
′
S)}, such that:

(7) |λk(Ω,ΓS)− λk(Ω,Γ
′
S)| ≤ C1

(
Hd−1(ΓS△Γ′

S)
1
2d + d(ΓD,Γ

′
D)

1
2
)
.

• For d = 2 there exists a constant C1, that depends on Ω, on ||vk||L2(∂Ω), on ||vk||H1(Ω)

and on max{λk(Ω,ΓS), λk(Ω,Γ
′
S)}, such that:

(8) |λk(Ω,ΓS)− λk(Ω,Γ
′
S)| ≤ C2

(
H1(ΓS△Γ′

S)
1
2 + d(ΓD,Γ

′
D)

1
2
)
.

We will prove the upper bound for the quantity λk(Ω,Γ
′
S) − λk(Ω,ΓS), from the proof of

this upper bound we will easily obtain the desired estimates also for the quantity λk(Ω,ΓS) −
λk(Ω,Γ

′
S) by simply exchanging the role of ΓS and Γ′

S .

Proof. In the proof we will denote by C a constant, which can change from line to line, that
depends on Ω, on ||vk||L2(∂Ω), on ||vk||H1(Ω) and on max{λk(Ω,ΓS), λk(Ω,Γ

′
S)}. We start by

estimating the following quantity:

(9) λk(Ω,Γ
′
S)− λk(Ω,ΓS).

We use the variational characterization (2) and the test functions constructed in Lemma 3.1 and
we obtain that

λk(Ω,Γ
′
S) ≤ max

α∈Rk

∫
Ω |∇

(∑k
i=1 αiṽi

)
|2dx∫

Γ′
S

(∑k
i=1 αiṽi

)2
dHd−1

= max
α∈Rk

∑k
i=1 α

2
i

∫
Ω |∇ṽi|2dx∑k

i=1 α
2
i

∫
Γ′
S
ṽ2i dHd−1

,

where the last equality is true because of the conditions (5). Let α̃ ∈ Rk be the solution of
the maximization problem, from the last equality it is clear that we can assume α̃i ≥ 0 for all

i = 1, ..., k, in particular
∑k

i=1 α̃i > 0, because otherwise α̃i = 0 for all i = 1, ..., k and this is
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not possible. The Rayleigh quotient is invariant under multiplication by a scalar, so we can also

assume that
∑k

i=1 α̃i = 1 and we define the following function:

vk =
k∑

i=1

α̃iṽi.

From the linearity of the equations (4) we know that vk satisfies the following mixed boundary
value problem

(10)


∆vk = 0 Ω

∂νvk = λk(Ω,ΓS)uk Γ′
S ∩ ΓS

∂νvk =
∑k

i=1 α̃igi Γ′
S \ ΓS

vk = 0 ∂Ω \ Γ′
S .

From the variational characterization, using the function vk as a test function for λk(Ω,Γ
′
S)

and let uk be an eigenfunction corresponding to λk(Ω,ΓS), we obtain the following inequality:

(11) λk(Ω,Γ
′
S)− λk(Ω,ΓS) ≤

∫
ΓS

u2kdHd−1
∫
Ω |∇vk|2dx−

∫
Γ′
S
v2kdHd−1

∫
Ω |∇uk|2dx∫

ΓS
u2kdHd−1

∫
Γ′
S
v2kdHd−1

.

We start by giving an upper bound for the quantity
∫
ΓS

u2k. From Cauchy-Schwarz inequality

we know that ∫
ΓS

u2kdHd−1 −
∫
Γ′
S

v2kdHd−1 ≤ ||uk + vk||L2(∂Ω)||uk − vk||L2(∂Ω),

and we also know that

||vk||L2(∂Ω) ≤ ||uk − vk||L2(∂Ω) + ||uk||L2(∂Ω),

so we conclude that

(12)

∫
ΓS

u2kdHd−1 −
∫
Γ′
S

v2kdHd−1 ≤
(
||uk − vk||L2(∂Ω) + 2||uk||L2(∂Ω)

)
||uk − vk||L2(∂Ω).

From the regularity assumption on the domain Ω we know that the trace operator is compact
and we denote its norm by Ct. Using this fact, combined with (12) we obtain the following
upper bound for

∫
ΓS

u2k:∫
ΓS

u2kdHd−1 ≤
(
Ct||uk − vk||H1(Ω) + 2||uk||L2(∂Ω)

)
Ct||uk − vk||H1(Ω) +

∫
Γ′
S

v2kdHd−1,

using this estimate in (11) we finally obtain

λk(Ω,Γ
′
S)− λk(Ω,ΓS) ≤

1∫
ΓS

u2kdHd−1
∫
Γ′
S
v2kdHd−1

[ ∫
Γ′
S

v2kdHd−1
( ∫

Ω
|∇vk|2dx−

∫
Ω
|∇uk|2dx

)
+

(13)

+
(
C2
t ||uk − vk||2H1(Ω) + 2||uk||L2(∂Ω)Ct||uk − vk||H1(Ω)

) ∫
Ω
|∇vk|2dx

]
.
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We want to bound the right hand side of (13). We start by noticing that the function vk is in
H1(Ω) and also that there exists a constant C > 0 such that

(14) C ≤
∫
Γ′
S

v2kdHd−1,

indeed if we have that
∫
Γ′
S
v2kdHd−1 = 0, we will have that the trace of the function vk is a

function constantly equal to zero, and this is a contradiction with the equation (10) that vk
must satisfy.

We now estimate the quantity
∫
Ω |∇vk|2dx−

∫
Ω |∇uk|2dx in (13), we obtain that

∫
Ω
|∇vk|2dx−

∫
Ω
|∇uk|2dx ≤

∣∣||vk||2H1(Ω) − ||uk||2H1(Ω)

∣∣+ ∣∣||vk||2L2(Ω) − ||uk||2L2(Ω)

∣∣(15)

≤
∣∣||vk||H1(Ω) − ||uk||H1(Ω)

∣∣∣∣||vk||H1(Ω) + ||uk||H1(Ω)

∣∣+ ∣∣||vk||L2(Ω) − ||uk||L2(Ω)

∣∣∣∣||vk||L2(Ω) + ||uk||L2(Ω)

∣∣
≤ C||uk − vk||H1(Ω).

The last remaining term to estimate is the quantity ||uk − vk||H1(Ω), in order to estimate this
term we use Theorem 4 in [20] and (10) to conclude that there exists a constant C that depends
only on Ω such that the following inequality holds

||uk−vk||H1(Ω) ≤ C
(

sup
||w||

H
1
2 (∂Ω)

=1

∣∣λk(Ω,ΓS)

∫
ΓS

(∂νuk)wdHd−1 −
∫
Γ′
S

(∂νvk)wdHd−1
∣∣+ d(ΓD,Γ

′
D)

1
2

)

≤ C
(

sup
||w||

H
1
2 (∂Ω)

=1

∫
ΓS\Γ′

S

|ukw|dHd−1 +

∫
Γ′
S\ΓS

|w
( k∑
i=1

α̃igi
)
|dHd−1 + d(ΓD,Γ

′
D)

1
2

)

≤ C
(
||uk||L2(ΓS\Γ′

S)
+ ||

k∑
i=1

α̃igi||L2(Γ′
S\ΓS) + d(ΓD,Γ

′
D)

1
2
)
.

Let us now consider separately the case d ≥ 3 and d = 2. For d ≥ 3 it is enough to know

that uk ∈ H
1
2 (∂Ω), indeed by classical embedding theorem for Sobolev spaces we have that

uk ∈ L
2d
d−1 (∂Ω) by Lemma 3.1 we also know that

∑k
i=1 α̃igi ∈ L

2d
d−1 (∂Ω). Using Hölder inequality

we conclude that
(16)

||uk−vk||H1(Ω) ≤ C
(
||uk||

L
2d
d−1 (∂Ω)

Hd−1(ΓS\Γ′
S)

1
2d+||

k∑
i=1

α̃igi||
L

2d
d−1 (∂Ω)

Hd−1(Γ′
S\ΓS)

1
2d+d(ΓD,Γ

′
D)

1
2
)

From Lemma 3.1 we know that there exists a constant C, that does not depend on ΓS and

Γ′
S , such that ||

∑k
i=1 α̃igi||

1
2

L
2d
d−1 (∂Ω)

≤ C. From the continuity of the Sobolev embedding and

the trace operator we have that there exists a constant C, that depends only on Ω, such that
||uk||

L
2d
d−1 (∂Ω)

≤ C||uk||H1(Ω). Now using this inequality together with the Poincaré -Friedrichs
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inequality, assuming that ||uk||L2(Ω) = 1, we obtain

||uk||
L

2d
d−1 (∂Ω)

≤ C

√
λk(Ω,ΓS)

( 1

λ1,1(Ω)
+ 1
)
+

1

λ1,1(Ω)
,

where λ1,1(Ω) is the first Robin eigenvalue with parameter 1. From the inequality above and
from (16) we conclude that there exists a constant C that depends only on Ω and λk(Ω,ΓS)
such that

(17) ||uk − vk||H1(Ω) ≤ C
(
Hd−1(ΓS△Γ′

S)
1
2d + d(ΓD,Γ

′
D)

1
2
)
.

For d = 2, using the regularity results given in Theorem 2.1, we know that uk ∈ C
1
2 (Ω), by

Lemma 3.1 we also know that
∑k

i=1 α̃igi ∈ C
1
2 (∂Ω), so we obtain that

(18) ||uk−vk||H1(Ω) ≤ C
(
||uk||

1
2

C0(Ω)
H1(ΓS \Γ′

S)
1
2 +||

k∑
i=1

α̃igi||
1
2

C0(∂Ω)
H1(Γ′

S \ΓS)
1
2 +d(ΓD,Γ

′
D)

1
2
)

From Lemma 3.1 we know that there exists a constant C, that does not depend on ΓS and

Γ′
S , such that ||

∑k
i=1 α̃igi||C0(∂Ω) ≤ C. From the continuity of the Sobolev-Besov embedding

(see [1, 6, 20]) we know that there exists a constant C, that depends only on Ω, such that
||uk||C 1

2 (Ω)
≤ C||uk||

B
3
2
2∞(Ω)

. From this inequality and from Theorem 1 in [20] we conclude that

there exists a constant C, that depends only on Ω, such that

||uk||C 1
2 (Ω)

≤ C
√
||uk||H1(Ω)(1 + ||uk||H1(Ω)).

Now using a similar argument as the one we used in the case d ≥ 3 we can bound from above the
quantity ||uk||H1(Ω) and, from (18), we conclude that there exists a constant C, that depends
only on Ω and λk(Ω,ΓS), such that

(19) ||uk − vk||H1(Ω) ≤ C
(
H1(ΓS△Γ′

S)
1
2 + d(ΓD,Γ

′
D)

1
2
)
.

For d ≥ 3 using (14), (15) and (17) in (13) we conclude that there exists a constant C1, that
depends on Ω, on ||vk||L2(∂Ω), on ||vk||H1(Ω) and on λk(Ω,ΓS), such that:

λk(Ω,Γ
′
S)− λk(Ω,ΓS) ≤ C1

(
Hd−1(ΓS△Γ′

S)
1
2d + d(ΓD,Γ

′
D)

1
2
)
.

For d = 2 using using (14), (15) and (19) in (13) we conclude that there exists a constant C2,
that depends on Ω, on ||vk||L2(∂Ω), on ||vk||H1(Ω) and on λk(Ω,ΓS), such that:

λk(Ω,Γ
′
S)− λk(Ω,ΓS) ≤ C2

(
H1(ΓS△Γ′

S)
1
2 + d(ΓD,Γ

′
D)

1
2
)
.

Now exchanging the role of ΓS and Γ′
S we obtain the same kind of estimates for the quantity

λk(Ω,ΓS)− λk(Ω,Γ
′
S), this concludes the proof □

4. Optimization problems and continuity properties

In the first part of this section we study maximization and minimization problems for the
Steklov-Dirichlet eigenvalues with a measure constraint on the set ΓS . In the second part we
study the continuity properties of the Steklov-Dirichlet eigenvalues.
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4.1. Optimization problems. We start by proving the existence of a minimizer, in particular
we prove Theorem 1.2. We now state an elementary lemma about the monotonicity property of
the Steklov-Dirichlet eigenvalues.

Lemma 4.1. Let Ω ⊂ Rd be a Lipschitz domain and let ΓS ⊂ ∂Ω and Γ′
S ⊂ ∂Ω two relative

open subsets such that ΓS ⊂ Γ′
S then, for all k, the following inequality holds

λk(Ω,Γ
′
S) ≤ λk(Ω,ΓS)

Proof. Let ui be an eigenfunction associated to λi(Ω,ΓS) with i = 1, ..., k. From the assumption
ΓS ⊂ Γ′

S , it is clear that V = span[u1, u2, ..., uk] is a subspace of the Hilbert space H1
0 (Ω,Γ

′
S), in

particular we can use the test subspace V in the variational characterization of λk(Ω,Γ
′
S) and

this concludes the proof. □

This simple lemma is crucial in order to prove the existence of a minimizer. Indeed, using
this property, we can construct a minimizer by using a classical procedure based on the concept
of weak γ-convergence (see [8] for more details).

Proof of Theorem 1.2. We consider a minimizing sequence ΓS,ϵ, and we consider the normal-
ized eigenfunctions ||uk,ϵ||L2(∂Ω) = 1. We want to obtain a uniform bound in H1(Ω) for the
eigenfunctions uk,ϵ. From the minimality assumption for the sequence ΓS,ϵ we can assume that:∫

Ω
|∇uk,ϵ|2dx = λk(Ω,ΓS,ϵ) ≤ C < ∞ ∀ ϵ > 0.

Now the bound for
∫
Ω u2k,ϵdx follows directly from Poincare-Friedrichs inequality∫
Ω
u2k,ϵdx ≤ 1

λ1,1(Ω)

[ ∫
Ω
|∇uk,ϵ|2dx+

∫
∂Ω

u2k,ϵdHd−1
]
,

where λ1,1(Ω) is the first Robin eigenvalue with parameter 1.
We conclude that there exists a function uk ∈ H1(Ω) such that, up to a subsequence, the

following convergences hold:

uk,ϵ ⇀ uk in H1(Ω),(20)

uk,ϵ → uk in L2(∂Ω),

uk,ϵ → uk a. e. in ∂Ω.

Let j ̸= k, we can use the same argument as above for uj,ϵ and we obtain that there exists a
function uj ∈ H1(Ω) such that the same convergences above held. Now from the orthogonality
of the eigenfunctions in L2(∂Ω) we have that

(21) 0 =

∫
∂Ω

uj,ϵuk,ϵ →
∫
∂Ω

ujuk = 0

Now we want to prove the orthogonality of the gradient of the eigenfunctions. We can use the
concept of compensated compactness (see [18]), indeed we have that div(∇uj,ϵ) = ∆uj,ϵ = 0 and
rot(∇uk,ϵ) = 0, in particular, from the convergences (20), we can conclude that

(22) 0 =

∫
Ω
∇uk,ϵ · ∇uj,ϵdx →

∫
Ω
∇uk · ∇ujdx = 0.
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From the convergence of the eigenfunctions ui,ϵ, with i = 1, ..., k we can conclude that, up to
a subsequence

(23)

k∑
i=1

u2i,ϵ →
k∑

i=1

u2i a. e. in ∂Ω.

We define the following set

(24) Γ = {x ∈ ∂Ω |
k∑

i=1

ui(x)
2 > 0}.

We can use the test subspace V = span[u1, u2, ..., uk] in the variational characterization (2) for
the eigenvalue λk(Ω,Γ). Recalling the orthogonality conditions (21), (22), the normalization
||ui,ϵ||L2(∂Ω) = 1 and the convergences (20) we obtain

λk(Ω,Γ) ≤ max
α∈Rk∑k

i=1
α2
i
=1

∫
Ω |∇

(∑k
i=1 αiui

)
|2dx∫

Γ

(∑k
i=1 αiui

)2
dHd−1

≤
k∑

i=1

α2
i

∫
Ω
|∇ui|2dx

≤ lim inf
ϵ→0

k∑
i=1

α2
i

∫
Ω
|∇ui,ϵ|2dx

≤ lim inf
ϵ→0

k∑
i=1

α2
iλi(Ω,ΓS,ϵ)

≤ lim inf
ϵ→0

λk(Ω,ΓS,ϵ).

From the definition (24), the convergence (23) and from Fatou Lemma we have:

Hd−1(Γ) ≤ lim inf
ϵ→0

Hd−1({x ∈ ∂Ω |
k∑

i=1

ui,ϵ(x)
2 > 0}) = mHd−1(∂Ω).

Now if Hd−1(Γ) = mHd−1(∂Ω) the proof is finished. If instead Hd−1(Γ) < mHd−1(∂Ω), we
define a new set Γ1 such that Hd−1(Γ1) = mHd−1(∂Ω) and Γ ⊂ Γ1, from Lemma 4.1 we know
that λk(Ω,Γ1) ≤ λk(Ω,Γ). This concludes the proof. □

Remark 4.1. We actually proved the existence of a minimizer in a relaxed framework. Indeed
the minimizing set Γ ⊂ ∂Ω that we defined is not a relative open set, but we can still define the
Steklov-Dirichlet eigenvalue λk(Ω,Γ). Indeed by construction we have that ∂Ω \ Γ = ∪k

i=1{x ∈
∂Ω |ui(x) = 0}, with ui ∈ H1(Ω) for all i = 1, ..., k, and in particular the space H1

0 (Ω,Γ) is a well
defined Hilbert space. We can define the eigenvalues λk(Ω,Γ) via the variational characterization
(2).

We now study the maximization problem, in particular we prove Theorem 1.2. In order to
prove that a maximizer does not exists it is enough to construct a sequence of domains ΓS,n ⊂ ∂Ω

such that Hd−1(ΓS,n) = mHd−1(∂Ω) for all n and λ1(Ω,ΓS,n) → +∞. The following geometric
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Lemma is crucial for the construction of the maximizing sequence. This Lemma is classical (see
[15]), for this reason we will give only a sketch of the proof

Lemma 4.2. Let Ω be a Lipschitz domain and let 0 < m < 1 be a constant, then there exists a
sequence of domains Γn ⊂ ∂Ω such that

Hd−1(Γn) = mHd−1(∂Ω) ∀n ,

χΓn

∗
⇀ mχ∂Ω in L∞(∂Ω).

Sketch of the Proof. In order to give a more clear idea of the construction of the set Γn, we
assume that there exists c ∈ N such that m = 1

c .

Without loss of generality we can assume that Hd−1(∂Ω) = 1. Let (∂Ω, g) be the manifold
given by the boundary of Ω endowed with the metric g induced by the euclidean metric on Rd.
We denote by Bg(x, r) ⊂ ∂Ω the ball with respect to the metric g, with center x and radius r.

We fix n ∈ N and we consider a set of points {xk}c
n−1

k=1 and a set of radii {rk,n}c
n−1

k=1 such that

xj /∈ Bg(xk, rk,n) if xk ̸= xj and Hd−1(Bg(xk, rk,n)) =
1

cn−1 for all k = 1, 2, ..., cn−1. We define
the following set

Γn =
cn−1⋃
k=1

Bg(xk, rk,n),

now we have that Hd−1(Γn) = m for all n. Let s ∈ L1(∂Ω) be a step function, it is straight-
forward to check that

∫
∂Ω χΓns → m

∫
∂Ω s and we conclude by density (see [15]). In the more

general case where c /∈ N we must define the radii {rk,n}c
n−1

k=1 in such a way that:

⌊cn−1⌋∑
k=1

Hd−1(Bg(xk, rk,n)) = c.

□

We are now ready to prove Theorem 1.3.

Proof of Theorem 1.3. Let Γn be the sequence of subdomains defined in Lemma 4.2 and we
define ΓS,n = Γn. Let u1,n be a first Steklov-Dirichlet eigenfunction associated to λ1(Ω,ΓS,n)
and we assume that ||u1,n||L2(∂Ω) = 1.

Suppose by contradiction that there exists a constant C such that:

sup
n∈N

λ1(Ω,ΓS,n) ≤ C.

Now we know that λ1(Ω,ΓS,n) = ||∇u1,n||2L2(Ω) ≤ C and, from from Poincaré-Friedrichs inequal-

ity, we also know the following bound∫
Ω
u21,ndx ≤ 1

λ1,1(Ω)

[ ∫
Ω
|∇u1,n|2dx+

∫
∂Ω

u21,ndHd−1
]
,

where λ1,1(Ω) is the first Robin eigenvalue with parameter 1. We conclude that the functions
u1,n are bounded in H1(Ω) and, from the fact that Ω is a Lipschitz domain, we can conclude
also that there exists u ∈ L2(∂Ω) such that, up to a subsequence

u1,n → u in L2(∂Ω).
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ΓS,n

ΓD,n

ΓS,nΓD,n

Di,n

Di+1,n
Di+2,n

Figure 1. Example of the domain constructed in Example 4.1

Now we reach a contradiction, indeed we know that ||u1,n||L2(∂Ω) = 1 for all n, this implies

1 =

∫
∂Ω

u21,ndHd−1 →
∫
∂Ω

u2dHd−1 = 1,

but from Lemma 4.2 we have that

1 =

∫
∂Ω

u21,ndHd−1 =

∫
∂Ω

χΓS,n
u21,ndHd−1 → m

∫
∂Ω

u2dHd−1 = m < 1,

this is a contradiction. □

We want now to construct an explicit example in the plane where we can understand more
deeply the divergence of the sequence λ1(Ω,ΓS,n). This example actually show that the diver-
gence of the sequence λ1(Ω,ΓS,n) is linked to the unboundedness of the number of connected
components of the sequence ΓS,n.

Example 4.1. We consider the unit disk D in the plane and let n ∈ N be an even number. We
define ΓS,n in the following way

ΓS,n =

n
2
−1⋃

k=0

{
eiϕ | (2k)2π

n
< ϕ < (2k + 1)

2π

n

}
,

and, for all k = 0, ..., n− 1, we define

Dk,n =
{
reiϕ | 0 < r < 1, k

2π

n
+

π

n
< ϕ < (k + 1)

2π

n
+

π

n

}
.

Let u1,n be the eigenfunction associated to λ1(D,ΓS,n), it is easy to check that there exists
an index j such that the following holds

(25) λ1(D,ΓS,n) =

∫
D |∇u1,n|2dx∫

∂D u21,nds
=

∑n−1
k=0

∫
Dk,n

|∇u1,n|2dx∑n−1
k=0

∫
∂D∩∂Dk,n

u21,nds
≥

∫
Dj,n

|∇u1,n|2dx∫
∂D∩∂Dj,n

u21,nds
.
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Now by induction we define a new function un, in D, we define un to be equal to u1,n on Dj,n ,
on Dj+1,n we define un in the following way

un(r, ϕ) = un
(
r, (j + 1)

4π

n
+

2π

n
− ϕ

)
∀(r, ϕ) ∈ Dj+1,n,

and, for all k, we will define un on Dk+1,n knowing the function on Dk,n in the following way

un(r, ϕ) = un
(
r, (k + 1)

4π

n
+

2π

n
− ϕ

)
∀(r, ϕ) ∈ Dk+1,n.

From the definition we know that un ∈ H1(Ω), for all 0 < r0 ≤ 1 the function un(r0, ϕ) is
periodic in [0, 2π] with period 2π

n and also, from (25), we know that

(26) λ1(D,ΓS,n) ≥

∫
Dj,n

|∇u1,n|2dx∫
∂D∩∂Dj,n

u21,nds
=

∫
Dj,n

|∇un|2dx∫
∂D∩∂Dj,n

u2nds
=

∫
D |∇un|2dx∫

∂D u2nds
.

The inequality above prove that the function un is an eigenfunction associated to λ1(D,ΓS,n),
in particular is an harmonic function on D.

Finally we know that un is harmonic in D and un|∂D is periodic in [0, 2π] with period 2π
n , so

let cl be the Fourier coefficients for the function un|∂D, the following equalities holds∫
∂D

u2nds =
∞∑
l=1

c2l ,∫
D
|∇un|2dx = πn

∞∑
l=1

lc2l .

From the inequalities above and (26) we finally conclude that:

λ1(D,ΓS,n) =

∫
D |∇un|2dx∫

∂D u2nds
≥ πn

so we finally have that limn→∞ λ1(D,ΓS,n) = +∞.
Now let Ω be a simply connected domain and let f : Ω → D be a conformal map. Suppose

that Ω is regular enough so that minz∈∂Ω |f ′(z)| > 0, for instance Ω is a inner domain of a Dini-

Jordan curve (see [19]). We define Γ̂S,n := f−1(ΓS,n), let v1,n be the eigenfunction associated to

λ1(Ω, Γ̂S,n) and let v̂n = v1,n ◦ f−1, using the test function v̂n in the variational characterization
of λ1(D,ΓS,n) we obtain that

λ1(D,ΓS,n) ≤
∫
D |∇v̂n|2dx∫

∂D v̂2nds
=

∫
Ω |∇v1,n|2dx∫
∂Ω v21,n|f ′|ds

.

So we have that

min
z∈∂Ω

|f ′(z)|λ1(D,ΓS,n) ≤
∫
Ω |∇v1,n|2dx∫

∂Ω v21,nds
= λ1(Ω, Γ̂S,n)

and finally we obtain that limn→∞ λ1(Ω, Γ̂S,n) = +∞.
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4.2. Continuity of eigenvalues under topological constraints. Motivated by the Example
4.1, and also by the explicit construction that we use to prove Theorem 1.2, it is natural to
ask what happened if we put some topological constraint that prevent the phenomenon of the
diffusion of ΓS,n over all the boundary. In dimension d = 2 it is natural to put the constraint
on the maximal number of connected components.

With this constraint in dimension d = 2 we can compare the L1 distance of two sets in ∂Ω
with the Hausdorff distance. This comparison, in general without any topological constraint, is
not possible (see [15]). Due to this comparison, that is now possible thanks to the topological
constraint, we also have a nice control on the costant C2 in Theorem 3.2 and we can prove a
continuity result for the Steklov-Dirichlet eigenvalues.

A similar continuity result for Dirichlet eigenvalues was proved by V. Šverák in [22]. More
precisely he proved the following result: let λk(Ω) the k−th Dirichlet eigenvalue of the set Ω
and we define the following

#(Ω) = number of connected components of Ω

Theorem 4.3 (V. Šverák [15, 22]). Let Ωn ⊂ R2 be a sequence of bounded open sets converging
for the Hausdorff metric to an open set Ω. Assume that there exists a constant C such that
#(Ωn) ≤ C for all n, then, for all k, the Dirichlet eigenvalues converge

λk(Ωn) → λk(Ω).

We prove now Theorem 1.4 that is the equivalent of Theorem 4.3 in the context of Steklov-
Dirichlet eigenvalues.

Proof of Theorem 1.4. Let M be a constant such that #(ΓD,n) ≤ M for all n, let (∂Ω, s) be the
1−dimensional manifold endowed with the length distance s and let d(∂Ω,s) be the Hausdorff
distance with respect to the length distance. From the boundedness of the connected components
and from the regularity assumption on Ω (the boundary is parametrized by smooth functions
with uniform bounded derivatives, see Definition 2.1) we conclude that there exists a constant
C1(M) that depends only on M and a constant C2(Ω) that depends only on Ω, such that

H1(ΓD,n△ΓD) ≤ C1(M)d(∂Ω,s)(ΓD,n,ΓD) ≤ C1(M)C2(Ω)d(ΓD,n,ΓD)

and in particular

H1(ΓD,n△ΓD) → 0,(27)

H1(ΓS,n△ΓS) → 0.

From Theorem 3.2 we have that there exists a sequence of constants C2,n such that

(28) |λ1(Ω,ΓS,n)− λ1(Ω,ΓS)| ≤ C2,n

(
H1(ΓS,n△ΓS)

1
2 + d(ΓD,n,ΓD)

1
2
)
.

Now we prove that there exists a constant L such that C2,n ≤ L for all n. We call vk,n the
function constructed in Theorem 3.2 when we consider Γ′

S = ΓS,n. From the proof of Theorem
3.2 it is clear that C2,n ≤ L for all n if and only if there exist a constant C > 0 such that, the
three following estimates hold ∫

∂Ω
v2k,ndH1 >

1

C
,

||vk,n||H1(Ω) ≤ C
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and

max{λk(Ω,ΓS,n), λk(Ω,ΓS)} ≤ C.

Suppose by contradiction that

(29) lim inf
n→∞

∫
∂Ω

v2k,ndH1 = 0.

Let uk be the Steklov-Dirichlet eigenfunction associated to λk(Ω,ΓS). From Theorem 4 in [20],
and using similar arguments as in (19), we have that:

||uk − vk,n||H1(Ω) ≤ C
(
H1(ΓS,n△ΓS)

1
2 + d(ΓD,n,ΓD)

1
2
)
,

in particular

vk,n → uk in H1(Ω),

vk,n → uk in L2(∂Ω).

From (29) we conclude that
∫
∂Ω u2kdH1 = 0 that is a contradiction, because uk is a Steklov-

Dirichlet eigenfunction. From the convergence above it is also clear that ||vk,n||H1(Ω) is bounded.
Now we prove an upper bound for the quantity max{λk(Ω,ΓS,n), λk(Ω,ΓS)}. From (27) we

know that there exist a set Γ such that H1(Γ) > 0 and a natural number N such that

Γ ⊂ ΓS,n ∩ ΓS ∀n ≥ N.

Now by Lemma 4.1 we conclude that:

max{λk(Ω,ΓS,n), λk(Ω,ΓS)} ≤ λk(Ω,Γ) ∀n ≥ N.

We finally proved that C2,n ≤ L for all n. From the boundedness of C2,n, from (28), from (27)
and from the assumption that ΓD,s Hausdorff converge to ΓD we conclude that

lim sup
n→∞

|λ1(Ω,ΓS,n)− λ1(Ω, Γ̂S)| ≤ lim sup
n→∞

C2,n

(
H1(ΓS,n△Γ̂S)

1
2 + d(ΓD,n, Γ̂D)

1
2
)
= 0.

This concludes the proof □

Using this continuity result we can now prove the following existence Theorem:

Theorem 4.4. Let Ω ⊂ R2 be a C1,1 open domain, let 0 < m1 < 1 and m2 ∈ N be two constants,
then the following problem

sup{λk(Ω,ΓS) | H1(ΓS) = m1H1(∂Ω) and #(ΓS) ≤ m2}
has a solution.

Proof. We define A = {ΓS ⊂ ∂Ω| H1(ΓS) = m1H1(∂Ω) and #(ΓS) ≤ m2} and we consider a
maximizing sequence ΓS,n, we define also the following compact sets ΓD,n = ∂Ω \ ΓS,n. For all
n we know that ΓS,n ∈ A, so from the constraint on the measure and the constraint on the
number of connected components we have that

||χΓS,n
||BV (∂Ω) = H1(ΓS,n) +H0(ΓS,n) ≤ m1H1(∂Ω) + 2m2 ∀n.

From the compactness property of the space BV (∂Ω) we have that there exists a set Γ̂S ⊂ ∂Ω
such that, up to a subsequence

χΓS,n
→ χΓ̂S

in L1(∂Ω).
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We define the set Γ̂D = ∂Ω \ Γ̂D, from the convergence above we conclude that:

H1(ΓS,n△Γ̂S) → 0,(30)

H1(ΓD,n△Γ̂D) → 0.

Let s be the length distance on ∂Ω, for all x1 ∈ ∂Ω and x2 ∈ ∂Ω we have that |x1−x2| ≤ s(x1, x2)
and in particular

(31) d(ΓD,n, Γ̂D) ≤ d(∂Ω,s)(ΓD,n, Γ̂D).

Where we denoted by d(∂Ω,s)(Γ1,Γ2) the Hausdorff distance with respect the length distance on
∂Ω. The boundary ∂Ω is a 1−dimensional manifold, so it is clear that

(32) d(∂Ω,s)(ΓD,n, Γ̂D) ≤ H1(ΓD,n△Γ̂D),

so from (30) we conclude that ΓD,s Hausdorff converge to Γ̂D. From Theorem 1.4 we conclude
that

λk(Ω,ΓS,n) → λk(Ω, Γ̂S).

The fact that Γ̂S ∈ A is straightforward, the measure constraint comes directly from (30) and
the bounds on the number of connected components is preserved by the Hausdorff distance (see
[15]). □
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