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1. Introduction

Low-energy states of two-dimensional magnetic compounds feature a large variety of com-
plex magnetic patterns. The emergence of some of these structures is usually the result of
a number of competing interactions whose relative weight may drastically change with the
length scale. From the physical point of view the resulting unconventional magnetic order
often corresponds to a rich phase diagram. The experimental community has recently made
great progresses in unveiling critical properties of such phase diagrams. Besides, in the sta-
tistical mechanics community there has been a quest for elementary lattice spin models that
would reproduce some of the most surprising geometric patterns of low-energy states intro-
ducing a minimal number of parameters in the model (see [27] and the references therein for
a recent overview on this topic). One of the key features of such energetic models is the frus-
tration mechanism, that is, roughly speaking, the presence of conflicting interatomic forces
that prevent the energy of every pair of interacting spins to be simultaneously minimized.
In the recent years, several examples of frustrated spin models have been investigated from a
variational perspective, cf. [1, 29, 30, 21, 31, 15, 17, 23, 9, 10]. As these examples show, the
presence of frustration in a lattice spin system depends on both the topological properties
of the lattice and the symmetry properties of the interaction potentials.

In this paper we are going to investigate a model in which frustration originates from the
competition of ferromagnetic (F) and antiferromagnetic (AF) interactions. This model is
known as the J1 -J2 -J3 F-AF classical spin model on the square lattice (see, e.g., [49]). To
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each configuration of two-dimensional unitary spins on the square lattice, namely u : Z2 →
S1 , we associate the energy

E(u) = −J1

∑
|σ−σ′|=1

uσ · uσ
′
+ J2

∑
|σ−σ′′|=

√
2

uσ · uσ
′′

+ J3

∑
|σ−σ′′′|=2

uσ · uσ
′′′

where J1 , J2 , and J3 are positive constants (the interaction parameters of the model) and
for every lattice point σ ∈ Z2 we let uσ denote the value of the spin variable u at σ . The
energy consists of the sum of three terms. The first is ferromagnetic as it favors aligned
nearest-neighboring spins, whereas the second and the third one are antiferromagnetic as
they favor antipodal second-neighboring and third-neighboring spins, respectively.

In the case where J2 = J3 = 0 the energy above describes the so-called XY model,
a ferromagnetic model which can be considered a lattice version of the Ginzburg-Landau
model for type II superconductors. The latter is an energy functional which has drawn the
attention of the mathematical community since several decades (see, e.g., [12, 52] and the
references therein) and which shares with the XY functional many similarities as pointed
out in [3]. The variational analysis of the XY model has been carried out in [2] also in
connection to the theory of dislocations [48, 4]. We also mention the more recent results
in [16] on a variant of the XY model on a non-flat lattice and the results in [20, 18, 19]
regarding its connections with the N -clock model.

In the case J2 = 0 and J3 > 0, E becomes the energy of the J1 -J3 model considered
in [17]. In that paper, it has been shown that the ferromagnetic and the antiferromagnetic
terms in E compete and give rise to ground states in the form of helices of possibly different
chiralities (for recent experimental evidences on helical ground states of the J1 -J3 and of
the J1 -J2 -J3 models see, e.g., [53, 55]). Referring the energy E to that of such helimagnetic
ground states, one can then investigate the energetic behavior of low-energy spin configu-
rations in a bounded domain as the lattice spacing vanishes. In terms of Γ-convergence,
one can prove the existence of a specific energy scaling at which chirality transitions take
place and describe the energetic behavior of the system in terms of an effective macroscopic
energy which gives the cost of such chirality transitions. The goal of this paper is to follow a
similar approach in the complete J1 -J2 -J3 model. We explain this approach below in more
details.

To study the asymptotic variational limit of the energy E as the number of particles
diverges, we consider the sequence of energies En obtained as follows: We fix a bounded
open set Ω ⊂ R2 and we scale the lattice spacing by a small parameter λn > 0. Given
u : λnZ2∩Ω→ S1 , writing σ ∈ Z2 in components as (i, j), and letting ui,j denote the value
of u at (λni, λnj), the energy per particle in Ω reduces to the sequence of energies

En(u) := −αλ2
n

∑
(i,j)

(
ui,j · ui+1,j + ui,j · ui,j+1

)
+ βλ2

n

∑
(i,j)

(
ui,j · ui+1,j+1 + ui,j · ui−1,j+1

)
+λ2

n

∑
(i,j)

(
ui,j · ui+2,j + ui,j · ui,j+2

)
,

(1.1)

where α = J1/J3 , β = J2/J3 , and the sums are taken over all those (i, j) ∈ Z2 for which
all evaluations of u above are defined.

We are interested in the case where the parameters α and β depend on the lattice
spacing λn , hence we write α = αn and β = βn . We focus on the range 0 ≤ βn ≤ 2 and
we note that, depending on the parameter αn , the ground states of the system are either
ferromagnetic or helimagnetic as depicted in the phase diagram reported in Figure 2 (cf.
also [49, Figure 2]). To explain the emergence of the different types of ground states, it is
convenient to rewrite the energy En(u) (up to an additive constant and neglecting error
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terms at the boundary of Ω) as

Fn(u) :=
βn
4
λ2
n

∑
(i,j)

∣∣∣ui+1,j − αn
βn + 2

ui,j + ui−1,j + ui,j+1 − αn
βn + 2

ui,j + ui,j−1
∣∣∣2

+
2− βn

4
λ2
n

∑
(i,j)

∣∣∣ui+1,j − αn
βn + 2

ui,j + ui−1,j
∣∣∣2 +

∣∣∣ui,j+1 − αn
βn + 2

ui,j + ui,j−1
∣∣∣2.

(1.2)

We refer to Subsection 2.5 for the details. If the ferromagnetic nearest-neighbor interaction
parameter αn is large enough, one expects the ferromagnetic order to dominate, leading
to ground states made of parallel spins u ≡ const. ∈ S1 . The range of all αn leading
to this behavior is characterized by the inequality αn

βn+2 ≥ 2, which can be explained by

the following simple heuristic argument. One starts by observing that, for αn
βn+2 = 2,

ferromagnetic states are the only spin configurations which make Fn zero. As a consequence,
since larger values of αn

βn+2 increase the weight of the ferromagnetic interactions versus the

antiferromagnetic interactions even more, ferromagnetic ground states should appear also
for αn

βn+2 > 2. A rigorous proof of this argument is based on a simple comparison argument

already used in the one-dimensional case investigated in [21] and that can be repeated in the
present case verbatim. If instead αn

βn+2 < 2, the ground states have a different geometry. If

βn < 2, they are completely characterized by the requirement that all the squares in (1.2)
are zero. This can be achieved only by choosing a helical spin field u : λnZ2 ∩Ω→ S1 such
that

ui,j =
(

cos(θ0 + iθhor + jθver) , sin(θ0 + iθhor + jθver)
)
, (1.3)

where θhor, θver ∈
{
± arccos

(
αn

2(βn+2)

)}
and θ0 ∈ [0, 2π). Indeed, for such a spin field we

have that

ui+1,j + ui−1,j = ui,j+1 + ui,j−1 =
αn

βn + 2
ui,j .

The four possible families of ground states obtained by choosing the signs of θhor and θver

correspond to left-handed or right-handed helices directed along the lattice rows or columns,
respectively. A concise description of this discrete ground state degeneracy is made possible
by introducing the notion of chirality vector χ . Roughly speaking, χ represents the direction
along which the helical configuration is rotating most and is given by

χ ' 1√
2 arccos

(
αn

2(βn+2)

) (θhor, θver) , (1.4)

i.e., by normalizing the vector (θhor, θver) of the angles between horizontally and vertically
adjacent spins1. According to this definition, the four families of ground states in the regime
αn
βn+2 < 2, βn < 2, correspond to χ taking one of the four values

1√
2

(+1,+1) ,
1√
2

(+1,−1) ,
1√
2

(−1,+1) ,
1√
2

(−1,−1) (1.5)

(see, e.g., the second picture in Figure 1 for an illustration of the value 1√
2
(−1,+1)). When

βn = 2 and αn
βn+2 < 2, ground states only need to satisfy the weaker condition

ui+1,j + ui−1,j + ui,j+1 + ui,j−1 =
2αn
βn + 2

ui,j =
αn
2
ui,j .

This can be achieved by helical fields as in (1.3) with θhor, θver satisfying the relation
cos(θhor) + cos(θver) = αn

4 . The latter condition is equivalent to requiring the chirality

vector to have unitary length, namely χ ∈ S1 . Figure 1 shows the helical ground state u
corresponding to different choices of χ ∈ S1 .

1Notice that in the sequel it will be convenient to use a non-linear variant of (1.4) to define the chirality

vector χ , cf. (2.8).
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Figure 1. Three examples of ground states of the J1 -J2 -J3 model. The three ground states
are distinguished by different chirality vectors that set the speed of rotation of the spin in the
horizontal and vertical direction. The chirality vector can be any direction in S1 .

In this paper we investigate the chirality properties of spin fields with low J1 -J2 -J3 energy
for a choice of parameters corresponding to spin configurations close to the helimagnet-
ferromagnet transition point. This is equivalent to assuming that 0 ≤ βn ≤ 2 and that
2(βn + 2) − αn ↘ 0. Within this range of parameters, the asymptotic behavior of (an
appropriate scaling of) Fn is established by rewriting the energy in terms of a microscopic
notion of chirality that we associate to any admissible spin configuration. Such a chirality
(still denoted by) χ will then be a discrete vector field defined on λnZ2 ∩ Ω, the order
parameter of the system.

In the case βn ≡ 0, this program has already been carried out in [17]. In that paper,
it has been proved that transitions in the chirality parameter χ cost an energy of order
(4−αn)3/2λn . Moreover, expressed in terms of χ = (χ1, χ2), the accordingly scaled energies
((4− αn)−3/2λ−1

n )Fn behave like a functional of the form

1

2

∫
1

εn

(∣∣ 1
2 − |χ1|2

∣∣2 +
∣∣ 1

2 − |χ2|2
∣∣2)+ εn

(
|∂1χ1|2 + |∂2χ2|2

)
dx ,

where εn ' (4 − αn)−
1
2λn → 0. In addition, the crucial observation that χ is forced to

be approximately a curl-free vector field, say χ ' ∇ϕ , has made possible to recognize the
functional above as a Modica-Mortola type functional written in the gradient variable ∇ϕ .
This functional features a four-well potential, whose zeros correspond to the four possible
chiralities of the ground states mentioned in (1.5). Exploiting these observations it has been

proved that the Γ-limit of ((4 − αn)−3/2λ−1
n )Fn is finite on BV

(
Ω;
{
± 1√

2

}2)
chiralities

with vanishing curl and takes the form of an interfacial energy between regions with different
constant chiralities.

It can be observed that the full J1 -J2 -J3 model shares similarities with the J1 -J3 model
mentioned above, if supn βn < 2, see Remark 4.6 below. (This is related to the fact that,
as in the J1 -J3 model, ground states of the J1 -J2 -J3 energy can only have one of the
four possible chiralities in (1.5) for all βn < 2.) If, instead, βn → 2, the behavior of the
J1 -J2 -J3 system can be substantially different. To single out the new features of the model,
in this paper we consider the extreme case βn ≡ 2. In Remark 4.6 we explain how to obtain
a satisfactory description of the model in more general cases by combining the analysis of
the case βn ≡ 0 examined in [17] with the results in the case βn ≡ 2. With this particular
choice of βn , the helimagnet-ferromagnet transition point we are interested in corresponds
to αn ↗ 8.
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β

α0 4 8

2

helimagnetic ferromagnetic

detailed analysis in this paper

J1 -J3 model

Figure 2. A schematic representation of the case studied in this paper. For β ∈ [0, 2] , the line

β = α−4
2 separates the cases where the ground states are helimagnetic and ferromagnetic. We

are interested in helimagnet/ferromagnet transitions, i.e., in the case where the values (α, β)
approach the aforementioned line. The boundary case β ≡ 0 corresponds to the so-called J1 -
J3 model, whose variational analysis at the helimagnet/ferromagnet transition point α → 4
has been carried out in [17]. In this paper, we examine in detail the opposite boundary case
β ≡ 2 when α approaches the value 8. The main features of the in-between cases β ∈ (0, 2)
can be obtained by combining the behaviors in the two extreme cases, see Remark 4.6.

Our analysis of the case βn ≡ 2 is made possible by the key observation that, written
in terms of χ , suitable rescalings of Fn resemble a discrete version of the Aviles-Giga
functional. In the following we present a heuristic computation which motivates such an
analogy, referring to Subsection 2.6 for a more rigorous derivation. Let us introduce the small
parameter δn := 4− αn

2 which we will also use throughout the paper. Roughly speaking, an

angular lifting ψ such that u = (cosψ, sinψ) is related to the angles θhor and θver between
horizontally and vertically neighboring spins via (θhor, θver) ' λn∇ψ . According to that, in
view of (1.4) (for βn = 2), we can write

χ ' λn√
2 arccos

(
1− δn

4

)∇ψ ' λn
√

2
√

δn
2

∇ψ = ∇ϕ ,

where we have set ϕ := λn√
δn
ψ . To rewrite Fn in terms of χ , for λn small enough, we may

write (ui+1,j−2ui,j +ui−1,j)/λ2
n ' ∂11u and (ui,j+1−2ui,j +ui,j−1)/λ2

n ' ∂22u . Therefore,

Fn(u) =
1

2
λ2
n

∑
(i,j)

∣∣∣ui+1,j + ui−1,j + ui,j+1 + ui,j−1 − αn
2
ui,j
∣∣∣2

=
1

2
λ2
n

∑
(i,j)

∣∣∣δnui,j + λ2
n

ui+1,j − 2ui,j + ui−1,j

λ2
n

+ λ2
n

ui,j+1 − 2ui,j + ui,j−1

λ2
n

∣∣∣2
' 1

2

∫
δ2
n + 2λ2

nδnu · (∂11u+ ∂22u) + λ4
n|∂11u+ ∂22u|2 dx

=
1

2

∫
δ2
n + 2λ2

nδnu ·∆u+ λ4
n|∆u|2 dx .

We observe that u ·∆u = −|∇ψ|2 and |∆u|2 = |∇ψ|4 + |∆ψ|2 . As a consequence, the above
integral reads

1

2

∫
δ2
n − 2λ2

nδn|∇ψ|2 + λ4
n|∇ψ|4 + λ4

n|∆ψ|2 dx =
1

2

∫ ∣∣δn − λ2
n|∇ψ|2

∣∣2 + λ4
n|∆ψ|2 dx .

Thus,

Fn(u) ' 1

2

∫
δ2
n

∣∣1− |∇ϕ|2∣∣2 + λ2
nδn|∆ϕ|2 dx = δ3/2

n λn
1

2

∫
1

εn

∣∣1− |∇ϕ|2∣∣2 + εn|∆ϕ|2 dx ,

where we have set εn = λn√
δn

. To make these computations rigorous, in Subsection 2.6 we

introduce the functionals Hn(χ,Ω) ' 1

δ
3/2
n λn

Fn(u). These resemble a discretization of the
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functionals

AG∆
εn(ϕ,Ω) :=

1

2

∫
Ω

1

εn

∣∣1− |∇ϕ|2∣∣2 + εn|∆ϕ|2 dx , (1.6)

where χ ' ∇ϕ . The latter are variants of the classical Aviles-Giga functionals

AGεn(ϕ,Ω) :=
1

2

∫
Ω

1

εn

∣∣1− |∇ϕ|2∣∣2 + εn|∇2ϕ|2 dx (1.7)

and share with them most of their properties related to their Γ-convergence as εn → 0. We
will study the asymptotic properties of the functionals Hn for λn �

√
δn , the regime which

corresponds to εn → 0.
The sequence of Aviles-Giga functionals has been introduced by Aviles and Giga [7] and

Gioia and Ortiz [45] to study smectic liquid crystals and blistering in thin films. Although
similar in form to the sequence of Ginzburg-Landau functionals, its asymptotic behavior as
ε → 0 is completely different due to the curl-free constraint on the vector field ∇ϕ . In [7]
it has been conjectured that the Γ-limit as ε→ 0 of AGε is a functional finite on functions
ϕ ∈W 1,∞(Ω) solving the eikonal equation

|∇ϕ| = 1 a.e. in Ω (1.8)

and charges jumps of the gradient field ∇ϕ . The analysis of one-dimensional transition
profiles suggests that the Γ-limit behaves as the defect energy

1

6

∫
J∇ϕ

|[∇ϕ]|3 dH1 , (1.9)

where J∇ϕ is the jump set of ∇ϕ , [∇ϕ](x) is the jump of ∇ϕ at x ∈ J∇ϕ , and H1 is the
one-dimensional Hausdorff measure.

If one assumes that ϕ belongs to the set of functions solving (1.8) and such that ∇ϕ ∈
BV (Ω), then it has been proved (cf. [34, 8, 5, 22, 46]) that AGε Γ-converge with respect
to the W 1,1(Ω) topology at ϕ to (1.9). However, in [5, 22] it is observed that this set is
only strictly contained in the domain of the Γ-limit of AGε . To identify the asymptotic
admissible set, one can exploit the conservation law structure of the eikonal equation (1.8).
In particular, suitable notions of entropies (see Remark 3.4 for a short overview) have been
exploited to prove compactness properties of the functionals AGε (cf. [5, 26], see also [33]
for an approach via the kinetic formulation). Entropies have also been used to define an
asymptotic lower bound on the family of functionals AGε( · ,Ω), cf. Remark 3.5. In Section 3
we introduce the functional H , defined in (3.5), which is obtained by taking the supremum
of entropy productions over a suitable class of entropies given in Definition 3.1 subject
to a normalization constraint. The functional H satisfies the lower bound H(∇ϕ,Ω) ≤
lim infεAGε(ϕε,Ω) for ϕε → ϕ in W 1,1(Ω), see (3.12). Moreover, H(∇ϕ,Ω) is given
by (1.9) if ∇ϕ ∈ BV (cf. Corollary 3.8). As a side note, we mention that the behavior
of the sequence of Aviles-Giga functionals is related that of the micromagnetic energies
investigated in [50, 51, 43], for which the notion of entropy plays a fundamental role as well.

By carefully adapting to our setting some of the strategies recently exploited to investigate
the Aviles-Giga functionals, we can describe the asymptotic behavior of the rescaled J1 -J2 -
J3 energies Hn ' 1

δ
3/2
n λn

Fn . In the main theorem of this paper we prove a compactness and

Γ-convergence result for the functionals Hn that we briefly outline below.
In Theorem 4.1-i) we prove that every sequence (χn)n ∈ L1

loc(R2;R2) such that

sup
n
Hn(χn,Ω) < +∞ ,

is precompact in Lploc(Ω) for every p ∈ [1, 6). Moreover, the limit χ satisfies H(χ,Ω) < +∞
and, in particular, it solves the eikonal equation in the sense that

|χ| = 1 a.e. in Ω , curl(χ) = 0 in D′(Ω) .

In Theorem 4.1-ii) we show that the following liminf inequality holds for Hn : If (χn)n, χ ∈
L1

loc(R2;R2) are such that χn → χ in L1
loc(Ω;R2), then

H(χ,Ω) ≤ lim inf
n

Hn(χn,Ω) .



VARIATIONAL ANALYSIS OF THE J1 -J2 -J3 MODEL 7

Finally, assuming the additional scaling assumption
δ5/2n

λn
→ 0 as n → ∞ , in Theorem 4.1-

iii) we prove the following limsup inequality: If χ ∈ L1
loc(R2;R2) ∩ BV (Ω;R2), then there

exists a sequence (χn)n ∈ L1
loc(R2;R2) such that χn → χ in L1(Ω;R2) and

lim sup
n

Hn(χn,Ω) ≤ H(χ,Ω) .

It is by now well-understood that the variational analysis of discrete-to-continuum prob-
lems often does not reduce to the comparison with an analogue continuum model by merely
estimating discretization errors. In this sense, compared to the Aviles-Giga functionals, the
J1 -J2 -J3 model features new difficulties, some of which can be recognized by the presence
of perturbations of the terms in the energy Hn with respect to those of the Aviles-Giga,
see (2.16). In the following we highlight some of the major difficulties in proving our main
result. For technical reasons, throughout the paper we will use several different variants of
the chirality order parameter, all asymptotically equivalent. Although for the rest of the
paper the energy Hn will be defined in terms of the variant denoted by χ , to describe
some of the arising difficulties in this introduction, we rewrite it in terms of the parameter
χ = (χ1, χ2) defined in (2.19) with a slight abuse of notation as follows:

Hn =
1

2

∫
Ω

1

εn
W d

( 2√
δn

sin(

√
δn
2 χ1)

2√
δn

sin(

√
δn
2 χ2)

)
+ εn

∣∣∣∣Ad

( 2√
δn

sin(

√
δn
2 χ1)

2√
δn

sin(

√
δn
2 χ2)

)∣∣∣∣2 dx . (1.10)

In the formula above, W d is a discrete approximation of the potential W (ξ) = (1−|ξ|2)2 of
the Aviles-Giga functionals, and Ad is an approximation of the divergence operator. More
precisely, it is a discrete approximation of the composition of the divergence operator with
a δn -dependent non-linear perturbation of the identity.

To prove the compactness result Theorem 4.1-i), as a first key step we need to prove a
bound on an Aviles-Giga-like energy with unperturbed potential and derivative terms, which
we achieve in Proposition 2.6. The crucial step therein is to obtain from the bound on the
derivative term featuring Ad in (1.10) a bound on (a discrete analogue of) the full derivative
Dχ . This is achieved by recognizing that the derivative term in (1.10) is a non-linear elliptic
operator and by employing suitable regularity estimates. Subsequently, in Section 5 we will
adapt to our setting the main arguments used in [26] to prove compactness properties of the
Aviles-Giga functionals in (1.7).

We prove the liminf inequality in Theorem 4.1-ii) in Section 6. This is achieved by
carefully estimating entropy productions in terms of the Aviles-Giga energy as outlined in
Remark 6.1, making use of a key observation in [26] that allows us to conveniently rewrite
entropy productions. Additionally, in the proof of both the compactness result and the
liminf inequality, we have to take care of the fact that χ has possibly non-zero curl, due to
the possible formation of vortices in the discrete spin field u . In Lemma 2.3 we prove that
the number of such vortex cells can be controlled in terms of the energy. This leads to a
rate of convergence of curl(χ) to zero in L1 which we need to use as a replacement of the
curl-free condition. The situation we are dealing with here, where the curl concentrates on
a controlled number of cells of a certain size, is only natural in the discete. Nevertheless,
the question for alternatives to the vanishing curl condition on ∇ϕε in the Aviles-Giga
functionals AGε(ϕε,Ω) that still lead to the same Γ-limiting behavior as ε → 0 can be
asked and may be of interest also in the continuum.

The proof of the limsup inequality in Theorem 4.1-iii) is contained in Section 7. We
resort to a technique which has originally been introduced in [46] to prove upper bounds
for the Aviles-Giga functionals in (1.7), and has then been generalized to more general
singular perturbation functionals in [47]. The latter applies in particular to the energies
AG∆

ε in (1.6). This method has already been successfully applied in [17] to the discrete-
to-continuum Γ-convergence analysis of the simpler J1 -J3 model already mentioned in this
introduction.

In adapting to our setting the arguments used for the proofs of both the liminf and
the limsup inequality a major additional difficulty needs to be overcome. This is due to
the fact that in (1.10) the potential term featuring W d is, in terms of χ , a δn -dependent
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perturbation of the Aviles-Giga potential W with moving wells, i.e., its set of zeros is δn -
dependent. We stress that in the Γ-convergence analysis of the Aviles-Giga functionals,
dealing with such scale-dependent potentials poses some difficulties even in the continuum

case. Due to this issue, we require the additional scaling assumption
δ5/2n

λn
→ 0 for the proof

of the limsup inequality. In contrast, we succeed in proving the liminf inequality without
additional assumptions by introducing a class of approximate entropies (cf. Lemma 6.3).

As a final remark, we would like to mention that any rigorous numerical approximation
of the Aviles-Giga functionals requires the proof of a Γ-convergence result of (unperturbed)
discretizations of the Aviles-Giga energies, such as the functionals AGd

n defined in (2.23), as
both the discretization parameter λn and the singular perturbation parameter εn vanish.
In the case that λn � εn as n → ∞ , such a result follows as a byproduct of our analysis,
cf. Remark 4.5. In fact, for that analysis many of the steps of our proofs can be simplified
since several of the aforementioned difficulties due to the non-vanishing curl, the presence
of a scale-dependent potential, and the non-linear elliptic derivative term do not take place.

2. Preliminaries and the J1 -J2 -J3 model

2.1. Basic notation. Given two vectors a, b ∈ Rm we let a · b denote their scalar product.
If a, b ∈ R2 , their cross product is the scalar given by a×b = a1b2 − a2b1 . As usual, we let
|a| =

√
a · a denote the norm of a . We use the notation S1 for the unit circle in R2 . Given

a ∈ RN and b ∈ RM , their tensor product is the matrix a ⊗ b = (aibj)
i=1,...,N
j=1,...,M ∈ RN×M .

Given a vector ξ = (ξ1, ξ2) ∈ R2 , we use the notation ξ⊥ := (−ξ2, ξ1) for the vector obtained
by rotating ξ by 90 degrees counterclockwise around the origin.

Given an open set Ω ⊂ Rd , we let Mb(Ω;R`) denote the space of R` -valued Radon
measures on Ω with finite total variation. If ` = 1, i.e., for the space of finite signed Radon
measures, we instead use the notation Mb(Ω). We define the supremum

∨
t∈T µt of a family

of non-negative measures (µt)t∈T ∈Mb(Ω) (with T not necessarily countable) by∨
t∈T

µt(B) := sup
{ ∑
t′∈T ′

µt′(Bt′) : T ′ ⊂ T finite, Bt′ ⊂ B disjoint Borel sets
}
.

Then
∨
t∈T µt is a Borel measure (not necessarily a Radon measure). We recall that if µt =

ftµ for a non-negative measure µ ∈Mb(Ω) and ft ≥ 0 Borel, then
∨
t∈T µt = (supt∈T ft)µ .

Unless specified otherwise, we always let C denote a positive and finite constant that
may change at each of its occurences.

2.2. BV functions. In the following we recall some basic facts about BV functions, refer-
ring to the book [6] for a comprehensive treatment on the subject. Moreover, we recall the
notion of BV G function introduced in [46].

Let Ω ⊂ Rd be an open set. A function v ∈ L1(Ω;Rm) is a function of bounded
variation if its distributional derivative Dv is a finite matrix-valued Radon measure, i.e.,
Dv ∈Mb(Ω;Rm×d).

The distributional derivative Dv ∈ Mb(Ω;Rm×d) of a function v ∈ BV (Ω;Rm) can be
decomposed in the sum of three mutually singular matrix-valued measures

Dv = Dav + Dcv + Djv = ∇vLd + Dcv + [v]⊗ νvHd−1 Jv , (2.1)

where Ld is the Lebesgue measure and Hd−1 is the (d−1)-dimensional Hausdorff measure;
∇v ∈ L1(Ω;Rm×d) is the approximate gradient of v ; Dcv is the so-called Cantor part of
the derivative satisfying Dcv(B) = 0 for every Borel set B with Hn−1(B) <∞ ; Jv denotes
the jump set of v , νv denotes the direction of the jump, [v] = (v+ − v−), and v+ and
v− denote the one-sided approximate limits of v on Jv . These are defined for a general
w ∈ L1

loc(Ω;Rm) as follows (cf. for example [6, Definition 3.67]): Jw is the set of points
x ∈ Ω such that there exist a, b ∈ Rm , a 6= b , and ν ∈ S1 such that

lim
r→0

1

r2

∫
B+
r (x,ν)

|w(y)− a|dy = 0 , lim
r→0

1

r2

∫
B−r (x,ν)

|w(y)− b|dy = 0 (2.2)
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with B±r (x, ν) = {y ∈ Br(x) : ±(y − x) · ν > 0} . The triple (a, b, ν) is unique up
to the change to (b, a,−ν) and referred to as (w+(x), w−(x), νw(x)). We let [w](x) :=
w+(x)− w−(x).

We recall that every function v ∈ BV (Ω;Rm) is approximately continuous at Hd−1 -a.e.
point x ∈ Ω \ Jv , in the sense that

lim
r→0

1

rd

∫
Br(x)

|v(y)− ξ|dy = 0

for some ξ ∈ Rm . The point ξ is called the approximate limit of v at x and coincides with
v(x) for Ld -a.e. x .

Let us furthermore recall the Vol’pert chain rule: Let v ∈ BV (Ω;Rm) and let Φ ∈
C1(Rm;R`) be Lipschitz. If Ld(Ω) = +∞ , assume moreover that Φ(0) = 0. Then, Φ ◦ v ∈
BV (Ω;R`) and

D(Φ ◦ v) = DΦ(v)
(
Dav + Dcv

)
+
(
Φ(v+)− Φ(v−)

)
⊗ νvHd−1 Jv .

Note carefully that here the term DΦ(v) has to be understood as the function defined up
to an Hd−1 -null set on Ω \ Jv by DΦ(v)(x) := DΦ(ξ), where ξ is the approximate limit of
v at x .

Finally, we recall the space BV G(Ω) introduced in [46]. It is defined by

BV G(Ω) :=
{
ϕ ∈W 1,∞(Ω) : ∇ϕ ∈ BV (Ω;R2)} .

In [46], the author proves a convenient extension result for functions in BV G(Ω) under
suitable conditions on the regularity of the set Ω. A bounded, open set Ω ⊂ Rd is called
a BV G domain if Ω can be described locally at its boundary as the epigraph of a BV G
function Rd−1 → R with respect to a suitable choice of the axes, i.e., if every x ∈ ∂Ω has
a neighborhood Ux ⊂ Rd such that there exists a function ψx ∈ BV G(Rd−1) and a rigid
motion Rx : Rd → Rd satisfying

Rx(Ω ∩ Ux) = {y = (y1, y
′) ∈ R×Rd−1 : y1 > ψx(y′)} ∩Rx(Ux) .

Every BV G domain is an extension domain for BV G functions in the following sense.

Proposition 2.1 (Proposition 4.1 in [46]). Let Ω be a BV G domain. Then for every
ϕ ∈ BV G(Ω) there exists ϕ ∈ BV G(Rd) such that ϕ = ϕ in Ω and |D∇ϕ|(∂Ω) = 0 .

2.3. Jumps of functions with vanishing curl. We recall here how the curl-free constraint
of a vector field enforces a relation between the geometry of its jump set and its one-sided
approximate limits on both sides of the jump. For simplicity, we restrict to vector fields in
dimension d = 2. In the following, Ω is an open subset of R2 .

Given a vector field v ∈ L1
loc(Ω;R2), we define its (distributional) curl by curl(v) :=

∂1v2 − ∂2v1 , the partial derivatives being taken in the distributional sense.
If v ∈ BV (Ω;R2), it is clear from (2.1) that curl(v) = 0 implies that

0 = curl(v) Jv = [v] · ν⊥v H1 Jv

and, as a consequence, [v] is parallel to νv at H1 -a.e. point in Jv .
If v ∈ L1

loc(Ω;R2) satisfies curl(v) = 0, it can be observed that still [v] is parallel to νv ,
and in fact this holds everywhere on Jv . Indeed, being curl(v) = 0, the same is true for the
rescaled functions vx,r(y) := v(x + ry) for x ∈ Ω and r > 0. Taking x ∈ Jv and letting
r → 0, by (2.2) we get that vx,r converge in L1(B1(0)) to the pure jump function

j
νv(x)
v+(x),v−(x) : y 7→

{
v+(x) if y · νv(x) > 0 ,

v−(x) if y · νv(x) < 0 .

As a consequence we get that curl(j
νv(x)
v+(x),v−(x)) = 0. Since j

νv(x)
v+(x),v−(x) is a BV vector field,

this yields that [v](x) is parallel to νv(x).
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2.4. Discrete functions. We introduce here the notation used for functions defined on a
square lattice in R2 . For the whole paper, λn denotes a sequence of positive lattice spacings
that converges to zero. Given i, j ∈ Z , we define the half-open square Qλn(i, j) with left-
bottom corner in (λni, λnj) by Qλn(i, j) := (λni, λnj) + [0, λn)2 . We refer to Qλn(i, j) as
a cell of the lattice λnZ2 . For a given set S , we introduce the class of functions with values
in S which are piecewise constant on the cells of the lattice λnZ2 :

PCλn(S) := {v : R2 → S : v(x) = v(λni, λnj) for x ∈ Qλn(i, j)} .

With a slight abuse of notation, we will always identify a function v ∈ PCλn(S) with the
function defined on the points of the lattice Z2 given by (i, j) 7→ vi,j := v(λni, λnj) for
(i, j) ∈ Z2 . Conversely, given values vi,j ∈ S for (i, j) ∈ Z2 , we define v ∈ PCλn(S) by

v(x) := vi,j for x ∈ Qλn(i, j). Given a sequence vn ∈ PCλn(Rm), we use the notation vi,jk,n
to refer to the k -th component of vi,jn .

Given v ∈ PCλn(Rm), we define its discrete partial derivatives ∂d
1 v, ∂

d
2 v ∈ PCλn(Rm) by

∂d
1 v

i,j := 1
λn

(vi+1,j − vi,j) and ∂d
2 v

i,j := 1
λn

(vi,j+1 − vi,j). Using these discrete derivatives,
we have analogues of any differential operator in the discrete. In particular, we define
Ddv ∈ PCλn(Rm×2) to be the matrix whose k -th column is given by ∂d

kv . If m = 1,
we will often interpret Ddvi,j instead as a vector in R2 . Moreover, if m = 2, we define
divd(v) ∈ PCλn(R) and curld(v) ∈ PCλn(R) by

divd(v)i,j := tr(Ddvi,j) = ∂d
1 v

i,j
1 + ∂d

2 v
i,j
2 and curld(v)i,j := ∂d

1 v
i,j
2 − ∂d

2 v
i,j
1

and call them the discrete divergence and the discrete curl of v , respectively. It is to be
noted that in some contexts the proper discrete analogue of the Laplacian ∆ of a field
v ∈ PCλn(R) is given by

∆d
s v
i,j := ∂d

11v
i−1,j + ∂d

22v
i,j−1 , (2.3)

i.e., suitable shifts in the lattice points are needed. To reflect this fact we add to our notation
the subscript s which stands for “shifted”.

Next, we mention here a specific type of interpolation, which we shall use several times
throughout the paper, mainly to relate the discrete divergence of a discrete vector field to its
distributional divergence. For any v ∈ PCλn(R2) we define Iv : R2 → R2 as follows: Given
any cell Qλn(i, j) of the lattice λnZ2 and any x ∈ Qλn(i, j), we write x = λn(i, j) + λny ,
where y = (y1, y2) ∈ [0, 1)2 . We set

Iv(x) :=

(
(1− y1)vi,j1 + y1v

i+1,j
1

(1− y2)vi,j2 + y2v
i,j+1
2

)
. (2.4)

We observe that div(Iv) = divd(v) in the sense of distributions. In particular, curld(v) =
−div(I(v⊥)). Moreover, we note that

|Iv(x)− v(x)| =

∣∣∣∣∣
(
y1λn∂

d
1 v

i,j
1

y2λn∂
d
2 v

i,j
2

)∣∣∣∣∣ ≤ Cλn|Ddv(x)| . (2.5)

for x = λn(i, j) + λny ∈ Qλn(i, j).
The energy of the model (cf. Subsection 2.5 below) is defined on spin fields u ∈ PCλn(S1).

To every such u we associate the oriented angles θhor(u), θver(u) ∈ PCλn([−π, π)) between
adjacent spins by

(θhor(u))i,j := sign(ui,j×ui+1,j) arccos(ui,j · ui+1,j) ,

(θver(u))i,j := sign(ui,j×ui,j+1) arccos(ui,j · ui,j+1) ,
(2.6)

where we used the convention sign(0) = −1. We shall often drop the dependence on u as
it will be clear from the context and for shortness we adopt the notation θhor

n and θver
n for

the angles associated to un .
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2.5. Derivation of the energy model. The main subject of our study will be the sequence
of functionals Hn which we define in Subsection 2.6 below. We show here how these are
derived from the energies En in (1.1).

We start by showing how the energy En in (1.1) can be written in terms of the energy Fn
in (1.2). In the following, we let the sums run over indices (i, j) such that (λni, λnj) belongs
to a fixed set Ω. We shall specify later the precise assumptions on Ω, as now we present a
formal computation. We split the terms in the sum involving αn as follows

En(u) = −αnλ2
n

∑
(i,j)

(
ui,j · ui+1,j + ui,j · ui,j+1

)
+ βnλ

2
n

∑
(i,j)

(
ui,j · ui+1,j+1 + ui,j · ui−1,j+1

)
+ λ2

n

∑
(i,j)

(
ui,j · ui+2,j + ui,j · ui,j+2

)
= λ2

n

∑
(i,j)

((
− βnαn
βn + 2

− 2αn
βn + 2

)
ui,j · ui+1,j +

(
− βnαn
βn + 2

− 2αn
βn + 2

)
ui,j · ui,j+1

)
+ βnλ

2
n

∑
(i,j)

(
ui,j · ui+1,j+1 + ui,j · ui−1,j+1

)
+ λ2

n

∑
(i,j)

(
ui,j · ui+2,j + ui,j · ui,j+2

)
.

Then we shift coordinates: in ui,j ·ui+1,j to get 1
2u

i,j ·ui+1,j and 1
2u

i−1,j ·ui,j ; in ui,j ·ui,j+1 to

get 1
2u

i,j ·ui,j+1 and 1
2u

i,j−1 ·ui,j ; in ui,j ·ui−1,j+1 to get 1
2u

i+1,j ·ui,j+1 and 1
2u

i−1,j ·ui,j−1 ;

in ui,j ·ui+1,j+1 to get 1
2u

i+1,j ·ui,j−1 and 1
2u

i−1,j ·ui,j+1 ; in ui,j ·ui+2,j to get ui−1,j ·ui+1,j ;

in ui,j · ui,j+2 to get ui,j−1 · ui,j+1 .
The shifting procedure above may produce energy errors when applied to points (λni, λnj)

close to the boundary of Ω. For instance a pair (i, j) such that (λni, λnj) ∈ Ω could be
transformed into a new shifted pair (i′, j′) such that (λni

′, λnj
′) 6∈ Ω and, as such, it could

no more be an element of the sum. Letting Bn denote these errors, we obtain

En(u) = λ2
n

∑
(i,j)

(
− αn
βn + 2

ui,j · ui+1,j + ui−1,j · ui+1,j − αn
βn + 2

ui−1,j · ui,j

− αn
βn + 2

ui,j · ui,j+1 + ui,j−1 · ui,j+1 − αn
βn + 2

ui,j−1 · ui,j
)

+
βn
2
λ2
n

∑
(i,j)

(
ui+1,j · ui,j+1 − αn

βn + 2
ui,j · ui+1,j + ui+1,j · ui,j−1

− αn
βn + 2

ui,j · ui,j+1 − αn
βn + 2

ui,j−1 · ui,j

+ ui−1,j · ui,j+1 − αn
βn + 2

ui−1,j · ui,j + ui−1,j · ui,j−1
)

+Bn .

By reorganizing the terms we get that

En(u) =
1

2
λ2
n

∑
(i,j)

∣∣∣ui+1,j − αn
βn + 2

ui,j + ui−1,j
∣∣∣2 +

∣∣∣ui,j+1 − αn
βn + 2

ui,j + ui,j−1
∣∣∣2

+
βn
2
λ2
n

∑
(i,j)

(
ui+1,j − αn

βn + 2
ui,j + ui−1,j

)
·
(
ui,j+1 − αn

βn + 2
ui,j + ui,j−1

)
− λ2

n

∑
(i,j)

2 +
2α2

n

2(βn + 2)2
+

α2
nβn

2(βn + 2)2
+Bn

= Fn(u)− λ2
n

∑
(i,j)

( α2
n

2(βn + 2)
+ 2
)

+Bn ,

where Fn is given by (1.2). As here we are not interested in the energy due to bound-
ary layers, we shall neglect the error term Bn . Removing from En the bulk energy

−λ2
n

∑
(i,j)

( α2
n

2(βn+2) + 2
)

corresponding to the energy of the ground states, we are led to

study the energy Fn .
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As explained in the introduction, the main results in this paper concern the case where
αn < 8, αn → 8, and βn ≡ 2. In that case the energy Fn reads

Fn(u) =
1

2
λ2
n

∑
(i,j)

∣∣∣ui+1,j + ui−1,j + ui,j+1 + ui,j−1 − αn
2
ui,j
∣∣∣2. (2.7)

We find it convenient to parametrize the convergence αn → 8 by introducing the positive
sequence δn := 4− αn

2 such that δn → 0.
Next, we introduce an order parameter χ(u) representing the chirality of the spin field

u and we express the above energy in terms of this parameter. A rescaling will then lead
to the energies Hn . Due to technical reasons we need to work with several variants of the
chirality parameter. Specifically, we define

χ(u)i,j :=
(
χ1(u)i,j , χ2(u)i,j

)
, χ̃(u)i,j :=

(
χ̃1(u)i,j , χ̃2(u)i,j

)
, where

χ1(u)i,j :=
2√
δn

sin
( (θhor)i,j

2

)
, χ̃1(u)i,j :=

1√
δn

sin
(
(θhor)i,j

)
,

χ2(u)i,j :=
2√
δn

sin
( (θver)i,j

2

)
, χ̃2(u)i,j :=

1√
δn

sin
(
(θver)i,j

)
,

(2.8)

where θhor = θhor(u) and θver = θver(u) are given by (2.6). A third variant χ(u) will be
introduced in (2.19) below. In our notation we shall often drop the dependence on u as it
will be clear from the context. In addition, given a sequence of spin fields un , we will write
χn, χ̃n in place of χ(un), χ̃(un), respectively. Note that χ̃ can be written as a function of

χ , e.g., χ̃i,j1 = 1√
δn

sin
(
2 arcsin

(√
δn
2 χi,j1

))
. Since δn → 0, the reader can formally assume

that χ ' χ̃ as n→∞ to ease the reading of the statements.
Given (i, j), we rewrite the corresponding contribution to the energy in (2.7) in terms of

χ(u). We observe that the S1 -symmetry of the energy allows us to assume, without loss of
generality, that ui,j = exp(ι0) = (1, 0). Here and in the following, we interpret vectors in S1

as complex numbers via the relation (cos θ, sin θ) = eιθ , where ι is the imaginary unit. As a
consequence, the spins appearing in (2.7) can be rewritten in terms of the relative angles as

ui+1,j = eι(θ
hor)i,j , ui−1,j = e−ι(θ

hor)i−1,j

,

ui,j+1 = eι(θ
ver)i,j , ui,j−1 = e−ι(θ

ver)i,j−1

.

We rewrite the energy Fn(u) in terms of θhor and θver as follows:

Fn(u) =
1

2
λ2
n

∑
(i,j)

∣∣∣eι(θhor)i,j + e−ι(θ
hor)i−1,j

+ eι(θ
ver)i,j + e−ι(θ

ver)i,j−1

− αn
2

(1, 0)
∣∣∣2

=
1

2
λ2
n

∑
(i,j)

(
cos(θhor)i,j + cos(θhor)i−1,j + cos(θver)i,j + cos(θver)i,j−1 − αn

2

)2
+

1

2
λ2
n

∑
(i,j)

(
sin(θhor)i,j − sin(θhor)i−1,j + sin(θver)i,j − sin(θver)i,j−1

)2
.

(2.9)

Using the trigonometric identity cos(θ) = 1 − 2 sin2
(
θ
2

)
and recalling that δn = 4 − αn

2 ,
we get that

Fn(u) =
1

2
λ2
n

∑
(i,j)

(
δn − 2 sin2

( (θhor)i,j

2

)
− 2 sin2

( (θhor)i−1,j

2

)
− 2 sin2

( (θver)i,j

2

)
− 2 sin2

( (θver)i,j−1

2

))2
+

1

2
λ2
n

∑
(i,j)

(
λn∂

d
1 sin

(
(θhor)i−1,j

)
+ λn∂

d
2 sin

(
(θver)i,j−1

))2
.

(2.10)
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Finally, using the definition of χ , we obtain that

Fn(u) =
1

2
λ2
n

∑
(i,j)

δ2
n

4

(
2− |χi,j1 |2 − |χ

i−1,j
1 |2 − |χi,j2 |2 − |χ

i,j−1
2 |2

)2
+ δnλ

2
n

∣∣∣∂d
1 χ̃

i−1,j
1 + ∂d

2 χ̃
i,j−1
2

∣∣∣2
=
δ

3/2
n λn

2
λ2
n

∑
(i,j)

√
δn
λn

W d(χ)i,j +
λn√
δn
|Ad(χ)i,j |2

=
δ

3/2
n λn

2

∫
Ωλn

1

εn
W d(χ) + εn|Ad(χ)|2 dx .

(2.11)

In the above formula, we let Ωλn denote the union of cells of the lattice appearing in the
sum and we define εn := λn√

δn
. Moreover, we have associated to χ the piecewise constant

functions W d(χ), Ad(χ) ∈ PCλn(R) defined by

W d(χ)i,j :=
1

4

(
2−|χi,j1 |2−|χ

i−1,j
1 |2−|χi,j2 |2−|χ

i,j−1
2 |2

)2

, Ad(χ)i,j := ∂d
1 χ̃

i−1,j
1 +∂d

2 χ̃
i,j−1
2 ,

(2.12)
with χ , χ̃ given by the relations (2.8) and recalling that χ̃ can be written as a function
of χ . The integral in the right-hand side of (2.11) defines the functional we are interested
in in this paper. However, working with the integral on Ωλn instead of Ω gives rise to
minor technical issues, which are only tedious to fix. For this reason, in this paper we study
directly the integral functional on Ω, which we define precisely in Subsection 2.6 below.

2.6. Assumptions on the model, the energies Hn , and the Aviles-Giga function-
als. Throughout the paper we assume that λn, δn are two sequences of positive real numbers
that converge to zero such that

εn :=
λn√
δn
→ 0 as n→∞ . (2.13)

In particular, we have that λn � εn as n→∞ .
Our main result is valid whenever the domain Ω belongs to the class of admissible domains

defined by

A0 := {Ω ⊂ R2 : Ω is an open, bounded, simply connected, BV G domain} . (2.14)

We recall that simply connected sets are by definition connected. Since parts of our results
remain true under more general assumptions on Ω (cf. Remark 4.3), let us also introduce

A := {Ω ⊂ R2 : Ω is an open and bounded set} . (2.15)

In the rest of this section, Ω is always a domain in A . The theorems in this paper will be
stated for the functionals Hn : L1

loc(R2;R2)×A → [0,+∞] defined by

Hn(χ,Ω) :=
1

2

∫
Ω

1

εn
W d(χ) + εn|Ad(χ)|2 dx , (2.16)

if χ = χ(u) as in (2.8) for some u ∈ PCλn(S1), and Hn extended to +∞ otherwise. As a
conclusion of subsection 2.5, we have established in which sense

1

δ
3/2
n λn

(En(u)−minEn) ∼ Hn(χ,Ω) . (2.17)

As remarked in the introduction, the functionals Hn are related to the Aviles-Giga func-
tionals. Indeed, let us note that W d is a discrete approximation of the potential

W : R2 → [0,+∞) , W (ξ) := (1− |ξ|2)2 (2.18)

with suitable shifts in the discrete variable. Moreover, let us note that in a similar way,
we have that Ad(χ) ' divd(χ̃). Since χ̃ ' χ for large n , the functionals Hn resemble a
discretization of the functionals χ 7→ 1

2

∫
Ω

1
εn
W (χ) + εn|div(χ)|2 dx . In Remark 2.5 below

we show how curl(χ) ' 0 which fully establishes the relation of Hn to the Aviles-Giga-like
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functional AG∆
εn in (1.6), which in turn is related to the classical Aviles-Giga functional

AGεn in (1.7).
In the following we will explore this relation in more detail and to this end, as well as for

later use, prove several a priori estimates on χ that can be obtained from the energy bound
Hn(χ,Ω) ≤ C .

Remark 2.2. The potential part in Hn provides L4 bounds on the variable χ . More pre-
cisely, if supnHn(χn,Ω) < +∞ , then supn ‖χn‖L4(Ω) < +∞ . Indeed, using Young’s in-

equality, we have that (2− a)2 ≥ 1
2a

2− 4 for a = |χi,j1,n|2 + |χi−1,j
1,n |2 + |χi,j2,n|2 + |χi,j−1

2,n |2 . As
a consequence,

C ≥ 1

4εn

∫
Ω

1

2

(
|χi,j1,n|2 + |χi−1,j

1,n |2 + |χi,j2,n|2 + |χi,j−1
2,n |2

)2 − 4 dx ≥ 1

4εn

∫
Ω

1

2
|χn|4 − 4 dx .

This bound can be improved by additionally exploiting the derivative part in Hn as
explained in detail below in Proposition 2.7.

Using the potential part of Hn , in the following lemma we count the number of cells
where the angles between adjacent spins defined in (2.6) are far from 0. This counting
argument will be often put to use throughout the paper.

Lemma 2.3. Assume that supnHn(χn,Ω) < +∞ . Then for every t ∈ (0,+∞) there exists
C(t) ∈ (0,+∞) such that

#
{

(i, j) ∈ Z2 : Qλn(i, j) ⊂ Ω , |(θhor
n )i,j | > t or |(θver

n )i,j | > t
}
≤ C(t)

δ
3/2
n

λn
.

Proof. We may assume that t < π since otherwise the statement is trivial. Then, if

|(θhor
n )i,j | > t or |(θver

n )i,j | > t , we get that max{|χi,j1,n|2, |χ
i,j
2,n|2} ≥ 4

δn
sin
(
t
2

)2 ≥ C t2

δn
.

Hence, for δn sufficiently small, this implies that W d(χn)i,j ≥ C t4

δ2n
. Thus we get that

C ≥
∫

Ω

1

εn
W d(χn) dx

≥ λ2
n#
{

(i, j) ∈ Z2 : Qλn(i, j) ⊂ Ω , |(θhor
n )i,j | > t or |(θver

n )i,j | > t
}
C

1

εn

t4

δ2
n

.

Since εn = λn√
δn

, this implies the claim. �

A first consequence of the counting argument in Lemma 2.3 is the following estimate on
the discrete curl of sequences χn with equibounded energies. For the precise statement, it
is convenient to introduce the auxiliary variable χn defined by

χi,jn :=
(
χi,j1,n, χ

i,j
2,n

)
, χi,j1,n :=

1√
δn

(θhor
n )i,j , χi,j2,n :=

1√
δn

(θver
n )i,j . (2.19)

This is the linearized version of the order parameter χn , cf. its definition in (2.8).

Lemma 2.4. Assume that supnHn(χn,Ω) < +∞ . Then for every Ω′ ⊂⊂ Ω there exists
C ∈ (0,+∞) such that

‖curld(χn)‖L1(Ω′) ≤ Cδn .

Proof. Let un be such that χn = χ(un) as in (2.8). We start by observing that

λn
√
δn curld(χn)i,j = (θhor

n )i,j + (θver
n )i+1,j − (θver

n )i,j − (θhor
n )i,j+1 ∈ 2πZ

since (θhor
n )i,j + (θver

n )i+1,j and (θver
n )i,j + (θhor

n )i,j+1 both represent an oriented angle be-
tween the spins ui,jn and ui+1,j+1

n and thus must be equal modulo 2π . Moreover, since

(θhor
n )i,j , (θver

n )i+1,j , (θver
n )i,j , (θhor

n )i,j+1 ∈ [−π, π), we actually get that λn
√
δncurld(χn)i,j ∈

{−2π, 0, 2π} . If moreover

|(θhor
n )i,j | , |(θver

n )i+1,j | , |(θver
n )i,j | , |(θhor

n )i,j+1| < π

2
, (2.20)

then we even have that λn
√
δncurld(χn)i,j = 0. For n large enough all cells Qλn(i, j) that

intersect Ω′ as well as all their neighboring cells are contained in Ω. As a consequence, by
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Lemma 2.3 we have that (2.20) only fails on a subset of Ω′ of measure less than λ2
nC

δ3/2n

λn
.

Hence we conclude that

‖curld(χn)‖L1(Ω′) ≤
1

λn
√
δn
· 2πλ2

nC
δ

3/2
n

λn
= Cδn .

�

Remark 2.5. Lemma 2.4 implies, in particular, that

curld(χn) ⇀ 0 in the sense of distributions. (2.21)

Indeed, using the inequality
∣∣2 sin

(
s
2

)
− s
∣∣ ≤ 1

24 |s|
3 and writing χn in terms of χn , we get

|χi,jn − χi,jn |2 ≤ Cδ2
n|χi,jn |6 ≤ Cδn|χi,jn |4 , where we have used that |χi,jn | ≤ C|χi,jn | ≤ C√

δn
.

Thus, the L4 -bounds on χn obtained in Remark 2.2 yield ‖χn−χn‖L2(Ω) ≤ Cδn . A discrete

integration by parts shows that curld(χn−χn)→ 0 in D′(Ω) and together with Lemma 2.4
we obtain the claim.

As an alternative to the discrete integration by parts, we can observe that curld(χn−χn) =
−div(I(χ⊥n − χ⊥n )), where I is defined by (2.4). Since for every open Ω′ ⊂⊂ Ω we have
that ‖I(χ⊥n − χ⊥n )‖L2(Ω′) ≤ 2‖χn − χn‖L2(Ω) for n large enough, this allows us to assert

that in fact curld(χn − χn) → 0 strongly in H−1 locally in Ω. We will later make use of
this observation (cf. Proposition 5.2, Step 2).

As we have observed previously, Remark 2.5 suggests that the functionals Hn share
similarities with the Aviles-Giga functionals. To give a rigorous statement, we introduce the
auxiliary functionals H∗n defined as follows: for χ ∈ L1

loc(R2;R2), we set

H∗n(χ,Ω) :=
1

2

∫
Ω

1

εn
W (χ) + εn|Ddχ|2 dx (2.22)

if χ = χ(u) as in (2.8) for some u ∈ PCλn(S1), and H∗n extended to +∞ otherwise, where

W is defined by (2.18). Up to replacing the condition curld(χn) ⇀ 0 (cf. Remark 2.5)

with the condition curld(χn) ≡ 0, the functionals H∗n are the discrete Aviles-Giga energies
AGd

n : L1
loc(R2;R)×A → [0,+∞] defined by

AGd
n(ϕ,Ω) :=

1

2

∫
Ω

1

εn
W (Ddϕ) + εn|DdDdϕ|2 dx (2.23)

if ϕ ∈ PCλn(R), and AGd
n extended to +∞ otherwise.2 In the next proposition we prove

that the energy bound Hn(χ,Ω) ≤ C implies a local bound on the energies H∗n . Note that
the functionals H∗n feature the full discrete derivative matrix of χ , and not just the discrete
divergence-type term Ad(χ) as the functionals Hn . Nonetheless, for sequences χn with
equibounded energies Hn , the full discrete derivative matrix can be controlled by exploiting
the vanishing curl condition obtained in Lemma 2.4. Our proof of this fact is inspired by
the well-known technique used to prove H2 -regularity for weak solutions of elliptic second
order PDE.

Proposition 2.6. Let (χn)n ∈ L1
loc(R2;R2) . We have that

sup
n
Hn(χn,Ω) < +∞ =⇒ sup

n
H∗n(χn,Ω

′) < +∞ for every Ω′ ⊂⊂ Ω .

Proof. Step 1. (Bound on the derivative term in H∗n .) We claim that

sup
n

∫
Ω′
εn|Ddχn|2 dx < +∞ for every Ω′ ⊂⊂ Ω . (2.24)

Note that the 1-Lipschitz continuity of the map s 7→ 2√
δn

sin
(√

δn
2 s
)

and the definition of χ

in (2.8) and of χ in (2.19) imply that |Ddχn| ≤ |Ddχn| and thus

sup
n

∫
Ω′
εn|Ddχn|2 dx < +∞ for every Ω′ ⊂⊂ Ω , (2.25)

2Notice that every χ ∈ PCλn (R2) with curld(χ) = 0 in Ω admits, at least locally in Ω, a discrete

potential ϕ such that χ = Ddϕ .



16 MARCO CICALESE, MARWIN FORSTER, AND GIANLUCA ORLANDO

providing the first bound needed for H∗n . For later use let us note that using (2.8), (2.19), and
the 1-Lipschitz continuity of the map s 7→ 1√

δn
sin
(√
δns
)

we also get that |Ddχ̃n| ≤ |Ddχn|
and, as a consequence,

sup
n

∫
Ω′
εn|Ddχ̃n|2 dx < +∞ for every Ω′ ⊂⊂ Ω . (2.26)

To prove (2.24) let us start by considering an additional open set Ω′′ with Ω′ ⊂⊂ Ω′′ ⊂⊂
Ω and a smooth cut-off function ζ ∈ C∞c (Ω′′; [0, 1]) with ζ ≡ 1 on a neighborhood of
Ω′ . Although not necessary, it will be convenient for our computations to introduce the
discretizations ζn ∈ PCλn([0, 1]) by ζi,jn := ζ(λn(i, j)). Next, let us observe that by (2.8)
and (2.19) we have that

Ad(χn)i,j = ∂d
1

(
1√
δn

sin(
√
δnχ1,n)

)i−1,j

+ ∂d
2

(
1√
δn

sin(
√
δnχ2,n)

)i,j−1

.

Therefore, using twice a discrete integration by parts, we get that

In :=

∫
R2

Ad(χn) ∂d
1 (|ζn|2χ1,n)

•−e1 dx

=

∫
R2

∂d
1

(
1√
δn

sin(
√
δnχ1,n)

)
∂d

1 (|ζn|2χ1,n) + ∂d
1

(
1√
δn

sin(
√
δnχ2,n)

)
∂d

2 (|ζn|2χ1,n) dx .

(2.27)

In the following we show how (2.27) can be used to deduce the bound
∫

Ω′
εn|Ddχ1,n|2 dx ≤

C . The remaining bound
∫

Ω′
εn|Ddχ2,n|2 dx ≤ C can be proved analogously starting instead

from the equation∫
R2

Ad(χn) ∂d
2 (|ζn|2χ2,n)

•−e2 dx

=

∫
R2

∂d
2

(
1√
δn

sin(
√
δnχ1,n)

)
∂d

1 (|ζn|2χ2,n) + ∂d
2

(
1√
δn

sin(
√
δnχ2,n)

)
∂d

2 (|ζn|2χ2,n) dx .

We rewrite the right-hand side of (2.27) by using a discrete chain rule and a particular version
of a discrete product rule which takes the form ∂d

k (vw) = 1
2 (w+w•+ek)∂d

kv+ 1
2 (v+v •+ek)∂d

kw
for v, w ∈ PCλn(R). We obtain that

In =
1

2

∫
R2

(
|ζn|2 + |ζ •+e1n |2

)
cos(

√
δnX1,n)|∂d

1χ1,n|2

+
(
|ζn|2 + |ζ •+e2n |2

)
cos(

√
δnX2,n)|∂d

2χ1,n|2 dx+Rn ,

(2.28)

where

Rn =
1

2

∫
R2

cos(
√
δnX1,n)∂d

1χ1,n

(
χ1,n + χ

•+e1
1,n

)
∂d

1 (|ζn|2)

+ cos(
√
δnX2,n)∂d

1χ2,n

(
χ1,n + χ

•+e2
1,n

)
∂d

2 (|ζn|2)

+
(
|ζn|2 + |ζ •+e2n |2

)
cos(

√
δnX2,n)∂d

2χ1,n(∂d
1χ2,n − ∂d

2χ1,n) dx

and where Xi,j
1,n is an intermediate point between χi,j1,n and χi+1,j

1,n and Xi,j
2,n lies between χi,j2,n

and χi+1,j
2,n . In the following, we may restrict all integrations to Ω′′ with the understanding

that the resulting estimates hold for n large enough. To estimate Rn let us recall that by
Lemma 2.4 we have that ‖∂d

1χ2,n − ∂d
2χ1,n‖L1(Ω′′) = ‖curld(χn)‖L1(Ω′′) ≤ Cδn . Moreover,

|∂d
2χ1,n| ≤ C

λn
√
δn

and, as a consequence,∫
R2

∣∣(|ζn|2 + |ζ •+e2n |2
)

cos(
√
δnX2,n)∂d

2χ1,n(∂d
1χ2,n − ∂d

2χ1,n)
∣∣ dx ≤ C√δn

λn
=
C

εn
. (2.29)



VARIATIONAL ANALYSIS OF THE J1 -J2 -J3 MODEL 17

Furthermore, we have that ∂d
k (|ζn|2) = 1

λn
|ζ •+ekn − ζn| |ζ •+ekn + ζn| ≤ C(ζ •+ekn + ζn) because

Ddζn are bounded in L∞(R2). Using Young’s inequality we get that∫
R2

∣∣ cos(
√
δnX1,n)∂d

1χ1,n

(
χ1,n + χ

•+e1
1,n

)
∂d

1 (|ζn|2)
∣∣dx

≤ C
∫

Ω′′

1

M
|∂d

1χ1,n|2
(
|ζn|2 + |ζ •+e1n |2

)
+M |χ1,n|2 dx ,

(2.30)

where M is an arbitrary positive number. Similarly, using first the triangle inequality, we
also get the estimate∫

R2

∣∣ cos(
√
δnX2,n)∂d

1χ2,n

(
χ1,n + χ

•+e2
1,n

)
∂d

2 (|ζn|2)
∣∣ dx

≤
∫
R2

∣∣∂d
2χ1,n

(
χ1,n + χ

•+e2
1,n

)
∂d

2 (|ζn|2)
∣∣+
∣∣curld(χn)

(
χ1,n + χ

•+e2
1,n

)
∂d

2 (|ζn|2)
∣∣dx

≤ C
∫

Ω′′

1

M
|∂d

2χ1,n|2
(
|ζn|2 + |ζ •+e2n |2

)
+M |χ1,n|2 dx+ C

√
δn ,

(2.31)

where we have used Lemma 2.4 and the fact that |χ1,n| ≤ C√
δn

. By (2.29)–(2.31) we get

that

|Rn| ≤
C

M

∫
Ω′′
|∂d

1χ1,n|2
(
|ζn|2 + |ζ •+e1n |2

)
+ |∂d

2χ1,n|2
(
|ζn|2 + |ζ •+e2n |2

)
dx+ CM +

C

εn
,

where we have used that
√
δn ≤ 1

εn
for n large enough (by (2.13)) and the fact that χ1,n are

bounded in L2(Ω′′). The latter bound is due to Remark 2.2 and the fact that |χn| ≤ π
2 |χn| .

With the bound on Rn in place, we now return to (2.28) and estimate In from below as
follows:

In ≥
(1

4
− C

M

)∫
Ω′′
|∂d

1χ1,n|2
(
|ζn|2 + |ζ •+e1n |2

)
+ |∂d

2χ1,n|2
(
|ζn|2 + |ζ •+e2n |2

)
dx

+
1

2

∫
Ω′′
|∂d

1χ1,n|2
(
|ζn|2 + |ζ •+e1n |2

)(
cos(

√
δnX1,n)− 1

2

)
+ |∂d

2χ1,n|2
(
|ζn|2 + |ζ •+e2n |2

)(
cos(

√
δnX2,n)− 1

2

)
dx

− CM − C

εn
.

(2.32)

For all indices (i, j) ∈ Z2 such that

|χi,j1,n| , |χ
i+1,j
1,n | , |χ

i,j
2,n| , |χ

i+1,j
2,n | ≤

arccos 1
2√

δn
, (2.33)

we have that cos(
√
δnX1,n), cos(

√
δnX2,n) ≥ 1

2 on the cell Qλn(i, j). On the other hand,
for n large enough all cells Qλn(i, j) that intersect Ω′′ as well as all their neighboring cells
are contained in Ω and thus in view of (2.19), Lemma 2.3 implies that

#
{

(i, j) ∈ Z2 : Qλn(i, j) ∩ Ω′′ 6= Ø and (2.33) fails
}
≤ C δ

3/2
n

λn
.

This allows us to estimate the second integral in (2.32) from below by splitting it into the
integral on the cells where (2.33) holds and the integral on the cells where it fails: On
the former, the integrand is non-negative. On the latter cells, we use that |Ddχ1,n|2 ≤
C

λ2
nδn

and consequently obtain that the second integral in (2.32) is bounded from below by

−Cλ2
n
δ3/2n

λn
1

λ2
nδn

= − C
εn

. Thus,

In ≥
(1

4
− C

M

)∫
Ω′′
|∂d

1χ1,n|2
(
|ζn|2 + |ζ •+e1n |2

)
+ |∂d

2χ1,n|2
(
|ζn|2 + |ζ •+e2n |2

)
dx− CM − C

εn
.

(2.34)
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To find the desired L2 estimate on Ddχ1,n , we combine this lower bound with an upper
bound on the left-hand side of (2.27). Using Young’s inequality, a discrete product rule, and
the bound on the energy Hn we get that

In ≤
1

2

∫
Ω′′
MAd(χn)2 +

1

M

∣∣∂d
1 (|ζn|2χ1,n)

∣∣2 dx

≤ CM

εn
+

1

M

∫
Ω′′

∣∣∂d
1 (|ζn|2)

∣∣2|χ•+e11,n |2 + |ζn|4|∂d
1χ1,n|2 dx .

Finally, as already observed in this proof, we use that χ1,n are bounded in L2(Ω), Dd(|ζn|2)

are bounded in L∞ , and |ζn|4 ≤ |ζn|2 ≤ |ζn|2 + |ζ •+e1n |2 to obtain that

In ≤
CM

εn
+
C

M
+

1

M

∫
Ω′′

(
|ζn|2 + |ζ •+e1n |2

)
|∂d

1χ1,n|2 dx .

Together with (2.34) this implies that(1

4
− C

M

)∫
Ω′′
|∂d

1χ1,n|2
(
|ζn|2 + |ζ •+e1n |2

)
+ |∂d

2χ1,n|2
(
|ζn|2 + |ζ •+e2n |2

)
dx ≤ C

εn
(1 +M) +

C

M
.

As none of the constants C depend on M , choosing M sufficiently large and if n is large
enough, the left-hand side provides an upper bound on 1

8

∫
Ω′
|Ddχ1,n|2 dx . Thus we get that∫

Ω′
εn|Ddχ1,n|2 dx ≤ C as desired.

Step 2. (Bound on the potential term in H∗n .) We claim that

sup
n

∫
Ω′

1

εn
W (χn) dx < +∞ for every Ω′ ⊂⊂ Ω . (2.35)

By the reverse triangle inequality we have that∣∣√W d(χi,jn )−
√
W (χi,jn )

∣∣
≤ 1

2

∣∣∣2− |χi,j1,n|2 − |χ
i−1,j
1,n |2 − |χ

i,j
2,n|2 − |χ

i,j−1
2,n |2 −

(
2− 2|χi,j1,n|2 − 2|χi,j2,n|2

)∣∣∣
=

1

2

∣∣(χi,j1,n + χi−1,j
1,n )λn∂

d
1χ

i−1,j
1,n + (χi,j2,n + χi,j−1

2,n )λn∂
d
2χ

i,j−1
2,n

∣∣ .
(2.36)

Let Ω′′ be another open set with Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω. Using (2.25), the fact that |χ1,n|, |χ2,n| ≤
C√
δn

, and (2.13), we obtain for n large enough that

1
√
εn

∥∥√W d(χi,jn )−
√
W (χi,jn )

∥∥
L2(Ω′)

≤ C λn√
εn
√
δn
‖Ddχ‖L2(Ω′′) ≤ C

λn

εn
√
δn

= C .

Writing W d −W =
(
2
√
W d − (

√
W d −

√
W )
)(√

W d −
√
W
)

, we infer that∫
Ω′

1

εn

∣∣W d(χn)−W (χn)
∣∣ dx ≤ ( 2√

εn

∥∥√W d(χn)
∥∥
L2(Ω′)

+ C
)
· C ≤ C ,

where we have used that Hn(χn,Ω) ≤ C implies that
∥∥√W d(χn)

∥∥
L2(Ω′)

≤ C√εn .

This concludes the proof. �

We conclude the section by investigating a first consequence of Proposition 2.6. For the
classical Aviles-Giga functionals in dimension two it is known that a uniform bound on the
energies AGε(ϕε,Ω) implies a bound on ∇ϕε not only in L4(Ω) but even in L6(Ω) (cf.
[5, Theorem 6.1]). Using Proposition 2.6 and exploiting the analogy between H∗n and the
classical Aviles-Giga, in the following proposition we improve the L4 bound obtained in
Remark 2.2.

Proposition 2.7. Let (χn)n ∈ L1
loc(R2;R2) and assume that supnHn(χn,Ω) < +∞ .

Then, for every Ω′ ⊂⊂ Ω , (χn)n is bounded in L6(Ω′) .
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Proof. We let Ω′ ⊂⊂ Ω be fixed. We start by introducing a piecewise affine interpolation χ̂n
of the discrete functions |χn| . To this end, let T−λn(i, j) and T+

λn
(i, j) be the two triangles

partitioning the cell Qλn(i, j) defined by

T−λn := {λn(i, j) + λny ∈ Qλn(i, j) : y1 ∈ [0, 1], y2 ∈ [0, 1− y1]} ,
T+
λn

:= {λn(i, j) + λny ∈ Qλn(i, j) : y1 ∈ (0, 1), y2 ∈ (1− y1, 1)} .

We define the function χ̂n on T−λn(i, j) by interpolating the values on the three vertices of

T−λn(i, j), i.e.,

χ̂n(λn(i, j) + λny) := (1− y1 − y2)|χi,jn |+ y1|χi+1,j
n |+ y2|χi,j+1

n | .

Analogously, for λn(i, j) + λny ∈ T+
λn

(i, j),

χ̂n(λn(i, j) + λny) := (1− y1)|χi,j+1
n |+ (1− y2)|χi+1,j

n |+ (y1 + y2 − 1)|χi+1,j+1
n | .

Below, we will exploit Sobolev embeddings to show that (χ̂n)n is bounded in L6(Ω′′) for
some open set Ω′′ with Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω. This will conclude the proof since we can control
the L6 norm of χn by that of χ̂n as follows: Given any (i, j) ∈ Z2 , on the sub-triangle

T
1/2
λn

(i, j) := {λn(i, j) + λny ∈ Qλn(i, j) : y1 ∈ [0, 1
2 ], y2 ∈ [0, 1

2 − y1]} ⊂ T−λn(i, j)

we have that |χ̂n| ≥ 1
2 |χ

i,j
n | . Therefore,

‖χ̂n‖6L6(Qλn (i,j)) ≥ CL
2
(
T

1/2
λn

(i, j)
)
|χi,jn |6 = C‖χn‖6L6(Qλn(i,j))

,

where we have used that L2
(
T

1/2
λn

(i, j)
)

= CL2(Qλn(i, j)) with C independent of n, i, j .

For all n large enough, every cell Qλn(i, j) that intersects Ω′ is contained in Ω′′ and thus
we conclude that

‖χn‖L6(Ω′) ≤ C‖χ̂n‖L6(Ω′′) (2.37)

for all n large enough.
To estimate χ̂n in L6 , let us fix an open and smooth set Ω′′ and an additional open set

Ω′′′ satisfying Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω′′′ ⊂⊂ Ω. We observe that χ̂n belongs to W 1,∞
loc (R2;R) with

a Sobolev gradient that is constant on T±λn(i, j) and given by

∇χ̂n = (∂d
1 |χn|i,j , ∂d

2 |χn|i,j) in T−λn(i, j) ,

∇χ̂n = (∂d
1 |χn|i,j+1, ∂d

2 |χn|i+1,j) in T+
λn

(i, j) .

This entails the estimate ‖∇χ̂n‖L2(Ω′′) ≤ ‖Dd|χn|‖L2(Ω′′′) for n large enough. By use of the

reverse triangle inequality, Dd|χn| is bounded by Ddχn and thus, by Proposition 2.6, we
get that

εn‖∇χ̂n‖L2(Ω′′) ≤ C . (2.38)

Next, we introduce the convex function

V : R→ R , V (s) :=

{
0 if − 1 < s < 1 ,

s2 − 1 if |s| ≥ 1 ,

and set V 2(s) := |V (s)|2 . V 2 is the convex envelope of the double-well potential s 7→
(1− s2)2 . By convexity of V 2 and by the definition of χ̂n we have that

V 2(χ̂n(λn(i, j) + λny)) ≤ (1− y1 − y2)V 2(|χi,jn |) + y1V
2(|χi+1,j

n |) + y2V
2(|χi,j+1

n |)

for λn(i, j) + λny ∈ T−λn(i, j) and

V 2(χ̂n(λn(i, j)+λny)) ≤ (1−y1)V 2(|χi,j+1
n |)+(1−y2)V 2(|χi+1,j

n |)+(y1+y2−1)V 2(|χi+1,j+1
n |)

for λn(i, j)+λny ∈ T+
λn

(i, j). Since V 2(|χn|) ≤ (1−|χn|2)2 = W (χn), Proposition 2.6 gives
us that ∫

Ω′′

1

εn
V 2(χ̂n) dx ≤

∫
Ω′′′

1

εn
W (χn) dx ≤ C
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for n large enough. Combining this with (2.38), we have obtained the following energy
bound on χ̂n : ∫

Ω′′

1

εn
V 2(χ̂n) + εn|∇χ̂n|2 dx ≤ C . (2.39)

Next we introduce a primitive P of the function V , namely the C1 function

P : R→ R , P (s) :=


1
3s

3 − s− 2
3 if s ≥ 1 ,

0 if − 1 < s < 1 ,
1
3s

3 − s+ 2
3 if s ≤ −1 .

The function P has cubic growth, i.e.,

c1|s|3 + c2 ≤ |P (s)| ≤ C1|s|3 + C2 (2.40)

with constants c1, C1 > 0 and c2, C2 ∈ R . In particular, P ◦ χ̂n are bounded in L1(Ω′′)
since χ̂n are bounded in L4(Ω′′), being the piecewise affine interpolations of |χn| , which
are bounded in L4(Ω) by Remark 2.2. Moreover, since P is C1 and locally Lipschitz and
χ̂n belong to W 1,∞(Ω′′;R), by the chain rule P ◦ χ̂n are Sobolev functions as well and
∇(P ◦ χ̂n) = (V ◦ χ̂n)∇χ̂n . Using Young’s inequality, we get that

‖∇(P ◦ χ̂n)‖L1(Ω′′) ≤
1

2

∫
Ω′′

1

εn
|V (χ̂n)|2 + εn|∇χ̂n|2 dx ≤ C

by (2.39). Thus, P ◦ χ̂n are bounded in W 1,1(Ω′′) and recalling that we have chosen
Ω′′ to be a smooth domain, Poincaré’s inequality leads to a bound on P ◦ χ̂n in L2(Ω′′).
Finally, (2.40) yields ‖χ̂n‖6L6(Ω′′) ≤ ‖c

−1
1 (P ◦ χ̂n − c2)‖2L2(Ω′′) ≤ C and thereby the desired

L6 bound. Then by (2.37) we conclude the proof. �

3. Entropies and the limit functional

In this section we define the notion of entropy that we will use in this paper and define
the limit functional H for our energies Hn .

Definition 3.1. We say that a map Φ: R2 → R2 is an entropy if Φ ∈ C∞c (R2 \ {0};R2)
and it satisfies

ξ · (DΦ(ξ)ξ⊥) = 0 for all ξ ∈ R2 . (3.1)

We define the space Ent := {Φ ∈ C∞c (R2 \ {0};R2) , Φ is an entropy} .

This notion of entropy strongly resembles the one used in [26]. (There it is not required
that Φ is zero in a neighborhood of zero.) As in [26, Lemma 2.2] we associate to every
Φ ∈ Ent a pair of functions (Ψ, α) defined by

α(ξ) :=
ξ⊥ · (DΦ(ξ)ξ⊥)

|ξ|2
, (3.2)

Ψ(ξ) := − 1

2|ξ|2
(
DΦ(ξ)− α(ξ)Id

)
ξ . (3.3)

Note that supp(Ψ), supp(α) ⊂ supp(Φ) ⊂ R2 \ {0} and Ψ ∈ C∞c (R2 \ {0};R2) and α ∈
C∞c (R2 \ {0}), since Φ ∈ C∞c (R2 \ {0};R2). This will be useful for technical reasons in the
proofs.

Using property (3.1) and the identity Id = 1
|ξ|2 ξ⊗ ξ+ 1

|ξ|2 ξ
⊥⊗ ξ⊥ , one sees that the pair

(Ψ, α) satisfies (and in fact is characterized uniquely by) the relation

DΦ(ξ) + 2Ψ(ξ)⊗ ξ = α(ξ)Id . (3.4)

Definition 3.2. Given Φ ∈ Ent, we define

‖Φ‖Ent := Lip(Ψ) ,

where Lip(Ψ) is the Lipschitz constant of the function Ψ given by (3.3).
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We remark that ‖ · ‖Ent is a norm on Ent. Indeed, Ψ and α are linear in Φ, see (3.3)
and (3.2). Moreover, recalling that Φ, Ψ, and α have compact support, if Lip(Ψ) = 0,
then Ψ ≡ 0 and (3.4) yields DΦ = α Id. Since the row-wise curl(α Id) equals ∇⊥α , we get
α ≡ 0 and thus Φ ≡ 0.

Let A be the class of open and bounded subsets of R2 as in (2.15). To state our main
result, we introduce the functional H : L1

loc(R2;R2)×A → [0,+∞] defined by

H(χ,Ω) :=
∨

Φ∈Ent
‖Φ‖Ent≤1

|div(Φ ◦ χ⊥)|(Ω) , (3.5)

if χ satisfies

|χ| = 1 a.e. in Ω , curl(χ) = 0 in D′(Ω) , div(Φ ◦ χ⊥) ∈Mb(Ω) for all Φ ∈ Ent , (3.6)

and H extended to +∞ otherwise in L1
loc(R2;R2). For a discussion on the role played

by the functional H in the analysis of the classical Aviles-Giga functionals, we refer to
Remark 3.5 below.

Using compactly supported instead of non-compactly supported entropies in the definition
of H is not restrictive, as we show in Proposition 3.3 below. In particular, taking the
supremum in (3.5) over the entropies introduced in [26] does not affect the values of the
functional H .

Proposition 3.3. Let Φ ∈ C∞(R2\{0};R2) be a function satisfying (3.1) for ξ 6= 0 . Notice
that for such Φ , (3.2), (3.3) define functions α ∈ C∞(R2 \ {0}) and Ψ ∈ C∞(R2 \ {0};R2) .
Assume that Lip(Ψ) ≤ 1 . Let Ω ⊂ R2 be an open and bounded set and let χ ∈ L∞(Ω; S1)
satisfy curl(χ) = 0 in D′(Ω) . Let Ω′ ⊂ Ω be an open set. Then we have that

|div(Φ ◦ χ⊥)|(Ω′) ≤ H(χ,Ω′) .

Proof. We start by showing that the singularities of Φ,Ψ, α at 0 can be removed. To this
end we note that for Φ,Ψ, α (3.4) holds true in R2 \ {0} . Computing the row-wise curl of
both sides of this identity, and using that the curl of the identity ξ 7→ ξ vanishes, we get
that

∇⊥α(ξ) = −2DΨ(ξ) · ξ⊥ .
Since Lip(Ψ) ≤ 1, we obtain that |∇α(ξ)| ≤ 2|ξ| . Note that this implies that α is Lipschitz
in B1(0) \ {0} and thus admits a unique continuous extension to the whole R2 . In the
same way, Ψ admits a unique continuous extension to R2 which still satisfies Lip(Ψ) ≤ 1.
By (3.4) we then infer that also DΦ extends continuously to R2 , and, as a consequence Φ
can be extended to a C1 function on the whole R2 .

Next, we reduce the claim to the “effective entropy” Φeff defined on R2 by

Φeff(ξ) := Φ(ξ)− Φ(0)− α(0)ξ + |ξ|2Ψ(0) .

Observe that Φeff is C1 on R2 , smooth on R2 \ {0} and satisfies (3.1). Since |χ| = 1 and
curl(χ) = 0, we have that

div(Φeff ◦χ⊥) = div(Φ◦χ⊥)−div(Φ(0))−α(0)div(χ⊥)+div(|χ|2Ψ(0)) = div(Φ◦χ⊥) . (3.7)

Moreover, the functions αeff and Ψeff associated to Φeff are given by

αeff(ξ) = α(ξ)− α(0) and Ψeff(ξ) = Ψ(ξ)−Ψ(0)

and by our previous bound on ∇α we infer that |αeff(ξ)| ≤ C|ξ|2 . We furthermore obtain
the bounds

|Ψeff(ξ)| ≤ |ξ| , |DΦeff(ξ)| ≤ C|ξ|2 , |Φeff(ξ)| ≤ C|ξ|3 (3.8)

by recalling that Lip(Ψ) ≤ 1 and then using that (3.4) holds for Φeff ,Ψeff , αeff and that
Φeff(0) = 0. Note moreover that Lip(Ψeff) ≤ 1.

Let us now approximate Φeff by entropies Φk ∈ Ent. To this end we consider a sequence
of functions ζk ∈ C∞c ((0,∞)) with ζk(1) = 1 and such that

0 ≤ ζk(s) ≤ 1 , |ζ ′k(s)| ≤ C

ks
, |ζ ′′k (s)| ≤ C

ks2
(3.9)
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for all s > 0, where the constant C is independent of k and s . To find the functions ζk , we
first construct a sequence of functions ρk ∈W 2,∞((0,∞)) with compact supports, satisfying
the bounds in (3.9) and such that ρk = 1 in a neighborhood of 1. This can be achieved
following the scheme shown in Figure 3. The desired functions ζk are then obtained by
mollifying ρk on a sufficiently small scale.

s

ρ′k(s)

1

area = 1 area = 1

I0 I1 I2 I3 I4

Figure 3. The figure shows the construction of ρ′k . It is ρ′k = 0 in I0 ∪ I2 ∪ I4 , I2 being a

neighborhood of 1. In I1 and I3 , ρ′k takes the form of a hyperbolic arc and is given by ± 1
ks .

In the four intervals in between, the pieces are joined together with hyperbolic arcs of the form
± 2
ks + c , where the constant c is chosen suitably for each individual interval. Notice that by

positioning I1 close enough to s = 0 and by letting I3 extend far enough to the right, it is
possible to achieve that both gray areas each have an area of 1. This is due to the fact that
the integral of 1

ks is infinite both close to 0 and close to ∞ . The primitive ρk of ρ′k with
ρk(0) = 0 has the desired properties.

Let us define the approximations Φk ∈ C∞c (R2 \ {0};R2) by

Φk(ξ) := ζk(|ξ|)Φeff(ξ)

and observe that they indeed satisfy (3.1). Let us estimate ‖Φk‖Ent . The function Ψk

associated to Φk through (3.2), (3.3) is given by

Ψk(ξ) = ζk(|ξ|)Ψeff(ξ)− 1

2

ζ ′k(|ξ|)
|ξ|

Φeff(ξ) .

Moreover,

DΨk(ξ) = ζk(|ξ|)DΨeff(ξ) +Rk(ξ) ,

where

Rk(ξ) = ζ ′k(|ξ|)Ψeff(ξ)⊗ ξ

|ξ|
− 1

2

ζ ′k(|ξ|)
|ξ|

DΦeff(ξ)+
1

2

ζ ′k(|ξ|)
|ξ|2

Φeff(ξ)⊗ ξ

|ξ|
− 1

2

ζ ′′k (|ξ|)
|ξ|

Φeff(ξ)⊗ ξ

|ξ|
.

By virtue of (3.8) and (3.9) we have that Rk → 0 uniformly as k →∞ . Since |ζk(|ξ|)| ≤ 1
this implies that ‖Φk‖Ent = Lip(Ψk) ≤ Lip(Ψeff) + ok(1) ≤ 1 + ok(1).

Finally, we show that

|div(Φeff ◦ χ⊥)|(Ω′) ≤ (1 + t)H(χ,Ω′)

for all t > 0. Indeed, choose k such that ‖Φk‖Ent ≤ 1 + t . The case Φk = 0 being trivial,
we may assume that ‖Φk‖Ent > 0. Then, since Φeff = Φk on S1 we get that

|div(Φeff ◦ χ⊥)|(Ω′) ≤ ‖Φk‖Ent

∣∣∣div
(

Φk
‖Φk‖Ent

◦ χ⊥
)∣∣∣(Ω′) ≤ (1 + t)H(χ,Ω′) .

In view of (3.7) this concludes the proof. �
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Remark 3.4 (Notions of entropy and the domain of the Γ-limit). Entropies are a central
tool in the analysis of the Aviles-Giga functionals AGε in (1.7). In this remark we give an
overview of some notions of entropy in the context of Aviles-Giga functionals available in
the literature.

As explained above, our definition of entropies is inspired by that given in [26], where
entropies are used to prove compactness properties of sequences with equibounded Aviles-
Giga energies.

With the aim of better understanding the fine properties of solutions of the eikonal
equation selected by the Aviles-Giga functionals, another definition of entropy has been
given in [25]. There the authors explain that the asymptotic admissible set of the Aviles-
Giga functionals is contained in the space A(Ω) of solutions to the eikonal equation |∇ϕ| = 1
satisfying

div(Φ ◦ ∇⊥ϕ) ∈Mb(Ω)

for all smooth Φ: S1 → R2 (the entropies in [25]) with the property that

if U ⊂ R2 is open, m : U → S1 is smooth, and div(m) = 0 , then div(Φ ◦m) = 0 . (3.10)

This notion of entropy (also used in other variants in [32, 24, 28, 35, 42]) and the one
in Definition 3.1 (or in [26]) are basically equivalent. Specifically, every entropy Φ of the
type (3.10) admits an extension to a smooth function on R2 that is an entropy in the sense
of Definition 3.1. Conversely, for every entropy in the sense of Definition 3.1, its restriction
to S1 satisfies (3.10). In particular, condition (3.6) for χ = ∇ϕ is equivalent to requiring
that ϕ ∈ A(Ω).

A smaller class of entropies has been considered in [34, 8, 5]. They are of the form

Σν,ν⊥(ξ) :=
2

3

(
(ξ · ν⊥)3ν + (ξ · ν)3ν⊥

)
, ν ∈ S1 . (3.11)

In [5] they are used to prove compactness of sequences with equibounded Aviles-Giga energy
and to formulate an asymptotic lower bound (cf. Remark 3.5 below). In particular, it is
shown that the asymptotic admissible set of the Aviles-Giga functionals is contained in the
space AG(Ω) of solutions to the eikonal equation |∇ϕ| = 1 satisfying

div(Σν,ν⊥ ◦ ∇⊥ϕ) ∈Mb(Ω)

for all ν ∈ S1 (in fact, it is equivalent to require this only for ν1 =
(

1
0

)
and ν2 = 1√

2

(
1
1

)
).

As Σν,ν⊥ satisfy (3.10), the inclusion A(Ω) ⊂ AG(Ω) holds true.
To the best of our knowledge, it is not known whether A(Ω) = AG(Ω), i.e., whether

all entropy productions div(Φ ◦ ∇⊥ϕ) can be controlled by only the entropy productions
div(Σν,ν⊥ ◦ ∇⊥ϕ) if ϕ solves |∇ϕ| = 1. This problem has been intensively studied in the
recent years and several partial results have been obtained. As a first evidence, in [37, 35] it
has been proved that if div(Σν,ν⊥ ◦ ∇⊥ϕ) = 0 for ν = ν1, ν2 , then all entropy productions

div(Φ◦∇⊥ϕ) vanish. In [37] this follows from the result that, under the previous assumption,
∇ϕ satisfies rigidity, i.e., ∇ϕ is locally Lipschitz outside a locally finite set of vortex-like
singularities. In [32, 24] it is shown that also suitable fractional Sobolev regularity of ∇ϕ
triggers the same rigidity. A further step towards understanding the threshold regularity
for rigidity has been achieved in [28]. There it is shown that requiring that all entropy
productions div(Φ ◦ ∇ϕ) are finite measures is locally equivalent to the Besov regularity

∇ϕ ∈ B1/3
3,∞ . Already the stronger regularity ∇ϕ ∈ B1/3

3,q for q <∞ yields rigidity. In [38],

the authors raise the question whether B
1/3
3p,∞ regularity, p > 1, triggers this rigidity, too. As

a partial result, they prove that this regularity implies that the entropy productions div(Φ◦
∇⊥ϕ) belong to Lp , which they conjecture to be enough to deduce rigidity. Furthermore, the
authors obtain further evidence that div(Φ ◦ ∇⊥ϕ) can be controlled by div(Σν,ν⊥ ◦ ∇⊥ϕ)

for ν = ν1, ν2 . More precisely, it is shown that if p ≥ 4
3 , then div(Σν,ν⊥ ◦ ∇⊥ϕ) ∈

Lp implies that div(Φ ◦ ∇⊥ϕ) ∈ Lp for all entropies Φ. Moreover, according to [41], a
preliminary result on the question whether this can be extended to the case of measures is
available as a consequence of recent developments, specifically, the eikonal equation’s kinetic
formulation established in [28], a Lagrangian representation method [13, 39, 43, 40, 42],
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and ideas used in [38]. The precise statement requires the introduction of a subclass of
parametrized entropies {Φf : f : S1 → R} (cf. [28, Subsection 3.1]), which is rich enough
to establish the kinetic formulation. The results in [28] imply that if div(Φf ◦ ∇⊥ϕ) ∈ Mb

for all f , then div(Φ ◦ ∇⊥ϕ) ∈ Mb for all entropies Φ. By [41], if it is assumed a priori
that the entropy productions div(Φf ◦ ∇⊥ϕ) are finite measures for all f , then the precise
structure of the kinetic defect measure obtained in [42, Proposition 1.7] allows one to control
div(Φf ◦ ∇⊥ϕ), for all f , in terms of div(Σν,ν⊥ ◦ ∇⊥ϕ), ν = ν1, ν2 , up to a multiplicative
constant depending only on Φf .

Remark 3.5. We introduce the functional H in (3.5) for the Γ-convergence analysis of the
functionals Hn . In fact, ϕ 7→ H(∇ϕ,Ω) is also a candidate for the Γ-limit of the classical
Aviles-Giga functionals AGε( · ,Ω) defined (1.7). In particular, it can be shown that the

liminf inequality holds true, i.e., that ϕε → ϕ in W 1,1
loc (Ω) implies that

lim inf
ε→0

AGε(ϕε,Ω) ≥ H(∇ϕ,Ω) . (3.12)

We remark that all arguments required for the proof of this liminf inequality are contained
in Section 6; we refer to Remark 6.1 for an outline of the proof.3

We remark that in the analysis of the Aviles-Giga functionals AGε the candidate Γ-limit
most often used in the literature is given by ϕ 7→ H0(∇ϕ,Ω), where H0 slightly differs
from (3.5). Specifically,

H0(χ,Ω) :=
∨
ν∈S1
|div(Σν,ν⊥ ◦ χ⊥)|(Ω) =

∣∣∣∣(div(Σν1,ν⊥1 ◦ χ
⊥)

div(Σν2,ν⊥2 ◦ χ
⊥)

)∣∣∣∣ (Ω) . (3.13)

Here, ν1 =
(

1
0

)
, ν2 = 1√

2

(
1
1

)
and Σν,ν⊥ are the entropies defined by (3.11). The functional

H0(χ,Ω) is defined by (3.13) if χ satisfies

|χ| = 1 a.e. in Ω , curl(χ) = 0 in D′(Ω) , div(Σν,ν⊥ ◦ χ⊥) ∈Mb(Ω) for all ν ∈ S1 ,
(3.14)

and extended to +∞ otherwise. The functional H0 has first been considered in [8, 5], where
it has been shown that ϕ 7→ H0(∇ϕ,Ω) provides a lower bound on the Γ- lim inf of the
Aviles-Giga functionals AGε( · ,Ω). As it is still not known whether the domain of H0 is
contained in A(Ω) (cf. Remark 3.4), it is natural to look for a limit functional that takes
into account all entropy productions, such as H in (3.5).

Let us discuss next why the lower bound (3.12) is coherent with the already known results
on the Γ-limiting behavior of the Aviles-Giga functionals. In Corollary 3.6 below, we show
that H ≥ H0 . For a discussion about whether H = H0 , see Remark 3.4 above. Since
H ≥ H0 , H provides a lower bound of the Γ- lim inf AGε that is possibly sharper than H0 .
Moreover, in Corollary 3.8 below we show that

χ ∈ BV (Ω;S1) and curl(χ) = 0 =⇒ H(χ,Ω) = H0(χ,Ω) =
1

6

∫
Jχ

|[χ]|3 dH1 . (3.15)

In particular, the lower bound obtained from H is optimal on ϕ if ∇ϕ ∈ BV (Ω;S1), as for
such ϕ the limsup inequality corresponding to H0 has been proved in [22, 46].

As we show in Proposition 3.7 below, the theory established in [25] allows us to prove
that, even if χ is not BV , the restriction of H(χ, · ) to the jump set Jχ is still given
by 1

6

∫
Jχ
|[χ]|3 dH1 . It is however not known whether H is concentrated on Jχ . This is

related to a conjecture raised in [25, Conjecture 1], which would imply that the identity
H(χ,Ω) = 1

6

∫
Jχ
|[χ]|3 dH1 holds for all χ satisfying (3.6). We remark that concentration

results of this kind have been proved for related models in [43, 40].

The following result is a consequence of Proposition 3.3.

Corollary 3.6. Let H be the functional in (3.5) and let H0 be defined by (3.13). We have
that H ≥ H0 .

3The last step in that proof is not required for the proof of (3.12), but only needed to prove the same

liminf inequality for the variants AG∆
ε in (1.6).
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Proof. For ν ∈ S1 , we compute the derivative of the function Σν,ν⊥ defined by (3.11) to be

DΣν,ν⊥(ξ) = 2
(
(ξ · ν⊥)2ν ⊗ ν⊥ + (ξ · ν)2ν⊥ ⊗ ν

)
.

Using the elementary identites ξ⊥ · ν⊥ = ξ · ν and ξ⊥ · ν = −ξ · ν⊥ we obtain that Σν,ν⊥
satisfies (3.1). Computing the functions α and Ψ associated to Σν,ν⊥ through (3.2), (3.3),
we obtain

α(ξ) = −2(ξ · ν⊥)(ξ · ν) ,

Ψ(ξ) = −(ξ · ν⊥)ν − (ξ · ν)ν⊥ = −(ν⊥ ⊗ ν + ν ⊗ ν⊥)ξ ,

where we have used the identities |ξ|2 = (ξ · ν)2 + (ξ · ν⊥)2 and ξ = (ξ · ν)ν + (ξ · ν⊥)ν⊥ .
Since the matrix ν⊥⊗ν+ν⊗ν⊥ is orthogonal, we find that Lip(Ψ) = 1. As a consequence,
applying Proposition 3.3 to Σν,ν⊥ , we get for every χ satisfying (3.14) that

|div(Σν,ν⊥ ◦ χ⊥)|(Ω′) ≤ H(χ,Ω′)

for every open Ω′ ⊂ Ω. By considering partitions of Ω to pass to the supremum, we then
infer that H0(χ,Ω′) ≤ H(χ,Ω) as desired. �

For the next result we recall that the jump set Jv is defined for every v ∈ L1
loc(Ω;R2)

according to Subsection 2.3.

Proposition 3.7. Let Ω ⊂ R2 be an open and bounded set and let χ ∈ L1
loc(R2;R2)

satisfy (3.6). Let Jχ be the jump set of χ|Ω . Then we have that∨
Φ∈Ent
‖Φ‖Ent≤1

|div(Φ ◦ χ⊥)|(Jχ) =
1

6

∫
Jχ

|[χ]|3 dH1 .

Proof. Due to the relation between entropies in Ent and functions Φ satisfying (3.10) as
explained in Remark 3.4, the theory in [25] and specifically [25, Theorem 1] applies to χ .
(More precisely, as the authors in [25] work with divergence-free fields instead of curl-free
fields, we apply their results to χ⊥ .) According to this theory, there exists a set J ⊂ Ω,
coinciding with Jχ up to a H1 -null set, such that

div(Φ ◦ χ⊥) J =
(

Φ
(
(χ⊥)+

)
− Φ

(
(χ⊥)−

) )
· νχH1 J ,

div(Φ ◦ χ⊥) K = 0 for all K ⊂ Ω \ J with H1(K) < +∞

for all Φ: S1 7→ R2 satisfying (3.10). As a consequence,

div(Φ ◦ χ⊥) Jχ =
(

Φ
(
(χ⊥)+

)
− Φ

(
(χ⊥)−

) )
· νχH1 Jχ .

Since the restriction to S1 of any Φ ∈ Ent satisfies (3.10), the above equation is also true for
every Φ ∈ Ent. The same applies to Φ = Σν,ν⊥ for any ν ∈ S1 as well. As a consequence
we have that

µ(Jχ) =

∫
Jχ

sup
Φ∈Ent
‖Φ‖Ent≤1

∣∣∣(Φ
(
(χ⊥)+

)
− Φ

(
(χ⊥)−

) )
· νχ
∣∣∣dH1 (3.16)

and

µ0(Jχ) =

∫
Jχ

sup
ν∈S1

∣∣∣(Σν,ν⊥
(
(χ⊥)+

)
− Σν,ν⊥

(
(χ⊥)−

) )
· νχ
∣∣∣dH1 , (3.17)

where we have set

µ :=
∨

Φ∈Ent
‖Φ‖Ent≤1

|div(Φ ◦ χ⊥)| and µ0 :=
∨
ν∈S1
|div(Σν,ν⊥ ◦ χ⊥)| .

Let us note that from Corollary 3.6 it follows that µ ≥ µ0 . Let us also note that from
|χ| = 1 a.e. it follows that χ+(x), χ−(x) ∈ S1 for every x ∈ Jχ . Let us fix x ∈ Jχ . We
recall from Subsection 2.3 that there exists a d ∈ R such that χ+(x)− χ−(x) = d νχ(x).
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We now claim that for all a, b ∈ S1 and ν ∈ S1 with the properties that a 6= b and
(a− b) = d ν for some d ∈ R , we have that∣∣(Φ(a⊥)− Φ(b⊥)

)
· ν
∣∣ ≤ 1

6
|a− b|3 for all Φ ∈ Ent with ‖Φ‖Ent ≤ 1 (3.18)

and ∣∣(Σν,ν⊥(a⊥)− Σν,ν⊥(b⊥)
)
· ν
∣∣ =

1

6
|a− b|3 . (3.19)

As a consequence, the supremum in (3.17) at x is attained for ν = νχ(x), takes the value
1
6 |[χ](x)|3 , and coincides with the supremum in (3.16) at x . This concludes the proof.

To prove (3.18), let us note that the conditions on a, b, ν, d imply that a · ν⊥ = b · ν⊥ ∈
{±
√

1− |d|2/4} and a · ν = −b · ν = d
2 . For Φ ∈ Ent with ‖Φ‖Ent ≤ 1 we get that

(
Φ(a⊥)− Φ(b⊥)

)
· ν =

∫ d
2

0

ν · d

ds

(
Φ
(
− (a · ν⊥)ν + sν⊥

)
− Φ

(
− (a · ν⊥)ν − sν⊥

))
ds

= −2

∫ d
2

0

ν ·
(

Ψ
(
− (a · ν⊥)ν + sν⊥

)
−Ψ

(
− (a · ν⊥)ν − sν⊥

))
sds

where we have used that (3.4) yields ν · (DΦ(ξ)ν⊥) = −2(ν · Ψ(ξ))(ξ · ν⊥), Ψ being the
function associated to Φ through (3.3). By Definition 3.2 we have that Lip(Ψ) ≤ 1 and
thus we infer that

∣∣(Φ(a⊥)− Φ(b⊥)
)
· ν
∣∣ ≤ 2

∫ |d|
2

0

2s2 ds =
4

3

|d|3

8
=

1

6
|a− b|3

as desired.
To prove (3.19), from the definition of Σν,ν⊥ in (3.11) we compute that

∣∣(Σν,ν⊥(a⊥)− Σν,ν⊥(b⊥)
)
· ν
∣∣ =

2

3

∣∣(a⊥ · ν⊥)3 − (b⊥ · ν⊥)3
∣∣ =

2

3

|d|3

4
=

1

6
|a− b|3 ,

where we have used that a · ν = −b · ν = d
2 . �

Corollary 3.8. Let Ω , χ , and Jχ be as in Proposition 3.7. If additionally χ ∈ BV (Ω;S1) ,
then we have that

H(χ,Ω) =
1

6

∫
Jχ

|[χ]|3 dH1 .

Proof. By Proposition 3.7 and the definition (3.5), it remains only to prove that |div(Φ ◦
χ⊥)|(Ω \ Jχ) = 0 for every Φ ∈ Ent. Fix Φ ∈ Ent, let Ψ be defined by (3.3), and let us

set Φ̃(ξ) := Φ(ξ)− (1− |ξ|2)Ψ(ξ). We observe that Φ ◦ χ⊥ = Φ̃ ◦ χ⊥ a.e. in Ω. Moreover,

Φ̃ ∈ C∞c (R2 \{0};R2) and therefore, by the Vol’pert chain rule (cf. Subsection 2.2), we have
that

|div(Φ ◦ χ⊥)|(Ω \ Jχ) = |div(Φ̃ ◦ χ⊥)|(Ω \ Jχ) =
∣∣tr(DΦ̃(χ⊥)(Daχ⊥ + Dcχ⊥)

)∣∣(Ω) .

Recall that in the above formula, DΦ̃ is evaluated at the approximate limits of χ⊥ . Since
χ⊥ ∈ S1 a.e. in Ω, its approximate limit lies in S1 at every point where it is defined. Next,

observe that DΦ̃(ξ) = α(ξ)Id− (1− |ξ|2)DΨ(ξ) by (3.4). As a consequence,

tr
(
DΦ̃(χ⊥)(Daχ⊥ + Dcχ⊥)

)
= α(χ⊥)tr(Daχ⊥ + Dcχ⊥) = 0 ,

since curl(χ) = 0 implies that the absolutely continuous and Cantor parts of div(χ⊥) vanish.
This concludes the proof. �



VARIATIONAL ANALYSIS OF THE J1 -J2 -J3 MODEL 27

4. Statement of the main results

4.1. List of variables, parameters, and symbols. For the reader’s convenience we sum-
marize in the following list the main variables and parameters used in the paper:

• λn is the lattice spacing. We assume that λn → 0.
• αn is the parameter in the energy (1.1) depending on λn . We assume that αn → 0.

Moreover, βn ≡ 2.
• δn := 4− αn

2 is set to get the identities (2.10)–(2.11). We have that δn → 0;

• εn := λn√
δn

is the parameter corresponding to the parameter ε in the analogy between

the energies Hn and the Aviles-Giga functionals AGε in (1.7). We assume that
εn → 0.

• We let u ∈ PCλn(S1) denote spin fields, interpreted as S1 -valued piecewise constant
functions.

• θhor and θver are the oriented angles between adjacent spins of the spin field u as
defined in (2.6).

• χ is the relevant variable for the main result in the paper. It is defined in terms
of θhor and θver in (2.8) and represents the direction along which the helical con-
figuration is rotating most, see Figure 1.

• χ̃ is a variant of χ defined in (2.8).
• χ is the linearized variant of χ defined in (2.19). As n→∞ we heuristically have

that χ ' χ̃ ' χ .
• A0 is the class of admissible domains Ω in our problem defined by (2.14).
• Hn are the discrete functionals studied in this paper and defined by (2.16).
• W d and Ad are discrete operators used to define Hn . They are defined in (2.12).
• H∗n are the auxiliary Aviles-Giga-like discrete functionals defined by (2.22), which

help in providing bounds on χ through Proposition 2.6.
• W is the potential in the classical Aviles-Giga functionals, W (ξ) = (1− |ξ|2)2 .
• H is the candidate discrete-to-continuum Γ-limit of the energies Hn . It is defined

in (3.5).
• Ent is the space of entropies defined in Definition 3.1 and ‖ · ‖Ent is a norm on Ent

defined by Definition 3.2.

4.2. The main result. We state here the main result in the paper.

Theorem 4.1. Let Ω ∈ A0 . The following results hold true:

i) (Compactness) Let (χn)n ∈ L1
loc(R2;R2) be a sequence such that

sup
n
Hn(χn,Ω) < +∞ .

Then there exists χ ∈ L∞(R2;S1) solving

|χ| = 1 a.e. in Ω , curl(χ) = 0 in D′(Ω) , (4.1)

such that, up to a subsequence, χn → χ in Lploc(Ω;R2) for every p ∈ [1, 6) .
ii) (liminf inequality) Let (χn)n, χ ∈ L1

loc(R2;R2) be such that χn → χ in L1
loc(Ω;R2) .

Then

H(χ,Ω) ≤ lim inf
n

Hn(χn,Ω) . (4.2)

iii) (limsup inequality) Assume that
δ5/2n

λn
→ 0 as n → ∞ . Let χ ∈ L1

loc(R2;R2) .

Assume additionally that χ ∈ BV (Ω;R2) . Then there exists a sequence (χn)n ∈
L1

loc(R2;R2) such that χn → χ in L1(Ω;R2) and

lim sup
n

Hn(χn,Ω) ≤ H(χ,Ω) .

More precisely, if H(χ,Ω) < +∞ , then χ ∈ L∞(Ω; S1) and the recovery sequence
(χn)n is bounded in L∞(R2;R2) and satisfies χn → χ in Lp(Ω;R2) for every
p ∈ [1,∞) .
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Remark 4.2. Note that, if supnHn(χn) < +∞ , then Theorem 4.1-i) implies that there is
a subsequence (not relabeled) such that χn → χ in Lploc(Ω;R2) for every p ∈ [1, 6), and
χ satisfies the eikonal equation (4.1). Additionally, by Theorem 4.1-ii) we deduce that
H(χ) < +∞ , namely χ satisfies

div(Φ ◦ χ⊥) ∈Mb(Ω) for all Φ ∈ Ent ,

and
∨
{|div(Φ ◦ χ⊥)| : Φ ∈ Ent , ‖Φ‖Ent ≤ 1} is a finite measure. Hence, χ is a (strong)

finite entropy production solution of the eikonal equation (cf. [28, Definition 2.3] for a similar
definition).

Remark 4.3. The proof of the compactness Theorem 4.1-i) as well as that of the liminf
inequality Theorem 4.1-ii) do not require the simple connectedness of Ω and the regularity
of its boundary.

Remark 4.4. Our Γ-convergence result is partial in that the limsup inequality requires that

χ is BV and the additional scaling assumption
δ5/2n

λn
→ 0. The former assumption reflects

the fact that the limsup inequality for the classical Aviles-Giga functionals is only known
for BV fields, cf. [22, 46]. Improving Theorem 4.1-iii) by only requiring that χ is such that
H(χ,Ω) < +∞ is out of the scope of this paper and it requires new developments in the
analysis of the Aviles-Giga functionals.

The scaling assumption
δ5/2n

λn
→ 0 is technical. It is due to the fact that the variable χn ,

which enters the potential W d in our energy Hn , is not equal to the curl-free variable χn
that we use in our construction of the recovery sequence. In the energy we therefore commit
a bulk error (that is, away from the jump set Jχ , where all of the asymptotic energy H
concentrates). The scaling assumption is needed to control this bulk error.

We remark that we do not require an additional scaling assumption in our liminf inequal-
ity, as we are able to solve the mentioned problem in this case, through the introduction of
approximate entropies (cf. (6.5)–(6.8) and Lemma 6.3).

We finally remark that, in terms of λn and εn the scaling assumption
δ5/2n

λn
→ 0 can be

read as an additional assumption on the asymptotic relation λn � εn . Indeed, the scaling

assumption is satisfied whenever
λ4
n

ε5n
→ 0, e.g., if λn = εpn with p > 5

4 .

Remark 4.5. The Γ-convergence analysis carried out for the functionals Hn to prove Theo-
rem 4.1 can be applied with minor modifications also to the discrete Aviles-Giga functionals
AGd

n defined by (2.23) in the regime λn
εn
→ 0 as n → ∞ . Hence, the analogous results

as in Theorem 4.1 can be proved for the functionals AGd
n , too. Moreover, in many cases

our arguments can be simplified as we explain in Remarks 5.3, 6.2, and 7.4. In particular,
we stress that the analogue of the limsup inequality in Theorem 4.1-iii) holds true for the

functionals AGd
n without the additional scaling assumption

δ5/2n

λn
→ 0 (where δn = λn

ε2n
).

Remark 4.6. We recall that the functionals Hn represent the behavior of the J1 -J2 -J3

energies Fn close to the helimagnet/ferromagnet transition point (αn − (4 + 2βn) ↗ 0) if
the next-to-nearest neighbors interaction parameter βn is chosen as βn ≡ 2. We collect here
some remarks about the cases where 0 ≤ βn < 2. Setting δn := 4− 2αn

2+βn
and rescaling (1.2),

a computation similar to (2.9)–(2.11) shows that the rescaled energy 1

δ
3/2
n λn

Fn is given

by the convex combination βn
2 H

(2)
n +

(
1 − βn

2

)
H

(0)
n . Here, H

(2)
n is given by the same

expression as Hn in (2.16) (with εn adapted using δn = 4 − 2αn
2+βn

) and shares the same

compactness properties. Moreover, H
(0)
n corresponds to the J1 -J3 energy studied in [17].

The observations therein show that H
(0)
n takes the form

H(0)
n (χ) =

1

2

∫
Ω

1

εn
W d

(0)(χ) + εn|Ad
(0)(χ)|2 dx ,

where W d
(0)(χ) ' ( 1

2−|χ1|2)2 +(1
2−|χ2|2)2 and Ad

(0)(χ) '
(
|∂d

1χ1|2 +|∂d
2χ2|2

)1/2
as n→∞ .

Although similar in form to H
(2)
n , the behavior of this energy is very different from that of
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H
(2)
n . Indeed, its compactness is substantially stronger as it allows the values of the limit χ

only to lie in four isolated points and, moreover, χ ∈ BV , cf. [17, Theorem 2.1-i)].
The analysis in [17] together with the analysis carried out in this paper, allows us to

understand the compactness properties of the rescaled Fn for general βn ∈ [0, 2] as a

combination of the compactness properties of H
(0)
n and H

(2)
n .

In the case that supn βn < 2, a bound on the energies 1

δ
3/2
n λn

Fn implies a bound on

H
(0)
n . Since moreover H

(2)
n can be controlled by H

(0)
n up to a multiplicative constant, in

this case the compactness of the rescaled Fn is the same as in the J1 -J3 model, cf. also [17,
Remark 2.3].

If instead βn → 2, a bound on 1

δ
3/2
n λn

Fn implies only a bound on H
(2)
n and on

(
1 −

βn
2

)
H

(0)
n . The question whether the latter term improves the compactness of the energy

H
(2)
n as in Theorem 4.1-i), ii) depends on the relative speed of the convergences βn → 2

and εn → 0. In the case that 2−βn
εn

≤ C , no improved compactness can be expected.

Indeed, it can be observed that |Ad
(0)(χ)|2 ≤ C|Ddχ|2 and that

sup
n

∫
Ω

W (χn) dx < +∞ =⇒ sup
n

∫
Ω

W d
(0)(χn) dx < +∞

for all χn = χ(un), un ∈ PCλn(S1). As a consequence, it can be seen that a uniform bound

on H
(2)
n (χn,Ω) already implies (locally in Ω) a uniform bound on

(
1− βn

2

)
H

(0)
n (χ) through

Proposition 2.6 and (2.24).

However, if 2−βn
εn
→ +∞ , then the bound C ≥

(
1− βn

2

)
H

(0)
n (χn) ≥ 2−βn

2εn

∫
Ω
W d

(0)(χn) dx

implies that the limit χ (obtained from the compactness of H
(2)
n ) satisfies χ(x) ∈

{
± 1√

2

}2

for a.e. x . In particular, it attains only finitely many values and by Proposition 4.7 below

we obtain χ ∈ BV
(
Ω;
{
± 1√

2

}2)
. Thus, a posteriori the stronger compactness of the J1 -J3

model is recovered.

Proposition 4.7. Let χ ∈ L∞(Ω; S1) be such that H(χ,Ω) < +∞ . If χ attains values in
a finite set a.e., then χ ∈ BV (Ω; S1) .

Proof. We recall that thanks to [28, Theorem 2.6], χ being a finite entropy production

solution implies that χ ∈ B
1/3
3,∞(Ω′) for all open sets Ω′ ⊂⊂ Ω. (As in [28] the authors

work with divergence-free fields, we apply their results to χ⊥ .) Accordingly, (cf. also [36,
Definition 14.1])

sup
t>0

sup
|z|≤t

∫
Ω′∩(Ω′−z)

|χ(x+ z)− χ(x)|3

t
dx < +∞ .

Since χ takes only finitely many values, we find a constant C such that |χ(x+ z)−χ(x)| ≤
C|χ(x + z)− χ(x)|3 for a.e. x ∈ Ω. As a consequence supz 6=0

∫
Ω′∩(Ω′−z)

|χ(x+z)−χ(x)|
|z| dx <

+∞ , which implies that χ ∈ BVloc(Ω′;S1) (cf. [36, Theorem 13.48]). Applying now Corol-
lary 3.8 locally in Ω, we obtain that

sup
Ω′⊂⊂Ω

∫
Jχ∩Ω′

|[χ]|dH1 ≤ C
∫
Jχ

|[χ]|3 dH1 = CH(χ,Ω) < +∞ .

In conclusion, Dχ = Djχ ∈Mb(Ω) and this concludes the proof. �

5. Proof of compactness

In this section we prove a series of results which lead to the compactness statement in
Theorem 4.1-i). Some of the steps are inspired by the proof of compactness in the continuum
setting in [26].

Proposition 5.1. Let Ω ⊂ R2 be an open and bounded set. Let (χn)n ∈ L1
loc(R2;R2) and

χ ∈ L1
loc(R2;R2) be such that χn → χ in L1

loc(Ω;R2) and

sup
n
Hn(χn,Ω) < +∞ .
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Then χ solves
|χ| = 1 a.e. in Ω , curl(χ) = 0 in D′(Ω) . (5.1)

Proposition 5.2. Let Ω ⊂ R2 be an open and bounded set. Let (χn)n ∈ L1
loc(R2;R2) be

such that
sup
n
Hn(χn,Ω) < +∞ .

Then there exists χ ∈ L∞(R2;S1) such that, up to a subsequence, χn → χ in Lploc(Ω;R2)
for every p ∈ [1, 6) .

Propositions 5.1 and 5.2 yield Theorem 4.1-i).

Proof of Proposition 5.1. By Proposition 2.6 we have that
∫

Ω′
W (χn) dx ≤ Cεn for every

Ω′ ⊂⊂ Ω and as a consequence |χn|2 → 1 in L2
loc(Ω). Thus, we find a (non-relabeled)

subsequence with |χn| → 1 and χn → χ a.e. in Ω. In particular, |χ| = 1 a.e. in Ω. To show

that curl(χ) = 0 in the distributional sense, let us recall that by Remark 2.5, curld(χn) ⇀ 0

in the sense of distributions. Thus it is sufficient to show that curl(χn) − curld(χn) ⇀ 0
in the sense of distributions. Using the interpolation I defined in (2.4), we have that

curl(χn) − curld(χn) = −div(χ⊥n − I(χ⊥n )) as distributions. Moreover, using (2.5) and
Proposition 2.6, we obtain that

‖χ⊥n − I(χ⊥n )‖L2(Ω′) ≤ Cλn‖Ddχn‖L2(Ω′) ≤ C
λn√
εn

= Cλ1/2
n δ1/4

n → 0

for every Ω′ ⊂⊂ Ω, and the desired distributional convergence curl(χn) − curld(χn) ⇀ 0
follows.4 �

Proof of Proposition 5.2. Step 1. (Recasting the discrete entropy productions.) Let Φ ∈ Ent
and let α and Ψ be as in (3.2) and (3.3). We show that there are discrete functions

r
(1)
n , r

(2)
n ∈ PCλn(R) such that

divd(Φ ◦ χ⊥n ) = (Ψ ◦ χ⊥n ) ·Dd(1− |χn|2) + r(1)
n + r(2)

n ,

where r
(1)
n and r

(2)
n are estimated below in Step 2. By a discrete chain rule we get that

divd(Φ ◦ χ⊥n ) = ∇Φ1(Xn) · ∂d
1χ
⊥
n +∇Φ2(Yn) · ∂d

2χ
⊥
n in PCλn(R) ,

where (Xn)i,j is a vector on the segment connecting (χ⊥n )i,j and (χ⊥n )i+1,j , and (Yn)i,j lies
on the segment connecting (χ⊥n )i,j and (χ⊥n )i,j+1 . By (3.4) we get that

divd(Φ ◦ χ⊥n
)

=
(
∇Φ1(Xn)−∇Φ1(χ⊥n )

)
· ∂d

1χ
⊥
n +

(
∇Φ2(Yn)−∇Φ2(χ⊥n )

)
· ∂d

2χ
⊥
n

− 2χ⊥n ·
(
Ψ1(χ⊥n )∂d

1χ
⊥
n + Ψ2(χ⊥n )∂d

2χ
⊥
n

)
+ α(χ⊥n )

(
∂d

1χ
⊥
1,n + ∂d

2χ
⊥
2,n

)
.

By a discrete chain rule we also have

∂d
1 (1− |χn|2) = ∂d

1 (1− |χ⊥n |2) = −2X̃n · ∂d
1χ
⊥
n and ∂d

2 (1− |χn|2) = −2Ỹn · ∂d
2χ
⊥
n ,

where (X̃n)i,j lies between (χ⊥n )i,j and (χ⊥n )i+1,j , and (Ỹn)i,j lies between (χ⊥n )i,j and
(χ⊥n )i,j+1 . Therefore we get

divd(Φ ◦ χ⊥n
)

= (Ψ ◦ χ⊥n ) ·Dd(1− |χn|2) + r(1)
n + r(2)

n ,

where

r(1)
n =

(
∇Φ1(Xn)−∇Φ1(χ⊥n )

)
· ∂d

1χ
⊥
n +

(
∇Φ2(Yn)−∇Φ2(χ⊥n )

)
· ∂d

2χ
⊥
n

− 2Ψ1(χ⊥n ) (χ⊥n − X̃n) · ∂d
1χ
⊥
n − 2Ψ2(χ⊥n ) (χ⊥n − Ỹn) · ∂d

2χ
⊥
n + α(χ⊥n ) divd(χ⊥n )

(5.2)

and
r(2)
n = α(χ⊥n ) divd(χ⊥n − χ⊥n ) . (5.3)

4Instead of using the interpolation I , one can prove that curl(χn)− curld(χn) ⇀ 0 in D′(Ω) through a

discrete integration by parts. This argument only requires boundedness of χn locally in L1 and no bound

on Ddχn .
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Here we recall that χn is the linearized version of the order parameter χn defined by (2.19).

Step 2. (Estimates for the remainders r
(1)
n and r

(2)
n .) By the Lipschitz continuity of DΦ

and the fact that |(Xn)i,j − (χ⊥n )i,j | ≤ |(χ⊥n )i+1,j − (χ⊥n )i,j | we have that∣∣∇Φ1(Xn)−∇Φ1(χ⊥n )
∣∣ ≤ C|Xn − χ⊥n | ≤ Cλn|∂d

1χ
⊥
n | , (5.4)

a similar estimate being true for
∣∣∇Φ2(Yn) −∇Φ2(χ⊥n )

∣∣ . Similarly, by the boundedness of
Ψ, we get that∣∣Ψ1(χ⊥n ) (χ⊥n − X̃n)

∣∣ ≤ Cλn|∂d
1χ
⊥
n | and

∣∣Ψ2(χ⊥n ) (χ⊥n − Ỹn)
∣∣ ≤ Cλn|∂d

2χ
⊥
n | . (5.5)

Using (5.4) and (5.5) in (5.2), we get that

|r(1)
n | ≤ Cλn|Ddχn|2 + C|curld(χn)| ,

where we have also used the boundedness of α and the identity |divd(χ⊥n )| = |curld(χn)| .
For every Ω′ ⊂⊂ Ω we have by Proposition 2.6 and (2.13) that ‖λn|Ddχn|2‖L1(Ω′) ≤ C λn

εn
=

C
√
δn and by Lemma 2.4 that ‖curld(χn)‖L1(Ω′) ≤ Cδn . Therefore,

‖r(1)
n ‖L1(Ω′) = O(

√
δn) .

Let us prove that

r(2)
n → 0 in H−1(Ω′) for every Ω′ ⊂⊂ Ω .

We first use boundedness of α to infer that |r(2)
n | ≤ C|divd(χ⊥n − χ⊥n )| . As observed in

Remark 2.5, the fact that χ⊥n − χ⊥n → 0 in L2(Ω) implies that divd(χ⊥n − χ⊥n ) → 0 in
H−1(Ω′) for every open Ω′ ⊂⊂ Ω through the use of the interpolation I defined by (2.4).

As a consequence, r
(2)
n → 0 in H−1(Ω′) for every Ω′ ⊂⊂ Ω as desired.

Step 3. (Compactness in H−1 of the discrete entropy productions.) Let us prove that

the sequence (divd(Φ ◦ χ⊥n ))n is compact in H−1(Ω′), for every Ω′ ⊂⊂ Ω. To this end we

apply Lemma 5.4 below. Let us first show how to write divd(Φ ◦ χ⊥n ) as the distributional
divergences of L2 vector fields whose squares are uniformly integrable on Ω′ , where Ω′ ⊂⊂ Ω
is a fixed open set. Using again the interpolation I defined by (2.4), we get that divd(Φ ◦
χ⊥n ) = div(I(Φ ◦ χ⊥n )). Moreover, we observe that (I(Φ ◦ χ⊥n ))n is bounded in L∞ since Φ
is a bounded function. As a consequence, |I(Φ ◦ χ⊥n )|2 is uniformly integrable on Ω′ .

To apply Lemma 5.4, let us now use a discrete product rule to write

divd
(
(Ψ ◦ χ⊥n )(1− |χn|2)

)
= (Ψ ◦ χ⊥n ) ·Dd(1− |χn|2) +Rn in PCλn(R) ,

where

Ri,jn = ∂d
1 (Ψ1 ◦ χ⊥n )i,j(1− |χn|2)i+1,j + ∂d

2 (Ψ2 ◦ χ⊥n )i,j(1− |χn|2)i,j+1 .

In view of Step 1 this leads to

divd(Φ ◦ χ⊥n ) = divd
(
(Ψ ◦ χ⊥n )(1− |χn|2)

)
−Rn + r(1)

n + r(2)
n

and we will show that

(a) divd
(
(Ψ ◦ χ⊥n )(1− |χn|2)

)
+ r(2)

n → 0 in H−1(Ω′) and

(b) −Rn + r(1)
n ∈ L2(Ω′) , sup

n
‖ −Rn + r(1)

n ‖L1(Ω′) < +∞ .
(5.6)

By Step 2, to prove (a) in (5.6) it remains to show that divd
(
(Ψ ◦ χ⊥n )(1 − |χn|2)

)
→ 0

in H−1(Ω′). Since Ψ is a bounded function and 1 − |χn|2 → 0 in L2(Ω) in view of

Proposition 2.6, we can proceed as in the estimate of r
(2)
n in Step 2: For the interpolated

fields I
(
(Ψ ◦ χ⊥n )(1 − |χn|2)

)
defined by (2.4) we get that I

(
(Ψ ◦ χ⊥n )(1 − |χn|2)

)
→ 0 in

L2(Ω′) and divd
(
(Ψ ◦ χ⊥n )(1− |χn|2)

)
= div

(
I
(
(Ψ ◦ χ⊥n )(1− |χn|2)

))
. Thereby, the desired

convergence to 0 in H−1(Ω′) follows.

To prove (b) in (5.6), we first observe that for every fixed n , r
(1)
n and Rn belong to

L∞(Ω′) since they only attain finitely many values on Ω′ . In view of Step 2 it remains only
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to show that (Rn)n is bounded in L1(Ω′). We observe that |Dd(Ψ ◦ χ⊥n )| ≤ C|Ddχn| since
Ψ is a Lipschitz function. By Young’s inequality we get that

|Ri,jn | ≤ C
(
εn|Ddχi,jn |2 +

1

εn

(
(1− |χi+1,j

n |2)2 + (1− |χi,j+1
n |2)2

))
and we obtain boundedness in L1(Ω′) from Proposition 2.6.

Step 4. (Compactness in H−1 of the distributional entropy productions.) Let us prove
that the sequence (div(Φ ◦ χ⊥n ))n is compact in H−1(Ω′), for every Ω′ ⊂⊂ Ω.
We again use the interpolation defined by (2.4): For every Ω′ ⊂⊂ Ω, div(I(Φ ◦ χ⊥n )) =

divd(Φ ◦ χ⊥n ) is compact in H−1(Ω′) by Step 3 and, as a consequence, it is enough to show
that I(Φ ◦χ⊥n )− (Φ ◦χ⊥n )→ 0 in L2(Ω′). Using the Lipschitz continuity of Φ we have that
|I(Φ ◦ χ⊥n ) − (Φ ◦ χ⊥n )| ≤ Cλn|Dd(Φ ◦ χ⊥n )| ≤ Cλn|Ddχn| and in view of Proposition 2.6
and (2.13) this yields that ‖I(Φ ◦ χ⊥n )− (Φ ◦ χ⊥n )‖L2(Ω′) ≤ C λn√

εn
→ 0.

Step 5. (Bounds in L6 for χn .) By Proposition 2.7 the sequence (χn)n is bounded in
L6(Ω′) for every Ω′ ⊂⊂ Ω.

Step 6. (Compactness in Lploc , p ∈ [1, 6), for χn .) We fix again Ω′ ⊂⊂ Ω. We will show
that there exists a χ ∈ L∞(Ω′;S1) and a (non-relabeled) subsequence χn → χ in Lp(Ω′;R2)
for all p ∈ [1, 6). The claim of Proposition 5.2 then finally follows by exhausting Ω with
a sequence of compactly contained subsets and using a diagonal argument. To prove the
compactness in Lp(Ω′), p < 6, we make use of the theory of Young measures. There exists
a (non-relabeled) subsequence of (χ⊥n )n and a Young measure ν = (νx)x∈Ω′ such that for
every g ∈ C0(R2) we have that

g ◦ χ⊥n
∗
⇀ g weakly* in L∞(Ω′) , where g(x) =

∫
R2

g dνx . (5.7)

For later use, let us record several additional properties of the Young measure ν : By Propo-
sition 2.6 we have that

∫
Ω′

(1−|χ⊥n |2)2 dx ≤ Cεn → 0 and, as a consequence, νx is supported

on S1 for a.e. x ∈ Ω′ .5 Since (χ⊥n )n is bounded in L6(Ω′) by Step 5, we moreover have
that νx is a probability measure for a.e. x ∈ Ω′ 6 and that

g ◦ χ⊥n ⇀ g weakly in L6/p(Ω′) , where g(x) =

∫
R2

g dνx (5.8)

for every p < 6 and every function g ∈ C(R2) with |g(ξ)| ≤ C(1 + |ξ|p).7 In particular,
taking as g the components of the identity on R2 we get that (χ⊥n )n itself converges weakly
in L6(Ω′).

To improve this to strong convergence, we will now show that for a.e. x ∈ Ω′ , νx is a
Dirac measure. For the moment, let us fix two entropies Φ(1),Φ(2) ∈ Ent. Applying (5.7)
to the components of Φ(1) and Φ(2) we get that

Φ(k) ◦ χ⊥n
∗
⇀ Φ(k) weakly* in L∞(Ω′;R2) , Φ(k)(x) =

∫
R2

Φ(k) dνx

for k = 1, 2. Now we recall that by Step 4,
(
div(Φ(1) ◦ χ⊥n )

)
n

and
(
curl(Φ⊥(2) ◦ χ

⊥
n )
)
n

=(
div(Φ(2) ◦ χ⊥n )

)
n

are compact in H−1(Ω′). Therefore, the div-curl lemma (cf. [44, 54])
yields that

(Φ(1) ◦ χ⊥n ) · (Φ⊥(2) ◦ χ
⊥
n ) ⇀ Φ(1) · Φ

⊥
(2) in the sense of distributions on Ω′ .

5In fact, the sole assumption that χ⊥n → K in measure for some closed set K ⊂ R2 implies that
supp νx ⊂ K for a.e. x , cf. [11]

6In fact, for the Young measures to have mass 1 it is already sufficient to satisfy the much weaker

condition
∫
Ω′ φ(|χ⊥n (x)|) dx ≤ C for some increasing and continuous function φ with lims→∞ φ(s) = +∞ ,

cf. [11]
7For a continuous function g to satisfy g ◦χ⊥n ⇀ g weakly in L1 it is enough that (g ◦χ⊥n )n is a weakly

compact sequence in L1 , cf. [11]. If |g(ξ)| ≤ C(1 + |ξ|p) for p < 6 , then (g ◦χ⊥n )n is bounded in L6/p and

thus weakly compact even in L6/p , improving the weak L1 convergence to weak L6/p convergence.
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On the other hand, (5.7) applied to Φ(1) · Φ⊥(2) leads to

(Φ(1) ◦ χ⊥n ) · (Φ⊥(2) ◦ χ
⊥
n )

∗
⇀ Φ(1) · Φ⊥(2) weakly* in L∞(Ω′;R2) .

In conclusion,(∫
R2

Φ(1) dνx

)
·
(∫

R2

Φ⊥(2) dνx

)
=

(∫
R2

Φ(1) · Φ⊥(2) dνx

)
for a.e. x ∈ Ω′ .

The exceptional null set depends on Φ(1),Φ(2) ∈ Ent. Nonetheless, we can get rid of this
dependence since both sides of the above equation are continuous under uniform convergence
of Φ(1),Φ(2) and since the space Ent is separable with respect to the L∞ norm, being a

subspace of the separable metric space C0(R2;R2). This allows us to apply [26, Lemma 2.6]
to obtain that νx is a Dirac measure for a.e. x ∈ Ω′ .8 To this end let us recall that we have
already shown that νx is supported on S1 for a.e. x .

Defining

χ(x) :=

∫
R2

−ξ⊥ dνx(ξ) , x ∈ Ω′ ,

we now have that χ ∈ L∞(R2;S1) and for a.e. x ∈ Ω′ , νx is the Dirac measure in the point
χ⊥(x). Applying (5.8) with p = 1 to the components of ξ 7→ −ξ⊥ we moreover obtain that
χn ⇀ χ weakly in L6(Ω′). Now let us fix p ∈ [1, 6) and show that the convergence is in fact
strong in Lp(Ω′). Applying (5.8) to g(ξ) = |ξ|p we get that |χn|p ⇀ |χ|p weakly in L6/p(Ω′)
because νx is the Dirac measure in the point χ⊥(x). Testing this weak convergence with
the characteristic function of Ω′ we get that ‖χn‖pLp(Ω′) → ‖χ‖

p
Lp(Ω′) . Since convergence of

the norms improves weak convergence to strong convergence in Lq for q > 1, we conclude
that χn → χ strongly in Lp(Ω′). This concludes the proof of Proposition 5.2. �

Remark 5.3. The same strategy can be used to prove the following compactness result for
the discrete Aviles-Giga functionals AGd

n defined by (2.23): If AGd
n(ϕn,Ω) ≤ C , then, up

to a subsequence, Ddϕn converges in Lploc(Ω) for every p < 6 and the limit is curl-free and
valued in S1 a.e.

In fact, several of the steps in the proofs of Propositions 5.1 and 5.2 simplify due to the
fact that when χn = Ddϕn , we have that curld(χn) ≡ 0 in place of only curld(χn) ' 0. In

particular, the term α(χ⊥n )divd(χ⊥n ) in (5.2) as well as the remainder r
(2)
n in (5.3) are not

present. Then, all later steps in the proof of Proposition 5.2 apply with only few obvious
modifications, noting that the bounds obtained applying Proposition 2.6 follow in this case
directly from the energy bound AGd

n(ϕn,Ω) ≤ C .

We conclude this section by stating and proving a technical result used in the proof of
Proposition 5.2. It is a slightly modified version of [26, Lemma 3.1]. Nevertheless, we provide
the proof for completeness.

Lemma 5.4. Let U ⊂ Rd be an open bounded set. Let (fn)n be a sequence in L2(U ;Rd)
such that (|fn|2)n is uniformly integrable. If div(fn) = an + bn , where (an)n is compact in
H−1(U) and (bn)n is a sequence in L2(U) with supn ‖bn‖L1(U) < +∞ , then (div(fn))n is

compact in H−1(U) .

Proof. Let us fix a sequence (ϕn)n in H1
0 (U) such that ϕn ⇀ 0 weakly in H1

0 (U). We will
prove that 〈div(fn), ϕn〉H−1(U),H1

0 (U) → 0.9 For such a sequence (ϕn) we have that ϕn → 0

strongly in L2(U) and in particular

Ld(U ∩ {|ϕn| > δ})→ 0 for every δ > 0 . (5.9)

8Our notion of an entropy is slightly more restrictive than in [26] since we don’t allow 0 to lie in the
support of any entropy. Nevertheless, since the approximation in [26, Lemma 2.5] can be achieved with

entropies whose supports don’t contain 0 , [26, Lemma 2.6] remains true under our more restrictive notion

of entropy.
9We recall that for any separable and reflexive Banach space X , strong compactness of (v∗n)n ⊂ X∗ is

equivalent to 〈v∗n, vn〉 → 0 for every sequence (vn)n ⊂ X with vn ⇀ 0 weakly in X .
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We fix δ > 0, define the truncated functions

ϕ(1)
n :=


−δ on {ϕn < −δ} ,
ϕn on {|ϕn| ≤ δ} ,
δ on {ϕn > δ} ,

and have ϕ
(1)
n ∈ H1

0 (U) with ∇ϕ(1)
n = ∇ϕn · 1{|ϕn|≤δ} . We moreover set ϕ

(2)
n := ϕn −ϕ(1)

n .

We claim that ϕ
(2)
n ⇀ 0 in H1

0 (U) and therefore also ϕ
(1)
n ⇀ 0 in H1

0 (U). To prove this
claim, let ψ∗ ∈ H−1(U). Let ψ ∈ H1

0 (U) solve −∆ψ = ψ∗ . Then,

|〈ψ∗, ϕ(2)
n 〉| =

∣∣∣∣ ∫
{|ϕn|>δ}

∇ψ · ∇ϕn dx

∣∣∣∣ ≤ ‖∇ψ‖L2({|ϕn|>δ})‖∇ϕn‖L2(U) .

By (5.9) and since weak convergence of ϕn in H1
0 (U) implies that ‖∇ϕn‖L2(U) is bounded,

we infer that 〈ψ∗, ϕ(2)
n 〉 → 0, which proves our claim.

Now we write 〈div(fn), ϕn〉 = 〈an, ϕ(1)
n 〉 + 〈bn, ϕ(1)

n 〉 + 〈div(fn), ϕ
(2)
n 〉 . Since (an)n is

compact in H−1(U), we have that 〈an, ϕ(1)
n 〉 → 0. Moreover, since bn are functions in

L2(U), the
(
H−1(U), H1

0 (U)
)

-pairing between bn and ϕ
(1)
n is given by

∫
U
bn ϕ

(1)
n dx and

thus we have that

|〈bn, ϕ(1)
n 〉| =

∣∣∣∣ ∫
U

bn ϕ
(1)
n dx

∣∣∣∣ ≤ δ sup
n
‖bn‖L1(U) .

Finally,

|〈div(fn), ϕ(2)
n 〉| =

∣∣∣∣ ∫
U

fn · ∇ϕ(2)
n dx

∣∣∣∣ ≤ ‖fn‖L2({|ϕn|>δ})‖ϕn‖L2(U) ,

which goes to zero by boundedness of (ϕn)n in L2(U), by (5.9), and by the uniform inte-
grability of (|fn|2)n . In conclusion we obtain that

lim sup
n→∞

|〈div(fn), ϕn〉| ≤ δ sup
n
‖bn‖L1(U) .

Since δ > 0 is arbitrary and (bn)n is bounded in L1(U), this concludes the proof. �

6. Proof of the liminf inequality

In this section we prove Theorem 4.1-ii). We assume for the whole section that Ω ⊂ R2

is an open and bounded set. Let us fix (χn)n and χ ∈ L1
loc(R2;R2) such that χn →

χ in L1
loc(Ω;R2). Let us assume, without loss of generality, that lim infnHn(χn,Ω) =

limnHn(χn,Ω) < +∞ . By Proposition 5.1 we get that χ satisfies (5.1), i.e., the first two
conditions in (3.6). In the following we prove (4.2), which yields, in particular, the third
condition in (3.6).

Let us fix Φ ∈ Ent with ‖Φ‖Ent ≤ 1. We let Ψ and α denote the functions given
by (3.2), (3.3). We start by noticing that the condition |χ| = 1 a.e. in Ω yields

Φ ◦ χ⊥ = Φ̃ ◦ χ⊥ a.e. in Ω ,

where Φ̃(ξ) := Φ(ξ) − (1 − |ξ|2)Ψ(ξ). Hence, it suffices to estimate the total variation of

div(Φ̃ ◦ χ⊥).

Remark 6.1 (Heuristic argument in a continuum setting). We estimate the total variation of

div(Φ̃ ◦ χ⊥) below in several steps. To outline the proof, we first illustrate the argument in
a continuum setting. Assume that ωn ∈ H1(Ω;R2), curl(ωn) = 0, ωn → χ in L1

loc(R2;R2)
and supn

1
2

∫
Ω

1
εn
W (ωn) + εn|div(ωn)|2 dx < ∞ . In the following we sketch how to show

that

|div(Φ̃ ◦ χ⊥)|(Ω) ≤ lim inf
n

1

2

∫
Ω

1

εn
W (ωn) + εn|div(ωn)|2 dx . (6.1)

Note that the energies on the right-hand side of (6.1) are continuum analogues of our energies
Hn . In view of Proposition 2.6, let us assume moreover that

sup
n

1

2

∫
Ω

1

εn
(1− |ωn|2)2 + εn|Dωn|2 dx < +∞ . (6.2)
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Step (Passing to the limit.) Given ζ ∈ C∞c (Ω) we have that

〈div(Φ̃ ◦ χ⊥), ζ〉 = lim
n

∫
Ω

ζdiv(Φ̃ ◦ ω⊥n ) dx .

Step (Expanding the divergence using (3.4).) The relation (3.4) yields that

div(Φ̃ ◦ ω⊥n ) = α(ω⊥n )div(ω⊥n )− q(ωn)div(Ψ ◦ ω⊥n ) = −q(ωn)div(Ψ ◦ ω⊥n ) , (6.3)

where we have put q(ξ) := (1− |ξ|2) and used that curl(ωn) = 0.
Step (Young’s inequality.) By Young’s inequality we have that

−
∫

Ω

ζq(ωn)div(Ψ ◦ ω⊥n ) dx ≤ 1

2

∫
Ω

1

εn
q(ωn)2 + εn|ζ|2|div(Ψ ◦ ω⊥n )|2 dx

=
1

2

∫
Ω

1

εn
W (ωn) + εn|ζ|2|div(Ψ ◦ ω⊥n )|2 dx ,

where we have used that q(ξ)2 = W (ξ).
Step (From divergence to full derivative matrix.) We have that

εn

∫
Ω

|ζ|2|D(Ψ ◦ ω⊥n )|2 dx

= εn

∫
Ω

|ζ|2
(
|div(Ψ ◦ ω⊥n )|2 + |curl(Ψ ◦ ω⊥n )|2 − 2 det D(Ψ ◦ ω⊥n )

)
dx

≥ εn
∫

Ω

|ζ|2|div(Ψ ◦ ω⊥n )|2 dx+ on(1) ,

(6.4)

where we have used that det D(Ψ ◦ω⊥n ) = curl
(
(Ψ1 ◦ω⊥n )∇(Ψ2 ◦ω⊥n )

)
and thus, integrating

by parts, ∣∣∣ ∫
Ω

|ζ|2 det D(Ψ ◦ ω⊥n ) dx
∣∣∣ =

∣∣∣ ∫
Ω

∇⊥(|ζ|2) ·
(
(Ψ1 ◦ ω⊥n )∇(Ψ2 ◦ ω⊥n )

)
dx
∣∣∣

≤ C‖D(Ψ ◦ ω⊥n )‖L2 ≤ C‖Dωn‖L2 ≤ C
√
εn
.

Here we have used (6.2) and the fact that Lip(Ψ) = ‖Φ‖Ent ≤ 1 implies that |D(Ψ ◦ω⊥n )| ≤
|Dωn| . Using the latter in (6.4) we now obtain that

εn

∫
Ω

|ζ|2|div(Ψ ◦ ω⊥n )|2 dx ≤ εn
∫

Ω

|ζ|2|Dωn|2 dx+ on(1) .

Step (From full derivative matrix to divergence.) Similarly to the previous step we get
that

εn

∫
Ω

|ζ|2|Dωn|2 dx = εn

∫
Ω

|ζ|2|div(ωn)|2 dx+ on(1) ,

where we have used that curl(ωn) = 0 and∣∣∣ ∫
Ω

|ζ|2 det Dωn dx
∣∣∣ =

∣∣∣ ∫
Ω

∇⊥(|ζ|2) ·
(
ω1,n∇ω2,n

)
dx
∣∣∣ ≤ C‖ωn‖L2‖Dωn‖L2 ≤ C

√
εn
.

By all the previous steps we now get that

〈div(Φ̃ ◦ χ⊥), ζ〉 ≤ lim inf
n

1

2

∫
Ω

1

εn
W (ωn) + εn|div(ωn)|2 dx

and taking the supremum over ζ we obtain (6.1).

To follow the previous steps in the discrete setting, we first need to introduce functions
qn such that W (χn) = qn(χn)2 , namely

qn(ξ) := 1− 4

δn
sin2

(√δn
2
ξ1

)
− 4

δn
sin2

(√δn
2
ξ2

)
.

Here we recall that χn is the linearized version of the order parameter χn defined by (2.19).
The functions qn are approximations of the function q . In fact, as we observe in the proof
of Lemma 6.3 below (cf. (6.36)), they converge locally in Ck(R2) for every k . Moreover,
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we introduce suitable approximations Φ̃n ∈ C∞c (R2 \ {0};R2) of Φ̃ and functions Ψn ∈
C∞c (R2 \ {0};R2) and αn ∈ C∞c (R2 \ {0}) with the following properties:

Φ̃n → Φ̃ , Ψn → Ψ , αn → α in C2 , (6.5)

DΦ̃n = αnId− qnDΨn in R2 , (6.6)

Lip(Ψn)→ Lip(Ψ) = ‖Φ‖Ent , (6.7)

supp(Φ̃n), supp(Ψn), supp(αn) ⊂⊂ (−M,M)2 (6.8)

for some M > 1 independent of n . The existence of the latter approximations is proved in
Lemma 6.3 below.

The reason to make use of these approximations is that, by using (6.6), they allow us to
prove a relation similar to (6.3), namely (in a formal fashion)

divd(Φ̃n ◦ χ⊥n ) ' −qn(χn)divd(Ψn ◦ χ⊥n ) .

The precise relation is obtained in (6.21) below. As can be seen below in Step 5, the fact
that qn appears in place of q in the above formula allows us to recover the potential term
in the energy Hn .

In the next steps, let us fix an open set Ω′ ⊂ Ω and ζ ∈ C∞c (Ω′) with ‖ζ‖L∞(Ω′) ≤ 1
and let us prove that

〈div(Φ̃ ◦ χ⊥), ζ〉 ≤ lim inf
n→∞

1

2

∫
Ω′

1

εn
W d(χn) + εn|Ad(χn)|2 dx . (6.9)

Replacing Ω′ by a sufficiently small neighborhood of supp(ζ) if necessary, we may assume,
without loss of generality, that Ω′ ⊂⊂ Ω.

Step 1. (Passing to the limit.) We prove that

〈div(Φ̃ ◦ χ⊥), ζ〉 = lim
n

∫
Ω′
ζdivd(Φ̃n ◦ χ⊥n ) dx . (6.10)

This follows from the fact that divd(Φ̃n ◦ χ⊥n ) ⇀ div(Φ̃ ◦ χ⊥) in the sense of distributions.

Indeed, we have that Φ̃n◦χ⊥n → Φ̃◦χ⊥ in L1
loc(Ω;R2) and divd(Φ̃n◦χ⊥n )−div(Φ̃n◦χ⊥n ) ⇀ 0

in D′(Ω). The former is a consequence of (6.5), our assumption that χn → χ in L1
loc(Ω;R2),

and the fact that χn−χn → 0 in L2(Ω;R2) (cf. Remark 2.5). On the other hand, the latter

is proved by observing that divd(Φ̃n ◦ χ⊥n )− div(Φ̃n ◦ χ⊥n ) = div
(
I(Φ̃n ◦ χ⊥n )− (Φ̃n ◦ χ⊥n )

)
,

where I is defined by (2.4), and that

|I(Φ̃n ◦ χ⊥n )− (Φ̃n ◦ χ⊥n )| ≤ Cλn|Dd(Φ̃n ◦ χ⊥n )| ≤ Cλn|Ddχn| → 0 in L2
loc(Ω) .

Here we have used the fact that Φ̃n are equi-Lipschitz and (2.24) in the proof of Proposi-
tion 2.6.10

Step 2. (Removing cells where χ⊥n lies outside of the support of Φ̃n .) In the integral

in (6.10) we remove the cells where χn is far from zero by exploiting that Φ̃n have compact

support.11 More precisely, we fix M > 1 such that supp(Φ̃n) ⊂⊂ (−M,M)2 for all n (cf.
(6.8)) and we introduce the collection of cells

Qsupp
n :=

{
Qλn(i, j) : (i, j) ∈ Z2 , Qλn(i, j) ∩ Ω′ 6= Ø ,

|χn| ≤M on Qλn(i, j) and on all of its adjacent cells
}
.

(6.11)

By “adjacent cells” we mean that they share a side. We claim that∫
Ω′
ζdivd(Φ̃n ◦ χ⊥n ) dx =

∫
Ωsupp
n

ζdivd(Φ̃n ◦ χ⊥n ) dx+ on(1) , (6.12)

10Similarly as in the proof of Proposition 5.1 we here could also use a discrete integration by parts instead

of the interpolation I . This argument would not require any bound on Ddχn .
11We need this technical step to obtain a bound on χn in L∞ . Notice that, in general, ‖χn‖L∞ can

be an unbounded sequence. The L∞ bound will help us in the later steps of the proof to estimate several

of the error terms which emerge due to the discrete setting.
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where Ωsupp
n := Ω′ ∩

⋃
Q∈Qsupp

n
Q . We start by observing that a discrete chain rule yields

divd(Φ̃n ◦ χ⊥n ) = ∇Φ̃1,n(Xn) · ∂d
1χ
⊥
n +∇Φ̃2,n(Yn) · ∂d

2χ
⊥
n in PCλn(R) , (6.13)

where (Xn)i,j are vectors on the segment connecting (χ⊥n )i,j and (χ⊥n )i+1,j and the vectors
(Yn)i,j belong to the segment connecting (χ⊥n )i,j and (χ⊥n )i,j+1 . Suppose that x ∈ Ω′\Ωsupp

n

and x ∈ Qλn(i, j). Let (i′, j′) ∈ Z2 be such that |(i′, j′)−(i, j)| ≤ 1 (possibly (i′, j′) = (i, j))

and |χ⊥n | > M on Qλn(i′, j′) (thus (χ⊥n )i
′,j′ /∈ supp(Φ̃n)). Then we have that

|(Xn)i,j − (χ⊥n )i
′,j′ | ≤ |(Xn)i,j − (χ⊥n )i,j |+ |(χ⊥n )i,j − (χ⊥n )i

′,j′ |

≤ Cλn
(
|Ddχi,jn |+ |Ddχi−1,j

n |+ |Ddχi,j−1
n |

)
,

a similar estimate being true for Yn . Using that DΦ̃n are equi-Lipschitz by (6.5) and that

DΦ̃n
(
(χ⊥n )i

′,j′
)

= 0, we get from (6.13) that

|divd(Φ̃n ◦ χ⊥n )(x)| ≤ Cλn
(
|Ddχi,jn |2 + |Ddχi−1,j

n |2 + |Ddχi,j−1
n |2

)
.

Fixing an open set Ω′′ with Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω we conclude that for all n large enough∣∣∣∣ ∫
Ω′\Ωsupp

n

ζdivd(Φ̃n ◦ χ⊥n ) dx

∣∣∣∣ ≤ Cλn‖Ddχn‖2L2(Ω′′) ≤ C
λn
εn
→ 0 ,

where we have used (2.24) and (2.13). This implies (6.12).
Step 3. (Expanding the divergence using (6.6).) Let us observe first that after expanding

divd(Φ̃n ◦χ⊥n ) on Ωsupp
n by (6.13), we can employ similar arguments as in Step 2 to replace

the points Xn and Yn in this formula by χ⊥n . Indeed, we have that |Xn−χ⊥n |, |Yn−χ⊥n | ≤
Cλn|Ddχn| and using that DΦ̃n are equi-Lipschitz and (2.24) we get that∫

Ωsupp
n

ζdivd(Φ̃n ◦ χ⊥n ) dx =

∫
Ωsupp
n

ζ
(
∇Φ̃1,n(χ⊥n ) · ∂d

1χ
⊥
n +∇Φ̃2,n(χ⊥n ) · ∂d

2χ
⊥
n

)
dx+ on(1) .

(6.14)
By (6.6) we get that

∇Φ̃1,n(χ⊥n ) · ∂d
1χ
⊥
n +∇Φ̃2,n(χ⊥n ) · ∂d

2χ
⊥
n

= αn(χ⊥n )
(
∂d

1χ
⊥
1,n + ∂d

2χ
⊥
2,n

)
− qn(χn)

(
∇Ψ1,n(χ⊥n ) · ∂d

1χ
⊥
n +∇Ψ2,n(χ⊥n ) · ∂d

2χ
⊥
n

)
.

(6.15)

We now exploit the fact that curld(χn) is approximately zero to obtain that∫
Ω′

∣∣αn(χ⊥n )
(
∂d

1χ
⊥
1,n + ∂d

2χ
⊥
2,n

)∣∣ dx = on(1)→ 0 as n→ +∞ . (6.16)

Indeed, since
∣∣αn(χ⊥n )

(
∂d

1χ
⊥
1,n + ∂d

2χ
⊥
2,n

)∣∣ = |α(χ⊥n )||curld(χn)| , this is a consequence of
Lemma 2.4 and the fact that αn are equibounded by (6.5). Combining (6.12), (6.14), (6.15),
and (6.16), we have shown that∫

Ω′
ζdivd(Φ̃n ◦ χ⊥n ) dx

= −
∫

Ωsupp
n

ζqn(χn)
(
∇Ψ1,n(χ⊥n ) · ∂d

1χ
⊥
n +∇Ψ2,n(χ⊥n ) · ∂d

2χ
⊥
n

)
dx+ on(1) .

(6.17)

Next, we replace ∇Ψ1,n(χ⊥n ) · ∂d
1χ
⊥
n + ∇Ψ2,n(χ⊥n ) · ∂d

2χ
⊥
n with divd(Ψn ◦ χ̃⊥n ) up to a

small error, thus recovering the analogue of (6.3) in the discrete, cf. (6.21).12 We start by
using a discrete chain rule to get that

divd(Ψn ◦ χ̃⊥n ) = ∇Ψ1,n(X̃n) · ∂d
1 χ̃
⊥
n +∇Ψ2,n(Ỹn) · ∂d

2 χ̃
⊥
n

where (X̃n)i,j belongs to the segment connecting (χ̃⊥n )i,j and (χ̃⊥n )i+1,j , and (Ỹn)i,j to
the segment connecting (χ̃⊥n )i,j and (χ̃⊥n )i,j+1 . Using that |χ⊥n | ≤ M on Ωsupp

n , that qn

12Instead, we could also replace this term with divd(Ψn ◦χ⊥n ) . However, since the derivative part Ad(χ)
of our energy Hn features discrete derivatives of the parameter χ̃ , it is useful to us to replace χ by χ̃ in

this term.
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are locally equibounded, that |X̃n − χ̃⊥n |, |Ỹn − χ̃⊥n | ≤ Cλn|Ddχ̃n| , and that DΨn are equi-
Lipschitz by (6.5), we get that

qn(χn)
∣∣∣divd(Ψn ◦ χ̃⊥n )−

(
∇Ψ1,n(χ̃⊥n ) ·∂d

1 χ̃
⊥
n +∇Ψ2,n(χ̃⊥n ) ·∂d

2 χ̃
⊥
n

)∣∣∣ ≤ Cλn|Ddχ̃n|2 on Ωsupp
n .

By (2.26) and (2.13) we obtain that

−
∫

Ωsupp
n

ζqn(χn)divd(Ψn ◦ χ̃⊥n ) dx

= −
∫

Ωsupp
n

ζqn(χn)
(
∇Ψ1,n(χ̃⊥n ) · ∂d

1 χ̃
⊥
n +∇Ψ2,n(χ̃⊥n ) · ∂d

2 χ̃
⊥
n

)
dx+ on(1) .

(6.18)

Next, for k = 1, 2 we estimate∣∣∇Ψk,n(χ⊥n ) · ∂d
kχ
⊥
n −∇Ψk,n(χ̃⊥n ) · ∂d

k χ̃
⊥
n

∣∣ ≤ C|χ⊥n − χ̃⊥n ||∂d
kχ
⊥
n |+ C|∂d

kχ
⊥
n − ∂d

k χ̃
⊥
n | , (6.19)

where we have used again that DΨn are equi-Lipschitz and equibounded. The term |χ⊥n −
χ̃⊥n | can be estimated as the difference |χn − χn| in Remark 2.5. Indeed, writing χ̃h,n =

1√
δn

sin(
√
δnχh,n) for h = 1, 2 and using that |s − sin(s)| ≤ C|s|3 we get |χ⊥n − χ̃⊥n | ≤

Cδn|χn|3 . Using a discrete chain rule in the above representation of χ̃h,n we also get that

|∂d
kχh,n−∂d

k χ̃h,n| =
∣∣1−cos(

√
δnXh,k,n)

∣∣|∂d
kχh,n| ≤ Cδn

(
|χh,n|2+|χ•+ekh,n |

2
)
|∂d
kχh,n| , (6.20)

for k, h = 1, 2, where Xi,j
h,k,n belongs to the segment connecting χ

(i,j)
h,n and χ

(i,j)+ek
h,n and we

have used that |1− cos(s)| ≤ C|s|2 . Returning to (6.19) we now infer that∣∣∇Ψk,n(χ⊥n ) · ∂d
kχ
⊥
n −∇Ψk,n(χ̃⊥n ) · ∂d

k χ̃
⊥
n

∣∣ ≤ Cδn|∂d
kχn|

(
|χn|3 + |χn|2 + |χ•+ekn |2

)
≤ CM3δn|Ddχn| on Ωsupp

n ,

cf. (6.11). Thus, by (6.17) and (6.18) we infer that∣∣∣∣ ∫
Ω′
ζdivd(Φ̃n ◦ χ⊥n ) dx+

∫
Ωsupp
n

ζqn(χn)divd(Ψn ◦ χ̃⊥n ) dx

∣∣∣∣
≤ CM3δn‖qn(χn)‖L2(Ωsupp

n )‖Ddχn‖L2(Ωsupp
n ) + on(1) ≤ CM3δn

√
εn√
εn

+ on(1)→ 0 ,

where we have used the fact that qn(χn)2 = W (χn), Proposition 2.6, and (2.24) in the proof
thereof. In conclusion, we have proved that∫

Ω′
ζdivd(Φ̃n ◦ χ⊥n

)
dx = −

∫
Ωsupp
n

ζqn(χn)divd(Ψn ◦ χ̃⊥n ) dx+ on(1) . (6.21)

Step 4. (Young’s inequality.) Applying Young’s inequality to (6.21) we get that∫
Ω′
ζdivd(Φ̃n ◦ χ⊥n ) dx ≤ 1

2

∫
Ωsupp
n

1

εn
qn(χn)2 dx+

1

2

∫
Ω′
εn|ζ|2|divd(Ψn ◦ χ̃⊥n )|2 dx+ on(1) .

(6.22)
Step 5. (Recovering the potential term.) We prove that

1

εn

∫
Ωsupp
n

qn(χn)2 dx ≤ 1

εn

∫
Ω′
W d(χn) dx+ on(1) . (6.23)

We proceed similarly as in Step 2 of the proof of Proposition 2.6: By (2.36) we have that∣∣√W d(χi,jn )−
√
W (χi,jn )

∣∣ ≤ CMλn
(
|Ddχi−1,j

n |+ |Ddχi,j−1
n |

)
on Ωsupp

n

according to (6.11), where we have used that |χn| ≤ |χn| . (This is seen by using in (2.8)
the fact that | sin(x)| ≤ |x| .) Let Ω′′ again be an open set with Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω. By the
bound (2.25) and by (2.13) we obtain for n large enough that

1
√
εn

∥∥√W d(χn)−
√
W (χn)

∥∥
L2(Ωsupp

n )
≤ CM λn√

εn
‖Ddχn‖L2(Ω′′) ≤ CM

λn
εn
→ 0 .
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Since W d −W =
(
2
√
W d − (

√
W d −

√
W )
)(√

W d −
√
W
)

and qn(χn)2 = W (χn) we get
that

1

εn

∫
Ωsupp
n

|W d(χn)− qn(χn)2|dx ≤
(

2√
εn

∥∥√W d(χn)
∥∥
L2(Ωsupp

n )
+ on(1)

)
· on(1)→ 0 ,

where we have used that ‖W d(χn)‖L2(Ω) ≤ C
√
εn . Since Ωsupp

n ⊂ Ω′ and W d ≥ 0, we
conclude the proof of (6.23).

Step 6. (From discrete divergence to full discrete derivative matrix.) In the next steps
we recover the derivative term |Ad(χn)|2 . We start by claiming that

εn

∫
Ω′
|ζ|2|divd(Ψn ◦ χ̃⊥n )|2 dx ≤ εn

∫
Ω′
|ζ|2|Dd(Ψn ◦ χ̃⊥n )|2 dx+ on(1) , (6.24)

see (6.4) for the analogous inequality in the continuum. Let us use the short-hand notation
Vn := Ψn ◦ χ̃⊥n . We prove the claim first with a perturbed version of Dd(Ψn ◦ χ̃⊥n ), where
we add certain shifts in the lattice point. Specifically, let us observe that

|∂d
1V1,n|2 + |∂d

1V
•+e2

2,n |2 + |∂d
2V

•+e1
1,n |2 + |∂d

2V2,n|2

= |divd(Vn)|2 + |∂d
1V

•+e2
2,n − ∂d

2V
•+e1

1,n |2 − 2∂d
1 (V1,n∂

d
2V2,n) + 2∂d

2 (V
•+e1

1,n ∂d
1V2,n) ,

(6.25)

because −∂d
1 (V1,n∂

d
2V2,n) + ∂d

2 (V
•+e1

1,n ∂d
1V2,n) = −∂d

1V1,n∂
d
2V2,n + ∂d

2V
•+e1

1,n ∂d
1V

•+e2
2,n by the

discrete product rule. Since ζ is compactly supported in Ω, a discrete integration by parts
allows us to conclude that

εn

∫
Ω′
|ζ|2|divd(Vn)|2 dx ≤ εn

∫
Ω′
|ζ|2
(
|∂d

1V1,n|2 + |∂d
1V

•+e2
2,n |2 + |∂d

2V
•+e1

1,n |2 + |∂d
2V2,n|2

)
dx

− 2εn

∫
Ω′
∂d

1 (|ζ|2) (V1,n∂
d
2V2,n)

•+e1− ∂d
2 (|ζ|2) (V

•+e1
1,n ∂d

1V2,n)
•+e2 dx

(6.26)

for all n large enough. Notice that, even although |ζ|2 is not a discrete function, it is still pos-
sible to use a discrete integration by parts when we extend the notion of discrete derivatives
to non-discrete functions by making use of difference quotients. Specifically, for any function
f on R2 we set ∂d

kf(x) := 1
λn

(f(x+λnek)−f(x)) for k = 1, 2, where it will always be clear
from the context which lattice spacing λn is to be considered. Since Ψn are equibounded,
we have that |Vn| ≤ C with C independent of n . Since moreover |∂d

k (|ζ|2)| ≤ ‖∇(|ζ|2)‖L∞ ,
we can estimate the modulus of the last integral above by Cεn‖DdVn‖L1(Ω′) for n large

enough. Since Ψn are equi-Lipschitz, this can be further estimated by Cεn‖Ddχ̃n‖L2(Ω′)

which goes to zero, since ‖Ddχ̃n‖L2(Ω′) ≤ C√
εn

by (2.26). Using a shift of variables we now

obtain that

εn

∫
Ω′
|ζ|2|divd(Vn)|2 dx ≤ εn

∫
Ω′
|ζ|2|DdVn|2 dx+ on(1)

+ εn

∫
Ω′

(
|ζ(x− λne2)|2 − |ζ(x)|2

)
|∂d

1V2,n|2

+
(
|ζ(x− λne1)|2 − |ζ(x)|2

)
|∂d

2V1,n|2 dx .

Using that |ζ|2 is Lipschitz, that Ψn are equi-Lipschitz, and (2.24), we can estimate the
last integral above by Cλn = on(1). Thus we obtain (6.24).

Step 7. (Identifying “bad” cells.) Next, we want to use the inequality

|Dd(Ψn ◦ χ̃⊥n )|2 ≤ Lip(Ψn)2|Ddχ̃n|2

and afterwards the fact that curld(χ̃n) is approximately zero to later recover the term
|Ad(χn)|2 (a discrete divergence of χ̃n with shifts in the lattice points) from |Ddχ̃n|2 . How-
ever, before dismissing the approximations Ψn , we need to exploit their uniform bounded-
ness in cells where curld(χ̃n) is large. (This step can be avoided under the additional scaling

assumption
δ3/2n

λn
→ 0, cf. Footnote 13.)
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For a small parameter t > 0 (we take t < π
2 , see below), we introduce the collection of

bad cells

Qbad
n,t :=

{
Qλn(i, j) : (i, j) ∈ Z2 , Qλn(i, j) ∩ Ω′ 6= Ø ,

|(χn)i
′,j′ | > t√

δn
for some vertex λn(i′, j′) of Qλn(i, j)

}
and the set

Ωbad
n,t :=

⋃
Q∈Qbad

n,t

Q .

We note that we have an L2 control on curld(χ̃n) on the remaining set Ω′ \ Ωbad
n,t . To

see this, let us recall from the proof of Lemma 2.4 that under the assumption (2.20) we

have that curld(χn)i,j = 0. As a consequence, recalling the definition (2.19) we have that

curld(χn) ≡ 0 on Ω′ \ Ωbad
n,t if t < π

2 . Then, as in (6.20) we get that

|curld(χ̃n)| = |curld(χ̃n)− curld(χn)| ≤ Cδn
(
|χn|2 + |χ•+e1n |2 + |χ•+e2n |2)|Ddχn| ≤ Ct2|Ddχn|

on Ω′ \Ωbad
n,t . Using the estimate (2.24) from the proof of Proposition 2.6 we conclude that

εn

∫
Ω′\Ωbad

n,t

|curld(χ̃n)|2 dx ≤ Ct4 . (6.27)

We also note that we have an estimate on the number of bad cells: In view of Lemma 2.3,
the number of vertices λn(i′, j′) with |(χn)i

′,j′ | > t√
δn

and such that Qλn(i′, j′) ⊂ Ω is at

most C(t)
δ3/2n

λn
. Since Ω′ ⊂⊂ Ω, for large enough n , #Qbad

n,t is at most four times larger.

Thus, #Qbad
n,t ≤ C(t)

δ3/2n

λn
.13

Step 8. (Removing a neighborhood of the “bad” cells.) We introduce a neighborhood of
the “bad” cells

Nn,t := Ωbad
n,t +Brn ,

where Brn is the ball centered at 0 with radius rn . If rn � εn (e.g., rn := δ
1/4
n εn ) we

claim that

εn

∫
Ω′
|ζ|2|Dd(Ψn ◦ χ̃⊥n )|2 dx ≤ Lip(Ψn)2εn

∫
Ω′\Nn,t

|ζ|2|Ddχ̃n|2 dx+ on(1) . (6.28)

Indeed, we have that εn
∫
Nn,t
|ζ|2|Dd(Ψn◦χ̃⊥n )|2 dx→ 0 and |Dd(Ψn◦χ̃⊥n )| ≤ Lip(Ψn)|Ddχ̃n| .

To prove the former, let us note that for every Q ∈ Qbad
n,t , Q+Brn is contained in a ball of

radius rn + λn√
2

. Thus, L2(Nn,t) ≤ #Qbad
n,t π

(
rn + λn√

2

)2 ≤ C(t)
δ3/2n

λn
(r2
n + λ2

n), where we have

used the estimate on #Qbad
n,t derived in Step 7. Moreover, we have that |Dd(Ψn ◦ χ̃⊥n )| ≤ C

λn
since Ψn are bounded in L∞ . In conclusion, using (2.13),

εn

∫
Nn,t

|ζ|2|Dd(Ψn ◦ χ̃⊥n )|2 dx ≤ C(t)εn
δ

3/2
n

λn
(r2
n + λ2

n)
1

λ2
n

= C(t)
r2
n + λ2

n

ε2
n

→ 0 .

Step 9. (From full discrete derivative matrix to Ad , outside “bad” cells.) To ease the
integration by parts, we introduce cut-off functions ρn,t ∈ C∞(R2; [0, 1]) such that ρn,t = 0

in Ωbad
n,t , ρn,t = 1 in Ω′ \ Nn,t , and |∇ρn,t| ≤ C

rn
. We set ηn,t := ρn,t|ζ|2 . By (6.28) we

have that

εn

∫
Ω′
|ζ|2|Dd(Ψn ◦ χ̃⊥n )|2 dx ≤ Lip(Ψn)2εn

∫
Ω′
ηn,t|Ddχ̃n|2 dx+ on(1) . (6.29)

Let us observe that, similarly to (6.25),

|∂d
1 χ̃

•−e1
1,n |2 + |∂d

1 χ̃2,n|2 + |∂d
2 χ̃1,n|2 + |∂d

2 χ̃
•−e2
2,n |2

=
∣∣∂d

1 χ̃
•−e1
1,n + ∂d

2 χ̃
•−e2
2,n

∣∣2 + |curld(χ̃n)|2 − 2∂d
1

(
χ̃
•−e1
1,n ∂d

2 χ̃
•−e2
2,n

)
+ 2∂d

2

(
χ̃1,n∂

d
2 χ̃

•−e2
2,n

)
,

13Under the scaling assumption that δ
3/2
n
λn

→ 0 we have that Qbad
n,t = Ø for large enough n . As a

consequence, the following technical steps can be simplified substantially. Without this additional scaling

assumption however, to our knowledge these technicalities cannot be avoided.
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and note that
∣∣∂d

1 χ̃
•−e1
1,n + ∂d

2 χ̃
•−e2
2,n

∣∣2 = |Ad(χn)|2 . Thus, by shifting variables and using a
discrete integration by parts, we get that for n large enough

εn

∫
Ω′
ηn,t|Ddχ̃n|2 dx

= εn

∫
Ω′
ηn,t
(
|∂d

1 χ̃
•−e1
1,n |2 + |∂d

1 χ̃2,n|2 + |∂d
2 χ̃1,n|2 + |∂d

2 χ̃
•−e2
2,n |2

)
dx

+ εn

∫
Ω′
|∂d

1 χ̃1,n|2
(
ηn,t(x)− ηn,t(x+ λne1)

)
+ |∂d

2 χ̃2,n|2
(
ηn,t(x)− ηn,t(x+ λne2)

)
dx

= εn

∫
Ω′
ηn,t|Ad(χn)|2 dx+ εn

∫
Ω′
ηn,t|curld(χ̃n)|2 dx

+ 2εn

∫
Ω′
∂d

1ηn,t
(
χ̃
•−e1
1,n ∂d

2 χ̃
•−e2
2,n

)•+e1 − ∂d
2ηn,t

(
χ̃1,n∂

d
2 χ̃

•−e2
2,n

)•+e2
dx

− εn
∫

Ω′
|∂d

1 χ̃1,n|2λn∂d
1ηn,t + |∂d

2 χ̃2,n|2λn∂d
2ηn,t dx ,

(6.30)

where as in (6.26) we let ∂d
1ηn,t , ∂

d
2ηn,t denote difference quotients of the function ηn,t .

By (6.27) we have that

εn

∫
Ω′
ηn,t|curld(χ̃n)|2 dx ≤ Ct4 . (6.31)

Moreover, since εn
∫

Ω′
|Ddχ̃n|2 dx ≤ C (by (2.26)) and |∂d

kηn,t| ≤ ‖∇ηn,t‖L∞ ≤ C
rn

, we
obtain that ∣∣∣∣εn ∫

Ω′
|∂d

1 χ̃1,n|2λn∂d
1ηn,t + |∂d

2 χ̃2,n|2λn∂d
2ηn,t dx

∣∣∣∣ ≤ Cλnrn → 0 , (6.32)

provided we choose rn such that λn � rn , e.g., rn = δ
1/4
n εn as proposed in Step 8. Finally,

we show that

2εn

∫
Ω′
∂d

1ηn,t
(
χ̃
•−e1
1,n ∂d

2 χ̃
•−e2
2,n

)•+e1 − ∂d
2ηn,t

(
χ̃1,n∂

d
2 χ̃

•−e2
2,n

)•+e2
dx = C(t)on(1) . (6.33)

To this end, let us use that |∂d
kηn,t(x)| ≤ ‖∇ηn,t‖L∞(Bλn (x)) and that ∇ηn,t = ρn,t∇(|ζ|2)+

|ζ|2∇ρn,t is bounded by C on Ω′ \Nn,t and by C
rn

on Nn,t . As a consequence, for n large
enough, ∣∣∣∣2εn ∫

Ω′
∂d

1ηn,t
(
χ̃
•−e1
1,n ∂d

2 χ̃
•−e2
2,n

)•+e1 − ∂d
2ηn,t

(
χ̃1,n∂

d
2 χ̃

•−e2
2,n

)•+e2
dx

∣∣∣∣
≤ C εn

rn

∫
Nn,t+Bλn

|χ̃1,n||∂d
2 χ̃

•+e1−e2
2,n |+ |χ̃•+e21,n ||∂d

1 χ̃2,n|dx

+ Cεn‖χ̃1,n‖L2(Ω′)‖Ddχ̃2,n‖L2(Ω′) .

To further estimate this expression, let us observe that the function s 7→ |s| −
√

(|s|2 − 1)+

belongs to C0(R;R) and, as a consequence, is bounded. Since |χ̃1,n| ≤ |χ1,n| by their

definition (2.8), we get that |χ̃1,n| ≤
√

(|χ1,n|2 − 1)+ + C . Using Hölder’s inequality, this
allows us to infer that∣∣∣∣2εn ∫

Ω′
∂d

1ηn,t
(
χ̃
•−e1
1,n ∂d

2 χ̃
•−e2
2,n

)•+e1 − ∂d
2ηn,t

(
χ̃1,n∂

d
2 χ̃

•−e2
2,n

)•+e2
dx

∣∣∣∣
≤ Cεn‖Ddχ̃2,n‖L2(Ω′)

( 1

rn

(
L2(Nn,t +B3λn)

)1/4∥∥√(|χ1,n|2 − 1)+
∥∥
L4(Ω′)

+
1

rn

(
L2(Nn,t +B3λn)

)1/2
+ ‖χ̃1,n‖L2(Ω′)

)
for n large enough. We recall that ‖Ddχ̃2,n‖L2(Ω′) ≤ C√

εn
by (2.26). We observe moreover

that
∥∥√(|χ1,n|2 − 1)+

∥∥
L4(Ω′)

≤ ‖W (χn)‖1/4L1(Ω′) ≤ Cε
1/4
n by Proposition 2.6. Furthermore,

we have that ‖χ̃1,n‖L2(Ω′) ≤ C by Remark 2.2. Finally, since λn � rn (according to our
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choice of rn ) and in view of the bound on #Qbad
n,t from Step 7 we have that L2(Nn,t+B3λn) ≤

#Qbad
n,t Cr

2
n ≤ C(t)

δ3/2n r2n
λn

. Therefore, using (2.13) we obtain that∣∣∣∣2εn ∫
Ω′
∂d

1ηn,t
(
χ̃
•−e1
1,n ∂d

2 χ̃
•−e2
2,n

)•+e1 − ∂d
2ηn,t

(
χ̃1,n∂

d
2 χ̃

•−e2
2,n

)•+e2
dx

∣∣∣∣
≤ C(t)

√
εn

(
δ3/8n ε1/4n

r
1/2
n λ

1/4
n

+
δ3/4n

λ
1/2
n

+ 1
)

= C(t)
(
λ1/2
n

r
1/2
n

+ δ1/2
n + ε1/2

n

)
= C(t)on(1) .

Thus we have shown (6.33). Now, using (6.31)–(6.33) in (6.30) and returning to (6.29), we
get that

εn

∫
Ω′
|ζ|2|Dd(Ψn ◦ χ̃⊥n )|2 dx ≤ Lip(Ψn)2εn

∫
Ω′
ηn,t|Ad(χn)|2 dx+ Ct4 + C(t)on(1) .

By (6.7) and our assumption that ‖Φ‖Ent ≤ 1 we have that lim supn Lip(Ψn) ≤ 1. Thus,
letting n→∞ and then t→ 0 we infer that

lim sup
n→∞

εn

∫
Ω′
|ζ|2|Dd(Ψn ◦ χ̃⊥n )|2 dx ≤ lim inf

n→∞
εn

∫
Ω′
|Ad(χn)|2 dx , (6.34)

where we have used that |ηn,t| ≤ 1.
Step 10. (Conclusion.) By (6.10), (6.22), (6.23), (6.24), and (6.34) we conclude that

〈div(Φ̃ ◦ χ⊥), ζ〉 ≤ lim inf
n→∞

1

2

∫
Ω′

1

εn
W d(χn) + εn|Ad(χn)|2 dx ,

i.e., (6.9) holds true as desired for all open Ω′ ⊂ Ω and ζ ∈ C∞c (Ω′) with ‖ζ‖L∞(Ω′) ≤ 1.
Passing to the supremum in ζ , the left-hand side of the inequality becomes the total variation

|div(Φ̃ ◦ χ⊥)|(Ω′) = |div(Φ ◦ χ⊥)|(Ω′). Then, considering partitions of Ω to pass to the
supremum in Φ in the sense of measures, we get that∨

Φ∈Ent
‖Φ‖Ent≤1

|div(Φ ◦ χ⊥)|(Ω) ≤ lim inf
n→∞

1

2

∫
Ω

1

εn
W d(χn) + εn|Ad(χn)|2 dx .

This is the claim (4.2) and concludes the proof of Theorem 4.1-ii).

Remark 6.2. To prove an analogous liminf inequality for the functionals AGd
n defined

by (2.23) in place of Hn , a similar proof can be used and several steps can be simpli-

fied substantially. In particular, the introduction of the approximations Φ̃n is not required.
Moreover, there is no necessity to work with three different order parameters χ, χ̃, χ and to
estimate errors that are created when replacing one with another.

For the functionals AGd
n , instead of (6.10), we have that

〈div(Φ̃ ◦ χ⊥), ζ〉 = lim
n

∫
Ω′
ζdivd(Φ̃ ◦Ddϕ⊥n ) dx ,

where we assume that Ddϕn → χ in L1
loc . Using that curld(Ddϕn) ≡ 0, with the obvious

simplifications Steps 2–4 yield that∫
Ω′
ζdivd(Φ̃ ◦Ddϕ⊥n ) dx ≤ 1

2

∫
Ωsupp
n

1

εn
q(Ddϕn)2 dx+

1

2

∫
Ω′
εn|ζ|2|divd(Ψ ◦Ddϕ⊥n )|2 dx .

In place of Step 5, we get that
∫

Ωsupp
n

q(Ddϕn)2 dx ≤
∫

Ω′
W (Ddϕn) dx , which is immediate,

since q(ξ)2 = W (ξ). Then, performing a discrete integration by parts as in Step 6 we get
that ∫

Ω′
εn|ζ|2|divd(Ψ ◦Ddϕ⊥n )|2 dx ≤

∫
Ω′
εn|ζ|2|Dd(Ψ ◦Ddϕ⊥n )|2 dx+ on(1)

and using that |Dd(Ψ ◦ Ddϕ⊥n )|2 ≤ |DdDdϕn|2 leads to the conclusion. The technical
Steps 7–9 are not required.

In the next lemma we provide details about the approximate entropies Φ̃n that we have
used above.
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Lemma 6.3. Let Φ ∈ Ent , let (Ψ, α) be as in (3.2), (3.3), and let Φ̃(ξ) = Φ(ξ) − (1 −
|ξ|2)Ψ(ξ) . Then, for n large enough, there exist functions Φ̃n ∈ C∞c (R2 \ {0};R2) , Ψn ∈
C∞c (R2 \ {0};R2) , and αn ∈ C∞c (R2 \ {0}) satisfying (6.5)–(6.8) above.

Proof. Following [26, Lemma 2.4, Formula (2.7)], let us define the scalar function φ ∈
C∞c (R2 \ {0}) by φ(ξ) := 1

|ξ|2 Φ(ξ) · ξ . Using (3.1), it can be checked that Φ is characterized

by φ through
Φ(ξ) = φ(ξ)ξ + (∇φ(ξ) · ξ⊥)ξ⊥ .14 (6.35)

Before defining Φ̃n , we first introduce an approximation Φn of Φ by using an approximate
version of the above formula. We set hn(ξ) := − 1

2qn(ξ). Then, as n → ∞ we have that

∇hn(ξ)→ ξ and ∇2hn(ξ)→ Id locally uniformly in ξ ∈ R2 . In fact, we even have15

hn(ξ)→ −1

2
q(ξ) =

1

2
(|ξ|2 − 1) locally in Ck for every k ∈ N (6.36)

as n → ∞ , since the functions s 7→ 2√
δn

sin
(√

δn
2 s
)

converge to the identity s 7→ s locally

in Ck for k ∈ N . We define

Φn := φ∇hn +
|∇hn|2(∇φ · ∇⊥hn) + φ∇hn · (∇2hn∇⊥hn)

∇⊥hn · (∇2hn∇⊥hn)
∇⊥hn . (6.37)

For large enough n , this defines a function Φn ∈ C∞c (R2 \ {0};R2). Indeed, for large n ,
∇2hn is positive definite and thus the denominator in the formula above can only be zero
if ∇hn = 0. For large n this can only occur in a small neighborhood of the origin on which
φ = 0. From (6.35)–(6.37) we also get that Φn → Φ in C2 . The function Φn is defined in
such a way that it satisfies an approximate version of condition (3.1), namely

∇hn(ξ) ·
(
DΦn(ξ)∇⊥hn(ξ)

)
= 0 for all ξ ∈ R2 . (6.38)

To prove this, let us use the short-hand notation

fn :=
|∇hn|2(∇φ · ∇⊥hn) + φ∇hn ·

(
∇2hn · ∇⊥hn

)
∇⊥hn ·

(
∇2hn · ∇⊥hn

) .

We have that

DΦn = ∇hn ⊗∇φ+ φ∇2hn +∇⊥hn ⊗∇fn + fnD∇⊥hn .
As a consequence,

∇hn · (DΦn∇⊥hn) = |∇hn|2(∇φ · ∇⊥hn) + φ∇hn ·
(
∇2hn∇⊥hn

)
+ fn∇hn ·

(
D∇⊥hn∇⊥hn

)
.

Let for the moment R ∈ SO(2) denote the rotation x 7→ x⊥ . We observe that its inverse
R−1 = RT is given by −R . Using that

(∇hn)TD∇⊥hn = (∇hn)TD(R∇hn) = (∇hn)TR∇2hn = (RT∇hn)T∇2hn

= −(∇⊥hn)T∇2hn ,

we get that

∇hn · (DΦn∇⊥hn) = |∇hn|2(∇φ · ∇⊥hn) + φ∇hn ·
(
∇2hn∇⊥hn

)
− fn∇⊥hn ·

(
∇2hn∇⊥hn

)
= 0

by the definition of fn . This is (6.38).
Next we observe that (6.38) implies that

DΦn∇⊥hn =
∇⊥hn · (DΦn∇⊥hn)

|∇hn|2
∇⊥hn .

14Indeed, we have that Φ(ξ) · ξ⊥ is the derivative of ξ 7→ Φ(ξ) · ξ in direction ξ⊥ , which in turn is given
by |ξ|2(∇φ(ξ) · ξ⊥) .

15For our purposes, it is sufficient to have local convergence in C4 .
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Using twice that Id = 1
|∇hn|2 (∇hn⊗∇hn+∇⊥hn⊗∇⊥hn), except in a small neighborhood

of 0 in which Φn = 0, the previous formula yields that

DΦn =
1

|∇hn|2
(
DΦn∇hn ⊗∇hn + DΦn∇⊥hn ⊗∇⊥hn

)
=
∇⊥hn · (DΦn∇⊥hn)

|∇hn|2
Id +

1

|∇hn|2

(
DΦn∇hn −

∇⊥hn · (DΦn∇⊥hn)

|∇hn|2
∇hn

)
⊗∇hn .

Thus, we get an approximate version of (3.4), namely DΦn + 2Ψn⊗∇hn = αnId, where we
have set

αn :=
∇⊥hn · (DΦn∇⊥hn)

|∇hn|2
and Ψn := − 1

2|∇hn|2
(DΦn − αnId)∇hn .

Since Φn → Φ in C2 , by (6.36) and in view of (3.2), (3.3) we have that αn → α and

Ψn → Ψ in C2 . Now we define Φ̃n := Φn− qnΨn and have that Φ̃n → Φ̃ in C2 as claimed.
This proves (6.5). Moreover, we have that

DΦ̃n = αnId− 2Ψn ⊗ hn −Ψn ⊗∇qn − qnDΨn = αnId− qnDΨn ,

which proves (6.6). Recalling Definition 3.2, (6.7) follows from (6.5). Finally, to obtain (6.8),

let us observe that by the definition of φ , Φn , αn , Ψn , and Φ̃n , we have that

supp(Φ̃n), supp(Ψn), supp(αn) ⊂ supp(Φn) ⊂ supp(φ) ⊂ supp(Φ) ,

which is a compact set. �

7. Proof of the limsup inequality

In this section we prove Theorem 4.1-iii). We recall that for the proof we need the
additional assumption

δ
5/2
n

λn
→ 0 as n→∞ .

We fix Ω ∈ A0 and χ ∈ BV (Ω;R2) and we will prove that there exists a sequence (χn)n ∈
L1

loc(R2;R2) with χn → χ in L1(Ω;R2) and

lim sup
n→∞

Hn(χn,Ω) ≤ H(χ,Ω) . (7.1)

If H(χ,Ω) = +∞ the statement is trivial. Hence, in what follows we will assume that
H(χ,Ω) < +∞ and in particular that χ ∈ L∞(Ω; S1) and curl(χ) = 0 in D′(Ω). We recall
that under our assumptions on Ω ∈ A0 , such a field χ admits a potential ϕ ∈ BV G(Ω)
such that ∇ϕ = χ (cf. [17, Lemma 3.4]). The potential ϕ will be used in the construction
of the recovery sequence below.

For a function χ with the properties listed above we will moreover show that there exists
a sequence (χn)n ∈ L1

loc(R2;R2) satisfying (7.1), such that additionally

sup
n
‖χn‖L∞(R2) < +∞ , χn → χ in Lp(Ω;R2) for every p <∞ . (7.2)

Relying on the idea that the functionals Hn resemble a discrete version of Aviles-Giga
functionals, we resort to the technique used in [46] to prove the limsup inequality for the
classical Aviles-Giga functional. This technique has later been generalized by the same
author in [47] to prove upper bounds for generic singular perturbation problems of the form

1

εn

∫
Ω

F (εn∇2ϕ(x),∇ϕ(x)) dx .

Led by the observation that the functionals Hn resemble more closely the Aviles-Giga like
energies AG∆

εn in (1.6), we will apply [47, Theorems 6.1, 6.2] to the sequence of functionals

1

2

∫
Ω

1

εn
W (∇ϕ) + εn|∆ϕ|2 dx , (7.3)
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i.e., to the case

F (A, b) =
1

2

(
W (b) + |tr(A)|2

)
for A ∈ R2×2 , b ∈ R2 . (7.4)

Before proving (7.1), we recall that the technique proposed in [47] uses a sequence of molli-
fications of ϕ to obtain a candidate for the recovery sequence. This leads to an asymptotic
upper bound for the functionals in (7.3) which depends on the choice of the mollifier. Subse-
quently, the limsup inequality is obtained by optimizing the upper bound over all admissible
mollifiers.

To define a mollification of ϕ on Ω we first extend it to the whole R2 . Since Ω is a BV G
domain, by Proposition 2.1 we can find a compactly supported function ϕ ∈ BV G(R2) such
that ϕ = ϕ a.e. in Ω and |D∇ϕ|(∂Ω) = 0.

We define a sequence ϕε by convolving ϕ with suitable kernels. Following [47], we
introduce the class V(Ω) consisting of mollifiers η ∈ C3

c (R2×R2;R) satisfying∫
R2

η(z, x) dz = 1 for all x ∈ Ω . (7.5)

Remark 7.1. In [47] the author only requires C2 regularity for the mollifiers. We remark
that the proofs of [47, Theorem 6.1, Theorem 6.2] also work under this stronger regularity
assumption on the convolution kernels.

Let us fix an arbitrary mollifier η ∈ V(Ω) and let us define

ϕε(x) :=
1

ε2

∫
R2

η
(
y−x
ε , x

)
ϕ(y) dy =

∫
R2

η(z, x)ϕ(x+ εz) dz for x ∈ R2. (7.6)

Evaluating the sequence of functionals in (7.3) on the functions ϕεn , we obtain a first
asymptotic upper bound. More precisely, by [47, Theorem 6.1] we have that

lim
n→∞

∫
Ω

1

εn
W (∇ϕεn) + εn|∆ϕεn |2 dx = Y [η](ϕ) , (7.7)

where an explicit formula for Y [η](ϕ) is given in [47, Formula (6.4)]. The precise expression
of Y [η](ϕ) is not relevant for our purposes. It is however important to derive the expression
obtained when we optimize Y [η](ϕ) with respect to η ∈ V(Ω).

Proposition 7.2. The following equality holds true:

inf
η∈V(Ω)

Y [η](ϕ) =
1

6

∫
Jχ

|[χ]|3 dH1 .

Proof. We recall that [47, Theorem 6.2] gives

inf
η∈V(Ω)

Y [η](ϕ) =

∫
J∇ϕ

σ
(
∇ϕ+(x),∇ϕ−(x), ν∇ϕ(x)

)
dH1(x) ,

where the surface density σ is obtained by optimizing the energy for a transition from
∇ϕ−(x) to ∇ϕ+(x) over one-dimensional profiles and is given by

σ(a, b, ν) := inf
γ

{∫ +∞

−∞
F
(
− γ′(t) ν ⊗ ν, γ(t) ν + b

)
dt : γ ∈ C1(R) , there exists L > 0

s.t. for t ≥ L we have γ(−t) = d and γ(t) = 0
}

for every a, b ∈ R2 and ν ∈ S1 such that (a − b) = d ν for some d ∈ R . This exhaus-
tively defines the energy for the triple

(
∇ϕ+(x),∇ϕ−(x), ν∇ϕ(x)

)
for every x ∈ J∇ϕ , cf.

Subsection 2.3.
We claim that for all a, b ∈ S1 , a 6= b , and ν ∈ S1 with (a − b) = d ν , d ∈ R , we have

that

σ
(
a, b, ν

)
=

1

6
|a− b|3 . (7.8)

In particular, since ∇ϕ± = χ± ∈ S1 a.e., we obtain that σ
(
∇ϕ+,∇ϕ−, ν∇ϕ

)
= 1

6 |[χ]|3
H1 -a.e. on J∇ϕ = Jχ . This will conclude the proof.
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To prove (7.8), let us consider any admissible profile γ in the infimum problem defining
σ(a, b, ν). Using the definition of F in (7.4) together with |tr(ν⊗ν)| = |ν|2 = 1 and writing
γ(t)ν + b = (b · ν⊥)ν⊥ + (γ(t) + b · ν)ν , we get that∫ +∞

−∞
F
(
− γ′(t) ν ⊗ ν, γ(t) ν + b

)
dt =

1

2

∫ +∞

−∞

(
1− |b · ν⊥|2 − |γ(t) + b · ν|2

)2
+ |γ′(t)|2 dt .

Next, note that our assumptions a, b, ν ∈ S1 , a 6= b , and (a − b) = d ν imply that a · ν =

−b · ν = d
2 and 1− |b · ν⊥|2 = |d|2

4 . In conclusion we obtain that∫ +∞

−∞
F
(
− γ′(t) ν ⊗ ν, γ(t) ν + b

)
dt =

1

2

∫ +∞

−∞

(
|d|2
4 −

∣∣γ(t)− d
2

∣∣2)2

+ |γ′(t)|2 dt

=
1

2

∫ +∞

−∞

|d|4
16

(
1−

∣∣γ̃( |d|2 t)∣∣2)2

+ |d|4
16

∣∣γ̃′( |d|2 t)∣∣2 dt ,

where we have put γ̃(t) := 2
d

(
γ( 2
|d| t) −

d
2

)
. Using the change of variables s = |d|

2 t we infer

that ∫ +∞

−∞
F
(
− γ′(t) ν ⊗ ν, γ(t) ν + b

)
dt =

|d|3

16

∫ +∞

−∞

(
1− |γ̃(s)|2

)2
+ |γ̃′(s)|2 ds .

Note that γ̃(s) = −1 for s large enough and γ̃(s) = 1 for s small enough. Thus, up to the

multiplicative factor |d|
3

16 , the infimum problem that defines σ(a, b, ν) coincides with the in-
fimum problem for the optimal profile of the Modica-Mortola functional, cf. for example [14,

Chapter 6]. In conclusion, σ(a, b, ν) = |d|3
16 2

∣∣ ∫ 1

−1
(1− s2) ds

∣∣ = |d|3
6 . Since |a− b| = |d| , we

conclude (7.8). �

As a consequence, to prove Theorem 4.1-iii) we now only need to construct a sequence of
spin fields un ∈ PCλn(S1) such that their associated chirality variables χn satisfy (7.2) and

lim sup
n

Hn(χn,Ω) ≤ Y [η](χ) . (7.9)

Indeed, in view of Proposition 7.2 and Corollary 3.8, the existence of a recovery sequence
satisfying (7.1), (7.2) is then obtained by a diagonal argument (cf. also [47, Section 5]). To
find such a sequence (un)n , we first discretize the functions ϕεn defined by (7.6) on the
lattice λnZ2 . Specifically, we define ϕn ∈ PCλn(R) by

ϕi,jn := ϕεn(λni, λnj) .

In the next proposition we prove that the Aviles-Giga-like functionals in (7.7) are the same
as their discrete counterparts evaluated on ϕn , up to an error that vanishes when n→∞ .

Proposition 7.3. We have that

1

2

∫
Ω

1

εn
W (∇ϕεn) + εn|∆ϕεn |2 dx =

1

2

∫
Ω

1

εn
W (Ddϕn) + εn|∆d

sϕn|2 dx+ on(1) ,

where ∆d
sϕn is defined by (2.3).

Proof. Step 1. (L∞ -bounds on derivatives of ϕεn .) We claim that there exists a constant
C > 0 such that ∣∣∇ϕεn(x)

∣∣ ≤ C , ∣∣Ddϕn(x)
∣∣ ≤ C , (7.10)

|∇2ϕεn(x)| ≤ C

εn
, |DdDdϕn(x)| ≤ C

εn
, (7.11)

|∇3ϕεn(x)| ≤ C

ε2
n

, (7.12)

for every x ∈ R2 and every n . From the very definition of ϕεn in (7.6) and by integrating
by parts we get

∂kϕ
εn(x) =

1

ε2
n

∫
R2

η(y−xεn , x)∂kϕ(y) dy +
1

ε2
n

∫
R2

∂xkη(y−xεn , x)ϕ(y) dy , (7.13)
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∂hkϕ
εn(x) = − 1

ε3
n

∫
R2

∂zhη(y−xεn , x)∂kϕ(y) dy +
1

ε2
n

∫
R2

∂xhxkη(y−xεn , x)ϕ(y) dy

+
1

ε2
n

∫
R2

∂xhη(y−xεn , x)∂kϕ(y) dy +
1

ε2
n

∫
R2

∂xkη(y−xεn , x)∂hϕ(y) dy ,

(7.14)

and

∂hk`ϕ
εn(x) =

1

ε4
n

∫
R2

∂zhz`η(y−xεn , x)∂kϕ(y) dy − 1

ε3
n

∫
R2

∂zhx`η(y−xεn , x)∂kϕ(y) dy

− 1

ε3
n

∫
R2

∂z`xhxkη(y−xεn , x)ϕ(y) dy +
1

ε2
n

∫
R2

∂xhxkx`η(y−xεn , x)ϕ(y) dy

− 1

ε3
n

∫
R2

∂z`xhη(y−xεn , x)∂kϕ(y) dy +
1

ε2
n

∫
R2

∂xhx`η(y−xεn , x)∂kϕ(y) dy

− 1

ε3
n

∫
R2

∂z`xkη(y−xεn , x)∂hϕ(y) dy +
1

ε2
n

∫
R2

∂xkx`η(y−xεn , x)∂hϕ(y) dy ,

(7.15)

where ∂zhη(z, x) and ∂xhη(z, x) denote the derivative with respect to the h-th variable in
the first and second group of variables of η(z, x) respectively.

By the assumptions on η , the function y 7→ η
(
y−x
εn

, x
)

is supported on a ball BRεn(x) for

a suitable R > 0 (independent of n and x). Together with the condition ϕ ∈ W 1,∞(R2),
(7.13)–(7.15) yield the first inequalities in (7.10)–(7.12).

Next, we observe that, as a consequence,

|∂d
1ϕ

i,j
n | =

∣∣∣ϕεn(λn(i+ 1), λnj)− ϕεn(λni, λnj)

λn

∣∣∣ ≤ ∫ 1

0

∣∣∂1ϕ
εn(λn(i+ t), λnj)

∣∣ dt ≤ C .
With analogous computations for |∂d

2ϕ
i,j
n | we conclude the second inequality in (7.10).

In a similar way we also get that

|∂d
khϕ

i,j
n | ≤

∫ 1

0

∫ 1

0

∣∣∂khϕεn(λn(i, j) + λntek + λnseh
)∣∣dsdt ≤ C

εn
(7.16)

and thereby the second inequality in (7.11).
Step 2. (L1 -bounds on derivatives of order 2.) We prove that∫

R2

sup
B√5λn

(x)

|∇2ϕεn |dx ≤ C , (7.17)

‖DdDdϕn‖L1(R2) ≤ C . (7.18)

Recalling that ∇ϕ ∈ BV (R2;R2), we can integrate by parts in (7.14) and obtain that

∂hkϕ
εn(x) =

1

ε2
n

∫
R2

η(y−xεn , x) dDh∂kϕ(y) +
1

ε2
n

∫
R2

∂xhxkη(y−xεn , x)ϕ(y) dy

+
1

ε2
n

∫
R2

∂xhη(y−xεn , x)∂kϕ(y) dy +
1

ε2
n

∫
R2

∂xkη(y−xεn , x)∂hϕ(y) dy ,

where we let Dh∂kϕ denote the h-th component of the distributional derivative of ∂kϕ .
Since the function y 7→ η

(
y−x
εn

, x
)

is supported on a ball BRεn(x), we observe that for every

x ∈ R2

|∇2ϕεn(x)| ≤ ‖η‖∞
1

ε2
n

|D∇ϕ|
(
BRεn(x)

)
+ C

and therefore

sup
B√5λn

(x)

|∇2ϕεn | ≤ C
(

1 +
1

ε2
n

|D∇ϕ|
(
B√5λn+Rεn

(x)
))
.

Since ϕ is compactly supported in R2 , all ϕεn are supported in a common bounded set K .
As a consequence, we get that∫

R2

sup
B√5λn

(x)

|∇2ϕεn |dx ≤
∫
K+B√5λn

C
(

1 +
1

ε2
n

|D∇ϕ|
(
B√5λn+Rεn

(x)
))

dx

≤ C +
1

ε2
n

∫
R2

|D∇ϕ|
(
B√5λn+Rεn

(x)
)

dx .
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By Fubini we have that

1

ε2
n

∫
R2

|D∇ϕ|
(
B√5λn+Rεn

(x)
)

dx =
1

ε2
n

∫
R2

L2
(
B√5λn+Rεn

(x′)
)

d|D∇ϕ|(x′) ≤ C|D∇ϕ|(R2) ,

where we have used that λn � εn as n→∞ by (2.13). This concludes the proof of (7.17).
To prove (7.18) it only remains to observe that with the estimate (7.16) we get that, for
x ∈ Qλn(i, j)

|∂d
khϕn(x)| ≤

∫ 1

0

∫ 1

0

∣∣∂khϕεn(λn(i, j) + λntek + λnseh
)∣∣ dsdt ≤ sup

B√5λn
(x)

|∇2ϕεn | .

Step 3. (Estimates on the error in the potential part.) We show that

1

εn

∫
Ω

∣∣W (∇ϕεn(x))−W (Ddϕn(x))
∣∣dx→ 0 .

We start by observing that for every x ∈ Qλn(i, j)∣∣∂1ϕ
εn(x)− ∂d

1ϕn(x)
∣∣ =

∣∣∂1ϕ
εn(x)− ∂d

1ϕ
i,j
n

∣∣ ≤ ∫ 1

0

∣∣∂1ϕ
εn(x)− ∂1ϕ

εn(λn(i+ t), λnj)
∣∣dt

≤ sup
B√2λn

(x)

|∇2ϕεn |
√

2λn ,

(7.19)

a similar computation being true for the discrete partial derivatives in the direction of e2 .
By (7.10) and since W is locally Lipschitz, there exists a constant L independent of n and
x , such that∣∣W (∇ϕεn(x))−W (Ddϕn(x))

∣∣ ≤ L∣∣∇ϕεn(x)−Ddϕn(x)
∣∣ ≤ L sup

B√2λn
(x)

|∇2ϕεn |
√

2λn .

By (7.17) and using (2.13) we get that

1

εn

∫
Ω

∣∣W (∇ϕεn(x))−W (Ddϕn(x))
∣∣dx ≤ √2LC

λn
εn

= C
√
δn → 0 .

Step 4. (Estimates on the error in the derivative part.) We show that

εn

∫
Ω

∣∣|∆ϕεn |2 − |∆d
sϕn|2

∣∣ dx→ 0 .

To this end, we observe again that for x ∈ Qλn(i, j)

∂d
11ϕ

i−1,j
n − ∂11ϕ

εn(x) =

∫ 1

0

∫ 1

0

∂11ϕ
εn(λn(i− 1 + s+ t), λnj)− ∂11ϕ

εn(x) dsdt

and thus, noting that |x− (λn(i− 1 + s+ t), λnj)| ≤
√

5λn , we conclude that

|∂d
11ϕ

i−1,j
n − ∂11ϕ

εn(x)| ≤
√

5λn‖∇3ϕεn‖L∞(R2) ≤ C
λn
ε2
n

,

where we have used (7.12). Since the same estimate holds true for |∂d
22ϕ

i,j−1
n − ∂22ϕ

εn(x)| ,
we infer that

εn

∫
R2

∣∣|∆ϕεn |2 − |∆d
sϕn|2

∣∣dx = εn

∫
R2

∣∣∆ϕεn −∆d
sϕn

∣∣∣∣∆ϕεn + ∆d
sϕn

∣∣dx
≤ Cλn

εn

(
‖∇2ϕεn‖L1(R2) + ‖DdDdϕn‖L1(R2)

)
≤ C

√
δn → 0 ,

where we have used (7.17)–(7.18) and (2.13). This concludes the proof. �

Remark 7.4. In view of (7.7), Proposition 7.3 yields

lim
n→∞

1

2

∫
Ω

1

εn
W (Ddϕn) + εn|∆d

sϕn|2 dx = Y [η](ϕ) . (7.20)

Together with ϕn → ϕ in W 1,1(Ω) (see the proof of Proposition 7.5 below) this allows us
to prove the limsup inequality on the space of ϕ ∈ BV G(Ω) such that |∇ϕ| = 1 a.e. for the
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discrete functionals in (7.20). In a similar fashion it is possible to prove the same limsup
inequality for the discrete Aviles-Giga functionals defined in (2.23). Note that both results

hold without assuming the additional scaling assumption
δ5/2n

λn
→ 0 and instead require

merely that λn
εn
→ 0 as n→∞ .

Using the discrete functions ϕn , we can now define the sequence χn . To this end it is
convenient to introduce the spin fields un ∈ PCλn(S1) by

ui,jn :=
(

cos
(√

δn
λn

ϕi,jn
)
, sin

(√
δn
λn

ϕi,jn
))
.

We then define χn := χ(un) through (2.8) as the chirality variable associated to un . More-
over, let us again use the notation χ̃n := χ̃(un) for the order parameters defined as well
in (2.8), and χn for the auxiliary variables defined by (2.19).

Note that the construction of un is done in such a way that

χn = Ddϕn for all n large enough. (7.21)

Indeed, by (7.10) we have that
√
δn|∂d

1ϕn| < π for all n large enough. Thus, evaluating (2.6)
and using standard trigonometric identities we get that

(θhor(un))i,j = sign
(

sin(
√
δn ∂

d
1ϕ

i,j
n )
)

arccos
(

cos(
√
δn ∂

d
1ϕ

i,j
n )
)

=
√
δn ∂

d
1ϕ

i,j
n

for all i, j . Analogously, (θver(un))i,j =
√
δn ∂

d
2ϕ

i,j
n . Then, in view of (2.19) we ob-

tain (7.21).
Let us prove that the sequence (χn)n satisfies the conditions in (7.2).

Proposition 7.5. There exists a constant C > 0 such that

‖χn‖L∞(R2) ≤ C and ‖χn‖L∞(R2) ≤ C (7.22)

for all n . Moreover, χn → χ in Lp(Ω;R2) for all p <∞ .

Proof. From (7.10) and (7.21) we immediately get boundedness of (χn)n in L∞ . Writing
χn in terms of χn and using that | sin(s)| ≤ |s| we have that |χn| ≤ |χn| , which concludes
the proof of (7.22).

To show that χn → χ in Lp(Ω;R2) for all p <∞ observe that due to the L∞ bound on
the sequence (χn)n it is enough to show the convergence only in L1(Ω;R2).

We start by showing that χn → χ in L1(Ω;R2). Let us recall that χ = ∇ϕ . By (7.21)
we get that

‖χn − χ‖L1(Ω) ≤ ‖Ddϕn −∇ϕεn‖L1(Ω) + ‖∇ϕεn −∇ϕ‖L1(Ω)

for n large enough. Using the bounds (7.17) and (7.19) (together with its analogue for
discrete partial derivatives in the direction of e2 ) already proven in Proposition 7.3, we
obtain for the first term

‖Ddϕn −∇ϕεn‖L1(Ω) ≤ Cλn → 0 , as n→∞ .

Moreover, from (7.5) we deduce that

∇ϕ(x) =

∫
R2

∇xη(z, x)ϕ(x) + η(z, x)∇ϕ(x) dz , for x ∈ Ω ,

where ∇xη(z, x) denotes the gradient of η with respect to the second group of variables.
Together with (7.6), this yields∫

Ω

|∇ϕεn(x)−∇ϕ(x)|dx ≤
∫

Ω

∫
R2

|∇xη(z, x)| |ϕ(x+ εnz)− ϕ(x)|dz dx

+

∫
Ω

∫
R2

|η(z, x)| |∇ϕ(x+ εnz)−∇ϕ(x)|dz dx

≤ ‖∇η‖L∞
∫
BR

‖ϕ( ·+ εnz)− ϕ‖L1(Ω) dz

+ ‖η‖L∞
∫
BR

‖∇ϕ( ·+ εnz)−∇ϕ‖L1(Ω) dz → 0
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as n → ∞ , where R > 0 is a radius (independent of n and x) such that z 7→ η(z, x) is
supported in BR and we have used the continuity of translations of L1 functions. This
concludes the proof that χn → χ in L1(Ω;R2).

Hence, it remains to show that ‖χn−χn‖L1(Ω) → 0. Similarly as in Remark 2.5 we have

that |χn−χn| ≤ Cδn|χn|3 . Thus, by (7.22) we even have that χn−χn → 0 in L∞(Ω). �

It remains to show that lim supnHn(χn,Ω) ≤ Y [η](χ). We will achieve this by comparing
the energies Hn(χn,Ω) to the discrete Aviles-Giga-like energies from Proposition 7.3. This

is the only part of the proof in which we require the scaling assumption
δ5/2n

λn
→ 0.

Proposition 7.6. Assume that
δ5/2n

λn
→ 0 . Then,

Hn(χn,Ω) =
1

2

∫
Ω

1

εn
W (Ddϕn) + εn|∆d

sϕn|2 dx+ on(1) .

Proof. Step 1. (Estimate of |W (χn)−W (Ddϕn)| .) We prove that

1

εn

∫
Ω

|W (χn)−W (Ddϕn)|dx→ 0 .

First, by (7.21) we have that

|W (χn)−W (Ddϕn)| =
∣∣1− |χn|2 + 1− |χn|2

∣∣∣∣|χn|2 − |χn|2∣∣
≤
(

2
∣∣1− |χn|2∣∣+

∣∣|χn|2 − |χn|2∣∣)∣∣|χn|2 − |χn|2∣∣ .
Next, as in Remark 2.5 we obtain that |χn − χn| ≤ Cδn|χn|3 . In view of (7.22) and (2.13)
we get

1
√
εn

∥∥|χn|2 − |χn|2∥∥L2(Ω)
=

1
√
εn

∥∥|χn + χn||χn − χn|
∥∥
L2(Ω)

≤ C δn√
εn

= C

(
δ

5/2
n

λn

)1/2

→ 0 .

Moreover, by (7.7) and Proposition 7.3,

1

εn

∥∥1− |χn|2
∥∥2

L2(Ω)
=

1

εn

∫
Ω

W (Ddϕn) dx ≤ C .

In conclusion, by Hölder’s inequality,

1

εn

∫
Ω

|W (χn)−W (Ddϕn)|dx ≤
(

2√
εn

∥∥1− |χn|2
∥∥
L2(Ω)

+ on(1)
)
· on(1)→ 0 .

Step 2. (Estimate of |W d(χn)−W (χn)| .) We prove that

1

εn

∫
Ω

|W d(χn)−W (χn)|dx→ 0 .

As in (2.36) we have that∣∣√W d(χi,jn )−
√
W (χi,jn )

∣∣ ≤ 1

2

∣∣(χi,j1,n + χi−1,j
1,n )λn∂

d
1χ

i−1,j
1,n + (χi,j2,n + χi,j−1

2,n )λn∂
d
2χ

i,j−1
2,n

∣∣
≤ Cλn

(
|Ddχi−1,j

n |+ |Ddχi,j−1
n |

)
,

where we have used (7.22). By writing χn in terms of χn and using the 1-Lipschitz continuity

of the map s 7→ 2√
δn

sin(
√
δn
2 s) we get that |Ddχn| ≤ |Ddχn| = |DdDdϕn| . Let us observe

that by the bounds (7.11) and (7.18) we have that ‖DdDdϕn‖L2(R2) ≤ C√
εn

and, as a

consequence, by (2.13),

1
√
εn

∥∥√W d(χn)−
√
W (χn)

∥∥
L2(Ω)

≤ Cλn
εn
→ 0 .

Writing W d −W =
(
2
√
W + (

√
W d −

√
W )
)(√

W d −
√
W
)

we infer that

1

εn

∫
Ω

|W d(χn)−W (χn)|dx ≤
(

2√
εn

∥∥√W (χn)‖L2(Ω) + on(1)
)
· on(1)→ 0 ,
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where we have used that that 1√
εn
‖
√
W (χn)‖L2(Ω) ≤ C by (7.7), Proposition 7.3, and

Step 1.
Step 3. (Estimate of

∣∣|Ad(χn)|2 − |∆d
sϕn|2

∣∣) We prove that

εn

∫
Ω

∣∣|Ad(χn)|2 − |∆d
sϕn|2

∣∣ dx→ 0 .

To show this we observe that∣∣|Ad(χn)|2 − |∆d
sϕn|2

∣∣ =
∣∣Ad(χn) + ∆d

sϕn
∣∣∣∣Ad(χn)−∆d

sϕn| ,

where, by (7.21),∣∣Ad(χn)i,j + ∆d
sϕ

i,j
n

∣∣ ≤ |Ddχ̃i−1,j
n |+ |Ddχ̃i,j−1

n |+ |Ddχi−1,j
n |+ |Ddχi,j−1

n | (7.23)

and ∣∣Ad(χn)−∆d
sϕn| ≤ |Ddχ̃i−1,j

n −Ddχi−1,j
n |+ |Ddχ̃i,j−1

n −Ddχi,j−1
n | . (7.24)

To estimate the right-hand side in (7.23) we use the 1-Lipschitz continuity of the map
s 7→ 1√

δn
sin(
√
δns) to obtain that |Ddχ̃n| ≤ |Ddχn| = |DdDdϕn| . As in Step 2 we have that

‖DdDdϕn‖L2(R2) ≤ C√
εn

by the bounds (7.11) and (7.18) in the proof of Proposition 7.3. As
a consequence, ∥∥Ad(χn) + ∆d

sϕn
∥∥
L2(Ω)

≤ C
√
εn
.

To estimate the right-hand side in (7.24) we proceed similarly as in Step 3 in Section 6.
Specifically, as in (6.20) we have that

|∂d
k χ̃h,n − ∂d

kχh,n| ≤ Cδn
(
|χh,n|2 + |χ•+ekh,n |

2
)
|∂d
kχh,n| ≤ Cδn|∂d

khϕn|

for k, h = 1, 2, where the last inequality is due to (7.21) and (7.22). Using again that
‖DdDdϕn‖L2(R2) ≤ C√

εn
, we obtain that ‖∂d

k χ̃h,n − ∂d
kχh,n‖L2(Ω) ≤ C δn√

εn
. This yields

‖Ad(χn)−∆d
sϕn‖L2(Ω) ≤ C

δn√
εn
.

Finally, our estimates lead to

εn

∫
Ω

∣∣|Ad(χn)|2 − |∆d
sϕn|2

∣∣dx ≤ Cδn → 0 .

Recalling that

Hn(χn,Ω) =
1

2

∫
Ω

1

εn
W d(χn) + εn|Ad(χn)|2 dx ,

Steps 1–3 yield the claim of the proposition. �

Thanks to (7.7) and Propositions 7.3 and 7.6, we have proved (7.9). Since by Propo-
sition 7.5 the sequence (χn)n moreover satisfies (7.2), this concludes the proof of Theo-
rem 4.1-iii).
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