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ABSTRACT. The goal of the paper is four-fold. In the setting of spaces with synthetic
Ricci curvature lower bounds (more precisely RCD(K, N) metric measure spaces):

e we develop an intrinsic theory of Laplacian bounds in viscosity sense and in a
pointwise, heat flow related sense, showing their equivalence also with Laplacian
bounds in distributional sense;

e relying on these tools, we establish a new PDE principle relating lower Ricci
curvature bounds to the preservation of Laplacian lower bounds under the evolution
via the p-Hopf-Lax semigroup, for general exponents p € [1,00). The principle
admits a broad range of applications, going much beyond the topic of the present
paper;

e we prove sharp Laplacian bounds on the distance function from a set (locally)
minimizing the perimeter with a flexible technique, not involving any regularity
theory; this corresponds to vanishing mean curvature in the smooth setting and
encodes also information about the second variation of the area;

e we initiate a regularity theory for boundaries of sets (locally) minimizing the
perimeter, obtaining sharp dimension estimates for their singular sets, quantita-
tive estimates of independent interest even in the smooth setting and topological
regularity away from the singular set.

The class of RCD(K, N) metric measure spaces includes as remarkable sub-classes:
measured Gromov-Hausdorff limits of smooth manifolds with lower Ricci curvature
bounds and finite dimensional Alexandrov spaces with lower sectional curvature bounds.
Most of the results are new also in these frameworks. Moreover, the tools that we
develop here have applications to classical questions in Geometric Analysis on smooth,
non compact Riemannian manifolds with lower Ricci curvature bounds.
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1. INTRODUCTION

Minimal surfaces constitute a fascinating research topic across Analysis and Geometry,
with strong connections with Topology and Mathematical Physics. Even if the field is
extremely rich in results and techniques, arguably two cornerstones in the theory of minimal
surfaces in Riemannian manifolds are:

e the regularity theory, asserting that a minimal surface is smooth away from a small
(in the sense of Hausdorff dimension) singular set;

e the first and second variations formulae, encoding at a differential level the fact
that a minimal surface is a stationary point (resp. a local minimum or a min-max
critical point) of the area functional.

Classically, the regularity theory is established for minimal surfaces in Euclidean ambient
spaces, and then transplanted to the smooth curved setting of Riemannian manifolds by
using local coordinates or Nash embedding theorem. While on the one hand this procedure
gives sharp qualitative regularity results (such as the dimension of the singular set), on the
other hand it is not completely satisfactory in terms of effective estimates, which usually
depend on quantities like the injectivity radius or the full Riemann curvature tensor.

A natural question (raised for instance in Gromov’s lectures [80, pp. 334-335]) is to which
extent one can develop a theory for minimal surfaces if the ambient space is non-smooth.
In the case of 2-dimensional minimal surfaces in (suitable) metric spaces, there has been
recent progress by Lytchak-Wenger [103, 104, 105] who successfully studied the Plateau
problem together with geometric applications.

The aim of the present paper is to investigate the higher dimensional case of minimal
boundaries in possibly non-smooth finite dimensional ambient spaces, satisfying Ricci
curvature lower bounds in a synthetic sense. More precisely, the framework for the
ambient space throughout the paper is the one of RCD(K, N) metric measure spaces, for
finite N € [1,00) and K € R (see subsection 2.2 for a quick introduction and relevant
bibliography). Here K € R plays the role of (synthetic) lower bound on the Ricci curvature
and N € [1,00) plays the role of (synthetic) upper bound on the dimension. This class
includes measured Gromov-Hausdorff limits of smooth manifolds with Ricci curvature lower
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bounds (see [41, 42, 43, 46, 45]) and finite dimensional Alexandrov spaces with sectional
curvature lower bounds (see [31, 119]). Most of our results are new also in these more
classical settings.

The goal of the paper is four-fold. In the aforementioned setting of (possibly non-smooth)
RCD(K, N) metric measure spaces:

e we develop an intrinsic theory of Laplacian bounds in viscosity sense and in a
pointwise, heat flow related sense, showing their equivalence also with Laplacian
bounds in distributional and (various) comparison senses;

e we establish a PDE principle relating lower Ricci curvature bounds to the preserva-
tion of Laplacian lower bounds under the evolution via the p-Hopf-Lax semigroup,
for general exponents p € [1,00);

e we prove sharp Laplacian bounds on the distance function from a set (locally) min-
imizing the perimeter; this corresponds to vanishing mean curvature in the smooth
setting (i.e. the first variation formula), encoding at the same time information
about the second wvariation of the area along equidistant sets. This is achieved
with a flexible technique, independent of any regularity theory and applicable to
solutions of different variational problems;

e we initiate a regularity theory for boundaries of sets (locally) minimizing the perime-
ter, obtaining sharp Hausdorff dimension bounds for the singular set, Minkowski
bounds, and topological regularity in a neighbourhood of the regular set (i.e., where
the tangent is flat half-space).

Besides the deep theoretical interest towards developing Geometric Measure Theory
under curvature bounds in a non smooth setting, the tools that we develop here find
applications in the study of classical questions in Geometric Analysis on smooth non
compact Riemannian manifolds with lower Ricci bounds, see for instance [21, 59]. In
particular, due to the compactness and stability of RCD(K, N) spaces and to the stability
of minimal boundaries, the aforementioned fourth goal is a step towards an effective theory
of minimal boundaries under lower Ricci curvature bounds, not depending on additional
assumptions such as lower bounds on the injectivity radius or full Riemann curvature
bounds.

We next illustrate the main results of the paper.

1.1. Mean curvature bounds and minimal boundaries in a non smooth setting.
The subject of our study will be sets of finite perimeter that locally minimize the perimeter,
according to the following.

Definition 1.1. Let (X,d, m) be an RCD(K, N) metric measure space and let Q& C X be
an open domain. Let £ C X be a set of locally finite perimeter. We say that E is locally
perimeter minimaizing in ) if for any x € Q there exists r, > 0 such that £ minimizes the

perimeter among all the perturbations that are compactly supported in B, (z), i.e. for
any Borel set F' such that EAF C B, (z) it holds

Per(E, B, (z)) < Per(F, B, (x)) .

The above is a very general condition. For instance, smooth minimal hypersurfaces in
Riemannian manifolds are locally boundaries of locally perimeter minimizing sets according
to Definition 1.1, even though, in general, they do not minimize the perimeter among
arbitrarily compactly supported variations. A simple example in this regard is the equator
inside the sphere.
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Let us define the comparison function tx n : Ix,ny — R as

—/K(N —1)tan (/55 2) if K >0

tK,N(ﬂj) = 0 ifK=0

(1.1) V=E(N=T)tanh (\/552) i K <0,

DI V=% NE-s I T Y

R iftK<0.

A fundamental property of locally area minimizing hypersurfaces in a smooth Riemannian
manifold is that their mean curvature vanishes. Our first main result is the following sharp
Laplacian comparison for the distance from a locally perimeter minimizing boundary. It
shall be thought as a global and non smooth counterpart of the smooth fact that the mean
curvature vanishes for sets locally minimizing the perimeter.

Theorem 1.2 (Theorem 5.2). Let (X,d, #N) be an RCD(K, N) metric measure space.
Let E C X be a set of locally finite perimeter and assume that it is a local perimeter
minimizer. Let di : X \ E'— [0,00) be the distance function from E. Then

where ti N is defined in (1.1).

Remark 1.3 (How to interpret the Laplacian bounds). The Laplacian bounds (1.2) have
to be intended in any of the equivalent ways stated in Theorem 3.28, i.e. either in the
viscosity, distributional, heat flow, or comparison senses (see subsection 1.4 later in the
introduction for an outline of the various notions).

Remark 1.4. The upper bound (1.2) is sharp already in the class of smooth Riemannian
manifolds with Ricci curvature bounded below by K € R and dimension equal to N €
N, N > 2. Indeed, it is easily seen that:

e Case K > 0. The distance function from a equatorial hyper-sphere inside the
N-dimensional sphere of constant sectional curvature K/(N — 1) achieves equality
in (1.2).

e Case K = 0. The distance function from a hyperplane in RV is harmonic, and thus
achieves equality in (1.2).

e Case K < 0. The distance function from a horosphere inside the N-dimensional
hyperbolic space of constant sectional curvature K/(N — 1) achieves equality in
(1.2).

Encoding mean curvature bounds through the Laplacian of the distance function as
in (1.2) is equivalent to the classical vanishing mean curvature condition for smooth
hypersurfaces on Riemannian manifolds. Moreover, according to [133, 75|, this is the
right way to look at mean curvature bounds, having in mind the perspective of global
differential geometry. As we shall explain, (1.2) also encodes the information about the
second variation of the perimeter on equidistant sets from E usually obtained with the
second variation formula for the perimeter.

Let us mention that some proposals of weak notions of mean curvature bounds in the
non-smooth setting have been put forward in [90, Section 5] and [38, Section 5.1] by using
localisation (also called needle decomposition) techniques. Compared to such proposals,
the remarkable advantage of the approach via Laplacian comparison (1.2), and key new
point of the present work, is that we establish mean curvature bounds for solutions of
variational problems, such as local perimeter minimizers. This makes the new tools very
powerful for geometric applications.
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Theorem 1.2 is new even for Alexandrov spaces with sectional curvature bounded from

below and for Ricci limit spaces. The proof is independent of the regularity theory for
minimal boundaries and it avoids the first variation formula for the perimeter. Hence it
is different from those present in the literature also when read on smooth Riemannian
manifolds. Moreover, the technique that we develop here is flexible and can be applied to
solutions of more general variational problems as the isoperimetric one, see [21].
We remark that it is much simpler to prove the sharp Laplacian comparison for mini-
mal boundaries inside Ricci limit spaces that can be obtained as limits of minimizing
boundaries in smooth Riemannian manifolds with Ricci curvature uniformly bounded from
below, essentially by passing to the limit the analogous statements for smooth manifolds.
This assumption, however, would largely restrict the set of applications with respect to
Theorem 1.2.

Extensions of some classical theorems in Riemannian Geometry such as Frankel’s theorem
[63] about intersecting minimal hypersurfaces on closed manifolds with positive Ricci
curvature and Simons’ theorem [124] about the non-existence of two-sided area-minimizing
hypersurfaces on closed manifolds with positive Ricci curvature will follow as corollaries
(see Theorem 5.7 and Corollary 6.18), thus confirming the strength of this approach.
Moreover, Theorem 1.2 plays a key role in the regularity theory, for instance in establishing
Minkowski-type bounds on the singular set (see Theorem 6.39).

1.2. A regularity theory for minimal boundaries on RCD spaces. A second main
goal of this paper is to initiate the regularity theory of minimal boundaries on RCD spaces.
This can be seen as a step towards an effective regularity theory for minimal hypersurfaces
under lower Ricci bounds, where by effective we mean only depending on the ambient
Ricci curvature and volume lower bounds (and independent of extra assumptions such as
injectivity radius, or bounds on the full Riemann curvature tensor).

Our first result in this direction is an e-regularity theorem in the spirit of De Giorgi’s
regularity theory for Euclidean minimal boundaries [54] and of the volume e-regularity
theorem for manifolds with lower Ricci bounds originally due to Cheeger-Colding [49, 41]
(see Theorem 2.5 below).

Definition 1.5 (e-regular points). Let ¢ > 0. If (X,d, ") is an RCD(—¢, N) metric
measure space and F C X is a set of finite perimeter, minimizing the perimeter in
By(z) C X, such that:

(i) the ball By(x) C X is e-GH close to the ball B2(0) C RY;

(ii) E is e-close on By(z) in the L' topology to {t < 0} € RY and OF N By(z) is
e-GH close to {t = 0} N By(0) C RY, where we denoted by ¢ one of the canonical
coordinates on RY;

then we shall say that E is e-regular at  in Ba(x).
The notion of e-regular at = in B,(x) can be introduced analogously by scaling.

Notice that, as we prove in Theorem 2.42, L'-convergence of perimeter minimizing
open sets automatically self-improves to Hausdorff convergence of their boundaries in this
setting.

Theorem 1.6 (e-regularity). Let N > 1 be fized. For anye > 0 there exists § = 6(¢, N) > 0
such that the following holds. If (X,d, #) is an RCD(—68, N) metric measure space,
E C X is perimeter minimizing on Bi(x) C X and E is 0-reqular in Ba(z) then, for any
y € 0ENBi(z) and any 0 < r < 1, E is er-regular in B, (y).

Moreover, for any 0 < a < 1, there exists 6 = §(a, N) > 0 such that, if x € OF and E is
S-regular at x on B (z), then OE N By(z) is C*-homeomorphic to the ball B1(0) C RV~

The uniform Reifenberg flatness of minimal boundaries on sequences of smooth manifolds
converging in the Lipschitz sense had been previously considered by Gromov in [76, 79].
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Here we remove the smoothness assumption, we rely only on the synthetic Ricci curvature
lower bounds, and we relax the notion of closeness for the ambient spaces to Gromov-
Hausdorff. This has the effect of largely broadening the set of possible applications, thanks
to the well known precompactness of spaces with lower Ricci and upper dimension bounds
in Gromov-Hausdorff sense and to the well established regularity theory for ambient spaces.
The main new idea that we introduce for the proof of Theorem 1.6 is very robust. The same
technique applies to general variational problems in the setting of spaces with lower Ricci
bounds, as soon as there are enough stability and an e-regularity theorem with gap for the
analogous problem in the Euclidean setting, see Remark 6.6 for the precise statement.

Theorem 1.6 is the building block to prove that the boundary of a locally-perimeter-
minimizing set is a topological manifold away from sets of ambient codimention three. A
difficulty, which is absent in the Euclidean theory, is that we need to control simultaneously
the flatness of the ambient and the flatness of the hypersurface inside it.

Theorem 1.7 (Theorem 6.30). Let (X,d, ") be an RCD(K, N) metric measure space.
Let E C X be a set of finite perimeter. Assume that E is perimeter minimizing in
Bsy(z) C X and Bo(x)NOX = 0. Then, letting ST be the set of singular boundary points of
OF, i.e. those points where there exists a blow-up which is not a flat Euclidean half-space,

it holds

(1.3) dimp (S¥ N By(z)) < N —3.

Moreover, for any 0 < a < 1 there exists a relatively open set
O, C OE N By(x)

such that
e (OE\SE)N Bi(z) C Oy ; hence, in particular, dimy ((OE \ Oq) N Bi(x)) < N —3;
o O, is C*-biHolder homeomorphic to an (N — 1)-dimensional open manifold.

Additionally, in Theorem 6.23 we will prove a sharp dimension estimate
(1.4) dimp (S¥NR(X)) < N -8,

for the intersection of the singular set of the minimal boundary with the regular set R(X)
of the ambient space.

Remark 1.8. The Hausdorff dimension estimate (1.3) is sharp in this context, as elementary
examples illustrate (see Remark 6.28 and Remark 6.31). It will be obtained through
the classical dimension reduction pattern, but several new difficulties arise, due to the
non smoothness of the ambient space (for instance it is not clear whether the classical
monotonicity formula for minimal surfaces holds in such a general framework).

The C%® regularity of the manifold O, containing the regular set matches the (currently
known) regularity of the regular part R(X) of the ambient space X (after Cheeger-Colding’s
metric Reifenberg Theorem [41, Appendix 1] and [88]). Higher regularity of OF \ S¥ (e.g.
contained in a Lipschitz manifold), would require first improving the structure theory of
the ambient space.

In Theorem 6.39 we will also obtain a Minkowski estimate for the quantitative singular
sets of minimal boundaries in this framework, in the spirit of [46, 47, 113]. The estimate
has independent interest and it is new also for smooth manifolds with lower Ricci curvature
and volume bounds (see Remark 6.52).1

n [58], which appeared on the arXiv the day before the appearance of the present paper, Q. Ding has
independently proved the first part of Theorem 1.6 and the Hausdorff dimension estimate (1.3) under the
additional assumption that the minimal boundary is a limit of minimal boundaries along a sequence of
smooth manifolds with Ricci curvature and volume of unit balls uniformly bounded from below. These
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1.3. Outline of the strategy to establish the Laplacian bounds of Theorem 1.2.
On smooth Riemannian manifolds, minimal surfaces are critical points of the area functional.
A key technical tool for this definition is the first variation formula.

For the sake of this presentation, let us focus on sets of finite perimeter in Euclidean
ambient spaces. Given any such set £ C R™ and any smooth vector field X with compact
support in B,(x) C R", we can consider the induced flow of diffeomorphisms (®);c(—c )
such that &g = Id. Then

(1.5) 4 Per(®:(E) N By(z)) = / divg X d Perg,
dt =0 FENB,(z)

where divg denotes the tangential divergence, F E denotes the so-called reduced boundary
of the set of finite perimeter £ and Perg its perimeter measure. When FE is an open
set with smooth boundary, FE coincides with the topological boundary and Perg is the
surface measure, see [71, 106].

If E is locally perimeter minimizing, then a deep regularity result originally due to De Giorgi
[54] and refined by Federer (after work of Simons) is that FE is smooth and OF \ FE has
ambient codimension 8; moreover, (1.5) implies that the classical mean curvature vanishes

on FFE.

It is often advocated that Ricci curvature governs the distortion of volumes on a smooth
Riemannian manifold. Indeed, it enters into the variation formula for the area element
of the equidistant sets from a given smooth hypersurface, see [82, 75]. If we consider
a smooth minimal hypersurface, the first derivative of the area element of equidistant
surfaces vanishes at ¢ = 0, moreover the Ricci curvature in normal direction and the second
fundamental form enter into the expression for the second derivative.

There are two main drawbacks of this approach: it only looks at the infinitesimal geometry
near to the hypersurface and it requires smoothness, while usually minimal hypersurfaces
are built through variational methods and global regularity is not guaranteed.

Focusing on the first issue, it is possible to switch from an infinitesimal to a global
perspective. If ¥ C M is a smooth minimal hypersurface inside a smooth Riemannian
manifold with non-negative Ricci curvature, then the distance function dy; is superharmonic
on M \ X, see [133] and Appendix A. This is a remarkable observation for the sake of
developing an analogous theory on metric measure spaces, since it avoids the necessity of
giving a meaning to the mean curvature of a hypersurface.

Let us recall a classical argument [77] to deal with the aforementioned regularity issue
in the setting of smooth Riemannian manifolds that was key in the proof of the Lévy-
Gromov isoperimetric inequality. The fundamental observation is that in order to bound
the Laplacian of the distance function, minimality (in the stricter sense of local area
minimizing) was only needed at footpoints of minimizing geodesics on the hypersurface
itself. In various situations, deep regularity theorems ([54, 2]) guarantee that minimal
hypersurfaces are smooth in a neighbourhood of these points and the classical arguments
can then be applied.

Given our current knowledge of RCD spaces, there is little hope that such an approach
could prove Theorem 1.2: there is no first variation formula as (1.2) available at the moment
and, even more dramatically, the classical regularity theorems do not make sense in this
non-smooth setting. The Lévy-Gromov isoperimetric inequality has been generalized to
the present framework in [36], avoiding the analysis of the mean curvature of isoperimetric
sets (see also [96], dealing with smooth Riemannian manifolds). However, a sharper

results played a fundamental role in the subsequent proof of the Poincaré inequality for minimal graphs
over smooth manifolds with nonnegative Ricci curvature and Euclidean volume growth and of generalized
versions of Bernstein’s theorem in [59].
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understanding of mean curvature bounds for solutions of variational problems is definitely
needed for more refined developments.

In [33], a different proof of the vanishing of the mean curvature for local minimizers of
the perimeter functional was obtained in the Euclidean setting. It does not rely on the
regularity theory for area minimizers nor on the first variation formula, rather, it follows
the pattern of viscosity theory in partial differential equations. The possibility of following
a similar pattern to prove the Lévy-Gromov isoperimetric inequality on Alexandrov spaces
was pointed out later in the research announcement [118], together with the key remark
that the sup-convolution could act as a counterpart of the more classical slicing with
quadratic polynomials of the viscosity theory.

Below, we outline the strategy that we will follow, inspired by [33] and [118], neglecting
some of the regularity issues.

Consider a locally area minimizing hypersurface ¥ C R"”, and assume that it is the
boundary of a smooth domain D, locally minimizing the surface measure among all
compactly supported perturbations.

Let dy, : X — [0,00) be the distance function from X, defined by:

dy(z) ;= inf{d(z,y) : y € X}.

We wish to prove that Ady, < 0 in the viscous sense on R™ \ ¥. Let us suppose that this is
not the case. Then there exist z € R™ \ ¥ and a smooth function ¢ : U; — R such that

(1.6) Ap(z)>e>0, o) =ds(z), ¢<dyg.

Let us extend ¢ to a globally defined function ¢ : R® — R such that ¢ < dy. Then we
introduce ¢ : R® — R by

Py) = max{p(z) - d(z,p)}

The properties of ¢ that will be relevant for our purposes are the following:

(i) @ is a 1-Lipschitz map;

(i) ¢ < dy;

(iii) let us denote by 'y one of the footpoints of 2 on ¥.. Then ¢ = dy, along the minimal
geodesic connecting z to zy;

(iv) suppose for simplicity that xyx is the unique footpoint of z on . Then ¢ < dy
outside from the minimal geodesic connecting x to xx. Moreover, there is a
neighbourhood Uy, of xx, such that the maximum defining ¢ is achieved at points
in a neighbourhood U, of x for any y € U,,;

(v) as a first consequence of (iv), |[V@| = 1 almost everywhere in Uy ;

(vi) as a second consequence of (iv),

(1.7) Ap>e >0,
in the sense of distributions on Uy,.

Property (vi) above is a consequence of the completely non trivial fact that the transform
mapping ¢ into ¢ preserves, in a suitable sense, Laplacian lower bounds. We shall focus
more in detail later on this fact.

Let us see how to combine the ingredients above to reach a contradiction with the
assumption that ¥ is a locally area minimizing surface.

Suppose that ¢ is also smooth in a neighbourhood of xy and let us cut the original
surface ¥ along the level sets of ¢. By (ii), (iii) and (iv) above we obtain a family of
compactly supported perturbations 3, ¢t € [0,0) of ¥ = % in this way. We claim that, for
some ¢t € [0,¢), ¥; has area smaller than 3.
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Let €©; be the region bounded between X and ¥;. The boundary 0¢); is made of two
components, one along ¥, denoted by ¥4, and one along ¥;, denoted by X,,¢,,. Then we
can compute:

0< [ Ap=— V@ -vs,, d#" T + V@ -vs,,, A"

Q¢ old Snew

by
= — / V- VS 14 dn—t — %"—1(27%)
Yotd

< %n_l(zold) - <%071_1(2'new) .

Above, the first inequality follows from (vi), the first identity follows from the Gauss-Green
formula, the second one from the fact that 3,., is along the level hypersurface of ¢
therefore (taking into account also (v)) we have —vy, = V@. The last inequality follows
from (i), which guarantees in turn that

Hence

Vo -vs,,,| <1.

<%ﬂn_l(zold) - e%ﬂn_l(znew) > 07

contradicting the local minimality of X.

Let us now comment on the main steps in the formal argument above.

o We will deal with sets of finite perimeter: their boundaries provide a weak notion

of codimension one hypersurface suitable for compactness and stability arguments.
The Euclidean theory was developed in the 50’s and later partially generalized to
metric measure spaces in [3, 4]. In the framework of RCD spaces they are quite
well understood after [6, 26, 27].

This class is very natural to consider. Indeed, we recall that the classical regularity
theory for area minimizing surfaces in codimension one was built on top of the
regularity theory for minimal boundaries.

In order to exploit the variational structure of the problem in the contradiction
argument we rely on the viscous perspective, while for the sake of applying the
Gauss-Green theorem it is important to understand Laplacian bounds in the sense
of distributions. To this aim, we are going to develop a theory of Laplacian bounds
in viscous sense on RCD(K, N) spaces and prove the equivalence with other weak
notions of Laplacian bounds, including the distributional one. This part will be
used in some of the geometric applications but it is also of independent analytical
interest.

Conclusion (vi) above is a consequence of a completely non trivial statement about
the preservation of Laplacian bounds via sup-convolution in the Euclidean setting.
As we shall see, this statement holds, in a suitable sense, also for RCD spaces and
it turns that it characterizes lower Ricci curvature bounds, at least on smooth
Riemannian manifolds.

1.4. Weak notions of Laplacian bounds. Notions of superharmonicity for non smooth
functions and, more in general, a weak theory of bounds for the Laplacian on smooth
Riemannian manifolds have been fundamental in the Geometric Analysis of manifolds with
lower curvature bounds. In [34] a global version of the Laplacian comparison theorem was
formulated in the sense of barriers; such a barrier formulation played a role also in the
proof of the splitting theorem in [44]. Then a viscous notion of Laplacian bounds was
considered in [133] and its equivalence with other notions, such as the distributional one,
was studied in [72]. Since then, these different perspectives have played key roles in the
theory. We refer for instance to [18] for a survey of some recent applications of the viscous
perspective.
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In more recent years, some of these weak notions of Laplacian have been necessary for
the developments of an analysis on metric (measure) spaces.
In the first approaches [92, 123] the perspective was variational. This was made possible
by the presence of a good notion of modulus of the gradient on metric measure spaces (see
[39, 81]). More recently, on the one hand the point of view of gradient flows came into play
in [9], also in connection with the heat flow. On the other hand, in [65] a distributional
approach to the Laplacian on metric measure spaces was put forward.

All of the theories above were dealing with quite general metric measure spaces. We
aim to show that the further regularity of RCD(K, N) spaces allows to partially fill the
gap with the classical Riemannian theory.

The first contribution in this regard is a theory of viscous bounds for the Laplacian.

Definition 1.9 (Viscous bound for the Laplacian). Let (X, d, m) be an RCD(K, N) metric
measure space and let 2 C X be an open and bounded domain. Let f : 2 — R be locally
Lipschitz and n € C,(2). We say that Af <7 in the viscous sense in € if the following
holds. For any ' € © and for any test function ¢ : Q' — R such that

(i) ¢ € D(A,Q) and Ay is continuous on ';
(ii) for some x € ' it holds ¢(x) = f(z) and ¢(y) < f(y) for any y € ', y # x;

it holds
Ap(z) < n(z).

The starting point for the viscosity theory of PDEs is the observation that a smooth

function at a minimum point has vanishing gradient and non-negative Hessian. By tracing
the Hessian, it has also non-negative Laplacian (since also the gradient is vanishing, this
principle holds true in the weighted Riemannian setting as well).
For evident reasons, this is a delicate point on metric measure spaces. The first issue is
singling out a class of sufficiently smooth functions that is rich enough to make definitions
non trivial. The second is that there is no pointwise notion of Hessian available in this
setting. Nevertheless we are able to prove the equivalence between viscosity bounds on the
Laplacian and distributional bounds.

Theorem 1.10. Let (X,d, #Y) be an RCD(K, N) metric measure space. Let Q C X
be an open and bounded domain, f : @ — R be a Lipschitz function and n : Q@ — R be
continuous. Then Af < in the sense of distributions if and only if Af < n in the viscous
sense.

The key difficulty discussed above will be circumvented relying on a powerful maximum
principle obtained in [136], reminiscent of the Omori-Yau and Jensen’s maximum principles.
To prove that - at a minimum point of a sufficiently regular function - the Laplacian is
non-negative, we will build a family of auxiliary functions playing the role of the distance
squared in the Euclidean setting, i.e. sufficiently regular, with a strict minimum at a
prescribed point and with non-negative Laplacian. This construction, of independent
interest, is based on the study of the local Green function of the Laplacian on domains.

As we already remarked, the connection between the heat flow and the distributional
Laplacian is classical, see for instance [9, 74, 65]. Another contribution of the paper will
be the proposal and the analysis of a new approach to Laplacian bounds, based on the
pointwise short time behaviour of the heat flow.

For a smooth function f on a (compact and possibly weighted) Riemannian manifold,

(1.8) Pif(x) = f(z) +tAf(z) +o(t?), ast—0.

Then we propose the following.
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Definition 1.11. Let (X, d, m) be an RCD(K, N) metric measure space and let 2 C X be
an open and bounded domain. Let f : Q2 — R be a Lipschitz function and let n € Cp ().
We say that Af < non Q in the heat flow sense if the following holds. For any ' € Q and
any function f: X — R extending f from €’ to X and with polynomial growth, we have

Jim sup Pif(z) - f(x)

<n(z), foranyze .
t10 13

Building on the top of Theorem 1.10 we shall prove that also the notion in Definition 1.11
is an equivalent characterization of Laplacian bounds, see Proposition 3.26 and Proposi-
tion 3.27.

Besides its own theoretical interest, this perspective will be the key to understand the
interplay between the Hopf-Lax semigroup and the preservation of Laplacian bounds under
lower Ricci curvature bounds, as discussed below.

1.5. Hopf-Lax semigroup and lower Ricci curvature bounds. The Hopf-Lax semi-
group is a fundamental tool in the viscosity theory of Partial Differential Equations, in
Optimal Transport and in Geometric Analysis. In this paper we establish a new principle
about the stability of Laplacian bounds through the Hopf-Lax semigroup under (possibly
synthetic) lower Ricci curvature bounds.

Let 1 < p < oo and let (X,d) be a metric space. Let us consider f : X — R U {fo0}
not identically +o00 and let the evolution via the p-Hopf-Lax semigroup, for 0 < ¢ < oo be
defined by

(1.9 Q1 (o)1= it (1(w) +

Notice that when p = 1 there is a simpler expression for the Hopf-Lax semigroup, actually
independent of ¢, namely:

fox) = Qi f(z) = Q' f(z) = inf (f(y) +d(z,y)).

yeX

d(ﬂc,y)p) '

ptP~!

The role of the 2-Hopf-Lax semigroup (commonly known also as inf-convolution) as a
non linear regularization tool was put forward in [99]. The connection of the 2-Hopf Lax
semigroup with the viscous theory was made clear later in [52] where the magic property
of this non linear convolution (see Lemma A.5 therein) is that viscosity supersolutions are
mapped into viscosity supersolutions by Q7. All these properties, in this generality, are
usually proved relying on the Hilbert space structure of the Euclidean space.

The 2-Hopf-Lax semigroup was then used in [32] in the analysis of elliptic operators in
non-divergent form on Riemannian manifolds with non-negative sectional curvature, later
extended to lower Ricci curvature bounds in [91, 131]. The Hopf-Lax semigroup also played
a key role in the characterization of lower Ricci bounds for smooth Riemannian manifolds
in terms of optimal transport [114, 51, 128] which paved the way to the synthetic theory
of Lott-Sturm-Villani CD(K, N) spaces [126, 127, 101].

A subsequent breakthrough came in [98] with a new connection between the Hopf-Lax
semigroup (for general exponents p) and lower bounds on the Ricci curvature. On a smooth
Riemannian manifold (M, ¢g) with Riemannian distance d the following conditions are
equivalent:

(i) Ric > K, for some K € R;
(ii) let 1 < p < oo be fixed. For any non-negative Lipschitz function with bounded
support f: M — R it holds

eprs
(1.10) P (QV) () = Puf ) < “——dla)
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for any z,y € X and for any s > 0, where we denoted by Ps the heat flow at time
s.

The robustness of condition (ii) (notice that it involves only objects that do have a meaning
in the setting of metric measure spaces) and of the proof of the equivalence, opened the
way to several developments in the smooth and in the non-smooth theory of lower Ricci
curvature bounds, see for instance [10, 11, 23]. In particular, (ii) is a synthetic condition,
valid also in the framework of RCD(K, 0o) metric measure spaces.

A striking consequence of the Kuwada duality (1.10) which is explored in this paper is
that the Hopf-Lax semigroup maps superharmonic functions into superharmonic functions
on spaces with non-negative Ricci curvature, in synthetic sense, for any 1 < p < co. More in
general, it preserves (up to errors depending on the lower Ricci curvature bound) Laplacian
upper bounds.

Indeed, suppose that (M, g) is a compact manifold with non-negative Ricci curvature and
that f: M — R is a smooth function. Let x,y € M be such that

(1.11) Q0 f(x) — f(y) = ;d@c,y)p.

Then, assuming for the sake of this presentation that Qf f is smooth at z, we can take the
right derivatives at time s = 0 in (1.10), taking into account (1.11) to obtain

AQf(z) < Af(y).

Focusing on the case p = 1, the theory of Laplacian bounds for non-smooth functions
allows to remove the (un-natural, even on smooth manifolds) regularity assumptions and
prove the following.

Theorem 1.12. Let (X,d, #V) be an RCD(K, N) metric measure space. Let f: X — R
be a locally Lipschitz function. Let Q,Q C X be open domains and n € R. Then the
following holds. Assume that f€ is finite and that, for any x € Q' the infimum defining
f¢(x) is attained at some y € Q2. Assume moreover that

(1.12) Af<n onQ.
Then
Afc<n—K d O, ifK<0
[ <n Lona (z,y) on Y, if K <0,
Aff<n—K min d(z,y) onQ, ifK>0,
zeQ yen

where the Laplacian bounds have to be intended in any of the equivalent senses discussed in
subsection 1.4 (see also Theorem 3.28).

Similar results can be obtained for general exponents p € [1,00), covering in particular
the case p = 2 that was classically considered in the viscosity theory, as we recalled above.

We are not aware of any reference for the above stability of Laplacian bounds with
respect to the Hopf-Lax semigroup for general exponents p € [1,00), even in the setting
of smooth Riemannian manifolds. The property is stated in the unpublished [117] for
Alexandrov spaces with lower sectional curvature bounds, where a sketch of the proof is
also presented. The only other references we are aware of are [135], dealing only with the
case p = 2 on Alexandrov spaces with lower Ricci curvature bounds and relying on the
existence of a parallel transport between tangent cones along minimizing geodesics and
on the second variation formula for the arc length from [116], and the more recent [134],
dealing with 1 < p < co on smooth Riemannian manifolds. Also in this case, our proof is
completely different and more robust, as it avoids completely the use of parallel transport
along geodesics.

Let us also mention that the property in Theorem 1.12 is equivalent to a lower Ricci
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curvature bound, at least on smooth Riemannian manifolds (see Theorem 4.1). The range
of the applications of this PDE principle is expected to be broad. For instance, it plays
a key role in the solution of the well known open question about Lipschitz continuity of
harmonic maps from RCD(K, N) to CAT(0) spaces by the authors in [112] (see also the
subsequent [67]).

Organization of the paper. The paper is organised as follows:

e In section 2, we collect some background results about RCD(K, N) metric measure
spaces that will be needed in the subsequent developments. Let us mention that
this preliminary section already contains some original result about the pointwise
short time behaviour of the heat flow and about local Green functions of the
Laplacian. In particular, the properties of the local Green functions are employed
in the construction of a local Green distance with good properties, which is of
independent interest.

e In section 3 we consider some new equivalences between different notions of
Laplacian and bounds for the Laplacian on an RCD (K, N) metric measure space
(X,d, #N), as outlined in subsection 1.4.

e section 4 is dedicated to analyze the interplay between the Hopf-Lax semigroups
(associated to exponents 1 < p < 00), Ricci curvature lower bounds and Laplacian
upper bounds, as sketched in subsection 1.5.

e section 5 is devoted to the study of mean curvature bounds for boundaries of locally
perimeter minimizing sets of finite perimeter, in the framework of RCD(K, N)
metric measure spaces (X,d, #Y). Mean curvature bounds will be encoded
into Laplacian bounds for distance functions, as outlined in subsection 1.1 and
subsection 1.3.

e Finally, section 6 is dedicated to the partial regularity theory for minimal boundaries
on non collapsed RCD spaces, as sketched in subsection 1.2.
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2. PRELIMINARIES

In this preliminary section we collect some background results about RCD(K, N) metric
measure spaces that will be needed in the subsequent developments of the paper. This
section already contains some original result of independent interest, as detailed below.

In subsection 2.1 we fix some notation and quickly recall the definition and basic
properties of the Cheeger energy. In subsection 2.2 we briefly introduce RCD(K, N) spaces
and recall some of their fundamental properties, together with some useful terminology. In
subsection 2.3 we focus on the regularity properties of those RCD(K, N) metric measure
spaces where the reference measure m is the N-dimensional Hausdorff measure s#V. We
dedicate subsection 2.4 to the background material about sets of finite perimeter. In
subsection 2.5 we focus on the Laplacian, the heat flow and the heat kernel. After recalling
the basic notions and properties, we present some new results about the pointwise short
time behaviour of the heat flow. Then in subsection 2.6 we recall some existence and
regularity results about the Poisson equation and in subsection 2.7 we present a new
analysis of the local Green function of the Laplacian in this framework. The properties of
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the local Green function are finally employed in the construction of a local Green distance
with good properties, which is of independent interest.

2.1. Slope, Cheeger energy and weak upper gradient. Throughout the paper,
(X,d,m) will be a metric measure space, i.e. (X,d) is a complete and separable met-
ric space endowed with a non-negative Borel measure which is finite on bounded sets.
Given f: X — R, we denote with lip f the slope of f defined as

lip f(z0) = limsup L&) — (@0l

if g is not isolated
r—x0 d(.ﬁE, $0)

and lip f(zo) = 0 otherwise.

We denote with LIP(X) (resp. LIPy(X), LIPps(X)) the space of Lipschitz functions on
(X,d) (resp. bounded Lipschitz functions, and Lipschitz functions with bounded support).
For f € LIP(X), let Lip(f) denote the Lipschitz constant of f. Clearly, lip f < Lip(f) on
all X.

The Cheeger energy (introduced in [39] and further studied in [9]) is defined as the
L?-lower semicontinuous envelope of the functional f % / (lip f )2 dm, i.e.:

Ch(f) := mf{hmmf;/X(npfn)2 dm : f, € LIP(X), f, — f in LQ(X,m)} :

n—o0

If Ch(f) < oo it was proved in [39, 9] that the set
G(f):={ge L’(X,m) : 3fu € LIP(X), fu = f. lip fu = h > g in L*(X, m)}

is closed and convex, therefore it admits a unique element of minimal norm called minimal
weak upper gradient and denoted by |V f|. The Cheeger energy can be then represented by
integration as

1

Ch(f) := 2/X IVf2dm.

It is not difficult to see that Ch is a 2-homogeneous, lower semi-continuous, convex functional
on L?(X,m), whose proper domain Dom(Ch) := {f € L?(X,m) : Ch(f) < oo} is a dense
linear subspace of L?(X, m). It then admits an L?-gradient flow which is a continuous
semigroup of contractions (P;);>o in L?*(X, m), whose continuous trajectories t — P.f, for
f € L*(X,m), are locally Lipschitz curves from (0, 00) with values into L?(X,m).

Throughout the paper, we will assume that Ch : Dom(Ch) — R satisfies the parallelogram
identity (i.e. it is a quadratic form) or, equivalently, that P, : L?(X,m) — L?(X,m) is
a linear operator for every ¢ > 0. This, in turn, is equivalent to require that Dom(Ch)
endowed with the norm || f[|3,15 := || f||z2 + 2Ch(f) is a Hilbert space (in general it is only
a Banach space) that will be denoted by H'2(X,d, m), see [10, 65].

2.2. General properties of RCD(K, N) spaces. The main subject of our investigation
will be the so-called RCD(K, N) metric measure spaces (X,d,m), i.e. infinitesimally
Hilbertian metric measure spaces with Ricci curvature bounded from below and dimension
bounded from above, in synthetic sense.

The Riemannian Curvature Dimension condition RCD(K, co) was introduced in [10] (see
also the subsequent [8]) coupling the Curvature Dimension condition CD(K, co), previously
developed in [126, 127] and independently in [101], with the assumption that the heat
semigroup (P, );> is linear in L2(X, m). The finite dimensional refinements subsequently led
to the notions of RCD(K, N) and RCD*(K, N) spaces, corresponding to CD(K, N) (resp.
CD*(K, N), see [22]) coupled with linear heat flow. The class RCD(K, N) was proposed in
[65]. The (a priori more general) RCD*(K, N) condition was thoroughly analysed in [60]
and (subsequently and independently) in [15] (see also [35] for the equivalence betweeen
RCD* and RCD in the case of finite reference measure).
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We avoid giving a detailed introduction to this notion, addressing the reader to the
survey [5] and references therein for the relevant background. Below we recall some of the
main properties that will be relevant for our purposes.

Note that, if (X,d, m) is an RCD(K, N) m.m.s., then so is (supp m,d, m), hence in the
following we will always tacitly assume supp m = X.

Any RCD(K, N) m.m.s. (X,d, m) satisfies the Bishop-Gromov inequality:

m(Br(x)) _ m(B,(z))

(2'1) UK’N(R) - UKyN(T)

forany 0 <r < Rand z € X,

where v () is the volume of the ball with radius r in the model space with dimension N
and Ricci curvature K. In particular (X, d, m) is locally uniformly doubling. Furthermore,
it was proved in [120] that it satisfies a local Poincaré inequality. Therefore RCD(K, N)
spaces fit in the framework of PI spaces.

We assume the reader to be familiar with the notion of (pointed measured) Gromov-
Hausdorff convergence (pmGH-convergence for short), referring to [129, Chapter 27] and
[69] for an overview on the subject.

Definition 2.1. A sequence { (X;,d;, m;, x;) }; of pointed m.m.s. is said to converge in
the pmGH topology to (Y, o, u,y) if there exist a complete separable metric space (Z,dyz)
and isometric embeddings

U, : (suppm;,d;) — (Z,dz) Vi e N,
U : (supp p, 0) = (Z,dz),
such that for every € > 0 and R > 0 there exists ¢g such that for every ¢ > ig

U(BY(y) C [Wi(Bpi(zi)]le,  Wi(Bpi(z:) C [¥(Bh (1)),

where [A]; :={z€ Z :dz(2,A) <e} for every A C Z. Moreover (¥;)xm; — W, where
the convergence is understood in duality with Cys(Z).

In the case of a sequence of uniformly locally doubling metric measure spaces (X;, d;, m;, z;)
(as in the case of RCD(K, N) spaces), the pointed measured Gromov-Hausdorff conver-
gence to (Y, o, i1, y) can be equivalently characterized asking for the existence of a proper
metric space (Z,dyz) such that all the metric spaces (X;,d;) are isometrically embedded
into (Z,dz), ; — y and m; — p in duality with Cps(Z). Notice also that the pmGH
convergence is metrizable, and therefore it makes sense to say that two pointed metric
measure spaces are e-close in this sense. Analogous remarks hold for the Gromov-Hausdorff
distance between metric spaces.

A fundamental property of RCD (K, N) spaces, that will be used several times in this
paper, is the stability w.r.t. pmGH-convergence, meaning that a pmGH-limit of a sequence
of (pointed) RCD(K,,, N,,) spaces for some K,, — K and N,, — N is an RCD(K, N) m.m.s..

Given a m.m.s. (X,d,m), z € X and r € (0,1), we consider the rescaled and normalized
pointed m.m.s. (X,r~1d, m¥, x), where

C(x,r) = </Br(x) (1 - d(a;,y)) dm(y)> m? = C(z,7) 'm.

Definition 2.2 (Tangent cone). We say that a pointed m.m.s. (Y,dy,n,y) is tangent to
(X,d,m) at z if there exists a sequence r; | 0 such that (X, r;ld,mffi,m) — (Y,dy,n,y) in
the pmGH-topology. The collection of all the tangent spaces of (X,d, m) at x is denoted
by Tang(X,d, m).
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A compactness argument, which is due to Gromov, together with the rescaling and
stability properties of the RCD(K, N) condition, yields that Tan,(X,d, m) is non-empty
for every x € X and its elements are all RCD(0, N) pointed m.m. spaces.

Let us recall below the notion of k-regular point and k-regular set.

Definition 2.3. Given any natural 1 < k < N, we say that z € X is a k-regular point if
Tan, (X, d, m) = {(R", deyer, k2%, 0) } -
We shall denote by Ry the set of k-regular points in X.

Combing the results in [111] with [89, 57, 70] and [28], we have a good understanding of
the rectifiable structure of RCD(K, N) metric measure spaces.

Theorem 2.4 (Rectifiable structure). Let (X,d,m) be an RCD(K, N) m.m.s. with K € R
and N > 1. Then there exists a natural number 1 < n < N, called essential dimension of
X, such that m(X \ R,,) = 0. Moreover R,, is (m,n)-rectifiable and m is representable as
04" _R,, for some non-negative density 6 € Ll (X, #"L_Ry).

Recall that X is said to be (m,n)-rectifiable if there exists a family {A;};.y of Borel
subsets of X such that each A; is bi-Lipschitz to a Borel subset of R” and m(X \U;enA4;) = 0.

2.3. Non collapsed spaces. We will mainly focus on the so called noncollapsed RCD(K, N)
metric measure spaces, i.e. those spaces for which the reference measure is the N-
dimensional Hausdorff measure .7V .

As it happens for noncollapsed Ricci limits, whose regularity is much better than that of

collapsed limits (see [41, 42, 43]), noncollapsed RCD spaces are more regular than general

RCD spaces. Their properties have been investigated throughout in [95, 56, 88, 19, 29].

Below we state a fundamental e-regularity result for non collapsed spaces. For smooth
manifolds and their limits it was proved in [49, 41], building on a variant of the classical
Reifenberg theorem valid for metric spaces (see also the earlier [17]). We refer to [56, 88]
for the generalization to RCD spaces and the present form.

Theorem 2.5 (e-regularity). Let 1 < N < oo be a fized natural number. Then, for any
0 < e < 1/5 there exists 6 = (e, N) > 0 such that for any RCD(—0(N — 1), N) space
(X,d, M), if
dau (Ba(z), B2 (0N)) < 4,
then:
i) [ AN (Bi(2) = AN (BUOV))| < e
ii) for any y € B1(x) and for any 0 < r < 1/2 it holds
dar (Br(y), B, (0Y)) < er;
iii) By(x) is C1=¢-biHélder homeomorphic to the Euclidean ball By (0V).

Another key regularity property of noncollapsed RCD spaces is that all their tangents
are metric cones, see [56]. This is a consequence of the so-called volume cone implies metric
cone property, originally proved in [40] for limits of smooth manifolds and later extended
to RCD spaces in [55].

Building on the top of this, one can introduce a natural stratification of the singular set
of an RCD(K, N) metric measure space (X,d, V), i.e. the set S := X \ R = X \ Ry,
based on the maximal number of Euclidean factors in any tangent cone.

Definition 2.6. Let (X,d, #") be an RCD(K, N) metric measure space. Then for any
0< k<N we let

Sp:={zr € X : no tangent cone at x splits a factor RF*1}
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A classical dimension reduction argument then allows to get the Hausdorff dimension
bounds

(2.2) dimpg S <k,
forany 0 < k< N —1.

When combined with the e-regularity Theorem 2.5, together with its counterpart for
points in the top dimensional singular stratum obtained in [29] (see Theorem 6.47), the
Hausdorff dimension bound (2.2) allows to understand the topological regularity of non
collapsed RCD spaces away from sets of codimension two.

Theorem 2.7 (Topological structure of non collapsed spaces). Let (X .d, N ) be an
RCD(K, N) metric measure space for some K € R and 1 < N < oo. Then, for any
0 < a < 1 there exists a decomposition

X =90XUOuUS,,

where 0X = SN=1\ SN=2 js the boundary of (X,d, #N), O, is an open neighbourhood of
the regular set R that is C*-biHdlder to a smooth N -dimensional Riemannian manifold
and dimyg S, < N — 2.

Moreover, for any 0 < o < 1 there exists an open neighbourhood V, of SN=1\ SN2
inside 0X such that V, is C*-biHélder to a smooth (N — 1)-dimensional Riemannian
manifold.

Further estimates for singular sets on non collapsed RCD spaces will be recalled later in
the note.

2.4. Sets of finite perimeter. This subsection is aimed at introducing some classical
and most recent results about sets of finite perimeter in the framework of RCD(K, N)
metric measure spaces.

2.4.1. Introduction and basic properties. We recall the definition of function of bounded
variation in the present setting.

Definition 2.8 (Function of bounded variation). We say that a function f € L'(X, m) has
bounded variation (and we write f € BV(X,d, m)) if there exist locally Lipschitz functions
fi converging to f in L'(X,m) such that

lim sup/ lip fidm < c0.
1—>00 X

By localizing this construction one can define
IDf| (A) = inf{liminf/ lip fidm : f; € LIPwo(A), fi — f in Ll(A,m)}
1—00 A

for any open set A C X. In [7] (see also [108] for the case of locally compact spaces) it is
proven that this set function is the restriction to open sets of a finite Borel measure that
we call total variation of f and still denote |Df].

Dropping the global integrability condition on f = xg, let us recall now the analogous
definition of a set of finite perimeter in a metric measure space (see again [4, 108, 7]).

Definition 2.9 (Perimeter and sets of finite perimeter). Given a Borel set £ C X and an
open set A, the perimeter Per(F, A) is defined in the following way:

Per(E, A) := inf {hnrgloréf/

lipu, dm: u, € LIP)oc(A), u, — xg in L%OC(A,m)} .
A
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We say that E has finite perimeter if Per(E, X) < co. In that case it can be proved that
the set function A +— Per(F, A) is the restriction to open sets of a finite Borel measure
Per(FE,-) defined by

Per(E, B) :=inf {Per(F,A) : BC A, A open} .

Let us remark for the sake of clarity that £ C X with finite m-measure is a set of finite
perimeter if and only if xg € BV(X,d, m) and that Per(E,-) = |[Dxg|(-). In the following
we will say that F C X is a set of locally finite perimeter if xg is a function of locally
bounded variation, that is to say nxg € BV(X,d, m) for any n € LIP¢(X,d). In the sequel
we shall adopt both the notations |Dxg| and Perg to denote the perimeter measure of a
set with finite perimeter F.

We will usually assume that a set of finite perimeter £ C X is normalized in the following
sense (see [106, Proposition 12.19] for an analogous classical result in the Euclidean space
and the proof of [93, Theorem 4.2] for the present setting): up to modification on an
m-negligible set of E, it holds that m(E N B,(x)) > 0 for any x € E and r > 0 and
m(B;(x) \ E) >0 for any x € X \ E and r > 0.

This implies in particular that, for any « € OF (where we denoted by OF the topological
boundary of E), it holds

(2.3) m(B,(z)NE)>0 and m(B.(z)\E) >0, foranyr>0.

Definition 2.10. We adopt the terminology measure theoretic interior to indicate

nt(E) == {z € X : }%W_Q,

i.e. the set of point of density 1 of xg. Note that, by Lebesgue differentiation theorem,
m(EAInt(E)) = 0.

When considering the lower and upper approximate limits of the indicator function xg
of F, i.e.

X5() = inf {t eR - lim MEXE <HOB@) 0}

T W @)
and
Al e, mUxE >N B (2)
(2.4) Xg(x) :=sup {t eR: }1_1}1(1] Xil(Br(x)) = 0} ,

it is easy to verify that
Xp(@) =1, on X\Int(E) and x}(z)=0 otherwise,
while
(2.5) Xp(x)=1, onInt(E) and xp(z)=0 otherwise.
Following [3, 4] we recall the notion of essential boundary of a set of finite perimeter.

Definition 2.11 (Essential boundary). Let (X,d, m) be an RCD(K, N) metric measure
space and let F C X be a set of locally finite perimeter. Then we introduce the essential
boundary 0*FE as

. o m(Br(z) N E) . m(By(x)\ E)
(2.6) 6E.f{meX.}%W7é0 and ;%W¢o}.

The following coarea formula for functions of bounded variation on metric measure
spaces is taken from [108, Proposition 4.2], dealing with locally compact spaces and its
proof works in the more general setting of metric measure spaces.
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Theorem 2.12 (Coarea formula). Let v € BV(X,d,m). Then, {v > r} has finite perimeter
for £'-a.e. r € R. Moreover, for any Borel function f : X — [0, +00], it holds

(2.7) /de Dol = /:O (/dePer({v >}, -)) dr.

Let us recall that if (X,d, m) verifies doubling and Poincaré inequalities then a local,
relative isoperimetric inequality holds, see for instance [97, Theorem 3.3]. More precisely:
there exists constants A > 1,C > 0,79 > 0, depending only on the doubling and Poincaré
constants, such that

(2.8) min{m(E N B,(x)),m(B,(z) \ E)} < Cr Per(E, By.(z)),
for all z € X, r € (0,r9).

2.4.2. Convergence and stability for sets of finite perimeter and functions of bounded
variation. Before introducing tangents for sets of finite perimeter over RCD spaces, let us
recall some terminology about convergence and stability for BV functions along converging
sequences of metric measure spaces. The discussion below is borrowed from [6], the main
references being [69, 12] and [13], to which we address the reader for details and relevant
background.

Let (X;,d;, m;, Z;) be a sequence of pointed metric measure spaces converging in pointed-
measured-Gromov-Hausdorff sense (or, more generally, in pointed measured Gromov sense)
to (Y, 0,11, 9)-

Definition 2.13. We say that a sequence (f;) C L'(X;,m;) converges L!-strongly to
fe LY, p) if

ocofim; =~oofu and / |fi|dmiﬁ/\f|du,
X; Y

where o(2) := sign(z)+/]z] and the weak convergence is understood in duality with Cps(Z).
We say that f; € BV(X;, m;) converge in energy in BV to f € BV(Y, p) if f; converge
L'-strongly to f and

Lim |Dfil(Xi) = [DfI(Y).

Definition 2.14. We say that a sequence of Borel sets E; C X; such that m;(E;) < oo for
any i € N converges in L!-strong to a Borel set F' C Y with u(F) < oo if xg,m; — xpu in
duality with Cps(Z) and m;(E;) — p(F).

We also say that a sequence of Borel sets F; C X; converges in LlloC to a Borel set ' C Y
if ;N Br(z;) — F N Bg(y) in L'-strong for any R > 0.

2.4.3. De Gliorgi’s Theorem and integration by parts formulae. Let us recall the definition
of tangent to a set of finite perimeter from [6].

Definition 2.15 (Tangents to a set of finite perimeter). Let (X,d, m) be an RCD(K, N)
m.m.s., fix x € X and let F C X be a set of locally finite perimeter. We denote by
Tan,(X,d, m, E) the collection of quintuples (Y, o, u,y, F') satisfying the following two
properties:
(a) (Y, 0,1,y) € Tan,(X,d, m) and r; | 0 are such that the rescaled spaces (X, 'ri_ld, mi x)
converge to (Y, o, it,y) in the pointed measured Gromov-Hausdorff topology;
(b) F is a set of locally finite perimeter in Y with u(F) > 0 and, if r; are as in (a),
then the sequence f; = xg converges in LllOC to xr according to Definition 2.14.

It is clear that the following locality property of tangents holds: if
(2.9) m(AN(EAF)) =0,
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then
(2.10) Tang,(X,d,m, E) = Tan,(X,d,m, F) Ve e A,
whenever E, F are sets of locally finite perimeter and A C X is open.
In [26, 27], essential uniqueness of tangents and rectifiability of the reduced boundary

were obtained for sets of finite perimeter on RCD(K, N) metric measure spaces.

Theorem 2.16 (Uniqueness of tangents). Let (X,d,m) be an RCD(K,N) m.m.s. with
essential dimension 1 < n < N and let E C X be a set of finite perimeter. Then, for
|DxEgl|-a.e. € X it holds

Tan:c(X) d,m, E) = {(Rn7 deuet; cn ", 0", {xn > 0})} :
We next introduce a notion of reduced boundary, in analogy with the Euclidean theory.

Definition 2.17. Let (X,d,m) be an RCD(K, N) metric measure space with essential
dimension equal to n € N, and let £ C X be a set of locally finite perimeter. We set

FE :={z e X : Tan,(X,d,m, E) = {(R", deyer, cn 2", 0", {z, > 0})}} .

Remark 2.18. Let us point out, for the sake of clarity, that the reduced boundary in the
above sense does not fully coincide with the reduced boundary in the classical Euclidean
sense. Indeed the definition of reduced boundary point in the RCD framework does not
prevent, when read in the Euclidean context, the possibility that different half-spaces arise
as blow-ups when rescaling along different sequences of radii converging to 0.

Theorem 2.19 (Rectifiability). Let (X,d,m) be an RCD(K,N) m.m.s. with essential
dimension 1 <n < N and let E C X be a set of locally finite perimeter. Then the reduced
boundary FE is (|Dxg|, (n — 1))-rectifiable.

When specialized to the non-collapsed case, where the essential dimension n = N (cf.
with the discussion before Definition 2.6), Theorem 2.19 turns into:
Corollary 2.20. Let (X,d, #") be a RCD(K,N) m.m.s. and E C X a set of locally
finite perimeter. Then FE is (|Dxg|,N — 1)-rectifiable (equivalently, (’HNfl,N - 1)-
rectifiable). Furthermore
|Dxp|=H""'LFE.

In [26] the following Gauss-Green integration by parts formula for sets of finite perimeter
and Sobolev vector fields has been proved. We refer to [66] for the notion of Sobolev vector
fields in H, (1)’2(TX ) and to [26] for the notion of restriction of the tangent module over the
boundary of a set of finite perimeter L% (TX).

Theorem 2.21 (Theorem 2.4 in [26]). Let (X,d,m) be an RCD(K, N) metric measure
space and let E C X be a set with finite perimeter and finite measure. Then there exists a
unique vector field v € L%(TX) such that |vg| = 1 holds Per-a.e. and

/divvdmz—/<trEv,VE>dPerE,
E

for any v € H(lj’Q(TX) N D(div) such that |v] € L (m).
For the sake of notation we shall denote
(2.11) up :=vg-Perg, the Gauss-Green measure.

Notice that, by our choice of signs, vg corresponds to the inward-pointing unit normal
vector for a domain with smooth boundary in a smooth Riemannian manifold.

Let us also recall a mild regularity result for sets of finite perimeter which follows again
from [26] and has been proved in [27, Proposition 4.2] (even for general RCD(K, N) metric



MINIMAL BOUNDARIES IN RCD(K, N) SPACES 21

measure spaces (X,d, m)). It can be considered as a counterpart tailored for this framework
of the Euclidean Federer type characterization of sets of finite perimeter.

Proposition 2.22. Let (X,d, ") be an RCD(K, N) metric measure space for some
N >1 andlet E C X be a set of locally finite perimeter. Then the following hold:

i) for #N"1-a.e. x € X it holds
AN (B, (z) N E) 1
li -1
10 A#N(B,(z)) {o. 2’ J
Moreover, up to an N ~-negligible set it holds

- . ANB(x)NE) 1
FE={zeE:lm 5] -5}

ii) For #N~'-a.e. v+ € X it holds
) 1
(2.12) lim Pxp(x) € {o, 5 1}
Moreover, up to an N~ -negligible set it holds

1
FE = {az ek : lgﬁ)lptxg(x) = 5}

Definition 2.23. Given a set of finite perimeter £ C X and any 0 <t < 1, we set

t) . T %N(Br(x)ﬂE)_
B0 = {re X :lim B D) =t}.

A consequence of Proposition 2.22 above is that, up to an ¥ ~1-negligible set,
X=EWVUEYVDUEOD,

Definition 2.24. In the following we shall adopt the notation M ~ N to indicate that
two Borel sets coincide up to V! negligible sets, i.e. NI (MAN) = 0.

It follows from the discussion above that, for any Borel set M C X,
M~ (MAEDYU(MnEOYU (MnEY),

In order to ease the notation, given a set of finite perimeter £ C X and x € X we shall
denote by

.. ANENB(2))
OB, x) = — N B @)
whenever the limit exists.
It follows again from the discussion above that O(E,z) is well defined and belongs to
{0,1/2,1} for s#N"1ae. x € X.

Remark 2.25. Analogous statements hold changing lim, 0 Y (B,(z) N E)/ N (B, (z))
with limy_,o0 PxE, see [27, Remark 4.5].

2.4.4. Gauss Green formulae for essentially bounded divergence measure vector fields. In
order to make rigorous the formal argument described in subsection 1.1, we need to consider
vector fields that are bounded and have measure valued divergence, but do not belong to
Hé,’Q(TX) in general.

Definition 2.26. Let (X,d,m) be an RCD(K, N) metric measure space. We say that
a vector field V € L>®(TX) is an essentially bounded divergence measure vector field if
its distributional divergence is a finite Radon measure, that is if divV is a finite Radon
measure such that, for any Lipschitz function with compact support g : X — R, it holds

/gddivV:—/Vg-Vdm.
X X
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We shall denote the class of these vector fields by DM (X) and sometimes, to ease the
notation, we will abbreviate [ gddivV with [gdivV.

We recall a useful regularity result, whose proof can be found in the proof of [29, Theorem
7.4].

Lemma 2.27. Let (X,d, #) be an RCD(K, N) metric measure space. Let V € DM>(X).
Then divV < s#N~1,

Notice that the divergence measure of a vector field in this class might have singular
parts with respect to the reference measure. In particular, it might charge the boundary
of a set of finite perimeter and it becomes relevant to choose wether in the Gauss-Green
formula we integrate the divergence of the vector field only over the interior of the set of
finite perimeter or over its closure.

As a second issue, contrary to smooth vector fields (and to H, 32-Vector fields in the RCD
framework) essentially bounded divergence measure vector fields do not have pointwise-a.e.
defined representatives over boundaries of sets of finite perimeter.

It turns that, despite not being able to pointwise define the vector field over the reduced
boundary of a set of finite perimeter, it is possible to define interior and exterior normal
traces, possibly different, playing the role of the term V - vg in the Gauss-Green formula.

Given an essentially bounded divergence measure vector field V€ DM (X) and a set
of finite perimeter F C X, it is proved in [30, Section 6.5] and [27, Section 5] that there
exist measures Dxg(xgV) and Dxg(xgeV) such that

VPxe-(xgV)— Dxe(xgV) and VPxg-(xg:V)— Dxe(xeV),

ast — 0.
Moreover, Dxg(xgV) and Dxg(xgeX) are both absolutely continuous w.r.t. |[Dxg|.
Therefore we are entitled to consider their densities, (V - vg);,, and (V - vg),, defined by

2Dxp(xEV) = (V -vE)yy IDxel and 2Dxe(xe<V) = (V - vE)y |Dxel.

Below we report a Gauss-Green integration by parts for essentially bounded divergence
measure vector fields and sets of finite perimeter on RCD(K, N) spaces. It is the outcome
of [30, Theorem 6.20], where the integration by parts formula has been obtained with non
sharp bounds for the normal traces, and of [27, Theorem 5.2], where these bounds have
been sharpened.

Theorem 2.28. Let (X,d,m) be an RCD(K, N) metric measure space. Let E C X be a
set of finite perimeter and let V€ DM (X). Then for any function f € LIP.(X) it holds

/ fdiVV—i—/Vf-Vdﬂlz— f(V-vg)y,, dPer,
EM E FE

/ fdivV—i—/Vf-Vdm:— f (V- VE)uy dPer .
EMUFE E FE

Moreover
(2.13) 1OV - vl e pery < IV L amy -
(2.14) IV vE)exill o (75, pery < IV I oo (x0\£2,m) -

2.4.5. Operations with sets of finite perimeter. In order to build competitors for variational
problems, we will rely on the following characterization theorem for the perimeter and
the Gauss-Green measure of intersections, union and differences of sets of finite perimeter,
that has been obtained in [27, Theorem 4.11]. We refer to [106, Theorem 16.3] for the
analogous statement for sets of finite perimeter on R™.
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Recall the definitions of essential boundary 0*E given in (2.6) and of Gauss-Green
measure pp given in (2.11) for a set of finite perimeter E C X. We refer also to [27,
Definition 4.9] for the introduction of the set of coincidence {vg = vz} of the unit normals
to two sets of finite perimeter F and F.

Theorem 2.29. Let (X,d, #V) be an RCD(K, N) metric measure space and let E,F C X
be sets of finite perimeter. Let us set

{vg =vp} ={x€d*ENO'F : vg =vp}
and
{vg=—vp} ={z € "ENI'F : vg = —vp}.
Then ENF, EUF and E\ F are sets of finite perimeter; moreover the following hold:

(215) WENF = ,uEI_F(l) + MFLE(l) + VEe%ﬂN_ll_{l/E = Z/F},
(2.16) uEup:,LLELF(O)—}—MFLE(O)—FVE%N_IL{VE:I/F},
(2.17) HE\F = pelFO — upl ED 4 ppeN-1 L{vg = —vr}.

Remark 2.30. Let us clarify the meaning of (2.15), (2.16) and (2.17). With this notation,
(2.15) means that (and analogously for the others) for any vector field v € Hé’Q(TX)ﬂD(diV)
such that |v| € L*°(m),

/ divvdm——/ < trgv, vg >dPerE—/ < trpv,vp > dPerp
ENF F EM)

—/ < trgv,vg > dPerg .
EQ/2)np(1/2)

Corollary 2.31. Let (X,d, #") be an RCD(K, N) metric measure space and let E C
F C X be sets of finite perimeter. Then vy = vp on O*ENJ*F and

pp = ppL FO 4 vp#N- L (9*ENO*F) .

We wish to understand to which extent the cut and paste operations for sets of finite
perimeter are well behaved under the weaker regularity assumptions of Theorem 2.28. This
is the content of [27, Proposition 5.4] that we report below.

Proposition 2.32. Let (X,d, m) be an RCD(K, N) metric measure space. Let E,F C X
be sets of (locally) finite perimeter and let V€ DM®(X). Then the following hold:

(V-vear) = (V-vE)y, » Per-a.e. on FO

nt
(V-venr)j = (V -vr)y. » Per-a.e. on EW
(V-venp)y, = (V-ve)y, » Per-a.e. on EM/2 0 p1/2),

Analogous conclusions hold for the exterior normal traces and for the interior and exterior
normal traces on EUF and on E'\ F.

Another technical result which is needed for the strategy we overviewed in subsection 1.1
is a rigorous version, within our framework, of the fact that the outward-pointing unit
normal to a sub-level set of a distance function is the gradient of the distance function
itself. We refer to [27, Proposition 6.1] for its proof.

Proposition 2.33. Let (X,d, m) be an RCD(K, N) metric measure space. Let Q2 € ' C X
be open domains and let ¢ : ' — R be a 1-Lipschitz function such that
i) [Vo| =1, m-a.e. on ;
ii) ¢ has measure valued Laplacian on ' with m-essentially bounded negative (or
positive) part.
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Then, for £'-a.e. t such that {p =t} NQ # 0, it holds that {¢ < t} is a set of locally
finite perimeter in Q); moreover, the following holds:

(Vgp . V{“"<t}>int = (Vgo . V{‘p<t})ext =-1 Perg,oy-a.e. on Q.

2.4.6. Some reqularity results for quasi-minimizers. Let us recall the definition of quasi-
minimal set of finite perimeter in this framework.

Definition 2.34 (Quasi-minimality). Let (X,d, m) be a metric measure space verifying
the doubling and Poincaré inequalities . Let ¥ C X be a Borel set with finite perimeter
and ) C X be an open set. Given any k > 1 we say that F is a k-quasi-minimal set if for
any U € ) and for all Borel sets F,G C U it holds

Per(E,U) < kPer ((EUF)\G,U) .

In the Euclidean setting, or on smooth Riemannian manifolds, quasi-minimality is a
property shared by minimizers of many variational problems: the Plateau problem, the
prescribed mean curvature problem, Cheeger sets and isoperimetric sets, among others.
We refer to [106, Chapter 21] for a throughout discussion and references. This is indeed a
general principle that holds also on RCD(K, N) metric measure spaces (X,d, #"V):

e perimeter minimizers are quasi minimizers as it directly follows from the definition;

e with minor modifications to the classical Fuclidean proof it is possible to argue that
solutions of the prescribed mean curvature problem are quasi minimizers under
suitable assumptions;

e in [20, Theorem 3.4] it has been recently shown that isoperimetric sets are quasi
minimizers.

A stronger notion involves a function in place of the constant x, whose behaviour forces
the set to be more and more almost minimizing inside smaller and smaller balls.

Definition 2.35. Let (X,d,m) be a metric measure space verifying the doubling and
Poincaré inequalities. Given an increasing function w : [0,00) — [0, 00| such that w(0) = 0,
we say that a set of finite perimeter ¥ C X is an w-minimizer if, for any z € X and r > 0,
for any F' C X such that EAF € B,(x), it holds

Per(E, By(x)) < (1 4+ w(r)) Per(F, B.(z)) .

Remark 2.36. An equivalent reformulation of the quasi-minimality condition above is that
F is a k-quasi-minimal set if for any U € 2 and for all Borel sets F' C X such that
EAF € U it holds

(2.18) Per(E,U) < kPer (F,U) .

Notice that k-quasi-minimality for kK = 1 corresponds to minimality, while it is a weaker
notion for x > 1.

Remark 2.37. We will sometimes work with the weaker assumption that (2.18) holds for
competitors F' such that EAF is supported in B, (x), where r > 0 is fixed. This corresponds
to a localized version of the quasi-minimality condition, which has the same consequences
at the level of regularity.

One of the main results in [93] is the following theorem, asserting that a quasi-minimal
set of finite perimeter, up to modification on a negligible set as in (2.3), has measure
theoretic boundary coinciding with the topological boundary. This is a generalization of
the Euclidean result in [54].

Theorem 2.38 (Theorem 4.2 of [93]). Let E C X be a quasi-minimal set in Q2. Then, up
to modifying E on a m-negligible set, there exists vo > 0 such that, for any x € OE N Q, we



MINIMAL BOUNDARIES IN RCD(K, N) SPACES 25

have
m(E N B (x)) m(B,(z) \ E)
Y o =7 T o =70,
m(B,(z)) m(B,(z))
for any r > 0 such that Ba.(x) C Q. The density constant g depends only on the
quasi-minimality constant k, the doubling constant and the Poincaré constant.

(2.19)

Given the measure bounds (2.19), perimeter bounds follow from the isoperimetric
inequality (2.8).

Corollary 2.39 (Lemma 5.1 of [93]). Let E C X be a quasi-minimal set in 2. Then there
exist ro > 0 and C > 0 such that for any x € OENQ and 0 < r < ro, it holds

(2.20) o1 @) < Per(E, B,(z)) < c‘“(B;(f”)),

,
whenever Bo,(x) C Q. The constants C > 0 and ro > 0 depend only on the quasi-minimality
constant k, the doubling constant and the Poincaré constant.

The main outcome of Theorem 2.38, together with [3, 4] and [6], is that, in the framework
of noncollapsed RCD(K, N) metric measure spaces, the reduced boundary of a quasi-
minimal set of finite perimeter is closed.

Corollary 2.40. Let (X,d, #Y) be an RCD(K, N) metric measure space. Let B C X
be a set of finite perimeter and Q C X be an open set such that E is quasi-minimal in 2.
Then, up to a modification of E on an AN -negligible set, it holds that:

(i) the perimeter measure Per coincides with N ~1LOFE on ) (up to a normalization
constant);
(ii) OF is #N~-rectifiable and N"1_OF is a locally Ahlfors regular measure.

Proof. The identification of the reduced boundary with the topological boundary follows
from Theorem 2.38.

Rectifiability of the reduced boundary (and hence of the topological boundary) and
identification of the perimeter measure with the (N — 1)-Hausdorff measure are then
consequences of Theorem 2.19 and Corollary 2.20. O

A classical consequence of the local Ahlfors regularity of the perimeter for quasi-minimal
sets is a measure estimate for the tubular neighbourhood of their boundaries. Given a
subset U C X and r > 0, we adopt the notation that U" := {z € X : d(z,U) < r} denotes
the r-enlargement of U.

Lemma 2.41. There exist constants Cy gy > 0 and 0 < ro = ro(k, K, N) < 1 with the
following property. Let (X,d,m) be an RCD(K, N) metric measure space and let E C X
be a set of finite perimeter. Assume that E' N By(x) is k-quasi-minimal in Bo(x). Then,
for any open subset Q@ C By(x) it holds

m({zeX :dz,0ENQ) <r}) <Cygnr Per(E, By(x))

for every r € (0,7¢).
In particular, if ENQ is locally perimeter minimizing in Ba(x), then the dependence on k
in the constant Cy kg.n > 0 can be dropped.

Proof. By Corollary 2.39, there exist ro = ro(k, K, N) > 0 and C = Cy, g,y > 0 such that,
for any x € 0E N and for any r € (0,7¢) it holds

B, B,
(2.21) -1 ™ME @) pop B () < ™ EHE)
r r
We wish to estimate the volume of the tubular neighbourhood of OF N .
Let r < 19/5 be fixed and let us consider, thanks to Vitali’s covering lemma, a covering of
{r e X : d(z,0ENQ) <r} with balls Bs,,(x;) such that z; € 0ENQ, r; <r < rp/5 and
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{By,(x;)} is a disjoint family of subsets of Ba(x). Relying on (2.21) and the disjointedness
of the family {B,,(z;)} we can estimate

mH{zeX :dz,0ENQ)<r})<m (U Bs,, ($1)> < Zm (Bsr,; (1))
<Crn D m(Br (i)

< CR,K,N Z PGI‘(E, Bn (xl))rl
7

< Cy g,NTPer(E, Ba(z)) .
]

In the Euclidean setting a well known fact is that, when dealing with a family of sets

of finite perimeter that are uniformly quasi-minimizing, the usual LllOC convergence up to
subsequence guaranteed for uniformly bounded BV functions can be improved. We refer
for instance to [106, Section 21.5] and references therein for the treatment of this topic on
R™.
This principle has already played a role in the proof of De Giorgi’s theorem for sets of
finite perimeter on RCD(K, N) spaces in [6]. Below we present a slight enforcement of [6,
Proposition 3.9], allowing for more general quasi-minimality conditions and dealing with
the Hausdorff convergence of the topological /measure theoretic boundaries.

Theorem 2.42. Let (X;,d;,m;, ;) be RCD(K, N) m.m. spaces converging in the pmGH
topology to (Y, 0,u,y) and let (Z,dz) be realizing the convergence. For any i € N, let
w; @ [0,00) = [0,00) be a modulus of continuity and let E; C X; be sets of finite perimeter
satisfying the following w;-minimality condition: there exists R; > 0 such that

[Dxe:| (Br(z1) < (1 +wi(r)) |IDxer| (Br(z))

for any E' C X; such that E;AE" € B.(z;) C X;, for some r < R;.
Assume that, as i — oo, E; — F in Ll . for some set F C'Y of locally finite perimeter,
and w; — w pointwise, where w : [0,00) — [0,00) is a modulus of continuity and R; — oo.

Then:

(i) F is an entire w-minimizer of the perimeter (relative to (Y, o, ) ), namely
(2.22) [Dxr|(Br(2)) < (L+w(r) |Dxr| (Br(2))

whenever FAF' € B.(z) €Y and r > 0;
(ii) |Dxg,| = |Dxr| in duality with Cyws(Z) as i — oo;
(iii) OE; — OF in the Kuratowski sense as i — 00.

Proof. The statement is classical in the Euclidean setting, see for instance [16], and the
adaptation to the present framework requires only minor adjustments. Therefore some
details will be omitted. We will adapt the arguments in the proof of [6, Proposition 3.9] to
deal with the present setting.

The strategy is to consider a weak limit measure of the sequence of locally uniformly
bounded perimeter measures |Dxg,|. Let us call it . Then we show simultaneously that
v = |Dxr| and that F' verifies the w-minimality condition (2.22).

The inequality |Dxr| < v follows from localizing the lower-semicontinuity of the perime-
ter [6, Proposition 3.6, and does not require the w-minimality condition. It remains to
check that v < |Dyp|. Below we report part of the proof in [6] and indicate where changes
are needed.

Let us fix y € Y and let F/ C Y be a set of locally finite perimeter satisfying FAF' &
B,(y). Let z; € X; converging to ¢ in Z and R > 0 be such that the following properties
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hold true:

(2.23) Sup |DXpey| (Xi) <00 and  B(#;) € Br(zi)  VieN.
1€N
Using [6, Proposition 3.8] we can find a sequence of sets of finite perimeter E! C X;
converging to F'N Br(y) in BV energy (notice that F' N Br(y) is a set of finite perimeter
thanks to (2.23)).
We claim that, for any set of finite perimeter F’ C Y such that FAF' € B,(y),

(2.24) v(Bs(y)) < (1+w(r)) [Dxr| (Bs())

for #t-a.e. s € (r',r), for some 0 < 7/ < 7.
Let us illustrate how to use (2.24) to conclude the proof.
If we apply (2.24) with F' = F we get that

v(Bs(y)) < (1 +w(r) [Dxr| (Bs(y)) ,
for #1-ae. s € (r',r), for some 0 < ' < 7.

Hence, letting s 1 r, we obtain
(2.25) v(Br(y)) < (1 +w(r)) [Dxr| (Br(¥))-

In particular v < |Dxp|, which is an asymptotically doubling measure. Hence, noticing
that by (2.25) and the continuity at 0 of w,

- v(Br(¥))
limsup —————~— < limsup(l + w(r)) =1,
ri0 - |Dxrl (Br(9)) rl0
we can apply the differentiation theorem to infer that v < |Dxp|. This proves (ii).
Substituting back in (2.24), we obtain that

|Dxr| (Bs(y)) < (1+w(r)) [Dxe| (Bs(9)) ,
for Zt-a.e. s € (r',r), for some 0 < v’ < r, and (i) follows by letting s 1 7.

Let us prove (2.24). We first fix 0 < v/ < r such that FAF’ C B,/(y). Then we fix a
parameter s € (/,7) with v(0Bs(y)) = 0, |Dxr/| (0Bs(y)) = 0 and set

Ef = (B{N Bs(:) U (Ei \ Bs(T1)) -

We also choose s < s’ < r such that v(0By(y)) = 0.

From now on, up to the end of the proof, we are going to adopt the notation Per(G, A)
to denote |[Dx¢| (A) whenever G has finite perimeter and A is a Borel set, to avoid multiple
subscripts.

Using the locality of the perimeter and the w;-minimality of E; (notice that R; > r for i
big enough), we get

Per(E;, Bs(Z;)) = Per(E;, By (%;)) — Per(E;, By (%;) \ Bs(;))
(

< (14 w;(r)) Per(E;, By(%;)) — Per(E;, By (T;) \ Bs(Z;))
= (1 + wi(r)) Per(E7, Bs(2:)) + (1 + wi(r)) Per(E7, 9By (2;))
+ (1 +wi(r)) Per(E}, By () \ Bs(#:))
(2.26) — Per(E;, By (Z;) \ Bs(;))
= (14 w;(r)) Per(E}, Bs(Z:)) + (1 + w;(r)) Per(E;, 0By(T:))
(2.27) + w;i(r) Per(E;, By (Z;) \ Bs(7;)) .

Taking the limit as i — oo, arguing as in the last part of the proof of [6, Proposition 3.9] it
is possible to prove that

(2.28) lim inf Per(E?, dBs(%;)) =0, for a.e. s € (', 7).

1—00
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Thanks to our choice of s, it holds that Per(E;, Bs(7;)) — v(Bs(y)) and moreover
(1 + wi(r)) Per(E], Bs(xi)) — (1 + w(r)) Per(F", Bs(y)), since Xp — Xrnpg(y) in BV
energy and therefore [6, Corollary 3.7] applies. Combining these last observations with
(2.28) and (2.27) we obtain that

v(Bs()) < (14 w(r)) I Dxp| (Bs()) + w(r)v(By (9) \ Bs(y))
Letting then s 1 s’ we infer
v(By(9)) < (1 +w(r)) |Dxrr| (Bs(9))
which is equivalent to (2.24) up to changing s’ into s.

In order to prove (iii), it is enough to observe that all the E;’s and the limit set of finite
perimeter F' verify uniform upper and lower density estimates, thanks to w;-minimality,
convergence of w; to w, Theorem 2.38 and Corollary 2.39.

By (ii) and the lower density estimate for |Dy |, any point in OF can be approximated by
points in dF;. On the other hand, limit points of sequences x; € F; do belong to OF due
to the uniform density estimates at x; and weak convergence of [Dyg,| again. We refer
to [29, Section 7] for an analogous statement in the case of boundaries of noncollapsed
RCD(K, N) spaces. O

2.5. Laplacian, heat equation and heat kernel. Unless otherwise stated from now on
we assume that (X, d,m) is an RCD(K, N) metric measure space for some K € R and
1 <N < o0.

In the first part of this subsection we collect some basic notation and results about the
Laplacian, the heat flow and the heat kernel, together with some terminology about first
and second order differential calculus on RCD spaces. The basic references for this part
are [10, 65, 66]. The second part contains some new technical results about the pointwise
short time behaviour of the heat flow.

Definition 2.43. The Laplacian A : D(A) — L%(X,m) is a densely defined linear operator
whose domain consists of all functions f € H%?(X,d, m) satisfying

/hgdm:—/Vh-Vfdm for any h € HY?(X,d, m)

for some g € L?(X,m). The unique g with this property is denoted by Af.

As consequence of the infinitesimal hilbertianity, it is easily checked that A is an
(unbounded) linear operator. More generally, we say that f € Hﬁj’cz(X,d,m) is in the
domain of the measure valued Laplacian, and we write f € D(A), if there exists a Radon

measure p on X such that, for every ¢ € LIP.(X), it holds

/wdu:—/Vf-dem.
2

In this case we write Af := p. If moreover Af < m with Li . density we denote by Af
the unique function in L (X, m) such that Af = Afm and we write f € Dioc(A).

Notice that the definition makes sense even under the assumption that f € Hllo’f (X,d,m)
for some 1 < p < oo, and we will rely on this observation later.

We shall also consider the Laplacian on open sets, imposing Dirichlet boundary conditions.
Let us first introduce the local Sobolev space with Dirichlet boundary conditions.

Definition 2.44. Let (X,d, m) be an RCD(K, N) metric measure space and let Q C X
be an open and bounded domain. Then we let H&’Q(Q) be the H'2(X,d,m) closure of
LIP.(9,d).
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We also introduce the local Sobolev space (i.e. without imposing Dirichlet boundary
conditions).

Definition 2.45. Let (X,d,m) be an RCD(K, N) metric measure space and let Q C X
be an open and bounded domain. We say that a function f € L?(£2,m) belongs to the
local Sobolev space H%2(Q,d, m) if

i) fo € HY3(X,d, m) for any ¢ € LIP.(9,d);

it) |Vf] € L3(X,m).
Above we intend that fy is set to be 0 outside from Q. Notice that |V f] is well defined on
any ' C Q (and hence on Q) as |V(fy)| for some ¢ € LIP.(Q) such that ¢ =1 on .

Definition 2.46. Let f € H"?(Q2). We say that f € D(A,Q) if there exists a function
h € L?(2, m) such that

/ghdm:—/Vg~Vfdm, foranygeHé’Q(Q,d,m).
Q Q

We refer to [66] for the basic terminology and results about tangent and cotangent
modules on metric measure spaces and for the interpretation of vector fields as elements of
the tangent modules. The notations L?(TX), L2 (T X) and L>®(TX) will be adopted to

loc
indicate the spaces of L2, L120C and bounded vector fields, respectively.

Definition 2.47. Let V € L?(TX) be a vector field. We say that V belongs to the domain
of the divergence (and write v € D(div)) if there exists a function f € L?(m) such that

/V-vgdmz—/fgdm, for any g € H"*(X).
X X

Under these assumptions, the function f is uniquely determined and we shall denote
f=div(V).

We refer again the reader to [66] for the introduction of more regular classes of vector
fields, such as the class Hé’Q(TX ) that will be relevant later in the paper.

The heat flow P;, previously defined in subsection 2.1 as the L?(X, m)-gradient flow of

Ch, can be equivalently characterised by the following property: for any u € L?(X,m), the
curve t — Pyu € L?(X,m) is locally absolutely continuous in (0, +00) and satisfies

d
aPtu = AP for Z'-ae. t € (0,400).

Under our assumptions the heat flow provides a linear, continuous and self-adjoint
contraction semigroup in L?(X, m). Moreover P; extends to a linear, continuous and mass

preserving operator, still denoted by P, in all the LP spaces for 1 < p < +oc.

It has been proved in [10, 8] that, on RCD(K, o) metric measure spaces, the dual heat
semigroup P; : Pa(X) — Pao(X) of P, defined by

[ 1aPui= [ Pfdn viemax). ¥F LX),
X X

is K-contractive (w.r.t. the Ws-distance) and, for ¢ > 0, maps probability measures into
probability measures absolutely continuous w.r.t. m. Then, for any ¢ > 0, we can introduce
the so called heat kernel p, : X x X — [0,400) by

pe(x,)m = Pié, .

A key property of the heat kernel follows, namely the so-called stochastic completeness:
for any x € X and for any ¢ > 0 it holds

(2.20) /X pi(,y) dm(y) = 1.
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Remark 2.48. From now on, for any f € L*° (X, m) we will denote by P, f the representative
pointwise everywhere defined by

Puf(x) = /X F@)pil ) dm(y)

Let us recall a few regularizing properties of the heat flow on RCD(K, N) spaces (which
hold true more generally for any RCD(K, co) m.m.s.) referring again to [10, 8] for a more
detailed discussion and the proofs of these results.

First we have the Bakry-Emery contraction estimate:

(2.30) VP f> <e 1P, |Vf]? m-ae.,

for any ¢ > 0 and for any f € H"?(X,d, m).
Later on it was proved in [121] that the Bakry-Emery contraction estimates extends to the
full range of exponents p € [1,0), i.e.

(2.31) IVEfIP < e PEIP|VfP, m-ae.,

for any ¢t > 0, for any function f € H'P(X,d,m) if p > 1 and for any function f €
BV(X,d,m) if p = 1.

Another non trivial regularity property is the so-called L>°— LIP regularization of the
heat flow: for any f € L°°(X,m), we have P,f € LIP(X) with

(2.32) V2l (t) Lip(Pf) < |[fllp , forany ¢ >0,
where I,(t) := fg elrdr.

We also have the so-called Sobolev to Lipschitz property: any f € H'“2(X,d, m) with
|V f| € L*°(X, m) admits a Lipschitz representative f such that Lip f < [|[Vf] .

Definition 2.49. We introduce the space of “test” functions Test(X,d, m) by
Test(X,d,m) :={f € D(A) N L®(X,m) : |V | € L®(X)
(2.33) and Afe€ H"(X,d,m)}.
and the subspace Test™ (X, d, m) by
Test™(X,d, m) :={f € D(A) NLIP,(X)
(2.34) and AfeL*nNHY(X,dm)}.
Remark 2.50. We remark that, for any g € LN L>°(X, m), it holds that P;g € Test(X,d, m)

for any ¢ > 0, thanks to (2.30), (2.32), the fact that P, maps L?(X,m) into D(A) and the
commutation AP, f = P,Af, which holds true for any f € D(A).

On RCD(K, N) metric measure spaces it is possible to build regular cut-off functions,
see [111, Lemma 3.1] (the Test regularity was not required in [111] but can be obtained
with a similar construction, see also [14, Lemma 6.7] and [66]).

Lemma 2.51. Let (X,d,m) be an RCD(K,N) metric measure space. Then, for any
R > 0 there exists a constant C = C(K, N, R) > 0 such that, for any x € X and for any
0 < r < R, there exists a function p, : X — [0,00) such that the following properties hold:

i) ¢ =1 on B,(x) and ¢, = 0 outside from Ba,(x);
ii) ¢, is Lipschitz and belongs to D(A), moreover

2 |Ag.| +7|Ve,| < C(K,N,R).
iii) ¢, € Test(X,d, m).
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Since RCD(K, N) spaces are locally doubling and they satisfy a local Poincaré inequality
(see [130, 120]), the general theory of Dirichlet forms guarantees that we can find a locally
Holder continuous heat kernel p on X x X x (0,+00), see [125].

Moreover in [86] the following finer properties of the heat kernel over RCD (K, N) spaces,
have been proved: there exist constants C; = C1(K,N) > 1 and ¢ = ¢(K,N) > 0 such
that

d*(z,y)
- b <
Crm(B () eXp{ g p=nlny)
Cl dQ(xv y)
(2.35) < exp{— +ct
m(B ;(z)) 5t
for any z,y € X and for any ¢t > 0. Moreover it holds

Ch { d?(z,y)
< —————expy ———
\/fm(B\/i(ac)) 5t

for any t > 0 and for any z € X.

We remark that in (2.35) and (2.36) above one can take ¢ = 0 whenever (X,d, m) is an
RCD(0, N) m.m.s..

It is also possible to combine the upper bound for the heat kernel in (2.35) with the
general theory of the heat kernels (see again [125]) to infer that

d d?(x,

(2.36) IVpi(z, )| (v) + ct} for m-a.e. y € X,

C
at m(B_; (7)) exp{ 5t
for all £ > 0 and m ® m-a.e. (z,y) € X x X.

We will deal several times with the heat flow for initial data with polynomial growth,
i.e. for those functions f : X — R such that for some n € N, some constant C > 0 and
x € X it holds

(2.37) F(y)] < Cd(z,p)" +C, forany y € X,
In this case the evolution via heat flow can be pointwise defined by
(2:38) Puf(@) = [ il ) dmiy).

for any z € X and for any ¢ > 0.

Observe that the integral in (2.38) is absolutely convergent thanks to the upper heat
kernel estimate in (2.35), the Bishop-Gromov inequality (2.1) and the polynomial growth
assumption (2.37).

Whenever f: X — R has polynomial growth, it belongs to the domain of the Laplacian
locally and has Laplacian with polynomial growth, it is possible to verify that P;f belongs
to the domain of the Laplacian locally and

(239)  APJ(x) = /X Api(z, 9) f(y) dm(y) = /X pr(, ) A f () dm(y)

for any z € X and for any ¢ > 0. Then one can easily argue that

%Ptf(ac) = AP, f(z), forae. t>0andeveryzeX.

Among the consequences of the Gaussian bounds there is the fact that the heat kernel
is strictly positive. It follows that, whenever f € LllOC (X,m) has polynomial growth and
f >0, then P,f is strictly positive at any point and any positive time unless f = 0. Below
we wish to show that, nevertheless, the action of the heat flow is still local, to some extent.
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Lemma 2.52. Let (X,d, m) be an RCD(K, N) metric measure space for some K € R and
1< N<oo. Let f e LIIOC(X, m) be a function with polynomial growth and assume that
there exist xo € X and ro > 0 such that f =0 on By,(zo). Then, for any n € N,

Fif(wo) = o(t"), ast]O.

Proof. Observe that, since py(z, -) is a probability measure for any x € X and for any ¢t > 0
(see (2.29)), by Jensen’s inequality it holds

|Pf(x)] < P |f|(x), foranyt >0 and for any z € X .
Therefore we can assume without loss of generality that f > 0.

Using the coarea formula and abbreviating by Per, the perimeter measure of the ball
B,(x), we can compute

(240)  Pif(s) = /X P, ) () dm(y) = /0 h /8 o, SO APen )

Using the upper bound for the heat kernel in (2.35) we estimate

/oo/ f(y)pi(x,y) dPer,(y) dr
0 JoB(x)

Ce 2
(2.41) < m(B\[t(x))/D e 5 /aBT(x)f(y)dPerT(y) dr.

Let us set now
and

By the coarea formula,

h(r):/ g(s)ds, foranyr >0,
0

hence r — h(r) is an absolutely continuous monotone map and
(2.42) h'(r)=g(r), forae. r>0.

Moreover, by the polynomial growth assumption and since f = 0 on B, (xg), we know
that, for any n > ng (where ng is the order in the polynomial growth assumption), there
exists a constant C' = C(n) > 0 such that

(2.43) ][ f(y)dm(y) < Cr™, for any r > 0.
Br(20)

When read in terms of the function h, this can be rephrased by
h(r) < Cr"m(B,(x0)), for any r > 0.
With the above introduced notation, (2.40) and (2.41) can be rephrased as
Ce o2
Pufa) < s [T e g ar,
m(B s (70)) Jo

Changing variables in the integral by setting s := r//5t and integrating by parts, taking
into account (2.42) and the polynomial growth of f and the Bishop-Gromov inequality
(2.1) to prove vanishing of the boundary terms, we obtain
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C’eCtﬁ o) 2
Pif(xo) Sm(B\/g(ﬂfo))/o e ¥ g(\/5ts) ds

CGCtﬁ 1 /co 2
< se 5 h(\/5ts)ds
w(B a0 Vo Jy ")
ct 0
< C’e/ se_SQh(\/Qs) ds
m(B\/z(CUO)) 0
(2.44) ZC'eCt/ sefszh(i\/as)ds.
0 m(B /(z0))
Let us set, for any 0 < ¢t < 1 and for any s > 0,
h(v/5ts
or(s) = VO
m(B, /;(z0))

We wish to bound ¢,(t) in a sufficiently uniform way (w.r.t ¢ € (0,1)) in order to apply
Fatou’s Lemma and prove that P,f(x) = o(t™), for any m € N as t | 0.

To this aim, fix m € N and let n € N, with n > m. We split (0, 00) into two intervals.

If s € (0,1/+/5), then, for any ¢ € (0,1), we can bound

(2.15) oils) < % -f PR

where we used (2.43) for the last inequality. If instead s > 1/4/5, we can bound
sm AR OLL)

(2.46) < Cm (\/&s)" :

where we used the Bishop-Gromov inequality (2.1) and the last bound follows from (2.43).
From (2.46) we infer that for every ¢ € (0,1) it holds

o0
(2.47) 0 <t Mp(s) <Yr Nnm(s) with / YK Nnm(8) se™5" ds < oo.
0
Moreover, since f =0 on B,(z), it holds
(2.48) t™™p(s) =0, ast] 0, forany s >0.

Now observe that (2.44) can be rewritten as
oo
t7" P f(xo) < CeCt/ ™" pi(s) se” ds.
0

Thanks to the domination (2.47) and to the pointwise convergence (2.48) we can apply
the Dominated Convergence Theorem and get

limt™™P, =0.
i tf (o)
Since m € N was arbitrary, the claim follows. O

The next lemma is an instance of the fact that the heat flow acts as an averaging operator
on smaller and smaller scales as time goes to 0, even though being non local.
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Lemma 2.53. Let (X,d, m) be an RCD(K, N) metric measure space for some K € R and
1 < N < oo. Let us assume that f € LIIOC(X, m) has polynomial growth and let x € X be
such that

. 1 B
(2.49) s /| ) = fwlam =,
Then
(2.50) lim P, f(x) = f(x).

t10

Proof. We start by observing that, for any t > 0,
Puf(@) = 1@) = [ mlaa)(0) = 1) dm(y),

thanks to the stochastic completeness (2.29).
Therefore, in order to prove (2.50), using Jensen’s inequality it is sufficient to prove that

/X pi(,9) [F() — f(z) | dm(y) =0, astl0.

Thanks to Lemma 2.52, we can assume without loss of generality that f has compact
support, up to multiplying with a compactly supported continuous cut-off function.
Under this assumption, (2.49) can be rephrased by saying that

(2.51) ][ |f(y) — f(z)|dm(y) < C < oo, foranyr >0
By ()
and
(2.52) F 11w - f@ldni) 0, asr Lo,
B (x)
Setting

Wr) = /B W = @)l dmy)

and arguing as in the proof of Lemma 2.52, we can bound

ct > —s2 h(ms)
[ e 15— rlamt) < ot [T et TR as

Relying on (2.51) to get the uniform bounds and on (2.52) to get the pointwise convergence
to 0 of the integrands as t | 0, we can argue as in Lemma 2.52 and prove that

o —s2 h(\/gs)
/0 se st—)@, ast\LO,

hence (2.50) holds. O

Remark 2.54. In Lemma 2.53 above we can weaken the assumption by requiring only that
lim f(y)dm(y) = c.
0 B, (2)

In that case, the very same proof shows that

lg%Ptf(x) =c.

Lemma 2.55. Let (X,d, m) be an RCD(K, N) metric measure space for some K € R and
1< N<o. Let f € Llloc(X7 m) be a function with polynomial growth. Moreover, let us
assume that:

i) There exists By(x) C X such that f € D(A, Bar(x));

ii) Af is m-essentially bounded on B,(x);
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iii) x is a Lebesgue point for Af, i.e.

lim |Af(y) = Af(z)]dm(y) = 0.

r—0 Br(l‘)
Then

(2.53) lima 21 () — ()

i " =Af(z).

Proof. Thanks to Lemma 2.52, up to multiplying f with a cut-off function with good
estimates from Lemma 2.51, we can assume that f € D(A) and Af € L*°(X, m).
Thanks to (2.39), we can consider the pointwise defined versions of P;f and P,Af, and
compute:

PS) — f@) 1 [t
= / —Psf(x)ds

(2.54) /APf /PAf()

Observe that, in particular, P,Af is continuous for any t > 0 thanks to the L°°-LIP
regularization property of the heat flow. Thanks to (2.54), in order to get (2.53) it is
sufficient to prove that

(2.55) PAf(x) = Af(z), ast]O.

In order to obtain (2.55), it is now sufficient to apply Lemma 2.53 with Af in place of
[ O

Remark 2.56. The technical lemmas above essentially provide a counterpart, tailored for
the non smooth RCD(K, N) framework, of the classical fact that if one evolves a smooth
initial datum f through the heat flow on a Riemannian manifold, then P;f converges to f
smoothly as t — 0. Moreover, local smoothness yields local smooth convergence.

2.6. The Poisson equation. Let us collect here some existence and comparison results
for the Poisson equation with Dirichlet boundary conditions on RCD (K, N') metric measure
spaces. Some of them are valid in the much more general framework of metric measure
spaces verifying doubling and Poincaré inequalities, but for the present formulation we rely
on the RCD(K, N) structure.

We will often rely on the following regularity result for the Poisson equation on
RCD(K, N) spaces, which is in turn a corollary of [85, Theorem 1.2].

Theorem 2.57. Let (X,d,m) be an RCD(K, N) metric measure space for some K € R
and 1 < N < oo. Let Q@ C X be an open domain and let f € D(A,Q) be such that Af is
continuous on 2.

Then f has a locally Lipschitz representative on €.

From now on, when dealing with solutions of the Poisson problem Af = n for some
continuous function 7, we will always assume that f is the continuous representative given
by Theorem 2.57 above.

Theorem 2.58. Let (X,d,m) be an RCD(K, N) metric measure space for some K € R
and 1 < N < oco. Let QQ C X be an open and bounded domain. Then the following hold:

(i) (Strong mazimum principle) Assume that Af =0 on Q and that f has a mazimum
point at xog € 2. Then f is constant on the connected component of £ containing
Q-
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(ii) (Ewistence for the Dirichlet problem) Assume that m(X \ Q) > 0 and that g €
HY2(X) and let n : Q — R be continuous and bounded. Then there exists a unique
solution f of the Poisson problem with Dirichlet boundary conditions

Af=n on$Q, f—gEH&’Q(Q).

(iii) (Comparison principle) Assume that, under the same assumptions above, Ag <n
on 2, then g > f on Q.

Proof. 1) (resp. iii)) follows by combining [25, Theorem 8.13] (resp. [25, Theorem 9.39])
with the PDE characterization of sub-harmonic functions obtained in [68].

ii) follows from the solvability of the Poisson equation with null boundary conditions
proved in [24, Corollary 1.2], combined with the existence of harmonic functions with
Dirichlet boundary conditions (see for instance [25, Theorem 10.12]). Alternatively, one
can argue as in the proof of [25, Theorem 10.12] and minimize the functional J;(u) :=
Jo IVu]* dm — [ nu dm instead of Jo(u) := [, |Vul* dm, among the functions u € H?(Q2)
such that u — g € Hé’Q(Q). O

2.7. The Green function of a domain and applications. Here we deal with some
relevant estimates for the Green function of the Laplacian on a domain of an RCD(K, N)
metric measure space (X,d, 7 N ). We assume that N > 3, for the sake of this discussion.
The arguments can be adapted to deal with the case N = 2, as it is classical in geometric
analysis when dealing with Green’s functions.

A classical way (cf. for instance with [87, Lemma 5.15] and [73]) to construct a positive
Green’s function for the Laplacian with Dirichlet boundary condition (and estimate it) on
a smooth domain of a Riemannian manifold is given by the following procedure.

Let p; : X x X — [0,00) denote the global heat kernel of the Riemannian manifold. Fix
a time parameter 17" > 0 and consider

T
T = T .

This is formally a solution of A,GT (-, y) = =3, + pr(-,y). Indeed, we can compute

AGT (., A/pt dt—/ Agpe(-,

2/0 P pe(-y)dt = pr(-,y) — 0y

Then we solve the Dirichlet boundary value problem

Af=pr(.y)
with boundary condition
f=GT(,y), on o,
and subtract the solution f to GT(-,y). In this way we obtain, for y € Q fixed, a solution
for the problem
AG(y) = =6y, G(,y)=0 on Q.

Good properties such as regularity away from the pole and strict positivity can be proven by
regularization and exploiting harmonicity outside from the pole, once suitable integrability
is established.

We wish to prove that the construction above can be carried over even in the non
smooth framework. This will require some slight adjustments to the construction of global
Green functions on RCD(K, N) metric measure spaces verifying suitable volume growth
assumptions performed in [28] following one of the classical Riemannian strategies.
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Notice that, as it is classical in the study of Green functions of the Laplacian, the case
of dimension 2 would require a separate treatment, that we omit here since it does not
involve really different ideas.

Proposition 2.59. Let (X, d, #") be an RCD(K, N) metric measure space and let @ C X
be an open domain such that N (X \ Q) > 0. Assume that N > 3. Then, for any x €
there a exists a positive Green’s function of the Laplacian on Q with pole at x, i.e. a
function Gy : Q — (0, 00| such that

AG,(-) = =6,
i.e. Gy is locally Lipschitz away from x, VG| € LL (Q) and
/ VG, - Veodm = p(x),
Q
for any function ¢ € LIP.(2). In particular, G, is harmonic away from the pole x.

Proof. Let us fix x € Q C X. For T > 0 sufficiently small, we set
T
GI(0) =G ()= | mlag)
0
and, for any 0 < ¢ < T we also set
. T
Gp " (y) == / pe(z,y)dt.
&g

Let us consider GL as a function of y. Then, relying on (2.35), the smallness of 7' > 0, and
the local Ahlfors regularity of (X,d, #V), we can estimate

T 2(y
Gr(y )=/ pe(z,9y) dt</ mexp{ d (5t’y)+ct}dt

_d? (w y) wy)
<C/ dt < C’/
m(B(x))
(2.56) <Cd(z,y)* M.

In an analogous way, relying on the lower Gaussian heat kernel bound (2.35), we obtain
(2.57) GI(y) > C'd(z,y)* N, foranyye X, y#u,

for some constant C" = C;, 1 > 0.

Using the gradient bound for the heat kernel (2.36) it is also possible to prove that G
is locally Lipschitz away from x with the bound

(2.58) ‘vaf(y)‘ < Cd(z,y)"N, forae yeX.

It follows in particular that GI € LL (X, m) and ’VG% € Li . (X,m).

Arguing as in the proof of [28, Lemma 2.5] it is then possible to prove that, for any
function ¢ € LIP.(X,d), it holds

[ VEEW) - ety dmy) = ¢@) - [ priz)e)dn(),
X X

which is the distributional formulation of AGL = —6, + pr(z, ).
Let us also notice (cf. again with [28]) that GI¢ is a regularized version of GI. Indeed, it
is possible to show that G € Testio.(X,d, V) for any 0 < ¢ < T and

AGLA() = —pe(x,-) + prla, ).
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Now let us notice that pr(x,-) € Testioe(X,d, #V) as it follows from the regularization
properties of the heat flow and the semigroup law.

Using Theorem 2.58 (ii), for any € > 0 we can consider a solution ¢ of the Dirichlet
problem

(2.59) Ag® =pr(z,:) onQ, ¢ —GleeH?Q).
Setting G := G — ¢°, it holds
AG; = _pe(xv ) ;

and G, € H& 2(2). Moreover, by the comparison principle Theorem 2.58 (iii), we get that
G: > 0 on .

Now we can fix 0 < g9 < T and set G, := GL — g°. Observe that
€0
Gy = GL — gfo = GTe0 _ g%0 +/ pe(x,)dt >G>0 on .
0

Notice that Theorem 2.57 applied to the Poisson problem (2.59) yields that ¢° is a locally
Lipschitz function. Hence G, is locally Lipschitz away from the pole z and VG| € LL ().
Moreover, by the very construction of ¢¢, it holds that

0

Remark 2.60. With an additional limiting argument (basically setting £9 = 0 in the proof
above) it is possible to obtain the Green function of the Laplacian on Q with pole at z and
homogeneous Dirichlet boundary conditions.

Proposition 2.61. Let (X,d, #") be an RCD(K, N) metric measure space for some
N > 3 and let Q C X be an open domain such that ™ (X \ Q) > 0. Let z € Q and
constder the positive Green function of the Laplacian with Dirichlet boundary conditions on
Q and pole at x, constructed in Proposition 2.59.

Then the following estimates hold: there exist constants c,,Cy > 0 such that

Cy Cx
2y = %W S gy

for every y € B,(x) such that y # = (where r > 0 is such that B,(z) C Q), and

Cy

e —
|VGCE(y)| — dNﬁl(ﬂc,y) 9

for a.e. y € By(x).

Proof. The sought estimates follow from the estimates for the function GZ and its gradient
(see (2.56), (2.57) and (2.58)) combined with the local uniform Lipschitz estimate for the
solution of the Dirichlet problem ¢* considered in the proof of Proposition 2.59, that follow
in turn from Theorem 2.57. O

Our next step is to use the local Green function in order to build a replacement of the
distance function with better regularity properties.
On the Euclidean space of dimension N > 3, the Green function of the Laplacian is
a negative power of the distance function. On a general Riemannian manifold this is
not the case of course, but still a suitable power of the Green function of the Laplacian
is comparable to the distance function (under suitable curvature and volume growth
assumptions). Moreover, the Green function solves an equation, which makes it sometimes
more suitable for the applications. We refer to [50, 87, 28] for previous instances of this
idea in Geometric Analysis.
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Proposition 2.62 (The Green distance). Let (X,d, ") be an RCD(K, N) space for
some N > 3. Let Q C X be an open and bounded domain with m(X\Q) > 0 and x € Q. Let
us suppose, up to scaling, that B1(x) C Q and let G, be the positive Green function of the
Laplacian with pole at x and Dirichlet boundary conditions, constructed in Proposition 2.59.
Then, setting

bo(y) =G " (y),
the following hold:
(i) there exist constants cg,Cy > 0 such that

(2.60) ced(@,y) < ba(y) < Cod(w,y)  for any y € Bi(x);
(ii) there exists Cy > 0 such that
(2.61) [Vba(y)| < Co for a.e. y € Bi(x);
(iii) b2 € D(A, By(x)) and
(2.62) Ab? = 2N |Vb,|* ;
Proof. The estimates in items (i) and (ii) directly follows from the estimates for the Green
function G of Proposition 2.61.

In order to prove (2.62) we argue in two steps. First we prove that b2 € D(A, By(z)\{z})
and that (2.62) holds on By(x) \ {z}, then we verify that b2 is globally in the domain of
the Laplacian on Bj(z) and that the pole gives no singular contribution.

Let us point out that G, is harmonic outside from the pole x. Given this remark, it
can be easily verified via the chain rule for the gradient and the Leibniz formula for the
Laplacian that b2 € D(A, By(z) \ {z}) and that (2.62) holds on Bj(z) \ {x}.

To conclude, we need to verify that b2 belongs locally to the domain of the Laplacian.
This conclusion will be achieved through a standard cutting-off and limiting procedure.
We wish to prove that

(2.63) / Vb2 Ve d#N = —2N © | Vb, |* dstN
Bi(x) Bi(z)

for any Lipschitz function ¢ with compact support in By (z).
We already argued that b2 € D(A, By(z) \ {z}), hence (2.63) holds true as soon as ¢ has
compact support in By (z) \ {z}.

Let us consider then radial Lipschitz cut-off functions 7., for 0 < € < 1 such that
ne =1 on By(x) \ Ba:(x), n: =0 on B.(x) and |Vn.| < C/e. Then we can apply (2.63) to
e = e for any € > 0 and get

(2.64) / n-Vb2 -V daN + / ©Vn. - Vb2 dN
Bl(z) Bl($)
= / VbE - V. da#N
Bl(x)

= 2N/ one | Vb, |> dstN .
Bi(x)
The last term above converges to

—2N ©|Vby|* doN
B ()

as € — 0 by the dominated convergence theorem. By the same reason, also the first term
in the left hand side of (2.64) converges to

/ Vb -V daN
Bi(x)
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as € — 0. Hence to complete the proof of (2.63), it remains to prove that the second term
in the left hand side of (2.64) converges to 0 as ¢ — 0. To this aim, it is sufficient to
observe that

Vb2 daN

/ ©Vn. - Vb2 daN
Bi(x)

-/ ol V|
Boe (2)\B:(2)

C
< CB 0 P3N (e )\ Buta).

which is easily seen to converge to 0 as € — 0. O

Remark 2.63. The main use of the Green function for the purposes of the present paper will
be the possibility (guaranteed by the construction of the function b, above) of considering
locally a sufficiently regular function f : B.(z) — R with the following properties:

i) it is non-negative;

ii) it vanishes only at = and is strictly positive in a neighbourhood of z;
iii) also its gradient is vanishing at x, at least in a weak sense;
iv) its Laplacian is non-negative, in a weak sense.

This function plays the role of a power of the distance function in the development of a
viscous theory of bounds for the Laplacian on RCD metric measure spaces.

In the Euclidean setting, by considering powers of the distance function it is possible to
work with smooth functions whose derivatives are vanishing at any given order. In the
synthetic framework this is of course too much to ask.

3. THE LAPLACIAN ON RCD(K, N) SPACES

We are going to consider some new equivalences between different notions of Laplacian
and bounds for the Laplacian on an RCD(K, N) metric measure space (X,d, 7). We
will be guided by the equivalences that hold in the Euclidean setting and on smooth
Riemannian manifolds. In particular we shall address bounds on the Laplacian:

in the sense of distributions;

in the viscous sense;

in the sense of sub/super minimizers of Dirichlet type energies;

in the sense of comparison with solutions of the Dirichlet problem:;
in the sense of pointwise behaviour of the heat flow.

Some of the equivalences had already appeared in the literature, even under less restrictive
assumptions on the metric measure spaces. The main contribution here will be in the
direction of the viscous theory, in which case the only previous treatment we are aware of
is [135], dealing with Alexandrov spaces (and inspired in turn by the unpublished [117]),
and of the pointwise behaviour of the heat flow, a notion that seems to be new also in the
smooth setting.

We are going to restrict the analysis to locally Lipschitz functions, in order to avoid
technicalities and since this class will be sufficiently rich for the sake of the applications
in later sections of the paper. We remark that likely more general functions could be
considered.

3.1. Notions of Laplacian bounds. We start with distributional Laplacian bounds,
borrowing the definition from [65].

Definition 3.1. Let (X,d, m) be an RCD(K, N) metric measure space and let Q& C X be
an open domain. Let f:  — R be a locally Lipschitz function and n € Cp(€2). Then we
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say that Af <7 in the sense of distributions if the following holds. For any non-negative

function ¢ € LIP (),
—/ Vf-Vodm < / pndm.
Q Q

The following is a classical result, relying on the fact that a distribution with a sign is
represented by a measure, in great generality. We refer to [68, 65] for a proof.

Proposition 3.2. Let (X,d,m) be an RCD(K, N) metric measure space and let Q@ C X
be an open domain. Let moreover f : ) — R be a locally Lipschitz function and n € Cp(Q).
Then Af < in the sense of distributions if and only if there exists a locally finite measure
w oon £ such that

(3.1) —/QVf-Vgodm:/Qcpd,u,

for any ¢ € LIP.(Q). Moreover, under these assumption u < nm, u is uniquely determined
by (3.1) and we shall denote it by Af.

Given a function n € C,(£2), we introduce the energy
E,:LIP(Q) > R,
by

1
(3.2) E,(v) == / |Vv\2dm+/m]dm.
2 Ja Q

Definition 3.3. Let (X,d, m) be an RCD(K, N) metric measure space and let & C X be
an open domain. Let f : Q@ — R be a locally Lipschitz function and n € Cp(€2). Let us
consider the energy functional E, : LIP(£2) — R defined above. Then we say that f is a
superminimizer of E, on € if

E,(f+v) > E,(f), forany non-negative function ¢ € LIP.(2).

The following result comparing superminimizers with functions having Laplacian bounded
from above in the sense of distributions will be of some relevance for our purposes. A
version of this statement tailored for more general ambient spaces (but restricted to the
case of subharmonic/superharmonic functions) appears for instance in [68, Theorem 4.1,
Corollary 4.4]. The extension to more general upper/lower bounds for the Laplacian
requires just slight modifications to the original argument, that we omit for brevity.

Proposition 3.4. Let (X,d,m) be an RCD(K, N) metric measure space and let Q@ C X
be an open domain. Let f : Q) — R be a locally Lipschitz function and n € C,(R2). Then
Af < in the sense of distributions if and only if f is a superminimizer of the energy K,
on § according to Definition 3.3.

Various definitions of sub/superharmonic functions on metric measure spaces in the
sense of comparison with Dirichlet boundary value problems have appeared in the last
twenty years. Here we choose a slight modification of [25, Definition 14.8] tailored to the
purpose of studying locally Lipschitz functions (and general Laplacian bounds).

Definition 3.5. Let (X,d, m) be an RCD(K, N) metric measure space and let Q C X be
an open domain. Let f: Q — R be a locally Lipschitz function and n € C,(2). We say
that f is a classical supersolution of Af = n if the following holds: for any domain ' € 2
and for any function g € C(Q) such that Ag =7 in ' and g < f on 9 it holds g < f
on .

Remark 3.6. If f € D(A,Q) and Af = n on €, then it is a classical supersolution of
A f = n according to Definition 3.5 above.
Indeed, for any test function g as in the definition above, Af = Ag = n on €' and g is
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continuous on €’ by assumption. Moreover f is continuous on £, since it is locally Lipschitz
on Q by Theorem 2.57. Therefore, letting h := f — g, h is harmonic and continuous on €’
and h > 0 on O€V.

We claim that h > 0 on €. Suppose that this is not the case, then h admits a strictly
negative minimum in the interior of €’. Therefore it is constant and strictly negative in the
connected component of ' where this minimum is achieved by Theorem 2.58 (iii). This
yields a contradiction since h > 0 on 9.

Remark 3.7. By Remark 3.6 and thanks to the linearity of the Laplacian on RCD(K, N)
spaces, the extension of the results in [25] from the case of sub/supersolutions of the
equation A f = 0 to the general Poisson problem A f = 7 is harmless. Indeed we can always
subtract off a solution of the Poisson problem and reduce to the harmonic case.

Remark 3.8. In [25, Chapter 11] it is proved that Definition 3.5 is equivalent to another
(a priori stronger, since we test with more functions) definition of supersolution of the
problem Af = .

The outcome is that f (verifying the usual assumptions) is a classical supersolution of
Af =non Q if and only if for any ' € Q and for any g € LIP(9€’) such that g < f on
o€V, it holds that H,g < f on €. Here H,g is the solution of the Poisson problem with
Dirichlet boundary conditions

AH,g=n, Hyg—§e Hy* (),
with g any global extension of g.

Let us quote a fundamental result connecting (classical) supersolutions of the equation
Af = n with superminimizers. Under our assumptions, it is a direct corollary of [25,
Theorem 9.24] (see also [92]), where equivalence of supersolutions with superminimizers
of the energy is addressed, and Proposition 3.4, that gives the equivalence between the
superminimizing property and bounds for the Laplacian in the sense of distributions.

Theorem 3.9. Let (X,d,m) be an RCD(K, N) metric measure space and let Q@ C X be
an open and bounded domain. Let f : Q — R be locally Lipschitz and bounded and let
n € Cp(Q). Then f is a classical supersolution of Af = n in the sense of Definition 3.5 if
and only if Af < n in the sense of Definition 3.1.

Next we propose a definition of sub/supersolutions of the equation A f = 7 in the viscous
sense tailored to the setting of RCD(K, N) metric measure spaces.

The viscous theory for the Laplacian allows for several simplifications with respect to
the general viscosity theory of PDEs in the Euclidean case.

When considering general smooth Riemannian manifolds, there are intrinsic definitions
of Laplacian bounds in the viscosity sense, see for instance [133] and the more recent [107],
that require essentially no modification with respect to the classical Euclidean notion.

In the non smooth framework, the development of a viscous theory of Laplacian bounds
presents some further challenges, the first one being the necessity to single out the right
class of smooth tests to use as comparison functions.

Definition 3.10 (Viscous bounds for the Laplacian). Let (X,d,m) be an RCD(K, N)
metric measure space and let 2 C X be an open and bounded domain. Let f: Q) — R
be locally Lipschitz and n € Cp(€2). We say that Af <7 in the viscous sense in Q if the
following holds. For any Q' € Q and for any test function ¢ : ' — R such that

(i) ¢ € D(A,Q) and Agp is continuous on

(ii) for some x € Q' it holds p(z) = f(z) and p(y) < f(y) for any y € ', y # x;
it holds

Ap(z) <n(z).
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Remark 3.11. In the classical definitions of viscosity supersolutions for PDEs on the
Euclidean space or on Riemannian manifolds, test functions are required to be C2. Therefore
the notion considered above is a priori stronger than the classical one on smooth Riemannian
manifolds, since it is well known that there are functions with continuous Laplacian that
are not C2. Nevertheless, it follows from the equivalence Theorem 3.24 that this notion is
equivalent to the classical one.

We introduce yet another definition of supersolution of the equation A f = 7 based on
the pointwise behaviour of the heat flow.

Definition 3.12 (Supersolution in the heat flow sense). Let (X,d, m) be an RCD(K, N)
metric measure space and let {2 C X be an open and bounded domain. Let f: 2 — R be
a Lipschitz function and let n € Cp(€2). We say that Af < n on 2 in the heat flow sense if
the following holds. For any €' € © and any function f : X — R extending f from €’ to
X and with polynomial growth, we have

P F
lim sup Pif(z) = f() <n(x), foranyze Q.
10 t
Remark 3.13. Definition 3.12 is independent of the choice of the global extension with
polynomial growth of the function f to X, therefore it is well-posed. This is a consequence
of Lemma 2.52, applied to the difference of two global extensions of f with polynomial
growth.

Remark 3.14. The role of the heat flow in the treatment of weak notions of Laplacian
bounds on smooth Riemannian manifolds can be traced back at least to [72], where the
original idea is attributed to Malliavin. Notions of Laplacian and Laplacian bounds related
to the asymptotic behaviour of the heat flow appear also in [65, Section 4] and [74]. The
novelty of Definition 3.12 is the absence of integrations against test functions and that the
bound is required to hold pointwise.

Remark 3.15. We can consider counterparts of all the notions in the case of lower bounds
for the Laplacian of the type Af > 7. The only difference being that all the signs in the
inequalities need to be switched.

Remark 3.16. Since we chose to adopt the same notation Af < n for most of the notions
of Laplacian bounds that we have introduced, we shall usually clarify in which sense the
bound has to be intended, whenever there is risk of confusion.

3.2. The main equivalence results. The aim of this subsection is to establish the
equivalence of the upper bounds for the Laplacian in the viscous sense and in the sense
of distributions. This will allow also to prove equivalence with the less classical notion of
Laplacian bounds through pointwise behaviour of the heat flow that we have introduced in
Definition 3.12.

We will mostly consider the case of an RCD(K, N) metric measure space (X,d, #)
and limit our analysis to functions that are locally Lipschitz continuous. We shall give the
proofs under the additional assumption that N > 3. The case N =1 is elementary, due to
the classification of non collapsed RCD(K, 1) metric measure spaces, see [94]. The case
N = 2 could be treated with arguments analogous to those considered here, with the slight
modifications due to the different behaviour of the Green function. Notice also that the
theory of non collapsed RCD(K, 2) metric measure spaces is very well understood, thanks
to [102], where it is shown that they are Alexandrov spaces with curvature bounded from
below.

Remark 3.17. Let us remark that the case of general RCD(K, N) metric measure spaces
(X,d,m) could be handled with similar arguments, after imposing some mild lower bounds
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on the measure growth of balls, necessary in order to have a good definition of local Green’s
functions.

A fundamental tool in order to establish the equivalence between viscous and distribu-
tional bounds will be the following maximum principle, which follows from [136]. It is
reminescent of the Omori-Yau maximum principle and of Jensen’s maximum principle in
the viscous theory of PDEs.

Below, given a measure pu on an RCD(K, N) metric measure space (X,d, m) we shall
denote by p its absolutely continuous part w.r.t. m and by p®© its density, i.e. p® = p*“m.

Theorem 3.18. Let (X,d,m) be an RCD(K, N) metric measure space. Let Q@ C X be an
open and bounded domain. Let f € LIP(Q) be such that Af is a signed Radon measure
with non-negative singular part. Suppose that f achieves one of its locally strict mazima in
Q. Then there exists a sequence of points that are approximate continuity points of A% f
and such that . .
flan) > sp fo— o Af(r) <

In particular, if x € Q is a strict maximum point of f in ), then there exists a sequence
(zn) of approximate continuity points for A f such that

Tp =T, A“f(x,) —0.
More strongly, for any € > 0 it holds that
m({z € BA(x) : A%f(x)<e})>0.

Proof. The proof follows from the more general statement of [136, Theorem 1.3]. The
conclusion that the points z,, can be chosen to be converging to x follows from the fact
that  is assumed to be the unique strict maximum in a neighbourhood of  in €2, i.e.,
there exists a neighbourhood U, > x such that f(y) < f(x) for any y € U, with y #z. O

Remark 3.19. A dual statement holds when dealing with functions whose distributional
Laplacian is a signed Radon measure with non-positive singular part and local minima
instead of local maxima.

One of the steps towards a viscosity theory is the comparison between classical bounds
for the Laplacian and bounds in the viscous sense for sufficiently smooth functions.

Proposition 3.20 (Classical vs viscous for functions with continuous Laplacian). Let
(X,d, V) be an RCD(K, N) metric measure space. Let us consider a function f €
D(A,Q) and assume that Af has a continuous representative. Let n : Q@ — R be a
continuous function. Then Af < n pointwise if and only if Af < n in the viscous sense on

Q.

Proof. Let us suppose that Af < n in the viscous sense. We wish to prove that Af <n¢
pointwise. To this aim, it is enough to observe that we can take f as a test function in
the definition of Laplacian bound in the viscous sense. This directly yields that Af <n
pointwise.

Let us prove conversely that if Af < n pointwise, then Af < n in the viscous sense. To
this aim, fix z € Q and Q' € Q. Let ¢ : Q' — R be such that ¢ < f on ', p(z) = f(z) and
¢ has continuous Laplacian on €. We wish to prove that Ap(z) < n(z). Set ¢ := f — .
Without loss of generality we can assume €’ to be small enough in order for the Green
type distance b, to be well defined with good properties on €', as in Proposition 2.62.
Set ¢ 1= 1 + bﬁ. Then ¢ has a strict local minimum at z. Observe also that v is locally
Lipschitz. Hence, by Theorem 3.18 (see also Remark 3.19), we can find a sequence of points
(z,) converging to x and such that

(3.3) lim inf Ap(z,) > 0.
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By the properties of the auxiliary function b,, we infer that
(3.4) lim inf Adp(zy,) > 0.
Indeed

2
(3.5) AbL = A(B2)? =2 ‘Vbi + AN |[Vby|? = 4(N + 2)b2 [Vb,[? |

where we rely on the identity Ab2 = 2N |Vb,|* obtained in Proposition 2.62. Then (3.4)
follows from (3.3), via (3.5) and relying on the two sided estimates (2.60) for b, and on
the gradient estimate (2.61).
Hence

l%gf(Af(xn) — Ap(xn)) 2 0.

Since Af < 7 pointwise and 7 is continuous, we infer
hql;risogp Ap(xy,) < llnn_1>10%f77(xn) =n(x).

Hence Ap(x) < n(z) and we can conclude that Af <7 in the viscous sense, as claimed.
O

Remark 3.21. An easy consequence of the existence for solutions to the Dirichlet problem
Theorem 2.58 and of the linearity of the Laplacian is now the following: given a continuous
function 7 and a function u with continuous Laplacian, it holds that Au < 7 in the viscous
sense if and only if, denoting by v, a local solution of Av, =7, it holds that A(u —wv,) <0
in the viscous sense.

Proposition 3.22. Let (X,d, ") be an RCD(K, N) metric measure space. Assume that
f:Q =R is alocally Lipschitz function and that n: Q@ — R is a continuous function. If
Af < nin the sense of distributions, then Af <mn in the viscous sense.

Proof. If Af <n in the sense of distributions, then Af is a signed Radon measure whose
singular part is non-positive. Moreover, for any Lebesgue point x € € of A?¢f, it holds

A* f(x) <nlz).
This is a direct consequence of the observation that A?¢f <7 and of the very definition of
Lebesgue point.
The proof now follows from the same argument used in the proof of Proposition 3.20
with the only adjustment that we have to consider Lebesgue points (x,,) of the absolutely

continuous part of the Laplacian in place of general points and A®C in place of the pointwise
defined Laplacian A. O

Lemma 3.23 (Maximum principle for viscosity sub/super solutions). Let (X,d, m) be an
RCD(K, N) metric measure space for some K € R and 1 < N < oo. Let Q C X be an
open and bounded domain such that there exists Q € Q with m(X \ Q) > 0. Let moreover
f:Q —= R be a Lipschitz function such that Af <0 in the viscous sense. Then

min f(z) = min f(z).
Proof. Let us suppose by contradiction that
. < '
min f(z) < min f(z)

Then the minimum in the left hand side is attained at an interior point xg € €. In
particular

(3.6) min f(z) > f(@o).
Consider a solution of the Poisson problem Av =1 on ' such that v > 0 on Q and

M :=maxv > minv=:m > 0.
o0 oN
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This function can be obtained with an additive perturbation from any solution of Af =1
on €, by the local Lipschitz regularity Theorem 2.57.
We claim that, for € > 0 sufficiently small, also

fe(z) = f(z) —ev(z)
attains a local minimum at an interior point in €.

Let us suppose by contradiction that this is not the case. Then, for any € > 0, the global
minimum of f, on  is attained on 0f2. In particular there exists x. € 952 such that

flae) —eM < f(xe) —ev(ze) = felwe) < fe(wo) < f(wo) -
Hence
ggla%f(x) — f(zo) < f(xe) — f(xg) < Me, foranye >0,

which yields a contradiction with (3.6) a soon as ¢ is sufficiently small.

Let now € > 0 be small enough to get that f. = f — ev has a local minimum ¢ € R at
z € Q. Note that, by assumption, the function g := f — ¢ has Ag < 0 in the viscous sense.
Using ev as a test function in the definition of the bound Ag < 0 in viscous sense, we infer

A(ev)(7) <0,
a contradiction since Av =1 on . O

Theorem 3.24. Let (X,d, #Y) be an RCD(K, N) metric measure space. Let Q C X
be an open and bounded domain, f : Q — R be a Lipschitz function and n : Q — R be
continuous. Then Af < mn in the sense of distributions if and only if Af <mn in the viscous
sense.

Proof. We already proved in Proposition 3.22 that distributional bounds on the Laplacian
imply viscous bounds, so we are left to prove the converse implication.

We claim that if Af < 7 in the viscous sense, then f is a classical supersolution to
Af = n in the sense of Definition 3.5. This is a consequence of Lemma 3.23. Indeed, let us
consider any open subdomain ' € Q and any function g € C(€) such that Ag =7 on &
and g < f on OY.

Observe that h := f — g is continuous on €’ and verifies Ah < 0 in the viscous sense on ¢V,
since Af <7 in the viscous sense and Ag = 7. Therefore we can apply Remark 3.21 and
infer, by Lemma 3.23, that

min A(z) = min h(z) >0.

S0 z€dqY
It follows that f > g on @, hence f is a classical supersolution of Af = 7.

The validity of the bound Af < 7 in the sense of distributions follows then from
Theorem 3.9. ]

The following is a counterpart, tailored to our purposes and under simplified assumptions,
of the classical fact that the infimum of a family of viscosity supersolutions to a given
equation is still a supersolution. Notice that the viscous approach fits particularly well
with the stability issue for Laplacian bounds under infima. This property seems to be
known to experts but we are not aware of any reference.

Proposition 3.25. Let (X,d, V) be an RCD(K, N) metric measure space. Let Q C X
be an open domain and let f : £ — R be continuous. Let F be a family of uniformly
Lipschitz functions u : 0 — R such that

Au < f in the viscous sense on €.
Let v: Q — RU{—o00} be defined by
v(x) == inf{u(x) : ue F}.
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Assume there exists a point xg € 0 such that v(xg) > —oo. Then

Av < f in the viscous sense on ).

Proof. Let us preliminarily point out that, if v(zp) > —oo, then v : Q@ — R and, by the
uniform Lipschitz assumption on the family F, v is Lipschitz on ).

We wish to verify that Av < f in the viscous sense. To this aim, let ' € Q, z € Q' and
¢ : ¥ = R be such that ¢ < v on ', p(x) = v(z) and ¢ has continuous Laplacian on €'
Let us suppose by contradiction that Ag(xz) > f(z). Then there exist ¢ > 0 and a
neighbourhood U, > x such that Ap > f + ¢ on U,, by continuity of Ay and f.

Let b, be the Green-type distance of Proposition 2.62, and recall the expression (3.5) of
Ab%. Using the two sided estimates (2.60) for b, and the gradient estimate (2.61), we can
find &’ > 0 small enough such that, setting ¢,/ := ¢ — &'b}, it holds Ay > f + " on U,
for some €” > 0.

Observe that v — ¢ is non-negative and, thanks to the perturbation, it has a strict
minimum at x. Let us consider now uj, € F such that

v(x) = hli_)rglo up(z) .

Let iy, := up, — @or. Let yp, € U, be a minimum point of 4, on U,. Then it is easy to prove
that y, — = as h — 00, since v — ¢ has its unique minimum on U, at z.

It is now sufficient to observe that Awuy, < f in the viscous sense and use that Ay, > f+&”
in the viscous and a.e. sense. Hence

(3.7) Adiy, < —€”  in the viscous sense on U,.

From the proof of Theorem 3.24, we infer that 4, is a classical supersolution of Aw = 0,
i.e. it is superharmonic in classical sense. Since @y, is achieving its minimum at an interior
point of Uy, by strong maximum principle for superharmonic functions (see for instance [25,
Theorem 8.13]), it is constant on U,. But then Ady, = 0 on U,, contradicting (3.7). O

The last part of this subsection is dedicated to the relationship between Definition 3.12
and the other notions of Laplacian bounds that we have introduced and investigated so far.

For a sufficiently smooth function f on the Euclidean space or on a Riemannian manifold,
the Laplacian A f(x) determines the first non trivial term in the asymptotic expansion of
the average of f on balls centred at x:

(3.8) ]i TOOA) = £2) 4 Cb or?), a0,

where C,, is a constant depending only on the ambient dimension. A classical result is
the fact that a continuous function u : 2 — R on a Euclidean domain is harmonic (in the
classical sense) if and only if

lim (w(y) —u(z))dZL"(y) =0, forany z €.
r—0 By (x)

Although being a really powerful tool, at first sight, the asymptotic expansion above
seems to require smoothness of the ambient space for its validity. Moreover, it is easy to
check that it fails in general on smooth weighted Riemannian manifolds.

There have been recent attempts of understanding the connections between this approach
through asymptotic mean values and the distributional notion of Laplacian on metric
measure spaces. Let us mention in particular [135, Section 4] where, relying on some
ideas originally due to [117, 118], it is shown that the asymptotic of the average on
balls determines the Laplacian of a semiconcave function at sufficiently regular points on
Alexandrov spaces.
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Here we consider an alternative approach: instead of looking at the behaviour of averages
on balls, we look at the pointwise behaviour of the heat flow. Basically, we consider weighted
averages instead of averages, the weight being given by the heat kernel.

As we shall see, this turns to be a more intrinsic approach (the infinitesimal generator of
the heat semigroup is the Laplacian) and allows for a counterpart of (3.8) better suited for
the non smooth framework.

Proposition 3.26. Let (X,d,m) be an RCD(K, N) metric measure space. Let Q@ C X be
an open subset, f : 2 — R be Lipschitz and 1 : @ — R be continuous. Assume that for
some global extension f : X — R of f with polynomial growth, it holds

(3.9) linrtlisoup Ptf(x)t—f(x) <n(x), foranyzxz € Q.

Then Af < n on § in the viscous sense.

Proof. We need to verify that, for any open subdomain Q' € Q and for any function
¢ : ' — R with continuous Laplacian on Q' satisfying ¢ < f on ' and p(z) = f(z) for
some z € €, the following estimate holds:

Ap(z) <n(z).

Let us first assume that ¢ extends to a global function ¢ : X — R with polynomial
growth and such that ¢ < f. Then

Ap(z) = Ag(z) = lim Pig@) - ¢(z) < lim sup Pf(w) - f(z) <

ing ; 1 " <n(x),

where the first equality follows from the locality of the Laplacian, the second one from
Lemma 2.55, the first inequality follows from the comparison principle for the heat flow
and the last one from (3.9).

To complete the proof, we need to extend locally defined test functions for the Laplacian
bound in viscous sense to globally defined functions, keeping the comparison.
To this aim, observe that we can extend any test function for the Laplacian bound in
viscous sense to a global function ¢ by multiplying it with a cut-off function with good
estimates which is constantly 1 on a small ball centred at x, see Lemma 2.51. In this way,
we loose the comparison with f but we obtain a globally defined function which coincides
with ¢ in a neighbourhood of x. Then, setting ¢ := min{ f, ¢}, we can easily verify that ¢
has polynomial growth, and ¢ < f globally. Moreover, since % = ¢ in a neighbourhood of
x, still ¢(x) = f(z) and @ has continuous Laplacian in a neighbourhood of z. O

Proposition 3.27. Let (X,d,m) be an RCD(K, N) metric measure space. Let Q C X be
an open domain and let f : Q — R be a locally Lipschitz function. Let n € Cp(Q2) and
assume that

Af <n, in the distributional sense on Q.

Then, for any Q' € Q and for any function f : X — R with polynomial growth and such
that f = f on &, it holds

s @) = @)

<n(z), foranyxeQ.
£10 t

Proof. We divide the proof into three steps: first we deal with the case of superharmonic
functions. Then we deal with the case of solutions of Poisson equations with continuous
right hand sides. To conclude we combine the previous two steps to treat the general case.

Step 1. Let us assume that n = 0 on . Thanks to Lemma 2.51 we can choose a good
cut-off function ¢ : X — R supported on By, () and such that ¢ =1 on B, (z). Computing
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the Laplacian of fy by the standard calculus rules, we infer that
(3.10) A(fo)=pAf+2Vp-Vf+ fAp.
By Lemma 2.52, it is sufficient to prove that

lim sup Pt(fw)(m)t— (fe)(x)
tl0

<0.

Moreover, setting pu := A(fy), we have that p is the sum of a bounded function 9 :=
2V - Vf + fAyp supported on By, (x) \ Br(z) and a non-positive measure v := ¢ A f. We
claim that

(3.11) P(fe)(a) - (fo)(a) < / Pa() ds.

In order to establish the claim we borrow the argument from the proof of [67, Lemma 3.2].
We set

(3.12) Test™ := {n € L'(X) N Test™(X) : |Vn|,An € LY(X)},

and let Te~stho be the cone of nonnegative functions in Test>®. We recall that for any
nonnegative function n € L' N L™ there exists a sequence 1, € Tést?ro such that 7, are
uniformly bounded in L® and converge to 7 in L!. Hence, in order to prove (3.11) it is
sufficient to show that

(3.13) /Xn(Pt(fw)—fcp)de/Xn</o Pswds> dm,

for any n € Téstio. To this aim we can compute

/ n(P(fe) — fo) dm:/ fo (Pm—mn)dm
X X

¢
://fgoAPSndsdm
X Jo
¢
§//1/1Psndsdm
X Jo
¢
:/77</ P5¢d3>dm.
X 0

Since v is bounded and supported on B, (z) \ Byr(z), by Lemma 2.52 we infer:
PUe)@) = (o)) oy Pble)ds

lim sup
t10 t 10 t

which proves (3.10).

i

Step 2. By Lemma 2.55, if g : X — R has polynomial growth and, for some r > 0
and = € X, g belongs to the domain of the Laplacian on B,(x) and it has bounded and
continuous Laplacian Ag = 7 therein, then

1o Pg@) = g(@)

i " =n(z), forany xz € B,(x).

Step 3. Let us combine the outcomes of the previous two steps to prove the statement.
Let us consider a ball Ba,(z) € Q" and let ¢ : By, () — R be a solution (see Theorem 2.58)
of

Ap=mn, on By(x).
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Observe that f — ¢ is Lipschitz on B,(z) and
A(f—¢) <0, on B.(x).

From Step 1, we infer that for any extension ﬁp : X — R of f — ¢ with polynomial growth
it holds

Pfola) = fola) _

(3.14) lim sup
£10 t

Moreover, we can consider an extension ¢ : X — R of ¢ and observe that, by Step 2,

(3.15) 1551 w =n(x).

It is straightforward to check that, for any extension f: X SRof f, f— ( is an extension
of f —¢. Hence, applying (3.14) to f, := f — ¢ and then (3.15), we get

lim sup M < n(z),
t10 t

as we claimed. O

We collect the main equivalence results for Laplacian bounds in a single statement below.
Many of the equivalences are proved without the restriction that m = "V and we expect
all of them to hold in general. We do not pursue the most general statements as they will
not be needed in the sequel of the paper.

Theorem 3.28 (Equivalent notions of Laplacian bounds). Let (X,d, ") be an RCD(K, N)
metric measure space. Let Q@ C X be an open domain, n € C,(Q2) and f : Q2 — R be a
locally Lipschitz function. Then the following are equivalent:

(i) Af <mn in the sense of distributions on Q, as in Definition 3.1;
(ii) f is a superminimizer of the energy E,, as in Definition 3.5;
(iii) f is a classical supersolution of Af = n in the sense of Definition 3.5;
(iv) f satisfies Af < n in the viscous sense as in Definition 3.10;
(v) f is a supersolution of Af < n in the heat flow sense as in Definition 3.12.

While the equivalences between (i), (ii) and (iii) are well established within the theory
of metric measure spaces that are doubling and verify a Poincaré inequality, our proofs of
the equivalence between (iv), (v) and the previous ones heavily rely on the RCD(K, N)
assumption. Indeed, the Omori-Yau-Jensen type maximum principle Theorem 3.18, the
existence of a nice auxiliary function with the properties detailed in Remark 2.63 and the
Gaussian heat kernel bounds played a fundamental role in all of the arguments above.

4. RICCI CURVATURE BOUNDS, HOPF-LAX SEMIGROUPS AND LAPLACIAN BOUNDS

This section is dedicated to analyse the interplay between the Hopf-Lax semigroups
(associated to exponents 1 < p < o0), Ricci curvature lower bounds and Laplacian upper
bounds.

Let us introduce some notation and terminology.

Let 1 < p < oco. We shall consider the evolution via the p-Hopf-Lax semigroup on a
general metric space (X,d). Let us consider f: X — R U {£o00}, not identically +oo, and
let the evolution via p-Hopf-Lax semigroup be defined by

d(%y)p) '

ptP~1

(@.1) Qff(a) = int (f(0) +
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Observe that, in the case p = 1, the expression for the Hopf-Lax semigroup is actually
independent of ¢:

O} f(w) = Q' f(z) = ink (f(y) + d(a.y)) -
=

The key result of this section will be that the Hopf-Lax semigroup preserves upper bounds
on the Laplacian on RCD spaces, when suitably interpreted, for any exponent 1 < p < oo.
This observation appears to be new for general exponents p, even for smooth Riemannian
manifolds. The only previous references we are aware of are [135], dealing with the case
p = 2 on Alexandrov spaces with lower Ricci curvature bounds, (the result had been
previously announced in the unpublished [117], where a strategy on Alexandrov spaces
was also indicated) and the more recent [134], where exponents 1 < p < co on smooth
Riemannian manifolds are considered. Even in this case, our proof seems more robust and
it is based on a completely different idea, relying on the connection between the heat flow
and lower Ricci curvature bounds instead of the second variation formula.

In the Euclidean setting, the inf-convolution preserves the property of being a supersolu-
tion of the Laplace equation, Au = 0. Classical proofs of this fact, that allow for extensions
to more general PDEs, are based on the affine invariance of the Euclidean space.

In subsection 4.1 we generalize this statement to Riemannian manifolds with lower Ricci
curvature bounds. The proof introduces a different approach based on the characterization
of the Laplacian of smooth functions through asymptotics of averages on balls. To avoid
technicalities we will consider only smooth functions, though it is worth pointing out that
the Hopf-Lax semigroup does not preserve smoothness, even in the Euclidean setting.

The extension to non smooth RCD(K, N) spaces, that we shall address in subsection 4.3,
requires two further ideas: a weak theory of Laplacian bounds in the non smooth context,
that we have at our disposal after section 3, and a new intrinsic way to connect the
Laplacian to the Hopf-Lax semigroup under the RCD condition. This connection will be
achieved exploiting a powerful duality formula, originally due to Kuwada [98], that we
review in subsection 4.2.

4.1. Smooth Riemannian manifolds. For the sake of motivation, let us present a
characterization of lower Ricci bounds for smooth Riemannian manifolds involving the
interplay between the Hopf-Lax semigroup and Laplacian bounds.

Let (M™, g) be a smooth Riemannian manifold and, given a sufficiently smooth function
f:M — R, let us set

wof@)i= ] f@)ar ) = [ £0)doan(w).
OB, (x)
where we denoted by /"1 the surface measure of dB,(z) and notice that, by its very
definition, oy, = " 1(IB,(z)) " #" 1 L0B,(x) is a probability measure.

Let us recall (see for instance the proof of [128, Theorem 1.5]) the following classical
fact: for any x € U, C M and any function f € C3(U,), it holds

2
(4.2) orf(x) :f(:v)+%Af(fL‘)+o(r2), asr 0.

We will denote by f¢ the dual of a function f, with respect to the optimal transport duality
induced by cost equal to distance, i.e.

foly) = Inf {f(2) +d(y,2)}, foranyye M.

Theorem 4.1. Let (M",g) be a smooth closed Riemannian manifold and let K € R. The
following conditions are equivalent:

(i) Ric > K on M;
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(ii) for any function f: M — R and for any z,y € M such that

if f is smooth in a neighbourhood of y and f¢ is smooth in a neighbourhood of x,
then

(4.3) Afe(z) < Af(y) — Kd(z,y),

Proof. Let us start proving the implication from (i) to (ii).
By [128, Theorem 1.5], if (M™, g) is a smooth Riemannian manifold such that Ric > K,
then for any couple of points z,y € M,

K
(1.4) Wioar,0y0) < (1 502 0% ) dlay), as 40,

where we denoted by W; the Wasserstein distance associated to the exponent p = 1.
Then we can apply the classical Kantorovich-Rubinstein duality to infer that

(4.5) 00 f(@) — o f(y) < (1 o o<r2>) d(z,y), asrl0.
Indeed

and
fé(x) = f(y) <d(z,y), foranyz,ye M.
Therefore
orf(x) = or f(y) < Wi(0a, 0yr)
and we can apply (4.4) to get (4.5).

Taking into account (4.2), the assumption f¢(x) — f(y) = d(x,y) and the fact that = and
y are smooth points for f¢ and f respectively, starting from (4.5) we can easily infer that

Afc(x) S Af(y) - Kd(:v,y) )
as we claimed.

Let us prove the converse implication. As for the classical implications between different
characterizations of lower Ricci bounds in [128], we wish to apply (4.3) to suitably chosen
functions f in order to control from below the Ricci curvature at any point and in any
direction.

To this aim, let us choose x € M and a tangent vector v € T, M. Let us assume
without loss of generality that |v|, = 1. Then we can find, via a standard construction, a
smooth hypersurface ¥, , C By(z) for r > 0 small enough, such that x € ¥, ,, the tangent
hyperplane to ¥; , is the orthogonal to v in 7 M and the second fundamental form of the
hypersurface is vanishing at x.

It is a standard fact in Riemannian geometry that the signed distance function d; from
Yz, is a smooth 1-Lipschitz function in a neighbourhood of x. Moreover, for some € > 0
sufficiently small, we can consider a unit speed geodesic 7y : (—¢,e) — M such that v(0) = =,
7'(0) = v and
di: L(y(t)=t, foranyte (—¢,¢).

The following is a well known identity in Riemannian geometry (observe that Hess d% =0
at « due to the vanishing of the second fundamental form of 3, , at z):

d

4. —
(4.6) il

Adgw(’y(t)) = — Ricz(v,v).
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Now, applying (4.3) to f = f¢ = di _ at the points v(0) and (), we obtain that
Ad%m (@) < Ad%w _(7(0)) = Kt, foranyt € (0,¢).

Thus, we infer that
d
dtli=o
which proves that Ric,(v,v) > K, thanks to (4.6). O

AdE (4(t) < K,

Remark 4.2. For brevity, we discussed only the case p = 1, however it is possible to consider
variants of Theorem 4.1 above dealing with the Hopf-Lax semigroups associated to any
exponent 1 < p < oo.

Remark 4.3. Smoothness of the test function f in condition (ii) in Theorem 4.1 above is
an assumption which can be relaxed, if we understand the Laplacian bounds in a more
general sense. This will be the key to formulate a counterpart of this results on general
RCD(K, N) metric measure spaces and it will be a key for the applications later in the
paper.

Moreover, as the forthcoming discussion will clarify, also the compactness of the manifold
is a completely unnecessary assumption.

4.2. Kuwada’s lemma. We recall here a fundamental result highlighting the interplay
between lower Ricci curvature bounds, contractivity estimates for the heat-flow and the
Hopf-Lax semigroup. The original formulation on smooth Riemannian manifolds is due to
Kuwada [98]. Later on, due to its particular robustness, it has been extended to RCD (K, co)
metric measure spaces in [11, Lemma 3.4] in the case of exponent p = 2.

Theorem 4.4 (Kuwada duality). Let (X,d,m) be an RCD(K, 0c0) metric measure space
and f € LIPL(X) be non-negative and with bounded support. Then, for anyt >0, Q2f is
Lipschitz, non-negative, with bounded support and it holds

6—2Ks

(4.7) Py (Q1f) (@) = Pof(y) < ——d(@,y)?,

for any x,y € X and for any s > 0.

Thanks to the self-improvement of the Bakry-Emery gradient contraction estimate for
the heat flow obtained on RCD(K, co) spaces in [121] (see (2.31)), Theorem 4.4 can then
be generalized to arbitrary exponents p, along the original lines of [98]. Since it can be
proved with the very same strategy of the case p = 2 we omit the proof.

Theorem 4.5. Let (X,d, m) be an RCD(K, 00) metric measure space and f € LIP,(X)
be non-negative and with bounded support. Let 1 < p < oo. Then, for any t >0, OV f is
Lipschitz, non-negative, with bounded support and it holds

eprs

(4.8) Py (QVf) (z) = Psf(y) < d(z, y)”,

for any x,y € X and for any s > 0

For our purposes it will be relevant to apply Kuwada’s duality under milder assumptions
on the function f. This is possible under the RCD(XK, N) condition for finite N, thanks
to the Gaussian estimates for the heat kernel, that, as we already pointed out (see (2.37)
and the discussion following it), enlarge the class of functions to which the heat flow can
be applied. We focus for simplicity on the case p = 1, which is the relevant one for our
purposes.
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Theorem 4.6. Let (X,d,m) be an RCD(K, N) metric measure space for some K € R and
1< N <oo. Let f: X — R be a locally Lipschitz function with polynomial growth. Let us
assume that there exists o € X such that Q} f(wg) € R. Then

(4.9) P, (Q1f) (@) = Pof(y) < e Md(w,y) |
for any x,y € X and for any s > 0.

Proof. Let us set f¢:= Q1 f, in order to ease the notation.

Observe that, if there exists zo € X such that f¢(zg) € R, then f¢ is a 1-Lipschitz function.
Moreover, since for any function f as above, it holds that f¢ < f, it is sufficient to prove
(4.9) for 1-Lipschitz functions. Indeed, if the statement holds for 1-Lipschitz functions,
then

(Pof) (z) = (Pof®) (y) < e *%d(a,y),

for any x,y € X and for any s > 0.
Hence, since f¢ < f and therefore P; f¢ < Psf, we obtain

(Pof€) (z) — Psf(y) < e ®%d(z,y) for any z,y € X and for any s >0,

as we wished. Now, given any 1-Lipschitz function f: X — R, observe that f¢ = f. Using
[10, Theorem 6.1 (iv)], we can estimate

Lip(Psf) < e ®*Py(Lip(f)) < e **.
Hence
|P.f(z) — Pyf(y)| < e ®%d(z,y), for any z,y € X and for any s > 0.
([l

Remark 4.7. Note that, if f: X — R is 1-Lipschitz, then one can reinforce the estimate
(4.9) by putting the modulus in the left hand side.

4.3. Hopf-Lax semigroup and Laplacian bounds: the non smooth framework.
Let us consider an RCD(K, N) metric measure space (X,d, m). Recall the definition of
the p-Hopf-Lax semigroup (4.1).
In order to motivate the next developments, let us start with some formal computations,
neglecting the regularity issues.

To this aim let x € X and suppose that there exists y € X such that

d(xz,y)P
(4.10) ot s(x) = 1w + A2
i.e., y is a point where the infimum defining the p-Hopf-Lax semigroup for ¢t = 1 at x is
attained.
Observe that, for x and y as above, equality holds at time s = 0 in (4.8). Hence, by taking

the right derivative,

Ps v - " Ps -
510 S 510 S
If f is regular at y, the first term in the right hand side of (4.11) is the value A f(y). Hence
(4.11) can be turned into

— Kd(z,y)".

lim sup b (@ih) (z) — Qif(@) < Af(y) — Kd(z, )",
sl0

where we recall that x and y are such that (4.10) holds. If also QY f happens to be regular
near to x, then

AQYf(x) < Af(y) — Kd(x,y)".
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As we shall see, the viscous theory of Laplacian bounds allows to let the heuristic above
become rigorous.

In order to ease the notation, we shall indicate
P _
AP f(z) := limsup —tf(x) /(@) ,
10 13
whenever f: X — R is a locally Lipschitz function with polynomial growth.
Proposition 4.8. Let (X,d,m) be an RCD(K, N) metric measure space for some K € R

and 1 < N < oo. Let f: X — R be a locally Lipschitz function with polynomial growth.
Let us assume that there exists xg € X such that f¢(zo) := Q1 f(zo) € R. If z,y € X verify

() = fly) =d(=,y),
then
Alfe(z) < AMf(y) — Kd(,y).

Proof. The conclusion follows from Theorem 4.6, relying on the very definition of A"
through the formal argument presented above. Indeed, under the assumption of the
statement, by Theorem 4.6 we have:

(4.12) P,f¢(z) — Pof(y) < e ®%d(z,y), for any x,y € X and for any s > 0.

Moreover, by assumption, equality holds in (4.12) at time s = 0. Hence, by taking the
right derivative at both sides, we infer that

Psfe(x) — ()

AP fe(z) = lim sup

sl0 S
Py f(y) — e
< lim sup f) = 1) + lim & d(z,y)
s0 S 510 S

= A" f(y) - Kd(z,y).
O

Thanks to the equivalences for Laplacian bounds over noncollapsed RCD (K, N) metric
measure spaces (see Theorem 3.28), we obtain the following.

Theorem 4.9. Let (X,d, #"N) be an RCD(K, N) metric measure space for some K € R
and 1 < N < oo. Let f: X — R be a locally Lipschitz function with polynomial growth.
Let Q,Q C X be open domains and n € R. Then the following holds. Assume that f°
is finite and that, for any x € Q' the infimum defining f°(x) is attained at some y € ).
Assume moreover that

(4.13) Af<n onQ.
Then
Aff<n—K max d(z,y) on€, if K<O0,
e yeQ
Af¢<n—K in d(z, O, if K>0,
[ <n pein o (z,y) on if K >

where the Laplacian bounds have to be intended in any of the equivalent senses of Theo-
rem 3.28.

Proof. The statement follows from Proposition 4.8 and Theorem 3.28. Indeed, by (4.13)
and Theorem 3.28, we have

Alf(y)<n forany ye Q.

Hence, by Proposition 4.8,
AP fé(z) < n— Kd(z,y),
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where y €  is such that f¢(x) — f(y) = d(x,y).
The conclusion follows applying Theorem 3.28 again to f¢ on €. (|

Specializing to the case of non-negative Ricci curvature K = 0, we get a cleaner
statement.

Corollary 4.10. Let (X,d, #N) be an RCD(0, N) metric measure space. Let f : X — R
be a locally Lipschitz function with polynomial growth. Let Q,Q C X be open domains and
n € R. Assume that f¢ is finite and that, for any x € Q' the infimum defining f¢(z) is
attained at some y € (). Assume moreover that

Af<n onQ.

Then
Afe<n on,

where the Laplacian bound can be intended in any of the equivalent senses of Theorem 3.28.

Remark 4.11. For brevity, we discussed only the case p = 1, however it is possible to obtain
counterparts of all the results above dealing with the Hopf-Lax semigroup associated to an
arbitrary exponent 1 < p < 0.

5. MEAN CURVATURE BOUNDS FOR MINIMAL BOUNDARIES

This section is dedicated to the study of mean curvature bounds for boundaries of locally
perimeter minimizing sets of finite perimeter, in the framework of RCD(K, N) metric
measure spaces (X, d, #V).

Mean curvature bounds will be encoded into Laplacian bounds for distance functions.
As it is well known, this is equivalent to the classical information about the vanishing
mean curvature condition in the smooth setting, see Theorem A.1. At the same time, this
perspective allows for a meaningful formulation and analysis in our non smooth framework:
switching to global Laplacian bounds, avoids the necessity of considering second order
objects (like the mean curvature, the Laplacian of the distance, the Hessian of a function)
on a prescribed codimension one hypersurface. This is key, indeed, in our non-smooth
framework, as second order objects are usually well defined m-a.e. and thus it can be quite
tricky to work with them on a codimesion one hypersurface.

As we shall see, this way of formulating mean curvature bounds is also fine enough to

allow for several extensions of classical results in Riemannian geometry to the synthetic
framework. Here we focus on the beginning of a regularity theory, see section 6, and on
some direct geometric applications, see for instance Theorem 5.7 for a generalized version
of the Frankel property. The extension to different notions of minimal hypersurfaces and
their geometric applications are left to future investigation.
We mention that the Laplacian bounds on the distance function, in addition to encoding
the vanishing of the mean curvature (i.e. a “first variation-type” information), also encode
“second variation-type” information. Moreover, such “second variation-type” informa-
tion is encoded not only at an infinitesimal level, but at a finite level; see for example
Proposition 6.15 where the case of equidistant surfaces is treated.

Our treatment is inspired by [33], where a new approach to mean curvature bounds
for perimeter minimizing sets was proposed by Caffarelli and Cordoba. Their strategy
partially avoids the first variation formula (that was a fundamental tool in the previous
approach due to De Giorgi [54]) and is inspired by the viscosity theory in PDEs, instead.
Later on, the possibility of relying on this approach on non smooth spaces was suggested
by Petrunin in [118], with a sketch of proof of the Lévy-Gromov isoperimetric inequality
on Alexandrov spaces along similar lines.
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5.1. Minimal boundaries and the Laplacian of the distance function. The subject
of our study will be sets of finite perimeter that locally minimize the perimeter, according
to the following.

Definition 5.1. Let (X,d, m) be an RCD(K, N) metric measure space and let 2 C X be
an open domain. Let £ C X be a set of locally finite perimeter. We say that E is locally
perimeter minimizing in § if for any x € ) there exists r, > 0 such that E minimizes the

perimeter among all the perturbations that are compactly supported in B, (z), i.e., for
any Borel set F' such that EAF C B, (x) it holds

Per(E, B,,(z)) < Per(F, B,,(z)) .

Let us notice that the above is a very general condition. For instance, smooth minimal
hypersurfaces in Riemannian manifolds are locally boundaries of locally perimeter min-
imizing sets according to Definition 5.1, even though, in general, they do not minimize
the perimeter among arbitrarily compactly supported variations (a simple example in this
regard is the equator inside the sphere).

Theorem 5.2. Let (X,d, #") be an RCD(K, N) metric measure space. Let E C X be
a set of locally finite perimeter and assume that it is a local perimeter minimizer. Let
dz: X \ E — [0,00) be the distance function from E. Then

where tg N is defined in (1.1). If Q C X is an open domain and E C X is locally perimeter
minimizing in 2, then setting

(5.2) K={recX:3ycQnok : dzy(z) =d(z,y)},
it holds
(5.3) Adg < tgnodz on any open subset Q' € (X \E) nK.

As observed in Remark 1.4, the upper bound (5.1) is sharp already in the class of smooth
Riemannian manifolds with Ricci curvature bounded below by K € R and dimension equal
to Ne NN > 2.

Remark 5.3 (How to interpret the Laplacian bounds). The Laplacian bounds (5.1) and
(5.3) have to be intended in any of the equivalent ways stated in Theorem 3.28. However let
us mention that, if suitably interpreted, the Laplacian bounds (5.3) hold more generally on

the whole (possibly non-open, but measurable) set (X \E) N K. Indeed, from the general
representation theorem for the Laplacian of dz obtained in [37, Corollary 4.16], we know
that Adz is a Radon functional, meaning that its positive and negative parts (Adﬁ)i are
Radon measures. Thus it makes sense to consider the restrictions (AdE)jE L (X \F) niK,
and set

AdgL (X \E)nK = (Adg) "L (X\E) nK - (Adg) L (X\E)nK,
The same arguments used below to show (5.3), actually show the stronger claim that
(5.4) (Adg) "L (X\E)nK < tf yodgml (X \E)NK
(5.5) —(Adp) L (X\E)nK < —ty yodgml (X \E)nK.
In this sense, the bound (5.3) holds on the whole set (X \ E) nK.

Proof of Theorem 5.2. The proof follows the outline in subsection 1.1. We shall focus on
the case K = 0, assuming that E is bounded and locally perimeter minimizing in X. Minor
adjustments that are required to cover the more general situation will be mentioned at the
end of the proof.
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Let us recall the general strategy. Set f := d3, we rely on the equivalence between
Laplacian bounds in distributional and viscous sense and prove by contradiction that
Af <0 in viscous sense. If this is not the case, we find a function with strictly positive
Laplacian supporting f from below. Then we apply the Hopf-Lax semigroup to obtain a
1-Lipschitz function ¢ which has still positive Laplacian and touches the distance to the
boundary of E at a footpoint g of a minimizing geodesic. Then, cutting along the level
sets of ¢, we build inner perturbations of E, compactly supported in a small ball centred
at the footpoint xg. The strictly positive Laplacian assumption on ¢ yields that these

perturbations decrease the perimeter, a contradiction.

Step 1. Mild regularity properties of E.

Since E is locally a quasi-minimizer of the perimeter (see Definition 2.34), Theorem 2.38
and Corollary 2.39 apply. We assume E to be normalized according to (2.3). Hence,
the essential boundary of E is closed and it coincides with the topological boundary
OE. Moreover, F verifies the lower and upper measure bounds and the lower and upper
perimeter bounds (2.20) at any point of its topological boundary. We shall also assume
that £ C X is an open subset.

Step 2. Globalization of Laplacian upper bound.
We claim that if every 2 € OF admits a small neighbourhood U such that AfL(U\ E) <0,
then the upper bound globalises to AfL (X \ E) < 0.
Such a claim follows from the general representation theorem for the Laplacian of distance
functions obtained in [37] via the localization technique, we next outline the argument.
From [37, Corollary 4.16], we know that

AfLX\E=(Af)"L_X\E+ (Af)*™_X\FE,

where the singular part (Af)%"9 | ;N satisfies (Af)*™_X \ E < 0 and the regular
part (Af)"9 < #N admits the representation formula

(5.6) (Af) L X\ E = (loghy) #NLX\E.

In (5.6), @ is a suitable set of indices, (hqa)acq are suitable densities defined on geodesics
(Xa)acq, which are essentially partitioning X \ E (in the smooth setting, (X4 )acq corre-
spond to the integral curves of Vdg; note that here we are using the reverse parametrization
of X, with respect to [37], hence the reversed sign in the right hand side of (5.6)), such
that the following disintegration formula holds:

(5.7) ijI_X\E:/ ha L X, q(da) .
Q

The non-negative measure ¢ in (5.7), defined on the set of indices @, is obtained in a natural
way from the essential partition (X4)acq of X \ E, roughly by projecting 7~ L X \ E on
the set @ of equivalence classes (we refer to [37] for the details).

The key point for the proof of Step 2 is that each h, is a CD(0, N) density over the
ray X, (see [37, Theorem 3.6]), implying that log(h,) is concave and thus (loghs)’ is
non-increasing (recall that the geodesic X, is parametrized in terms of dglL X, i.e in the
direction “from FE towards X \ E”).

From the discussion above, the claim now easily follows. Indeed, if every z € OF admits
a small neighbourhood U such that AfL (U \ E) < 0, then in particular (logh,)’ < 0
on (X, NU)\ E and the concavity of log(h,) along X, implies that (loghs) < 0 on
Xo \ E. Thus (5.6) yields (Af)" X \ E < 0. We conclude recalling that the singular
part (Af)*"I | X \ E is non-positive.

Step 3. Construction of the auxiliary function ¢ and properties.
Suppose by contradiction that Af < 0 does not hold on X \ E. Then, by Step 2, there
exist arbitrarily small neighbourhoods U centred at points of OF such that Af < 0 does
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not hold on U \ E. Moreover, from the equivalence Theorem 3.24, the bound is not verified
in the viscous sense. It follows that there exist z € U \ E, a ball B.(z) C U \ F and a
lower supporting function ¢ : B.(z) — R with the following properties:
(i) ¥ € D(A, By(x)) and At is continuous on B, (x);
(i) ¥(x) = f(2);
(ili) (y) < f(y) for any y € By (x);
(iv) 0 < Ay(z) < 1/2.
We wish to modify 9 into a globally defined function v : X — R, while keeping all its
good properties.
By the continuity of At and (iv), there exists ¢ > 0 such that ¢ < Ay < 3/4 on a neigh-
bourhood of z. Then we can consider a local Green type distance b,, see Proposition 2.62
(possibly in a smaller neighbourhood of x) and subtract a small multiple of b3 to 1, to
obtain a function

=1 — OB,
For 6 > 0 sufficiently small, possibly on a smaller ball By(x) C B,(x), it holds that:
(") 9 : By(z) — R is Lipschitz and ¢) € D(A, By());
(i) P(z) = f(2);

A~

(iii") ¥(y) < f(y) for any y € Bs(x), y # = and there exist s’ < s and ¢’ > 0 such that
< f—0" on By(x)\ By(z);

(iv)) 0 <&’ < Ay <1 on Bs(z), for some &' > 0.

Next, we extend 1/; to a global function 9 : X — R such that:
(i”) ¥ : X — R is Lipschitz and ¢ € D(A, By(x));

(ii”) P(z) = f(x); _

(iii”) ¥(y) < f(y) for any y # = and there exist s’ > 0 and ¢’ > 0 such that ¢ < f — ¢
on X \ By(x);

(iv’) 0 < & < Ay <1 on B(x), for some &' > 0.

Now, let us define p : X — R by
(5-8) p(z) = sup{d(y) —d(z,y)}.
yeX

Observe that the supremum in (5.8) is always finite. Moreover,
(5.9)  is 1-Lipschitz and ¢ < f.
In order to check these properties, observe that ¢ < f. Hence, for any z € X,
o(z) = sup{Ph(y) — d(z, )} < sup{f(y) —d(z,y)} = f(2).
yeX yeX

Therefore ¢ is finite and, being the supremum of a family of 1-Lipschitz functions (the
functions z — ¥ (y) — d(z,y), indexed by y € X), it is 1-Lipschitz.

Let now i € OF be any footpoint of minimizing geodesic from z to E. In particular,
f(zg) = 0 and f(z) — f(zg) = d(z,zg). Let v : [0,d(z,zg)] — X be a unit speed
minimizing geodesic between v(0) = zg and y(d(x,zg)) = x. Observe that

(5.10) f(y(t) =t foranyte|0,d(z,xg).
Moreover,
(5.11) e(v(t)) = f(7(t)), foranyt € [0,d(x,zp)]

and, for any such ¢, the supremum defining ¢(y(¢)) in (5.8) is attained only at z.
Indeed, by (iii”) above, ¥ < f — ¢ on X \ By(x). Hence, for any z € X such that
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o(z) > f — &', we can restrict the supremum defining ¢(z) in (5.8) to By (x). Since By ()
is compact, the supremum is attained. In details, if ¢(z) > f(z) — ¢’, then

(512)  @(z) = sup {P(y) —d(y,2)} = (y.) —d(y=, 2) < fly:) —d(yz, 2) < f(2),

yEB/ ()

for some y, € By (z). In particular, whenever ¢(z) = f(z), all the inequalities above
become equalities. Hence ¥ (y.) = f(y.), that implies y, = x by (ii”) and (iii”), and
f(z) — f(z) = —d(=, 2). Viceversa, if f(z) — f(z) = —d(z,2) then ¢(z) = f(z) and the
supremum defining ¢(z) is attained (only) at x.

We claim that
(5.13) V| =1, #Y-ae. on{p>f—0}\By(x).
In order to verify this claim, we let z € {¢ > f — d§} \ By(z). By the argument above,

the supremum defining ¢(z) is a maximum and it is attained at some z, € By(x). By
assumption x, # z. Let us consider now a minimizing geodesic v : [0,d(z,z.)] — X
connecting z with z, and with unit speed. We claim that

(5.14) e(y(t)) =p(z) +t, foranyte[0,d(z,z,).

The inequality p(v(t)) < ¢(z) +t follows from the fact that ¢ is 1-Lipschitz. We only need
to prove that p(vy(t)) > ¢(z) +t. To this aim, observe that

o(y(t)) ngg{w(y) —d(y,v(t))}

>(z.) —d(v(t), z2)
=(z,) —d(z,2,) +1
=p(z)+t.
From (5.14) we infer that, for any z € {¢ > f — 0} \ By(x), the function ¢ has slope 1

at z. The conclusion that |Vy| = 1-a.e. on {¢ > f — ¢} \ By (x) follows from the a.e.
identification between slope and upper gradient obtained in [39].

Let us consider the Laplacian of ¢. By construction, 1) verifies the Laplacian bound
(iv”) on By (z). In particular, Ay > e > 0 on By (z) in the sense of Definition 3.12. Hence,
since we already observed that for points z € {¢ > f — 0} \ By () the supremum defining

©(z) is a maximum attained in By (x), we obtain by Corollary 4.10 that
(5.15) Ap>ec on{p>f—06}\By(x),
in the sense of distributions.

Step 4. Construction of the inner variations of E.
Our next goal is to construct a suitable inner variation of E, compactly supported in a
small ball centred at a point of JE. Such a perturbation is obtained by cutting along a
level set of ¢, with value —d <t < 0. In Step 5, we will reach a contradiction by showing
that such an inner perturbation has perimeter strictly less than E.

Let us start by proving that for small values of t € (—¢,0), we can cut E along a level
set of ¢ to obtain inner perturbations E; C FE, supported on suitable balls of arbitrary
small radius.

Let us define

E,:=E\{p>t}.
Observe that for ¢ = 0 it holds {¢ > 0} N E = (), since from (5.9) we know that
{e >0} Cc{f >0} C X\ E. When we decrease the value of ¢, the super-level set {¢ >t}
starts cutting F.
Recall that zp € OF is a footpoint of minimizing geodesic from z to E. We claim that
for any t < 0 sufficiently close to 0, E; is a perturbation of E supported in a small ball
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B.(zg),ie. {¢ >t} NE C B(zg). To prove this claim, it is enough to observe that from
f=0on E, (5.14), and By (z) C X \ E, we get

(5.16) {o>t}NEC{p>f—06\Byg(z) foranyte (—0,0).

Moreover, for every z € {¢ >t} N E, the maximum defining ¢(z) is attained inside By (z),
see (5.12) and the nearby discussion.

Now we wish to bound the distance from xp to {¢ >t} N E. For any z € {¢ >t} NE,
there exists z, € By (z) such that

0(2) = () —d(z, 2) < f(2,) —d(,,2) < 8" +d(z, E) —d(,,2) .
Hence
d(z,,2) <d(z,E)+ s — p(z) <d(z,E) +s —t.

In particular, we can bound the distance of {¢ > ¢t} N E from z, and hence from zg, and
obtain

(5.17) {p>t}NEC B.(zg), r:=2d(z,E)+s +9.

Recalling that = can be chosen arbitrarily close to E (see beginning of Step 3), and that
s',8 > 0 can be chosen arbitrarily small (see Step 3), we infer that r := 2d(z, E) + s’ + ¢
can be chosen arbitrarily small. It follows that, for every r > 0 arbitrarily small, one
can perform the above construction in order to obtain xg € OF and a family of inner
perturbations (Et);e(—s0) of E, so that £\ £y C By (zk).

Observe also that Fj is a non trivial perturbation of E, i.e. sV ({¢ >t} NE) > 0.
Indeed from (5.14) it is easily seen that {¢ > ¢t} N E is non-empty and moreover it is open.
Using (5.14) it is also readily seen that the inclusion “C” in (5.16) can be improved to the
compact inclusion “&”.

Thus, from the combination of (5.10), (5.11), (5.13), (5.15) and (5.16), ¢ verifies the
assumptions of Proposition 2.33 for some open subset )/ C X satisfying (note that Q”
plays the role of Q in Proposition 2.33)

(5.18) {p>t}NEeQ"e{po>f—06\By(z)= .

Hence, for ¢t € (—6,0), E; is a compactly supported inner perturbation of E with finite
perimeter and

(5.19) (VSO : V{go>t})int = (th : V{“’>t}>ext =1, Perg,sy-ae on Q.

Step 5. Estimate for the perimeter.
We aim to prove that there exists ¢t < 0, with |¢| small enough, such that

(5.20) Per(E, B,(xg)) — Per(Ey, By(zg)) > 0,
contradicting the local inner minimality of E. Let
F=En{p>t} =FE\E;.

Neglecting the regularity issues, the boundary of F' has two components. The first one
is along JF, with unit normal coinciding with the unit normal of 9F. The second one
is along the level set {¢ = t}, where the unit normal vector vp pointing inside of F' is
V. To make rigorous this description we rely on Theorem 2.29, together with the remark
that the boundaries of {¢ > t} and E have negligible intersections for a.e. t € (—¢,0),
for § > 0 sufficiently small. Let x be a smooth cutoff function (see Lemma 2.51) with
x = 1 on a neighbourhood of F and x =0 on X \ ({¢ > f — 0} \ By (z)). Notice that
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XV € DM>(X), by (5.15). We can thus apply Theorem 2.28, with test function f =1,
vector field V' = xV and set of finite perimeter F', to obtain

Ap =— / (Vo - vp),, dPer
F) FF

- ’ in P
/f{wt}mE(l)(vgo V{g>t})int d Per

— / (Vo - vg);, dPer
FEN{e>t}1)

= — Per (F{p >t} nEW) - / (Vo -vg),,  dPer
FEN{p>t}D)

< — Per (F{p >t} N EW) 4 Per (FEN {p > t}V),

where the third equality follows from Proposition 2.33 (see (5.18) and (5.19)), while the
inequality follows from the sharp trace bound |(Vy - vg), | <1 in (2.13).
Since Ay > ¢ on a neighbourhood of F' by (5.15) and (5.18), we get

(5.21) — Per (F{p >t} N EW) 4 Per (FEN{p >t}V) > 0.
Combining Theorem 2.29 with (5.17) and (5.21), we get the desired (5.20):
Per(E, By (xg))— Per(E;, By(zg)) =
Per (FEN {p > t}V) — Per (F{p >t} n EW) > 0.

Step 6. Adjustments to cover the case of a general lower Ricci curvature bound K € R.
In Step 2, the density h, on X, is a CD(K, N) density, yielding that log h,, is semi-concave
(thus locally Lipschitz and twice differentiable except at most at countably many points)
and satisfies the differential inequality (logh,)” < —K in the distributional sense and
point-wise except countably many points. The singular part of AdzL X \ E is non-positive
regardless of the value of K € R. One can then argue along the lines of Step 2 to globalize
the bound Ad; < —Kdy.

In Step 3, since in the contradiction argument we start from the assumption that (5.1)
does not hold, arguing as before we can find an auxiliary function ¢ with properties (i) to
(iii) and such that

Agp(x) > —Kdg(z),
that replaces the condition Ay (z) > 0 that we found in the case K = 0.
The construction of the functions 1/3 and 1) requires no modification, besides the natural
ones for conditions (iv’) and (iv”). Then, when building the function ¢ by duality as in
(5.8), we only need to apply the general Theorem 4.9 to infer that

Ap>e on{p>f—3d}\By(z),

also in this case. Basically, whenever K < 0, the argument by contradiction starts with a
supporting function whose Laplacian is more positive than when K = 0. This compensates
the fact that the Hopf-Lax semigroup might decrease the lower Laplacian bound, though it
does it only in a controlled way.

Notice that the bound Adﬁ < —Kdz is sharp in the V = oo case. The sharp dimensional
bound can be obtained by the following self-improving argument.
By the first part of Step 6 (see also Step 2), we know that h, is a CD(K, N) density on
the ray X, for g-a.e. a € @, i.e. it satisfies

(5.22) (logha)" < —K — ﬁ ((log ha)')?
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in the sense of distributions and point-wise except countably many points. Moreover, from
(5.6) and the first part of Step 6, we know that

(5.23) (log ha)'(dz) < —K di on X,, for g-a.e. a € Q.
Observing that the function tx n defined in (1.1) satisfies the following initial value problem
2
{t’K,N@) = —K = x5 (v (@)
te ny(0) =0

on Ig N, a standard argument via differential inequalities (using (5.22) and (5.23)) implies
that

(logha) odp <tgnodg, forgae a€Q.

Recalling the representation formula (5.6) and that the singular part of AdzL X \ E is
non-positive, we infer that Adz < tx v o dg.

Step 7. Adjustments in case F is locally perimeter minimizing in 2, i.e. proof of (5.3).
The key observation is the following: if the Laplacian bound (5.3) holds in a neighbourhood

of OF N (), then it holds on (X \E) N K. This can be proved along the lines of Step 2,

since all the rays essentially partitioning (X \E) NI start from OF N€): if we assume that
the correct Laplacian bound holds in a neighbourhood of OFE N €2, then the bound holds
globally on (X \E) N K by one dimensional considerations along each ray and by the fact

that the singular part of AdzL X \ E is non-positive. One can then follow verbatim the
previous argument by contradiction. ([l

For the sake of the applications it will be useful to understand the regularity of the
distance function from 9F without the necessity of avoiding OF. Thanks to Theorem 5.2
we can prove that dgg has measure valued Laplacian and that its singular contribution
along OF is the surface measure of 0F.

Proposition 5.4. Let (X,d, V) be an RCD(K, N) metric measure space and let E C X
be a set of locally finite perimeter. Assume that E is locally perimeter minimizing inside
an open domain Q@ C X, according to Definition 5.1 and let Q' € Q. Then dg : X — [0, 00)
has locally measure valued Laplacian in a neighbourhood U of OE N Y. Moreover, the
following representation formula holds:

(5.24) Ady = AV TILOE + AdzL(X\E), onUDOENQ.

Proof. The proof relies on the following steps: first we will argue that d# has locally
measure valued Laplacian, relying on Theorem 5.2 and on the volume bound for the
tubular neighbourhood of dF in Lemma 2.41. Then we observe that the Laplacian of
d% is absolutely continuous w.r.t. 7 N=1_ The sought representation formula follows by
computing the density of AdzLOF w.r.t. 7 N=1|_QF via a blow-up argument. The
strategy is inspired by the proofs of [29, Lemma 7.5 and Theorem 7.4], dealing with the
Laplacian of the distance from the boundary on noncollapsed RCD spaces.

Step 1. Our goal is to find a locally finite measure v such that

/ Vgp-VdEd%”N:—/ odv,
X X

for any Lipschitz function ¢ : X — R with compact support.
Let us assume for simplicity that OF is compact, the general case can be handled with
an additional cut-off argument.
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By the coarea formula Theorem 2.12, for almost every r > 0, the superlevel set {dz > 7}
has finite perimeter. Moreover, the volume bound for the tubular neighbourhood of the
boundary

AN ({0<dz<r}) <Cr,
that follows from Lemma 2.41, together with a further application of the coarea formula,
yield the existence of a sequence (r;) with r; | 0 as ¢ — oo such that

(5.25) Per({dz > r;}) < C for any i € N.

Since d% has measure valued Laplacian on X \ E = {dz > 0}, the bounded vector field
Vdz has measure valued divergence on the same domain. Therefore, applying Theorem 2.28
to the vector field ¢Vdy on the domain {dz > r;} we infer that

/ Ve - VdgsdaN
{dE>Ti}

(5.26) = —/ pdAdg; — / @fidPer({dg > r}),
for some Borel functions f; verifying

(5.27) 1ill Lo (Per({asripy) <1

Thanks to (5.25) and (5.27), up to extracting a subsequence, the measures f; Per({dz > r;})
weakly converge to a finite measure p on X in duality with continuous functions. Passing
to the limit in (5.26) as i — oo, we get

(5.28) / V- Vdzd#N = — lim cpdAdE—/ @du,
X 7i0 J{de>r) X

as we claimed.

The next observation is that the first term at the right hand side in (5.28) above is a
linear function with sign (when K = 0, otherwise there is a correction term), therefore it is
represented by a measure.

Indeed, combining (5.28) with Theorem 5.2, we have

/V«p-VdEdijzK/ gpdEd,%”N—/god,u,
X X X

for any ¢ € LIP.(X) s.t. ¢ > 0.
In particular ¢ — [V - Vdzd#N + [pdp— K [ ¢dg doY is a non-negative linear
map. Hence there exists a non-negative locally finite measure 7 such that

/ V- VdEd%N +/ pdu — K/ wdEd%N = / wdn,
X X X X
for any ¢ € LIP.(X). This implies that d% has measure valued Laplacian on X.

Step 2. Thanks to Lemma 2.27, we have that Adz < N1

To check that AdzLOE = #N 1L OE, by standard differentiation of measures (recall
that in general the perimeter measure of any set of finite perimeter is asymptotically
doubling, therefore the differentiation theorem applies), it suffices to prove that

. Adg(B, ()
rl0 Per(E, B,(x))
The validity of (5.29) can be proved thanks to Theorem 2.42. Indeed, it is sufficient to
prove that the density estimate holds at regular boundary points of F, i.e. those points
where the blow-up is a Euclidean half-space HY c RY.

Under this assumption, along the sequence X; := (X,d/r;, # /rN x, E) of scaled spaces
converging to the blow-up, the sets £ C X converge in LlloC to HY. By Theorem 2.42 the

(5.29) =1, for Per-a.e. z € OF.



MINIMAL BOUNDARIES IN RCD(K, N) SPACES 65

convergence can be stenghtned to Kuratowski convergence of 0E; C X; to OHY, which
implies in turn the uniform convergence of d : X; — R to dy~. Moreover, this is easily

seen to imply the Hllof convergence of di : X; — R to dygn~. Then the distributional
Laplacians of d weakly converge as measures to the distributional Laplacian of dy~, and
(5.29) follows from the standard properties of weak convergence. O

Up to now, we have studied the properties of the distance function from a locally

perimeter minimizing set, outside of the set. An inspection of the proof of Theorem 5.2
shows that we actually relied only on inner perturbations of the set E to obtain properties
of the Laplacian of the distance from E outside of F.
As it is natural to expect, exploiting the full local minimality condition, we obtain sharper
statements about the distance (and the signed distance) function from OF on both sides of
E, whenever FE is locally perimeter minimizing. Recall also that if £ C X is a set of finite
perimeter, locally minimizing the perimeter functional, we can (and will) assume that F is
open (up to choosing the suitable a.e. representative).

Theorem 5.5. Let (X,d, #") be an RCD(K, N) metric measure space. Let E C X be
a set of locally finite perimeter and suppose that it is locally perimeter minimizing inside
an open domain 2 C X, according to Definition 5.1. Let dgg : X — R be the distance
function from the boundary of EE. Then dyg has locally measure valued Laplacian on X.
Moreover, for any open subset Q' € K (where K was defined in (5.2)), it holds:

(5.30) Adye < tK,NodaE on EﬂQ/, Adyg StK,NodaE on (X\E) ﬂQ/,
where ti N was defined in (1.1). Moreover,
(5.31) Adppl (OENQY) =V 1L (OEN Q).

Under the same assumptions, denoting by d%, the signed distance function from E (with
the convention that it is positive outside of E and negative inside), d%, has measure valued
Laplacian on EN Q' and

(5.32) Ady >ty ody on ENQY, Adp<tgnody on (X\E)n@,
and
(5.33) Ad5,L (OENQ) =0.

Remark 5.6. With the same caveat about the interpretation of the Laplacian bounds when
restricted to a measurable (possibly non-open) set as in Remark 5.3, the Laplacian bounds
(5.30), (5.31), (5.32) and (5.33) actually hold more strongly by replacing Q" with K.

Proof. The first part of the statement follows from Theorem 5.2 and Proposition 5.4,
applied to the distance from F and to the distance from X \ E. Notice indeed that, under
our assumptions on E, also X \ F is locally perimeter minimizing inside 2.

To deal with the signed distance function df,, notice that it coincides with dsg on
(X \E) N K and with —dygr on E'N K. Then, arguing as in the proof of Proposition 5.4,
it is possible to prove that d, has measure valued Laplacian and (5.32) follows.

To determine the restriction of Ad3 to OF, it is enough to adjust the argument in
Step 2 of the proof of Proposition 5.4. The key remark is that, when blowing up, the
distance function from the boundary converges to the distance function from the half-space,
whose distributional Laplacian has a singular contribution given by the surface measure of
the hyperplane. The signed distance function, instead, converges to the signed distance
function from the half-space after blowing up, which is a coordinate function, hence in

particular it is harmonic. This shows, through the density estimate via blow-up, that (5.33)
holds. O
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The range of applications of Theorem 5.2 and Theorem 5.5 is expected to be broad.
For the sake of illustration, here we present an extension of a celebrated property of
minimal surfaces in manifolds with positive Ricci curvature, the so-called Frankel’s theorem.
As another application, in section 6 we will investigate some consequences of the mean
curvature bounds at the level of regularity.

It is a classical fact that two smooth minimal hypersurfaces in a manifold with (strictly)
positive Ricci curvature must intersect each other. This is known as Frankel’s theorem
after [63], where similar results were obtained under the stronger assumption of positive
sectional curvature. In the present formulation the statement appears in [115], whose proof
we can now follow, given our understanding of mean curvature bounds for locally perimeter
minimizing sets on RCD spaces, after Theorem 5.2 and Theorem 5.5.

Theorem 5.7 (Generalized Frankel’s Theorem). Let (X,d, #") be an RCD(N — 1, N)
metric measure space. Let 31,Y9 C X be closed sets such that, for any i = 1,2 and any
x € %, there exist a ball B.(x) and a set of finite perimeter E C X such that E is locally
perimeter minimizing in Boy(z) and X; N B,(x) = OE N B,(x). Then

YNy #0.

Proof. Let di and dy denote dy;, and dy, respectively and let d:=dj + do.
Assume by contradiction that 31 N X9 = (). Then it is easily seen that d attains one of
its minima at a point x € X \ (X1 U 3s9). Indeed it is sufficient to consider a minimizing
geodesic between 37 and Yo whose length is d(X1, ¥2) > 0 and pick a point inside it.

By Theorem 5.2,

Ad; < —(N — 1)d1 , and Ady < —(N — 1)d2, on X \ (21 U 22) .
Hence
(5.34) Ad<—(N—-1)d, on X\ (ZUXs).

In particular, there is a neighbourhood U of & such that d is superharmonic on U and
attains a minimum at the interior point z. The strong maximum principle implies that d
is constant in a neighbourhood of z, that contradicts the strict superharmonicity of d in
(5.34), since d(z) > 0. O

Remark 5.8. The assumptions of Theorem 5.7 cover in particular the classical case of
smooth minimal hypersurfaces in closed manifolds with positive Ricci curvature. Indeed,
as we already mentioned, smooth minimal hypersurfaces are, locally, perimeter minimizing
boundaries.

6. REGULARITY THEORY

This section is dedicated to the partial regularity theory for minimal boundaries on non
collapsed RCD spaces. Our main result will be that they are topologically regular away
from sets of ambient codimension three, and from the boundary of the space. Besides from
a sharp Hausdorff dimension estimate (see Theorem 6.29), we will obtain also a Minkowski
estimate for the quantitative singular set (see Theorem 6.39). Following a classical pattern,
these results will be achieved through two intermediate steps:

e an e-regularity result, Theorem 6.8 showing that under certain assumptions at a
given location and scale a minimal boundary is topologically regular;

e the analysis dedicated to guarantee that the assumptions of the e-regularity theorem
are verified at many locations and scales along the minimal boundary. This is
pursued as follows:
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— in subsection 6.3, via dimension reduction arguments, we prove sharp Hausdorff
dimension estimates of the singular set (see Theorem 6.29). Here the arguments
depart from the classical ones: in the Euclidean (resp. smooth) setting, minimal
boundaries satisfy a very powerful monotonicity formula (resp. up to a lower
order term) which implies that every tangent space to a minimal boundary
is a cone. In the present non-smooth setting, it seems not possible to repeat
the Euclidean/smooth computations and it is not clear if such a (perturbed)
monotonicity formula holds;

— in subsection 6.2 we prove sharp perimeter bounds for the equidistant sets from
locally minimal boundaries which will be used in subsection 6.4 to obtain the
quantitative regularity results (see Theorem 6.39) through a series of covering
arguments that control the regularity of the space and the regularity of the
minimal boundary together. The interpretation of minimality via Laplacian
bounds on the distance function obtained in subsection 5.1 will play a key role
here.

As some examples will show, the threshold dimension for the full regularity is lower in
this framework than in the Euclidean case: our Hausdorff codimension three estimate for
the singular set is sharp (see Remark 6.28), moreover, already in ambient dimension 4
there are examples of tangent cones with no Euclidean splittings (see Remark 6.7) and of
topologically irregular minimal boundaries.

6.1. An e-regularity theorem. The aim of this subsection is to establish an e-regularity
result for minimal boundaries. This will provide a (weak) counterpart of the classical
statement for minimal boundaries in the Euclidean setting.

Usually, the outcome of an e-regularity theorem is that if a certain solution is close
enough to a rigid model then it is regular. The celebrated result for minimal boundaries
in the Euclidean case from [54] says that a minimal boundary contained in a sufficiently
small strip around a hyperplane is analytic.

Arguably, and as elementary examples show, this is too much to hope for in the present
setting. Our e-regularity result will be more in the spirit of Reifenberg’s original approach:
we will show that a minimal boundary which is close enough to the boundary of a half-space
(in the Gromov-Haudorff sense) is topologically regular.

This could be considered as the counterpart for minimal boundaries of the celebrated
e-regularity result for manifolds with lower Ricci curvature bounds obtained in [49, 41]
and extended to RCD spaces in [88], see Theorem 2.5.

To avoid confusion let us clarify that in this subsection by local perimeter minimizer in
an open domain we intend that the perimeter is minimized among all the competitors that
are perturbations inside the domain. This is a much stronger requirement than the one
considered in Definition 5.1 to obtain mean curvature bounds. For smooth hypersurfaces
in smooth ambient spaces, Definition 5.1 would correspond to minimality (i.e. vanishing
mean curvature), while here we will be concerned with locally area minimizers.
Moreover, this subsection will be independent of the theory of mean curvature bounds
that we have developed so far. Mean curvature bounds will enter into play later on, when
proving that the assumptions of the e-regularity theorem are in force at many locations
and scales, see subsection 6.2 and subsection 6.3.

Let us introduce some useful terminology, adapting the notion of flatness from the
Euclidean to the non smooth and non flat case. With respect to the Euclidean realm, in
the non flat framework there are many more rigid situations to be considered. This is also
due to the following result, yielding existence of a large family of flat minimal boundaries.

Lemma 6.1. Let (Y,dy, V=) be an RCD(0, N — 1) metric measure space and let X :=
R XY be endowed with the canonical product metric measure structure. Let E := {t < 0},
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where we denoted by t the coordinate of the Fuclidean factor R. Then E is a perimeter
minimaizing set.

Proof. The vector field Vt is easily checked to be a calibration for E, (¢ is harmonic, hence
V't has vanishing divergence). The conclusion follows from a classical calibration argument,
exploiting Theorem 2.21 and Theorem 2.29 as in the smooth setting. g

Recall that convergence in the L' strong sense of sets of finite perimeter along pmGH
converging sequences of metric measure spaces is metrizable, see [6, Appendix A]. By the
above, we are entitled to give the following.

Definition 6.2 (e-flat points). Let ¢ > 0. If (X, d, #V) is an RCD(—¢, N) metric measure
space and E C X is a set of finite perimeter, perimeter minimizing in Bo(x) C X such
that:

e there exists an RCD(0, N — 1) metric measure space (Y,dy, N1 y) such that
the ball Ba(x) C X is e-GH close to the ball By((0,y)) C R x Y;
e E is e-close on Bs(z) in the L! topology to {t < 0} C R x Y and 0F N By(x) is
e-GH close to {t =0} N B2(0,y) CR x Y;
then we shall say that E is e-flat at x in Ba(x).
The notion of e-flat set at  in B,(z) can be introduced analogously by scaling.

Definition 6.3 (e-regular points). Let ¢ > 0. If (X,d, #") is an RCD(—¢, N) metric
measure space and E C X is a set of finite perimeter, perimeter minimizing in Bs(z) C X,
such that:

e the ball By(x) C X is e-GH close to the ball Bo(0V) c RY;

e I is e-close on Bo(x) in the L' topology to {t < 0} € RY and OE N Bsy(z) is
e-GH close to {t = 0} N By(0"V) € RV, where we denoted by t one of the canonical
coordinates on RY;

then we shall say that E is e-regular at  in By(x).
The notion of e-regular set at « in B,(z) can be introduced analogously by scaling.

Remark 6.4. Let E C X be perimeter minimizing inside an open domain Q) C X. Let x € OF
and assume that there exists an RCD(0, N — 1) metric measure space (Y,dy, V=1 y)
such that, denoting by ¢ the coordinate of the split factor R in the product R x Y with
canonical product metric measure structure,

{({t <0},(0,y),RxY)} € Tan,(F, X,d, #N).

Then, for any € > 0 and any ¢ > 0, there exists 0 < r < 7 such that F is er-flat in B,(z).
This is a direct consequence of Theorem 2.42, together with the very definition of tangent
to a set of finite perimeter.

Analogously, if

{({t < 0},0",RM)} € Tan,(E, X,d, #"),
then for any € > 0 and for any rop > 0 there exists 0 < r < rg such that F is er-regular at
x on By(x).

Below, we shall fix the scale r = 1. As we already argued, the statements are scale
invariant, therefore this is not a loss of generality.

The stability of perimeter minimizers allows to get a measure bound out from Gromov-
Hausdorff closeness.

Lemma 6.5 (Perimeter density estimate for perimeter minimizers). For any § > 0 there
exists € = €(6, N) > 0 such that the following holds. If (X,d, #N) is an RCD(—¢, N)
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metric measure space, E C X is perimeter minimizing in B4(z), © € OF and E is e-reqular
at x in Ba(x), then

Per(E, Bi(x))

6.1 1-60<
(6.1) o WN-1

<1+9,

where wy_1 denotes the volume of the unit ball in RN-1L,

Proof. The statement can be proved by a contradiction argument.

Consider a sequence of sets of finite perimeter E,, C X,,, where z,, € 0E,,, (X,,dp, )
are RCD(—1/n, N) metric measure spaces, E, is 1/n-regular in By(z,) and perimeter
minimizing in By(x,). Then the following holds: the balls Bo(x,) C (X,,dy, 7N, 2,,) are
converging to Ba(0V) € (RY, deyer, 22V, 0Y) in the pmGH topology and the sets of finite
perimeter E,, are converging to HY on By(0Y) in the L{ -topology, with boundaries 9E,
Hausdorff converging to the boundary OHY on Ba(z,).

Then

Per(E,, Bi(x,)) — Per(HY, B1(0Y)) =wn_1, asn — oo,
thanks to the weak convergence of perimeter measures in Theorem 2.42 and the observation

that Per(H"™, 9B (0Y)) = 0. O

Remark 6.6. Let us recall that we can associate to any locally area minimizing cone C' ¢ R
with vertex at 0 C RV its density

Per(C, B1(0)) _ Per(C, B.(0))
WN-1 B wy_1rV-1

Oo,c = , forany 0 <r < oo.

Then, among all the possible densities of minimal cones C C RY, the halfspace attains the
minimal one, and there is a strictly positive gap between the density of the half-space and
the densities of all the other minimal cones.

This can be rephrased by saying that there exists ¢y > 0 such that, for any minimal cone
C ¢ RV with vertex at 0V and different from the half-space,

(6.2) @070 >1+cy= ("':)07HN +cnN -

The statement is classical, and it can be proved arguing by contradiction by relying on
the regularity theory for perimeter minimizers. More in details, the density at the vertex of
a cone equals its density at infinity, which is independent of the chosen base point. Namely

(63 Oucr— tim PHCBHO) o Per(C B (p)

for any p € dC. By the regularity theory, we can choose p to be a regular boundary point
and apply the monotonicity formula to infer that

o S0 > tiy PR D)

= Og v -
r—0 walTN_l O.H

The argument above also shows that a cone with the same density of the half-space must
be the half-space.

In order to prove (6.2) we argue by contradiction. If there is a sequence of cones C,, all
different from the half-space, and with densities converging to the density of the half-plane,
by compactness and stability we can extract a subsequence converging to a perimeter
minimizer. The density at infinity of this limit minimizer is easily seen to equal Oy~ . By
the above considerations, the limit is the half-space. By the e-regularity theorem C), is
smooth on Bj(0) for any sufficiently large n. This is a contradiction to the assumption
that C, is a cone different from the half-space.
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In the Euclidean theory minimal boundaries are smooth, if the ambient dimension is less
or equal than 7. Moreover, they are smooth in any dimension in a region where they are
sufficiently flat. These statements are the outcome of the classification of minimal cones
up to dimension 7 and of the already mentioned e-regularity theorem in [54].

Notice that Lemma 6.1 shows that there is no hope for such a statement in our setting:
consider a (possibly singular) Alexandrov space of dimension two and its product with
a line, then the Alexandrov space is a minimal boundary inside the product. Hence the
best regularity we can achieve for minimal boundaries in ambient dimension three is the
regularity of two dimensional Alexandrov spaces.

Nevertheless one might hope that sufficiently flat minimal boundaries in the sense of
Definition 6.2 have flat tangents (i.e. O-flat). It turns that this is not the case, at least
when the ambient dimension is greater than 4, due to the following.

Remark 6.7. Denote by S? the three dimensional sphere of radius r endowed with the
canonical Riemannian metric, and by H? the upper hemisphere. Let also 0 denote the
tip of the cone. In [110] it is shown that the cone C(H3?) is perimeter minimizing in
B1(0) C C(S?), for r < 1 sufficiently close to 1.

The effect of this remark is that in our framework there cannot be an improvement of
flatness, as it happens in the classical case, at least for ambient dimension greater than 4.
The best we can hope for is that flatness is preserved along scales.

Theorem 6.8 (e-regularity). Let N > 1 be fized. For anye > 0 there exists § = 6(e, N) > 0
such that the following holds. Let (X,d, 7#N) be an RCD(—6, N) metric measure space,
E C X be a set of locally finite perimeter, x € OF be such that E is perimeter minimizing
on Ba(x) and E is 6-reqular in Ba(z); then for any y € OE N By(x) and for any 0 <r <1,
E is er-regular in By (y).

Moreover, for any 0 < a < 1, there exists 6 = 6(a, N) > 0 such that if X and E are
as above (in particular, x € OF and E is d-reqular at x in By(z)), then OE N By(z) is
C®-homeomorphic to the ball By(0N~1) ¢ RV-1,

Proof. We argue by contradiction. Let us suppose that the conclusion is not true. Then
we can find ¢ > 0, a sequence of RCD(—1/n, N) metric measure spaces (X, dn, 72, x,)
and sets of locally minimal perimeter E,, C X,, such that z,, € 0F,, E, is 1/n-regular at
T in Ba(xy,) but there exist y, € Bi(z,) N JE, and r,, > 0 such that:

(i) B, is er-regular at y,, in B,(yy) for any r, < r < 1 and for any n € N;

(ii) Ey is not erp/2-regular at y, in B, /2(yn)-
It is easy to check that these assumptions force r, — 0. Moreover, we can assume € > 0
small enough so that ¢ > 0 in (6.1) is smaller than the density gap ¢y of (6.2).

Now let us rescale along the sequence in order to let the critical scales r,, become scale

1. If we do so, letting X,, := (X, dn /70, 7N y,) and looking at the sets E, in the
rescaled metric measure spaces, by Theorem 2.5, X, converge in the pmGH topology to
(RN s deuet, N, 0N ). Moreover, thanks to Theorem 2.42 the sets E,, converge in the Llloc
topology to an entire minimizer of the perimeter F' C R¥.
Taking into account (i) and Lemma 6.5, we can also infer that

< Per(F, B,(0V))

. 1-6
(65) R

<146, foranyl<r< 0.

Since F is an entire perimeter minimizer in RY, the standard Euclidean monotonicity
formula yields that
Per(F, B,(2))

(6.6) AR
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is an increasing function, for any z € 0F. By (6.5), that guarantees compactness of the
sequence of scalings Fp, of F' for r > 1, we are allowed to consider a blow-down G of F'. A
standard consequence of the monotonicty formula is that G is an entire minimal cone in
RN. Moreover, by (6.5) and our choice of § > 0, we have that

1—5§@0@*§1+5§1—|—CN.

Hence, by the Euclidean density gap Remark 6.6 and monotonicity, we infer that ©4 = 1.
Therefore

Per(F, B, (0
(6.7) lim Lot Br(0)

=g =1.
r—00 wNierfl ’

Observe that the density at infinity of the entire minimal surface F' is independent of the
base point z € JF, as one can easily verify. Moreover, by De-Giorgi’s theorem, there exists
20 € F N B1(0) such that

(6.8) lim L Br(20))

=1.
r—0 waerfl

Relying again on the monotonicity formula, by (6.7) and (6.8) we infer that

Per(F, By(29))

N =1, forany0<r<oo.

WN—1
Then with a standard argument we obtain that F' is a half-space HY passing through 0.
By condition (ii) above, the sets E,, when considered in the scaled metric measure
spaces X, are not e /2-regular at z,, in B, /z(xn). This clearly gives a contradiction, since
their limit is a half-space, as we just argued; in particular, they are £/2-regular at x,, in
By /2(wn) as soon as n is large enough.

The second part of the statement follows from the previous one via Reifenberg’s theorem
for metric spaces, see for instance [41, Appendix 1]. O

Corollary 6.9. Let N > 1 be fized. Then there exists 6 = 6(N) > 0 such that the following
holds. If (M™ | g) is a smooth N -dimensional Riemannian manifold and E C M is a set of
locally finite perimeter such that, for some x € M and r > 0,
(i) Ricpys > —0772 on Byr(x);
(ii) E is perimeter minimizing in Ba,(x);
(iii) E is d-reqular at x on Ba,(x).
Then OF N B,.(x) is smooth.

Proof. We only need to verify that all tangent cones at all points x € OE N B,(x) are
Euclidean half-spaces. Then the classical regularity in Geometric Measure Theory provides
smoothness.

To this aim, observe that, by Theorem 6.8, all the tangent cones at any € OE N B,(x)
are entire perimeter minimizers in R™ close to the Euclidean half-space at all scales. Then
an argument analogous to the one exploited in the proof of Theorem 6.8, relying on the
Euclidean density gap (see Remark 6.6), shows that the tangent cones are half-spaces. [

Remark 6.10. In Corollary 6.9 there is no assumption on the injectivity radius of the
Riemannian manifold, nor on the full curvature tensor, which are the classical assumptions
for the e-regularity theorems for minimal surfaces on Riemannian manifolds, see for instance

[47, 113].

Remark 6.11. Corollary 6.9 should be compared with some previous results obtained in [76]
and [79, Section 4]. Therein, uniform Reifenberg flatness was proved for minimal bubbles
w.r.t. families of smooth Riemannian metrics g. uniformly converging to a background
metric g on a fixed manifold M. In this regard Corollary 6.9 is much stronger, since it



72 ANDREA MONDINO AND DANIELE SEMOLA

deals with a weaker notion of convergence of metrics. Moreover, Theorem 6.8 shows that
ambient regularity is not a key assumption for Reifenberg flatness, provided there is a
synthetic lower Ricci bound on the background.

6.2. Sharp perimeter bounds for the equidistant sets from minimal boundaries.
In this subsection we consider again local perimeter minimizers in the sense of Definition 5.1.
Our goal is to prove some sharp perimeter bounds for the equidistant sets from minimal
boundaries which will turn to be very useful to establish the quantitative regularity results
in subsection 6.4. The interpretation of minimality via Laplacian bounds on the distance
function obtained in subsection 5.1 will play a key role here.

The following useful lemma is essentially taken from [29], see in particular the proof of
Theorem 7.4 therein. We omit the proof that can be obtained relying on Proposition 5.4,
with arguments similar to those appearing in the proofs of previous results in this note.

Lemma 6.12. Let (X,d, V) be an RCD(K, N) metric measure space and let E C X be
a set of locally finite perimeter which locally minimizes the perimeter in an open domain
Q C X according to Definition 5.1. Then, for any Lipschitz function ¢ : X — R with
compact support in 2, it holds:

(6.9) /godPer({dE >r}) = / ddiv(eVdg), fora.e. r>0.
{0<dz<r}

Remark 6.13. The local perimeter minimizing assumption above is used only to infer
regularity properties of the distance function, namely the fact that it has measure valued
Laplacian whose singular part on the boundary of the set is the surfaces measure, rather
than to obtain specific mean curvature bounds. Indeed, the conclusion of Lemma 6.12
holds for the boundary of any smooth set on a smooth Riemannian manifold.

In order to ease the notation, let us denote by E? the open t-enlargement of E, i.e.
(6.10) E':={reX :d(z,FE) <t}.

We will need to compare the perimeter measure of the set £ and the measures obtained
by normalizing the restriction of the ambient volume measure to a tubular neighbourhood
of the set. Again, for all smooth hypersurfaces in the smooth Riemannian setting, the
perimeter and such a Minkowski-type measure coincide, even though they do not for general
sets. The next result states that the perimeter minimality condition is robust enough to
guarantee such an extra regularity also in the RCD setting.

Proposition 6.14. Let (X,d, #V) be an RCD(K, N) metric measure space and let E C X

be a set of locally finite perimeter which locally minimizes the perimeter in an open domain
Q C X according to Definition 5.1. For any 0 < e < 1, let

1 1
pt = E%NI_{O <dg <e} and p; = E%NL{O <dpge < e€}.

Then both pt and pZ weakly converge to Perg on Q ase — 0.

Proof. Let us prove the weak convergence to the perimeter of uf. The weak convergence
of u- can be proved with an analogous argument, replacing dz with dge.

The family of measures pl has locally uniformly bounded mass, as it follows from
Lemma 2.41. We claim that for any weak limit 1 of the sequence of measures u;:,, where
€; 4 0 as i — oo, it holds y = Perg.

Let us start from the inequality p > Perg.

Letting ¢F : X — R be defined by ¢f(z) =1 on E, pf =0 on X \ E° and

1 _
(p{j—:g(€—d(l‘,E>), ODEE\Ea
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it holds

ut = |vet| N

Moreover, it is easy to check that ¢t converge locally in L' to yg. Hence, by the lower
semicontinuity of the total variation (in localized form), it is easy to infer that, for any
open set A C Q such that u(0A) =0,

Per(E, A) < liminf pi} (A) = p(A).
1—00

To prove the converse inequality, let us focus for simplicity on the case K = 0, the
general case introduces only an additional error term of lower order. Let us consider any
non-negative Lipschitz function ¢ : X — [0, 00) with compact support in 2. We claim that

/sodué/sodPen

which will imply the inequality u < Perg.
To prove this claim, we rely on Lemma 6.12. Indeed, for a.e. r > 0 sufficiently small, it
holds that

/gdeer({dE >r}) = /{d< }ddiv(ngdE).

Hence, for a.e. r > 0, using the Leibniz rule for the divergence, Theorem 5.2 and
Proposition 5.4, we get

/godPer({dE>T}):/ V(p-VdEd%”N%—/ pAdg
E’I‘

T

< V@-VdEd%N+/¢dPerE.
Er

Therefore, for any s > 0 sufficiently small, by the coarea formula we get

/Esnpdij:/Os/godPer({dE >7r})

g/ ( Vgp-VdEd%N+/<deerE>
0 ET
SsLip(gp)%N(Esﬂsptgo)—i—s/godPerE :

Hence

1
/god,u:‘lim / odaN
1— 00 SZ' ESi

1
<limsup — (s Lip(@) 2N (E® Nspty) + s / cdeerE>

s—0 S

:/gdeerE,

where we used Lemma 2.41 in the last inequality. This concludes the proof of the inequality
i < Perp and hence the proof. O

Let us introduce the notation ¥ for the boundary OF of a set of finite perimeter £ which
is locally perimeter minimizing in 2 C X and let us denote, for any h > 0,

yh={zecQ:dE,z)=h}.

The next result is a kind of monotonicity formula for equidistant sets from minimal
boundaries. Its proof is inspired by [33, Lemma 2|, which deals with the Euclidean case.
The Laplacian bound for the distance from a locally minimizing set of finite perimeter
under lower Ricci curvature bounds (obtained in Theorem 5.2) allows to extend it to the
present framework.
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Proposition 6.15. Let (X,d, #) be an RCD(K, N) metric measure space and let E C X
be a set of locally finite perimeter which locally minimizes the perimeter in an open domain
Q C X according to Definition 5.1. Let h > 0 be fized. Let T C X" be any compact set and
denote

(6.11) Iy ={yeXnQ :d(z,y)=h for somex €T},
(6.12) G:={zxeQ :dp,(z) +dr(z) =h}.
If G € K, where K has been defined in (5.2), then
(6.13) Per(E",T) < Per(E,Ty) +/ trn(dg)daN |
G
where tix N was defined in (1.1), and
N-1

Per(E,I'y) cos ( %h) if K >0

(6.14) Per(E",T) <{ Per(E,TIy) ifK =0

Per(E, I's;) cosh (\/%h)]v_1 ifK<0.

Remark 6.16. Note that G is made by the union of minimizing geodesics connecting I's
with ¥ along which dg is attained.

Remark 6.17. The bounds obtained in Proposition 6.15 are sharp. Indeed it is easily seen
that equality is achieved in the model spaces:

e for K >0, let (X,d, ") be the N-dimensional round sphere of constant sectional
curvature K /(N — 1) and E be a half-sphere. It is a standard fact that E is locally
perimeter minimizing inside a sufficiently small open domain €. It is immediate to
see that ¥ is (part of the boundary of) a spherical cap and one can check that
equality is attained in (6.14) by direct computations;

e for K = 0, let (X,d, #") be the N-dimensional Euclidean space and E be a
half-space. It is a standard fact that F is locally perimeter minimizing inside any
open domain €. It is immediate to see that X" is (part of the boundary of) an
equidistant half space and that equality is attained in (6.14);

o for K < 0, let (X,d,#") be the N-dimensional hyperbolic space of constant
sectional curvature K /(N — 1) and E be a horo-ball. It is a standard fact that E
is locally perimeter minimizing inside any open domain ). Also in this case, one
can check that equality is attained in (6.14) by direct computations.

Proof. Notice that G is the set spanned by those rays connecting I's; to I'. We would like to
apply the Gauss-Green integration by parts formula to the vector field Vdg on G. Indeed,
at an heuristic level, the boundary of G is made of three parts, I's;, I' and some lateral
faces whose unit normal we expect to be orthogonal to Vdg. Then the conclusion would
follow from the fact that divVdg < tg n odg, by Theorem 5.2.

In order to make the argument rigorous, we are going to approximate the characteristic
function of the set G (which in general may not be regular enough), by suitable cut-off
functions. -

Let us introduce the shortened notation d for the distance from E. Moreover, let us denote
by dr the distance function from the compact set I' in the statement. Then, for any
e € (0,e0) let us set

1 _
pei=_(hte—(d+dr)) .
where we denoted by (+)4 the positive part. For any ¢ € (0,h), we introduce the monotone

function gs satisfying:

95(0) = g5(0) =0, g5 = (X[o,a] - X[h—é,h]) :

SR
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Observe that, in particular, g5(h) = 0. Recalling that ‘Va’ <1 a.e. and that gj(d)Ad <

g5(d) tx n(d) by Theorem 5.2, using chain rule we obtain:

(6.15) Ags(d) < g5(d) + g5(d) tre,n(d) .

Now let F' C K be an open neighbourhood of G inside K. Relying on (6.15) and applying
the Gauss Green integration by parts formula (see Theorem 2.28), taking into account
that there are no boundary terms since either ¢, = 0 or gg(a) = 0 on the boundary of the
domain for € > 0 sufficiently small, we can compute:

/Fgfs’(d)sogdéfNZ/FsosdAga(d)/Fsoggfs(d)tx,zv(d)d%N

== [ Vlos@) Too ™ - [ oo gild) (@) ar.
F F
Let us observe that
V(gs(d)) - Voo =g5(d)Vd - (~Vd — Vdp)e ™!
=g5(d)(—=1 = Vd-Vdr)e ! <0, #N-ae onF.

Hence, for any €, > 0 sufficiently small, it holds

/ Gl (@)pe doN > - / e g4(@) tic v () AN |
F F

By the very definition of gg, this implies that

1 - 1 -
/ X[0,6)(d)pe AN 2/ Xin—s,)(d)pe AN
6 Jp 6 Jr

(6.16) ~ [ o ah@ (@) ar

Relying on Proposition 6.14, which guarantees the weak convergence of the measures
571X[0,6] (d)#N to Perg as § — 0, we can pass to the limit in the left hand side of (6.16).
Moreover, by semicontinuity of the total variation, for any weak limit v of the sequence
51 X[h—s,1) (d) A N (which is easily seen to be pre-compact in the weak topology) as § — 0,
it holds v > Per(E}). It is also easily seen that 0 < gg(a) +1 #N-ae. on F,asd |O0.
Hence

(6.17) /(pedPerEZ/gogdPerEh—/gagtK,N(a)d%”N.
F F F

Next, we pass to the limit as € — 0. Observe that

1 if
limgos(:n):{ ifoed

e—0 0 otherwise.

Therefore, passing to the limit in (6.17) as € — 0, we obtain that

Per(E",T) < Per(E,Ts) + / txn(d)daN |
G
as desired.
The bounds in (6.14) follow from (6.13) thanks to the coarea formula and the integral
form of Gronwall’s Lemma if K < 0. In the case K = 0 they follow directly from (6.13)
since to,n = 0.
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Let us deal with the remaining case K > 0.
We introduce a function

—(N-1)
m [N -1 r K
TN : (0,2 K) =R,  frn(r) .—/0 cos (”N—lh) dh.

Notice that

—(N-1)
(6.18) frn(r) = cos ( N[i 1 r) ,

for any r > 0 and in particular fz ,(0) = 1. Moreover, the chain rule for the Laplacian
and a direct computation show that we can rephrase the bound in Theorem 5.2 as

(6.19) Afgyodg <0.

Then (6.14) in the case K > 0 follows formally by applying the Gauss-Green integration
by parts formula to the vector field V fx n o dg on the set G introduced in (6.12). Indeed,
the contribution coming from the integration in the interior has a sign thanks to (6.19),
one of the two boundary terms is fg 5 (0) Per(E,I's) = Per(E,T's) and the other one can
be estimated by

—(N-1)
(6.20) fi n(h) Per(E",T) = Per(E",T) cos (,/Nfil h) .

Therefore we obtain

(N-1)
(6.21) Per(E" T') < Per(E,T's) cos (\ / % h) ,

as we claimed. The rigorous justification of (6.21) can be obtained with an approximation
argument completely analogous to the one introduced in the first part of the proof,
approximating the characteristic function of G with suitable cut-off functions; we omit the
details for the sake of brevity. O

A very useful result proved in Simons’ seminal paper on minimal varieties [124] states
that there are no two sided stable smooth minimal hypersurfaces on closed manifolds with
positive Ricci curvature. Thanks to the perimeter monotonicity in Proposition 6.15 we can
partially generalize this fact to the present framework.

Corollary 6.18 (Simons’ theorem in RCD spaces). Let (X,d, #") be an RCD(K, N)
metric measure space, for some K > 0. Then, for any r > 0, there is no non trivial set of
finite perimeter E C X that minimizes the perimeter among all the perturbations ' C X
such that

EAF C B,(0F).
Proof. Let us argue by contradiction. If a set of finite perimeter as in the statement exists,

then it is locally perimeter minimizing according to Definition 5.1. Hence it verifies the
assumptions of Proposition 6.15. Therefore, for any h > 0,

Per(E") < Per(E) +/ trn(dg)dAY < Per(E).
EME

To conclude it is sufficient to observe that E*AE C B,(OE) for any h > 0 sufficiently
small and we reach a contradiction. O
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6.3. Partial regularity of minimal boundaries away from sets of codimension
three. Our goal in this subsection is to prove that minimal boundaries have regular
blow-ups (and therefore are topologically regular) away from sets of ambient codimension
three (assuming for simplicity that the ambient space (X, d,.s#") is an RCD space without
boundary).

Definition 6.19 (Regular and singular sets on minimal boundaries). Let (X,d, #V) be
an RCD(K, N) metric measure space and £ C X be locally perimeter minimizing inside a
ball By(x) C X. Suppose also that 9X N By(z) = 0. The regular part R” and the singular
part ST of OF are defined as

RE = {2 c0E : (RY,deyer, 7V, 0V, {zy < 0}) € Tan,(X,d, #N, E)},
SP.=9E\RE.
Remark 6.20. If £ C X is locally perimeter minimizing and = € 90X, then for any
(6.22) (Y,dy, N, F,y) € Tan,(X,d, #, E)

it holds that F' is an entire local perimeter minimizer in Y, as it follows from the stability
Theorem 2.42.

As a first regularity result, we establish topological regularity of the regular set. This is
indeed a direct consequence of the e-regularity Theorem 6.8.

Theorem 6.21 (Topological regularity of the regular set). Let (X, d, ") be an RCD(K, N)
metric measure space, assume that Bo(x) NOX =0 and let E C X be a set of locally finite
perimeter that is locally perimeter minimizing in Bo(x). Then, for every o € (0,1) there
exists a relatively open set On C OF N Bi(x) with RY C O, such that O, is a-biHolder
homeomorphic to an open, smooth (N — 1)-dimensional manifold.

Remark 6.22. The C%® regularity of the manifold O, containing the regular set matches
the (currently known) regularity of the regular part R(X) of the ambient space X (after
Cheeger-Colding’s metric Reifenberg Theorem [41, Appendix 1] and [88]). Higher regularity
of RY (e.g. contained in a Lipschitz manifold), would require first improving the structure
theory of the ambient space.

The classical regularity result for perimeter minimizers in the Euclidean (or smooth
Riemannian) setting is that they are smooth away from sets of ambient codimension 8.

A key intermediate step is the fact that the blow-ups are flat Euclidean half-spaces away
from sets of ambient codimension 8, see [62, 71].

The examples that we have already discussed in this note show that this statement is false
in the non smooth framework. Singular blow-ups already appear in ambient dimension 3,
see the discussion after Remark 6.6.

As a first regularity result, below we prove that, if we restrict to regular ambient points
(or we consider RCD(K, N) metric measure spaces (X,d, #") such that the singular
set is empty) then the picture matches with the classical one and we can prove that the
codimension of the singular set of a perimeter minimizer is at least 8.

Theorem 6.23. Let (X,d, ") be an RCD(K, N) metric measure space, let Q C X be
an open domain and let E C X be a set of locally finite perimeter that is locally perimeter
minimizing in 2. Then

(6.23) dimy (SEﬁRﬁQ) <N -8.

In particular:
i) if Q C R, then

(6.24) dimp (S¥NQ) <N -8;
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i) if Q CR and N <7, then SE N Q = 0.

Proof. With the tools that we have developed so far, the proof reduces to a variant of
the classical dimension reduction technique to bound the dimension of singular sets. See
[61, 62] and [71, Chapter 11] for the case of perimeter minimizers in the Euclidean setting,
and [56] for the dimension bounds for the singular strata on RCD(K, N) spaces (X, d, 7).

We argue by contradiction. If (6.23) is not satisfied, then we construct a (local) perimeter
minimizer inside R whose singular set has codimension less than 8. This will lead to
a contradiction, since the singular set of a Euclidean (local) perimeter minimizer has
codimension at least 8, by the classical regularity theory.

Let us suppose that (6.23) is not verified. Then there exists n > 0 such that
(6.25) HYE (SFARNQ) >0,

By [56, Lemma 3.6] (see also [71, Lemma 11.3] and [61, Theorem 2.10.17]), there exists
r € S¥ N RN Q such that

AN (B(2)n (SENRNQ))

(6.26) lim sup N8+

r—0

N—8
> 2N TN g

where we denoted by Y =8+ the pre-Hausdorff measure of dimension N — 8 + 7.

Now we claim that for any sequence 7; | 0 there exists a subsequence, that we do not
relabel, such that E C (X,d/r;, 7~ /rN, x) converge in the Li _ sense as sets of (locally)

finite perimeter to an entire (local) perimeter minimizer Eo, C (RN ,deyer, N, ON ) Here

the compactness of the sequence follows from [6, Corollary 3.4] together with the uniform
perimeter bounds for perimeter minimizers inside the ball, while the conclusion that E is
an entire (local) perimeter minimizer follows from Theorem 2.42.

By scaling, denoting by E; = E C (X,d/r;, " /rN,z) the set of finite perimeter E
considered inside the rescaled metric measure space, we can find a sequence r; | 0 such
that E; converge in Li . to an entire (locally) perimeter minimizer Eo as we discussed
above and moreover
(6.27) lim 72N =51 (S5 0 Bl () NR(X,)) > 2V 5y g1y > 0.

1— 00

We claim that (6.27) forces
(6.28) AN (8P 0 By(0M)) > 0.

In order to check (6.28) it is sufficient to prove that any limit point x. of a sequence
(z;) such that z; € SFi N R(X;) N Bi(z) belongs to S¥~ N B;(0Y). Once this statement
has been established, (6.28) will follow from (6.27) and the upper semicontinuity of the
pre-Hausdorff measure 2% ~8+" under GH convergence, see [56, Equation (3.36)].

Let us pass to the verification of the claim. Let us consider any z., as above. If
we suppose by contradiction that it is a regular point of F.,, then it follows from the
e-regularity Theorem 6.8 that for any e > 0 there exists ¢ € N such that, for any j > 1,
E; N B{(x) is e-regular inside B{(z). In particular, if ¢ > 0 is sufficiently small, then by
the Euclidean density gap Remark 6.6, all the blow-ups of E; inside B{ (£) NR are flat
half-spaces (see also the proof of Corollary 6.9). This leads to a contradiction since we are
assuming that z., is a limit of singular points 23 € SE N B (x) N R(X;).

Given (6.28) we obtain a contradiction, since Fo, is an entire Euclidean (local) perimeter
minimizer and the classical dimension estimates for the singular sets of perimeter minimizers



MINIMAL BOUNDARIES IN RCD(K, N) SPACES 79

give
(6.29) dimp (8% 1 Bi(0Y)) < N - 8.
O

Remark 6.24. One of the key steps in the proof above is the fact that limits of singular
points of perimeter minimizers where the blow-up of the ambient is Euclidean are singular
points. In the smooth setting the second assumption is always verified, but in the non
smooth setting this is a non trivial requirement and the example presented in Remark 6.7
shows that it is necessary in order for the statement to hold. In particular, without further
assumptions it is not true that limits of singular boundary points of a perimeter minimizer
are singular boundary points of the limit.

We aim at obtaining a sharp dimension bound for the singular set of local perimeter
minimizers dimgy (S¥) < N — 3 within our framework. To this aim, it will be necessary
to consider also the intersection of the minimal boundary with the ambient singular set
OENS(X).

In order to obtain the sharp dimension bound for the singular set in this setting, there is
a key additional difficulty with respect to the classical case. Indeed it is not clear whether
a monotonicity formula holds in this generality, therefore we do not know if any blow-up
of a local perimeter minimizer is a cone. In order to circumvent this difficulty, following
the classical pattern of the dimension reduction, we will need first to iterate blow-ups to
reduce to the situation where the ambient is a cone of the form RY=2 x C(S}), where S!
is a circle, and then to perform the dimension reduction again in this simplified setting
(where a monotonicity formula holds).

We will rely on some classical tools of Geometric Measure Theory. The first one is a
monotonicity formula for perimeter minimizers inside cones, whose proof can be obtained
as in the classical case, see [109, Theorem 9.3], [61, Theorem 5.4.3] and [110].

Theorem 6.25. Let (M, g) be a smooth Riemannian manifold of dimension k > 1 and with
Ric > k—1. Let (X,d, N) := C(M) x RN=F=1 be the product of the metric measure cone
C(M) of tip {o}, with an (N — k — 1)-dimensional Euclidean factor. Let p € {0} x RN=k-1
and let E C X be perimeter minimizing in Ba(p) C X. Then the ratio

Perg(B;(p))

(6.30) (0.1) 37—

18 increasing.

Moreover, if the perimeter ratio is constant in (0,2) then E is a cone with vertex p inside
Bi(p).

The second tool is an elementary non existence result for entire local perimeter minimizing
cones passing through the tip inside non flat two dimensional cones, whose proof is well
known, see [110] and references therein.

Proposition 6.26. Let N > 2 be a given natural number. Let 0 < r <1 and let C be the
metric measure cone C(SL) x RN=2 with canonical structure. Let F := C(I) x RN=2 C C,
where I C S!. is a set of finite perimeter. Then F is a local perimeter minimizer if and only
ifr =1 (i.e. C=RN) and I is the half-circle [0,7] C S}, up to isometry (i.e. F C RV is
a half-space).

Notice that to pass from the case N = 2 treated in [110] to the case of N > 3 it is
sufficient to rely on a slight modification of [106, Lemma 28.13] to drop the dimension.

Proposition 6.27. Let N > 2 be a given natural number. Let 0 < r <1 and let C be the
metric measure cone RN=2 x C(S}) with canonical structure and set of tips RN =2 x {o}.
Let G C C be any entire local perimeter minimizer. Then

(6.31) dimpy (SG) <N-3.
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Proof. We argue via dimension reduction, reducing to the situation where Proposition 6.26
can be applied.

Let us suppose without loss of generality that » < 1 (i.e. the cone is singular). If » = 1 the
statement follows from the classical Euclidean regularity theory.

Step 1. We claim that any blow-up of G C C at a point z € C is either a minimal
cone inside C if x € RV=2 x {0} is an ambient singular point, or a minimal cone in R if

zeC\ (RN 2 x {o}) is an ambient regular point.
In order to check this statement it is sufficient to observe that the monotonicity formula

= Perg(B,(x))

(6.32) T

is non decreasing on 0 < r < r,

holds for any € 9G. Indeed, if x € RV~2 x {0} is a vertex, this follows from Theorem 6.25
(and we can take r, = oo actually). If = is a regular point of C, the monotonicity formula
follows from the fact that C is isometric to a (flat) Euclidean ball in a neighbourhood of z.
The fact that blow-ups are always cones follows then from a classical argument, thanks to
the uniform perimeter density bound (2.39) and the rigidity in the monotonicity formula
on C and RV,

Step 2. Let us assume by contradiction that (6.31) fails. Then, arguing as in the proof of
Theorem 6.23 (see in particular (6.26)) we can find > 0 such that sZV=3+1(0GNS(C)) > 0
(notice that s#N=3t1(S% NR(C)) = 0, by Theorem 6.23). Therefore, there exist x €
0GNS(C) = 0GNRN=2 x {0} and a sequence 7; | 0 such that
SN 3 (0G N S(C) N By, ()

(6.33) lim sup N3tn

1—00 T

By Step 1, we can find a subsequence of (r;), that we do not relabel, such that (6.33) holds
and the blow-up of GG along the sequence r; is an entire local perimeter minimizing cone
G' inside a metric cone C (which is the blow-up of C at any point = € S(C)) with tip o.
Moreover, it is easily seen that any limit of points z; € G N S(C) N By, (x) along this
converging sequence belongs to G' N S(C) N By(o0). Hence, the upper semicontinuity of
the pre-Hausdorff measure implies

(6.34) SN (aal NS(C) N Bl(o)) >0,

> 0.

that yields in turn
(6.35) N3+ (801 NS(C)N B1(0)> > 0.

Let us write G' = R¥ x C(B'), where C(B') ¢ RN=27F x C(S}) is an entire local perimeter
minimizing cone.

We claim that, after iterating a finite number of times the construction above, it is
possible to take k = N — 2. Indeed, if we suppose that £k < N — 3, then we obtain

AN ((9GT\RF x {0}) N S(C)) > 0, by (6.35).
In particular, there exist z € (OG* N S(C)) \ (Rk X {0}) and a sequence r; | 0 such that

> 0.

AN (061 N S(C) N By, (2))
(6.36) lim sup

j—00 ij_g—m

Up to extraction of a subsequence, that we do not relabel, we find that a blow-up of G*
at z along the sequence r; | 0 is an entire local perimeter minimizing cone of the form
G? = R¥1 x C(B?) such that

(6.37) dimy (96N S(C)) > N 3.
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This is due to Step 1 and to the fact that G* splits off a factor R”, it is a cone, and we
chose a point z ¢ R¥ x {0} as base point for the blow-up. The additional splitting of G2
can be justified with the very same arguments of the Euclidean case, we refer for instance
to [106, Theorem 28.11, Lemma 28.12, Lemma 28.13] whose statements and proofs work
mutatis mutandis also in our setting.

Step 3. The outcome of the previous two steps is that if (6.31) fails, then there exists
an entire local perimeter minimizing cone of the form G = RV~2 x C(B) C C. This is in
contradiction with Proposition 6.26. ]

Remark 6.28. The Hausdorff dimension estimate (6.31) above is sharp. This is easily verified
by considering as entire local perimeter minimizer the set G := {x > 0} C R x C(S}),
where 0 < 7 < 1 and z € R denotes the coordinate of the R factor. Then G = {0} x C(S})
which has one singular point p = (0,0). Therefore s#%(S%) = 1.

Theorem 6.29. Let (X,d, #N) be an RCD(K, N) metric measure space, let  C X be
an open domain such that QN OX =0 and let E C X be a set of locally finite perimeter
that is locally perimeter minimizing in Q. Then

(6.38) dimpy (SE N Q) <N-3.

Proof. The strategy of the proof is a refinement of the one of Theorem 6.23.

To simplify the notation, we assume throughout the proof that E is an entire local perimeter
minimizer. Moreover, we assume that N >3 and K > —(N — 1). The case K < —(N —1)
can be reduced to K = —(N — 1) by scaling of the distance. The case N = 1 is elementary
and the case N = 2 can be treated with a simpler variant of the argument presented below.

Step 1. Reduction to perimeter minimizers inside cones.

We aim to show via blow-up that if (6.38) fails for some local perimeter minimizer on some
RCD(K, N) metric measure space (X,d, V), then it fails also for an entire perimeter
minimizer inside a metric measure cone.

Notice that S¥ N S(X) = OE N S(X) by the very definition of S¥. Hence, if (6.38) fails,
then dimy(0F N S(X)) > N — 3, by Theorem 6.23. In particular, there exists € > 0
such that dimyg(0F NS:(X)) > N — 3, where S:(X) is the quantitative e-singular set of
(X,d, #N) defined by

S.(X):={z e X : dgu(B,(z), B,(0N)) > er for all r € (0,1)}.

Indeed, by a well known argument (involving Bishop-Gromov volume monotonicity, volume
convergence and volume rigidity; see for instance the proof of [88, Theorem 3.1] after [41]),
it is easy to check that S(X) = .o S:(X).

Arguing as in the proof of Theorem 6.23 (see in particular (6.26)) we can find n > 0 such
that N =341(0F N S.(X)) > 0. Therefore, there exist € 9FE N S.(X) and a sequence
r; | 0 such that

N—-3+n
(6.39) i sup e OF SN0 Brif)

1—00 T

>0.

Applying Theorem 2.42, we can find a subsequence of (r;), that we do not relabel, such that
(6.39) holds and the blow-up of E along the sequence r; is an entire local perimeter minimizer
F inside a metric cone C(Z) with tip p, for some RCD(N — 2, N — 1) metric measure space
(Z,dz, #N~1). Moreover, it is easily seen that any limit of points z; € dENS.(X)N B, ()
along this converging sequence belongs to OF N S.(C(Z)) N Bi(p). Hence, the upper
semicontinuity of the pre-Hausdorff measure implies

(6.40) N3 (QF N S.(C(Z)) N Bi(p)) > 0,
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which yields dimg (ST) > N — 3, as we claimed.

Step 2. Dimension reduction.

In Step 1, we found an entire local perimeter minimizer F' C C(Z), where C'(Z) is a metric
measure cone. Let us consider the maximal Euclidean factor R¥ split off by C'(Z) and
write C(Z) = RF x C(W) for some 0 < k < N — 2 and some RCD(N —k —2, N —k — 1)
metric measure space (W, dy, Y ~*=1). Arguing inductively, we wish to prove that it is
possible to assume that k = N — 2 iterating the construction of Step 1.

Indeed, let us suppose that & < N — 3. Then by (6.40) there exists a set of singular points
of I with positive s#ZY =347 pre-Hausdorff measure not contained R¥ x {p}. Iterating the

construction of Step 1 with a base point y ¢ (]Rk X {p}) such that

A~ (OF N S(C(Z)) N B, (y))

N—
! 3+n

(6.41) lim sup

1—00

>0,

we obtain that, up to extraction of a subsequence that we do not relabel, the blow-up of F
at y is an entire local perimeter minimizer G C R¥+1 x C(V), where (V,dy, #V~+"1) is
an RCD(N — k — 2, N — k — 1) metric measure space. Indeed, the blow-up G is an entire
local perimeter minimizer by the usual stability Theorem 2.42. Moreover, the fact that
the ambient space splits an additional Euclidean factor follows by the choice of base point

y ¢ (Rk X {p}) (and the fact that C'(Z) is a cone), via the splitting theorem [64].

Step 3. Conclusion.
The outcome of the previous two steps is that, if (6.38) fails for a local perimeter minimizer
E C X, where (X,d, ) is an RCD(K, N) m.m.s. (without boundary), then it fails for
an entire perimeter minimizer F C RVN=2 x CO(S}), where 0 < r < 1. However, this would
contradict Proposition 6.27 and the proof is complete.
O

In the next statement, obtained combining Theorem 6.21, Theorem 6.23 and Theo-
rem 6.29, we summarize the main regularity results of the present section.

Theorem 6.30. Let (X,d, #V) be an RCD(K, N) metric measure space. Let E C X be
a set of locally finite perimeter. Assume that E is perimeter minimizing in Ba(z) C X and
By(z)N0X = 0. Then for any o € (0,1) there exists a relatively open set O, C OEN Bi(x)
such that:

e O, is a-bi-Hélder homeomorphic to a smooth open (N — 1)-dimensional manifold;
e RE c O, and

(6.42) dimg (OF \ RF)NR(X)) < N -8,
(6.43) dimg (OF \ RF)NS(X)) < N —3.

Remark 6.31 (Sharpness of Theorem 6.30 and a conjecture). Both the Hausdorff codimension
bounds (6.42) and (6.43) are sharp:

e (6.42) is sharp already in R”, by the classical example of Simons’ cone Cs C R?;
e the sharpness of (6.43) was discussed in Remark 6.28.

Since R” C O, the bounds (6.42)-(6.43) of course imply
(6.44) dimgy ((0E\ O,) NR(X)) < N -8,
(6.45) dimpg ((OE\ Oa) NS(X)) <N —3.

Note that (6.44) is sharp already in RY, by the example of the Simons’ cone Cs C R3:
indeed, for any a € (0,1), it holds that O, = Cg \ {08}, so that dimgy (Cs \ O,) = 0.
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Instead, we conjecture that the optimal dimension bound for the topologically regular part
of OF contained in the ambient singular set is

dimg ((OE\ Oq) NS(X)) < N —4.
Note that ambient Hausdorff co-dimension 4 would be sharp, from the example given by
E := C(RP?) x [0,00) C C(RP?) xR =: X.

6.4. Quantitative estimates for singular sets of minimal boundaries. Our goal
is to obtain Minkowski content estimates for the singular sets of boundaries of locally
perimeter minimizing sets in our context, in analogy with the Euclidean theory [47, 113]
and with the Minkowski estimates for the quantitative singular sets of non collapsed Ricci
limit spaces [46, 45] and RCD spaces [19].

The strategy that we adopt has been partly inspired by [33], which proposed an alternative
approach to the regularity theory of locally perimeter minimizing boundaries in the
Euclidean framework. A key additional difficulty in our setting, besides the fact that the
spaces are not smooth, is that they are curved (and we aim to an effective regularity theory,
i.e. without the dependence on flatness parameters such as the injectivity radius). Therefore
we will need to control at the same time the regularity of the space (with constants only
depending on the Ricci curvature and volume lower bounds) and the regularity of the
minimal boundary inside it.

Definition 6.32. Let (X,d, #") be an RCD(K, N) space. Let n > 0 and r € (0,1) be
fixed. The quantitative regular set R, , C X is defined by

Ryri={z € X : dgu(Bs(z), Bs(0")) <ns  forany 0 < s < r},
where we indicated by B,(0V) C RY the Euclidean ball of radius 7.

Definition 6.33. Let (X,d, ##") be an RCD(K, N) space. Let > 0 and r € (0,1) be
fixed. For any 0 < k < N, we shall denote

S,];”,r = {z € X : dgu(Bs(x), Bs(0F1, 2%)) > ns,
for any R¥F1 x C(Z) and all r < s < 1},
where Bg(0¥+1 2*) denotes the ball centred at the tip of a cone R*! x C(Z).
In an analogous way we can deal with boundary points of local perimeter minimizers.

Definition 6.34 (Quantitative singular sets for minimizing boundaries). Let (X,d, #")
be an RCD(K, N) metric measure space and let £ C X be a set of locally finite perimeter.
Let us suppose that E is locally perimeter minimizing inside a ball By(z) C X and that
8X N BQ (iL‘) = @
For any 6§ > 0, let Sf C OF be the quantitative singular set defined by
SE .= {x € OF : there exists no r € (0,1)
for which £'N B,(x) is d-regular at =} .
Moreover, for any r > 0 we shall denote
SfT = {x € OF : there exists no s € (r,1)
for which E'N Bs(x) is é-regular at =}
and .
Ssy =1z € OE : EN B;(z) is not d-regular at z} .
Remark 6.35. A direct consequence of the definitions is that
<E
S&E = ﬂr>08(§r = ﬁiEngn and Sf" = m5>7"8575 ?

for any d > 0 and for any sequence r; | 0.
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Definition 6.36 (Quantitative regular sets for minimal boundaries). Let (X,d, s#") and
E C X be as in Definition 6.34. Given n > 0 and r > 0 we shall denote by

Rﬁr ={x € 0F : ENDBs(x) is n-regular for any s € (0,7)},
RnE = U Rﬁr ={x€dFE : I3r >0 st. ENB.(x) is n-regular},
>0
the quantitative regular sets of the minimal boundary OF.

Remark 6.37. Let us notice that
E _ E
(6.46) R =R,
n>0

This is a consequence of the very definitions and of the e-regularity Theorem 6.8. Also,
R,‘? is open as soon as n < n(N). Moreover,

R,‘]E:@E\Sf, for any n > 0.
Remark 6.38. An inspection of the proof of Theorem 6.8 shows that, if n < n(N) and
z€RNRY,
then x € RE (cf. also with Corollary 6.9).

Theorem 6.39. For every K € R and N € [1,00) there exists 0, n > 0 with the following
property. Let (X,d, #N) be an RCD(K, N) metric measure space, v € X such that
OX N By(z) =0, and E C X be a set of locally finite perimeter such that E is perimeter
minimizing in Bo(x). Then for any 0 < 6 € (0,0x,n) and for any v € (0,1) there exist
C = C(K,N,é,Per (E,By(x)),v) > 0 and o = ro(K, N,Per(E, Ba(x))) > 0 so that the
following Minkowski content-type estimate on the quantitative singular set Sf C OF holds:

(6.47) AN (T(SE) N Bi(x)) <Cr*7 for any r € (0,79) ,

where T, denotes the tubular neighbourhood of radius r > 0.

When (X, d, 5N) is a non collapsed Ricci limit space or a finite dimensional Alexandrov
space with curvature bounded below, the bounds (6.47) can be strengthened to

(6.48) AN (T(SE)N Byi(x)) < Cr*,  for any r € (0,70).

Remark 6.40. There is no direct implication between (6.47) and the Hausdorff dimension
estimate in Theorem 6.29. Indeed, while it is easily seen that (6.47) is much stronger than
the Hausdorff dimension estimate dimz (S¥) < N —2, it does not imply the sharp estimate
dimg(S*) < N — 3. On the other hand, the Minkowski type estimate (6.47) is not implied
by any Hausdorff dimension estimate. As an elementary example just to fix the ideas, note
for instance that QY C RY has Hausdorff dimension 0, but no Minkowski content-type
estimate holds since any tubular neighbourhood of Q¥ is the whole space R¥.

Remark 6.41. While the proof of the Hausdorff dimension bound dimy(S¥) < N — 3
for local perimeter minimizers is independent of the mean curvature bounds proved in
section 5, these play a key role in the proof of Theorem 6.39.

Theorem 6.39 will be proved at the end of the section. Below, we first establish a series
of auxiliary results.

Thanks to Lemma 2.41, there exist constants Ck y, SK,N > 0 such that, if (X,d, #")
is an RCD(K, N) metric measure space and E C X is a set of finite perimeter minimizing
the perimeter in Bs(x) C X, then

(6.49)  #N((B°\ E)NBi(z)) < Ck,n Per(E, By(z)) 6, forany d € (0,0xn),
where we keep the notation E? for the d-enlargement of the set E, see (6.10).
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Corollary 6.42. There exist constants Cg n, 5K,N > 0 with the following property. Let
(X,d, #N) be an RCD(K, N) metric measure space and E C X is a set of finite perimeter
minimizing the perimeter in Ba(z) C X. Then, for any § € (0,0k.N), there ewists
p € (1/2,1) such that

Per(B,(z), E°\ E) < Ck.y Per(E, By()) .

Proof. The conclusion follows from the estimate (6.49). Indeed, by the coarea formula
Theorem 2.12 applied to the distance function from z we can bound

1
/ | Per (B, B0\ B ds < o™ (B9 B) 1 (B1(w) \ Byale)
<N ((E°\ E)N By(x))
§ CK,N Per(E, Bg(ﬁ)) 0.
]

The so-called interior/exterior touching ball condition is a regularity property for domains
Q2 C X. The interior one amounts to ask that at any given point x € 0f2, there exists a
point y € Q and r > 0 such that d(z,y) = r and B,(y) C Q.
When it holds uniformly, on a smooth Riemannian manifold, it yields a control on the
second fundamental form of the boundary of the domain.

Our next goal is to prove that minimal boundaries verify a weak interior/exterior
touching ball condition in our setting.

Definition 6.43 (Set of touching points). Let (X,d, m) be an RCD(K, N) metric measure
space and let £ C X be a local perimeter minimizer. For any ¢ € (0,dp), we let Cs C OF
be the set of interior and exterior touching points of balls of radius ¢, i.e.
Cs :=={x € OF : there exist Bs(x1) C E
and Bjs(xg) C E° such that x € 0Bs(x1) N 0Bs(x2)} .

Proposition 6.44. There exist constants 0k N, Cx,ny > 0 such that, for any RCD(K, N)
metric measure space (X,d, #N), for any x € X and for any set of finite perimeter E C X
such that E is perimeter minimizing in Bo(x) C X the following holds:

(6.50) Per(E, Byjs(z) \ C5) < Ck N Per(E, Ba(x))d, for any d € (0,6k ).

Proof. 1t is sufficient to estimate the size of the set C§ of touching points of exterior tangent
balls as in (6.50). A similar argument will give the estimate for the size of the set of
touching points of interior balls Cs. Then the estimate for Cs will follow, since Cs = Cs N C5.

Let us fix § € (0,6x ) and choose p € (1/2, 1) given by Corollary 6.42 above. We can also
assume that Per(E?, 0B,(x)) = 0 up to slightly perturb p. Observe that E U (E° N B,(z))
is a compactly supported perturbation of E in By(z). Hence, by perimeter minimality, it
holds:

Per(E, By(x)) < Per(E U (E° N B,(z)), Ba(z)) .
Therefore
Per(E, B,(z)) <Per(E’, B,(z)) + Per(B,(z), E° \ E)
(6.51) <Per(E°, B,(x)) + Ck.y Per(E, By(z))d .
Letting I's :== 0E° N B,(z) and T'sx, be the set of touching points of minimizing geodesics
from I'y to X, we can estimate by Proposition 6.15

(6.52) Per(E°, B,(z)) < Per(E,Tsx) + Ck.n Per(E, By(x)) .
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Notice that all the points in I'sy; are touching points of exterior balls of radius § on JE.
Hence I'sy; C C§. Taking into account (6.51) and (6.52), then we can estimate

(6.53) Per(E, By 3(z) \ C5) < Ck n Per(E, Ba(x)) 0.

Combining (6.53) with the analogous estimate valid for the set of touching points of interior
balls, we get (6.50). O

Remark 6.45. It is worth pointing out the following nontrivial consequence of Propo-
sition 6.44: if E is locally perimeter minimizing, then Perg-a.e. point x € JF is an
intermediate point of a minimizing geodesic along which the signed distance function from
E is realized (that would correspond to a perpendicular geodesic on a smooth Riemannian
manifold).

Given a set of finite perimeter £ C R"™, locally perimeter minimizing in an open domain,
the existence of an interior and of an exterior touching balls at a given point x € OF are
enough to guarantee the regularity of the boundary near to the touching point.

One way to verify this conclusion is to argue that the presence of both an interior and an
exterior touching ball forces the tangent cone at the point to be flat and this is enough to
guarantee regularity in a neighbourhood, as we already pointed out.

There is also a more quantitative approach, whose starting point is given by the following
observation: there exists C' = C, > 0 such that if z € 0B, »/5(x1) N OB, \/5(x2), where
d,A > 0 and Bg,/5(71) and Bg, /5(z2) are an interior and an exterior touching ball
respectively, then

(6.54) ENBy(y) isd-flat at y, for every y such that |z —y| < .

As Lemma 6.1 clearly illustrates, the existence of an interior and an exterior touching
ball at a boundary point of a perimeter minimizing set is not enough to guarantee that the
tangent is flat, nor that the boundary is regular in a neighbourhood of the point.

Even on a smooth Riemannian manifold, in order to guarantee d-regularity, the existence
of interior/exterior touching balls needs to be combined with closeness (at the given scale)
of the ball to the Euclidean ball, as shown in the next lemma.

Lemma 6.46. There exists a constant C = Cny > 0 such that the following holds. Let
(X,d, #N) be an RCD(—(N — 1), N) metric measure space and let E C X be a set of
finite perimeter that locally minimizes the perimeter in Ba(x) C X. Let A € (0,1/2), 6 >0
and assume that:

(i) = € OF is a touching point of an interior and an exterior ball of radius Cy\/d;
(ii) Bx(w) is 0A-GH close to By(0) C RV,
Then, for any y € OE N By (), £N Ba(y) is 26-regular in By(y).

Proof. Condition (ii) guarantees scale invariant d-closeness, in GH sense, of By(x) to
By (0) ¢ RY and of By(y) to B\(0) c RY for any y € 0E N By 2(). The proof is then
reduced to the Euclidean setting, where the existence of interior/exterior touching balls
with radii Cy\/d guarantees J-flatness, as we remarked in (6.54). O

By (6.54), we can bound in an effective way the perimeter of the set where there are no
interior /exterior touching balls of a given size. In order to guarantee that regularity of
the ambient balls is in force at many locations and scales along JF, we will rely on the
quantitative bounds for the singular strata of noncollapsed RCD spaces, obtained in [19]
following the strategy of the previous [46].

We will be focusing on codimension two singularities. With this aim, let us state an
e-regularity result that follows from [29].
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Theorem 6.47 (Boundary e-regularity). Let K € R and 1 < N < oo be fized. Then there
exists ¢ = (K, N) > 0 such that the following holds. If (X,d, #N) is an RCD(K, N)
space, x € X and s € (0,1) are such that

dam (Bs(x), Bs(0N ™, 2%)) <es,
for some Bs(0N~1 2*) ¢ RN~ x C(2Z) and 0X N By(z) = 0, then
dan (Bs(z), Bs(0V)) < 2es,
where Bs(0N) € RY s the Euclidean ball of dimension N.

Proof. There are only two possibilities for the cone C(Z). Either C(Z) = R* or C(Z) = R,
with the canonical metric measure structure, in both cases. The possibility that C'(Z) = R
can be excluded thanks to [29, Theorem 1.6]. Hence C(Z) = R the ball is 2e-regular, as
we claimed.

O

Thanks to Theorem 6.47, we can easily check that if (X, d, #) is an RCD(—(N —1), N)
space and Bg(z) N 0X = () for some ball Bs(x) C X, then

(6.55)  Bs(x) \87]7\777?2 = {y € By(x) : dagr(B:i(y), B:(0N)) < nt, for any t € (0,7)},
for any n € (0,n(N)).

Let us recall the volume estimate for the quantitative singular stratum obtained in [19]
(see [19, Theorem 2.4] and the discussion below it) after [46].

Theorem 6.48. Let K e R, 2 < N < o0, 1 <k <N, v,nv >0 be firxed. Then there
exists a constant ¢ = ¢(K, N, k,n,v) > 0 such that the following holds. If (X,d, #N) is an
RCD(K, N) space and

N
B
vi,N (1)
then for any r € (0,1/2) it holds
(656) %N(Bl/Q(a:) N 87’7,7") < C(K7 N7 k7 7,0, ’Y)TNiki’y .

Remark 6.49. In [45, Theorem 1.7] it has been shown that for non collapsed Ricci limit
spaces it is possible to replace (N —k —+) with (N — k) at the exponent in (6.56) to obtain
a much stronger estimate

(6.57) AN (B, o (2) N SEL) < e(N, K by, v)rV 7 for any r € (0,1/2) .

The very same estimate (6.57) was established in [100, Corollary 1.5] for N-dimensional
Alexandrov spaces with curvature bounded below by K.

Relying on Theorem 6.48, let us estimate the size of the intersection of the quantitative
singular stratum S,];;’T with the boundary of a locally perimeter minimizing set of finite
perimeter.

Proposition 6.50. Let K e R, 2< N < oo, 1 <k <N, v,n,v>0 be fired. Then there
exists a constant ¢ = ¢(K, N, k,n,v) > 0 such that the following holds. If (X,d, #N) is an
RCD(K, N) space such that
AN (Bi(x))
vi, N (1)
and E C X is a set of finite perimeter which is perimeter minimizing in Ba(x), then there
exists ro = ro(K, N) > 0 independent of k, n and ~y such that

(6.58) Per(E, By jo(z) N Sf;’r) < c¢(K,N,k,n,v) PN forany r € (0,79) ,
(6.59) Per(E, Byja(x) \ Ryr) < (K, N,n,v) ri=7, for any r € (0,7¢) .

>
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Proof. Let us consider a covering of 0E N By jo(z) N Sf;;w with balls B,,(z;) such that the
balls B, 5(7;) are disjoint, via a Vitali covering argument.
As shown for instance in [19, equation (2.5)], unwinding the definitions, one can check that

(660) TUT(Sgn,r) - 87];:7" )

where T, denotes the tubular neighbourhood of radius rn. Thus, we can estimate:
AN (B, (1))
k nr\Li
(6.61) Per(E, Byjs(z) N Sy,) < % Per(E, By, (z;)) < C E —

where the constant C is given by Corollary 2.39.
Relying on (6.60), Theorem 6.48 and the Vitali covering condition, we obtain

N (B, (x; C C N_1_1_
5> B8 C N my sk, 0 Bupa)) < SV

which gives (6.58) when combined with (6.61).
The estimate (6.59) follows from (6.58), thanks to (6.55). O

3

Remark 6.51. Relying on the observation in Remark 6.49, in the case of non collapsed
Ricci limit spaces and finite dimensional Alexandrov spaces with curvature bounded below,
it is possible to strengthen (6.58) and (6.59) to

(6.62) Per(E, By /s(z) N S,’;:r) < ¢(K,N, k,n,v)rN=F1
for any r € (0,7¢) and
(6.63) Per(E, Byjs(z) \ Ryr) < (K, N,n,v)r,
for any r € (0,rg).
Proof of Theorem 6.39. We claim that for any 0 € (0,05, n) there exists a constant
C =C(K,N,d,v,Per(E,By(z)) >0
such that for any r € (0,79) and any Vitali covering of 357, N By (z) with balls B,(x;) such
that x; € ggr and B, 5(z;) are pairwise disjoint for i = 1,..., N(r), it holds
(6.64) N(r)<Cr¥ N7,
Indeed, for any ball B,(z;) as above, it holds
Br(zi) N Ry N Cope yz =0,

where Coy N3 is the set of contact points of touching balls as in Definition 6.43. This is a
consequence of Lemma 6.46: if by contradiction y belongs to the intersection above, then
E is §-regular on B,(z) for any z € B,(y). Hence E is §-regular on B,(z;), a contradiction.
Since the balls B, /5(w;) are disjoint, we can bound

Z Per (E, B, 5(x:)) <Per< U B, ( $l>

i<N(r) i<N(r)
< Per (E? Bl(l’) \ (R5/2,27’ N CC}(J\I%)) < C’Tl—’V’

for some C'= C(K, N, ¢,~, Per(E, Ba(z)) > 0, where the last inequality follows from Propo-
sition 6.44 and (6.59). By the Ahlfors regularity of the perimeter measure Corollary 2.39,
we easily get (6.64).

Notice that, for non collapsed Ricci limit spaces and finite dimensional Alexandrov
spaces, the estimate (6.64) can be strengthened into

(6.65) N(r)<Cr* N,
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This is a consequence of the better Minkowski bounds obtained in [45, 100] in such a
setting, arguing as we did above, using Remark 6.49 and Remark 6.51.

To conclude the proof, in all the cases of RCD (K, N) spaces, non collapsed Ricci limit
spaces and finite dimensional Alexandrov spaces, it is sufficient to rely on the Ahlfors
regularity bound for s#V and to recall that

=FE
(6.66) S5 =1{) Sss
s>r
and
(6.67) Sy =S5
r>0

0

Remark 6.52. If (X,d, #") is a smooth Riemannian manifold equipped with its volume
measure, then (6.47) can be strengthened into

(6.68) AN (T (SE)YN By (x)) < Cr®  for any r € (0,70)

if we allow the constants C' and 7y to depend on the norm of the full Riemann curvature
tensor on Bs(x) and on a lower bound on the injectivity radius on Bg(x), as proved in
[113, Theorem 1.6].

Since the constants in (6.47) only depend on the dimension, the lower Ricci curvature
bound and on the perimeter of E on Bj(z), our estimates are not encompassed by those in
[113] even in the case of smooth manifolds.

APPENDIX A. LAPLACIAN BOUNDS VS MEAN CURVATURE BOUNDS:
A COMPARISON WITH THE CLASSICAL LITERATURE

The aim of this subsection is to put Theorem 5.2 and Theorem 5.5 into perspective.
In particular, we wish to clarify why Laplacian bounds on the distance function can be
understood as mean curvature bounds. For this reason, we are going to present some
mostly well known results about the distance function from minimal hypersurfaces on
smooth Riemannian manifolds, focusing for simplicity on the non-negative Ricci curvature
case.

As we already remarked, the fact that the distance from a smooth minimal hypersurface
is subharmonic in a manifold with non-negative Ricci curvature is classical. To the best of
our knowledge, the first reference where this result is explicitly stated, even though without
proof, is [133]. Therein, the Laplacian bound was understood in the viscosity sense. In
subsequent contributions, such as [115] and [48], superharmonicity of the distance was
understood in the sense of barriers, following the seminal [34, 44].

Theorem A.l. Let (M",g) be a smooth Riemannian manifold with non-negative Ricci
curvature and let ¥ C M be a smooth hypersurface. Then Ady, <0 on M \ ¥ if and only
if X2 is minimal, in the sense that it has vanishing mean curvature.

Proof. We only give an indication of the argument, a complete proof of the implication
from minimality to subharmonicity of the distance can be found for instance in [48].

Notice that the Laplacian of the distance from a smooth hypersurface coincides with its
mean curvature along the hypersurface, thanks to a classical computation in Riemannian
Geometry. One possible strategy to check subharmonicity of the distance is to observe
that the singular part of the Laplacian has negative sign, in great generality. Then we
can consider minimizing geodesics along which the distance to the hypersurface is realized.
Along these rays, the vanishing mean curvature condition at the starting point propagates
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to nonnegativity of the Laplacian of the distance, thanks to the non-negative Ricci curvature
condition.

The converse implication, from subharmonicity of the distance to minimality, relies on
the same principle, combined with the fact that dy; is smooth on any side of X locally in a
neighbourhood of any point. In order to check that the mean curvature Hy, vanishes at a
given p € 3, let us consider the minimizing geodesic ~y : (—¢,¢) — M such that v(0) = p
and 7/(0) is perpendicular to T,X. Then observe that, combining the superharmonicity of
dy. with the already mentioned connection between mean curvature and Laplacian of the
distance,

< -1 = =1l <
0 < —lim Ads(1(1)) = Fin(p) = lim Ads (1) <0,
hence Hx(p) = 0. O

On smooth Riemannian manifolds with non-negative Ricci curvature, the distance from
a minimal hypersurface is subharmonic even for certain minimal hypersurfaces that are
not globally smooth. This is a key point for the sake of the applications, since minimal
hypersurfaces that are built through variational arguments might be non smooth in ambient
dimension greater than 8.

Notice that Theorem 5.2 already gives a substantial contribution in this direction. Indeed,
we can cover at least all the minimal hypersurfaces that are locally boundaries of sets of
locally minimal perimeter.”

Actually, the principle “minimality implies subharmonicity of the distance function”
extends even to minimal hypersurfaces that are not necessarily locally boundaries.

Let us introduce some terminology, following [137] for this presentation.

Definition A.2. Given a smooth Riemannian manifold (M™, g), a singular hypersurface
with singular set of codimension no less than k (k <n —1, k € N) is a closed set ¥ C M
such that #"~1(X) < oo, where the regular part R(X) is defined by

R(E):={zeX:X

is a smooth embedded hypersurface in a neighbourhood of =}

and S(X) := ¥ \ R(X) is the singular part which we assume to satisfy dimgy(S(X)) <
n+1—k.

Given such a singular hypersurface, it represents an integral varifold, that we denote as
[X]. We will say that ¥ is minimal if [¥] is a stationary varifold and the tangent cones of
[¥] have all multiplicity one.

Remark A.3. We recall that the minimality condition above is equivalent to the requirement
that the mean curvature vanishes on R(X) and the density of [¥] is finite everywhere.
Moreover, as shown in [137, Lemma 6.3], minimal hypersurfaces produced through min-max
are minimal according to Definition A.2 above.

The next statement originates from an argument due to Gromov in his proof of the
isoperimetric inequality [77].

Theorem A.4. Let (M™, g) be a smooth Riemannian manifold with non-negative Ricci
curvature. Let 3 C X be minimal in the sense of Definition A.2. Then ds; is subharmonic
on M\ X.

2In particular it provides a different proof of the first implication in Theorem A.1 since, as we already
mentioned, all smooth minimal hypersurfaces are locally boundaries of perimeter minimizing sets.
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Proof. The proof is divided in two steps. The first is about controlling the mean curvature
at footpoints of minimizing geodesics on the hypersurface. The second deals with the
propagation of the mean curvature bound to obtain a Laplacian bound, as in previous
arguments in this note.

Step 1. As proved for instance in [137, Lemma 2.1] along the original argument due to
Gromov, the following holds. For any p € M \ ¥, let v : [0,d(p,X)] — M be a minimizing
geodesic connecting p to 3, and let v(0) = ¢ be the footpoint of the geodesic on X, then
g€ R(X).

Indeed, the geodesic sphere of radius d(p,q)/2 centred at v(d(p,q)/2) is a smooth
hypersurface near to ¢ and ¥ lies on one side of it. Since all tangent cones have multiplicity
one, the tangent cone to [X] at ¢ is unique and it is a hyperplane. Hence, by Allard’s
regularity theorem [1], ¥ is regular at q. Therefore, the mean curvature of ¥ is vanishing
in a neighbourhood of q.

Step 2. Let us propagate the information that the mean curvature is vanishing in the
classical sense near to footpoints of minimizing geodesics to prove that ds; is subharmonic
on M\ X.

We can rely for instance on the localization technique to argue that it is sufficient to
control the regular part of the Laplacian of ds (see for instance [37, Theorem 1.3, Corollary
4.16] and Step 2 in the proof of Theorem 5.2). Then, to control the regular part, it is
enough to observe that dy is smooth near to initial points of rays in the localization (thanks
to the smoothness of ¥ obtained in Step 1). Moreover the Laplacian of the distance is
vanishing there, therefore it remains non-negative along the rays by the non-negative Ricci
curvature assumption. ]

Remark A.5. The proof of Theorem A.4 above works in particular for hypersurfaces that
are locally boundaries of locally perimeter minimizing sets, once we appeal to the classical
Euclidean regularity theory for local perimeter minimizers. In particular it provides a
different proof of Theorem 5.2 for smooth Riemannian manifolds. However, the use of deep
regularity theorems in Geometric Measure Theory, makes the extension of this strategy to
non smooth ambient spaces unlikely, as already pointed out in [118]. The interest towards
proofs of mean curvature bounds and regularity results for area minimizing surfaces not
heavily relying on GMT tools was pointed out also in [78, 79].

Remark A.6. As remarked in [122], if E C R™ is an open set and Adyg < 0 locally in a
neighbourhood of OF and away from OF, then OF satisfies the minimal surfaces equation
in the viscosity sense. Indeed the signed distance from a smooth boundary is smooth in a
neighbourhood of any point along the boundary, where its Laplacian corresponds to the
mean curvature, as we pointed out in the proof of Theorem A.1 above. See also [132] for
some arguments in the same spirit in the Riemannian framework.
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