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Abstract. We are concerned with the global bifurcation analysis of positive solutions to free
boundary problems arising in plasma physics. We show that in general, in the sense of domain
variations, the following alternative holds: either the shape of the branch of solutions resembles
the monotone one of the model case of the two-dimensional disk, or it is a continuous simple
curve without bifurcation points which ends up at a point where the boundary density vanishes.
On the other hand, we deduce a general criterion ensuring the existence of a free boundary in the
interior of the domain. Application to a classic nonlinear eigenvalue problem is also discussed.
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1. Introduction

For Ω ⊂ RN , N ≥ 2, an open and bounded domain of class C4 we consider the free boundary
problem 

−∆v = (v)p+ in Ω

−
∫
∂Ω

∂v

∂ν
= I

v = γ on ∂Ω

(F)I

for the unknowns γ ∈ R and v ∈ C2,r(Ω ), r ∈ (0, 1). Here (v)+ is the positive part of v, ν is the
exterior unit normal, I > 0 and p ∈ (1, pN ) are fixed, with

pN =

{
+∞, N = 2

N
N−2 , N ≥ 3.
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If not empty, the set Ω ∩ ∂{x ∈ Ω | v(x) > 0} is called the free boundary of the problem. For
p = 1 one needs a slightly different formulation which we skip here since such model case is by
now fully understood. Up to a suitable scaling, one can assume without loss of generality that
|Ω| = 1. In particular, we could pick any positive constant to multiply (v)p+.

Problems like (F)I arise in modeling the plasma physics of Tokamak reactors [17, 25, 31, 45].
The rigorous mathematical analysis was first undertaken in [7, 42, 43], see also [5] for a complete
list of references.

1.1. The Grad-Shafranov plasma equilibrium equation in a Tokamak. In this subsec-
tion we first sketch the derivation of the Grad-Shafranov equation following [8] and [42], see
[17, 45] for more details and references. Then we will discuss its connection with problem (F)I
and the physical motivations behind our results.

In fusion experiments a plasma of ions of deuterium and tritium and their electrons is confined
to a toroidal region by a magnetic field. The vessel containing the plasma is itself a toroid and
the magnetic field must be strong enough to guarantee that the high temperature (about 10
KeV which is about 10 x 107 centigrade degree) plasma does not touch the vessel wall.
Let j be the plasma current density, B the magnetic field and p the kinetic pressure. Then the
condition for equilibrium in the region occupied by the plasma requires that the magnetic force
balances the force due to the plasma pressure,

j×B = ∇p, (1.1)

to be solved together with Ampere’s Theorem,

curl B = µ0j, (1.2)

where µ0 is the vacuum magnetic permeability, and the conservation of magnetic induction,

div B = 0. (1.3)

On the other side, in the region which is not occupied by the plasma we have to solve (1.2) with
j = 0 together with (1.3).

The Grad-Shafranov equation is a rewriting of (1.1), (1.2), (1.3) in toroidal coordinates under
axisymmetric assumptions. The tokamak is a torus obtained by the rotation around the vertical
axis Oz of a two dimensional simply connected smooth and bounded domain Ω lying in the
plane Oxz with x positive. The plasma occupies the toroidal region defined by the rotation of
Ω+ ⊆ Ω around the vertical axis Oz, and we set Ω− = {Ω \ Ω+} ⊂ Ω.
Consider the cylindrical coordinate system {er, eϕ, ez} where 0 ≤ ϕ < 2π and assume B =
B(r, z) to be independent by the toroidal angle ϕ. Then decompose B = B⊥ + Bϕ, where
B⊥ = Brer + Bzez is the poloidal field and Bϕ = Bϕeϕ is the toroidal field. Next, introducing
the (normalized) poloidal flux

ψ(r, z) =

r∫
0

Bz(t, z)tdt,

we have

Bz(r, z) =
1

r

∂ψ

∂r
(r, z), (1.4)

and we deduce from (1.3) that

Br(r, z) = −1

r

∂ψ

∂z
(r, z). (1.5)

As a consequence, putting∇ =
(
∂
∂r , 0,

∂
∂z

)
, we have B⊥ = 1

r∇ψ×eϕ and in particular B·∇ψ = 0.
Also, from (1.1), we see that B ·∇p = 0. In other words the region inside the tokamak is foliated
by a family of surfaces (called magnetic surfaces) and on each magnetic surface p and ψ are
constant, which is why one assumes that p = p(ψ). Since from (1.1) we have div j = 0, then it
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is possible to work out the poloidal-toroidal decomposition for the current j = j⊥ + jϕ as well.
In particular there exists a function f such that µ0j⊥ = 1

r∇f × eϕ and since from (1.1) we have
j · ∇p = 0, then ∇f × ∇p = 0. Therefore f is also constant on a magnetic surface and we can
assume f = f(ψ).

At this point we deduce from (1.2) that Bϕ = f
r eϕ and

−∆∗ψ = µ0jϕ in Ω+, (1.6)

where ∆∗ = ∇
(

1
r∇
)

= ∂
∂r

(
1
r
∂
∂r

)
+ 1

r
∂2

∂z2 . Next observe that,

(j⊥ + jϕeϕ)× (B⊥ +Bϕeϕ) = − 1

µ0r
Bϕ∇f +

1

r
jϕ∇ψ = − 1

µ0r2
f∇f − 1

µ0r
∆∗ψ∇ψ.

By using ∇f = f
′∇ψ, ∇p = p

′∇ψ and substituting in (1.1) we conclude that,(
−∆∗ψ − 1

r
ff
′ − µ0rp

′
)
∇ψ = 0,

which we solve setting

−∆∗ψ =
1

r
ff
′
+ µ0rp

′
in Ω. (1.7)

However recall from (1.6) that the right hand side of (1.7) is jϕ in Ω+, whence more exactly we
have

−∆∗ψ =
1

r
ff
′
+ µ0rp

′
in Ω+, −∆∗ψ = 0 in Ω−, (1.8)

which is the Grad-Shafranov equilibrium equation.

Concerning the boundary conditions let ν and τ denote unit outer normal and tangent vector
respectively to ∂Ω or ∂Ω+. Then we impose the natural boundary conditions,

B⊥ · ν = 0 on ∂Ω

B⊥ · ν = 0 and B⊥ · τ is continuous on ∂Ω+

and then, because of (1.4), (1.5), we also have,

B⊥ · ν =
1

r

∂ψ

∂τ
, B⊥ · τ =

1

r

∂ψ

∂ν
.

Therefore ∂ψ
∂τ = 0 locally on ∂Ω+ and ∂Ω, whence ψ is single valued in Ω, constant on ∂Ω+ and

∂Ω and we fix
ψ = γ on ∂Ω. (1.9)

Also ∂ψ
∂ν must be continuous on Ω+ and then, since ∆∗ = ∇

(
1
r∇
)
, then the total current I of

the plasma satisfies,

I = µ0

∫
Ω+

jϕ = −
∫

Ω+

∆∗ψ = −
∫

∂Ω+

1

r

∂ψ

∂ν
=

∫
∂Ω−

1

r

∂ψ

∂ν
= −

∫
∂Ω

1

r

∂ψ

∂ν
, (1.10)

where we used that ∆∗ψ = 0 on Ω−.

At last, since Ω is a bounded, smooth simply connected domain whose closure is contained in
the halfplane {x > 0}, then the operator ∆∗ is smooth and uniformly elliptic in Ω and setting

(x1, x2) = (r, z) and g(x1, x2, ψ) = 1
x1
f(ψ)f

′
(ψ) + µ0x1p

′
(ψ) we have that (1.8) is the same as

−∆∗ψ = [g(x1, x2, ψ)]+ in Ω, (1.11)

where [g]+ = max{g, 0}, which is to be solved together with the boundary conditions (1.9),(1.10).

The exact forms of p
′
, f, f

′
and consequently of g are unknowns of the problem and we re-

fer to [8] and the references quoted therein for a detailed historical account of the so called
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”reconstruction problem” of these structure functions. As a consequence the analytical results
used in the physical literature are often dictated by various assumptions and approximations
depending by the specific problem at hand, see [12, 15, 17, 34] and the references quoted therein.

This was the initial motivation to pursue the rigorous analysis of (1.11) with boundary conditions
(1.9), (1.10) under very general assumptions both on the uniformly elliptic operator and on g
([1, 3, 7, 42]). However, while general existence results are available ([7, 42]), the understanding
of the more physically relevant global structure of the solutions set and the related bifurcation
diagram is in general a challenging open problem. In particular, uniqueness is known in general
only for g uniformly Lipschitz in ψ ([7, 43]), whence of at most linear growth. This is our first
motivation to tackle a detailed study of the bifurcation diagram for (F)I , that is, in the more
involved case where g is of superlinear growth, while, as a standard simplifying assumption (the
large aspect ratio approximation [17, 41]), the operator ∆∗ is replaced by the standard Laplace

operator ∆ = ∂2

∂x2
1

+ ∂2

∂x2
2
. Of course, we think at this as a first step toward the analysis of the

more general problem (1.9), (1.10), (1.11). Besides, (F)I naturally arises by a suitably defined
variational principle ([7], see also Appendix A below) in the same spirit of the well known mean
field theories classically adopted in the statistical mechanics description of bounded plasmas and
vortex systems ([10, 32, 33, 40, 41]). These entropy maximization principles are concerned with
two-dimensional plasmas described by a problem of the form (F)I (with exponential nonlinear-
ity) whence suitable to describe the above mentioned large aspect ratio limit.

For the model problem (F)I a uniqueness result has been recently obtained by the first and third
author up to a certain threshold ([5], see Theorem B below). In this paper we make a further
progress in that direction and provide an alternative about the global bifurcation diagram, see
Theorem 1.4. It is well known that Tokamaks with vertically elongated and D-shaped cross
sections have better performances than the standard ones with circular shapes, see [22, 30] and
references therein. Therefore, it seems also interesting that the alternative about the bifurcation
diagram presented here holds for ”most domains” in a suitably defined sense, see Definition 1.3.
Another result of physical relevance is (see Theorem 1.2) that for high enough values of the
current I it happens that γ < 0, showing that indeed the plasma does not touch the boundary
of the vessel in this range.

We will focus here on positive solutions of (F)I . To explain our goals we first move to the well
known dual formulation ([7, 43]) of (F)I which, for positive solutions, consists of the constrained
problem, 

−∆ψ = (α+ λψ)p in Ω∫
Ω

(α+ λψ)p = 1

ψ > 0 in Ω, ψ = 0 on ∂Ω

α ≥ 0

(P)λ

for the unknowns α ∈ R and ψ ∈ C2,r
0,+(Ω ). Here, λ ≥ 0 and p ∈ [1, pN ) are fixed and for r ∈ (0, 1)

we set

C2,r
0 (Ω ) = {ψ ∈ C2,r(Ω ) : ψ = 0 on ∂Ω}, C2,r

0,+(Ω ) = {ψ ∈ C2,r
0 (Ω ) : ψ > 0 in Ω}.

We remark that, as far as we assume |Ω| = 1, and since λ ≥ 0 by assumption, then if (αλ, ψλ)
solves (P)λ we necessarily have,

αλ ≤ 1,
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and the equality holds if and only if λ = 0. We will frequently use this fact without further
comments.

We define positive solutions as follows.

Definition. We say that (γI , vI) is a positive solution of (F)I if γI > 0. We say that (αλ, ψλ)
is a positive solution of (P)λ if αλ > 0.

Remark 1.1. Let q be the conjugate index of p, that is

1

p
+

1

q
= 1.

For any fixed λ > 0 and p > 1, (αλ, ψλ) is a solution of (P)λ if and only if, for I = Iλ = λq,

(γI , vI) = (λ
1
p−1αλ, λ

1
p−1 (αλ+λψλ)) is a solution of (F)I . Therefore, in particular, if (γI , vI) is a

solution of (F)I with γI ≥ 0, then (αλ, ψλ) = (I
− 1
pγI , I

−1(vI − γI)) solves (P)λ and the identity

I
− 1
p vI = αλ + λψλ holds.

It is well known ([7]) that for p ∈ [1, pN ) a solution of (F)I exists for any I > 0. In particular
solutions of (F)I are found in [7, 43] also as solutions of suitably defined variational problems.
For p > 1 there exists a one to one correspondence ([7]) between variational solutions of (F)I
with γI ≥ 0 and variational solutions of (P)λ, see Appendix A for further details. Actually,
concerning variational solutions, as a consequence of the results in [3] (see also [5] and references
therein), the following holds true.

Theorem A. ([3])
Let p ∈ (1, pN ) and (γI , vI) be a variational solution of (F)I . There exists I∗∗(Ω, p) ∈ (0,+∞)
such that γI > 0 if and only if I ∈ (0, I∗∗(Ω, p)) and γI = 0 if and only if I = I∗∗(Ω, p).

For p ∈ (1, pN ) define λ∗∗(Ω, p) = (I∗∗(Ω, p))
1
q and let (αλ, ψλ) be a variational solution of (P)λ.

Then αλ > 0 if and only if λ ∈ [0, λ∗∗(Ω, p)) and αλ = 0 if and only if λ = λ∗∗(Ω, p).

In particular Theorem A shows that for any λ < λ∗∗(Ω, p) there exists at least one (variational)
solution of (P)λ. The first and third author have recently proved a uniqueness and monotonicity
result ([5]). For fixed t ≥ 1 we denote

Λ(Ω, t) = inf
w∈H1

0 (Ω),w≡/ 0

∫
Ω |∇w|

2(∫
Ω |w|t

) 2
t

, (1.12)

which provides the best constant in the Sobolev embedding ‖w‖p ≤ Sp(Ω)‖∇w‖2, Sp(Ω) =
Λ−2(Ω, p), p ∈ [1, 2pN ). For (αλ, ψλ) a solution of (P)λ we define the energy,

Eλ :=
1

2

∫
Ω
ρ
λ
ψλ ≡

1

2

∫
Ω
|∇ψλ|2,

and
λ∗(Ω, p) = sup

{
λ > 0 : αµ > 0 for any solution of (P)µ, ∀µ < λ

}
,

where ρ
λ

is defined later in (2.1). We denote by DN the ball of unit volume. For |Ω| = 1, let

G(Ω) denote the set of solutions (αλ, ψλ) of (P)λ in [0, 1
pΛ(Ω, 2p)). For the sake of clarity, we

point out that if a map M from an interval [a, b] ⊂ R to a Banach space X is said to be real
analytic, then it is understood that M can be extended in an open neighborhood of a and b
where it admits locally a power series expansion, totally convergent in the X-norm.

Concerning the unique branch of positive solutions, the first author and third author recently
proved the following result:

Theorem B. ([5]) Let Ω ⊂ RN be a bounded domain of class C3, |Ω| = 1 and p ∈ [1, pN). Then
λ∗(Ω, p) ≥ 1

pΛ(Ω, 2p) and the equality holds if and only if p = 1. Moreover, we have:
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1. (Uniqueness): for any λ ∈ [0, 1
pΛ(Ω, 2p)) there exists a unique solution (αλ, ψλ) of (P)λ.

2. (Monotonicity): G(Ω) is a real analytic simple curve of positive solutions [0, 1
pΛ(Ω, 2p)) 3

λ 7→ (αλ, ψλ) such that, for any λ ∈ [0, 1
pΛ(Ω, 2p)),

dαλ
dλ

< 0 and
dEλ

dλ
> 0,

and

αλ = 1 + O(λ), ψλ = ψ0 + O(λ), Eλ = E0(Ω) + O(λ), as λ→ 0+,

where,

E0(Ω) =
1

2

∫
Ω

∫
Ω
GΩ(x, y) dxdy ≤ E0(DN) =

|B1|−
2
N

4(N + 2)
.

In particular G(Ω) can be extended continuously on λ ∈ [0, 1
pΛ(Ω, 2p)] with (αλ, ψλ) →

(α,ψ) as λ→ 1
pΛ(Ω, 2p)− and α = 0 if and only if p = 1.

Observe that from Theorems A and B we have λ∗∗(Ω, p) ≥ λ∗(Ω, p) > 1
pΛ(Ω, 2p), for p > 1.

On the other hand, the set of positive variational solutions of (P)λ is not empty for any

λ ∈ (1
pΛ(Ω, 2p), λ∗∗(Ω, p)), see [2, 7]. Our main concern here is with respect to the continu-

ation of the curve of solutions G(Ω), under generic assumptions, beyond 1
pΛ(Ω, 2p), enjoying

uniqueness and monotonicity properties.

Our first result is about the existence of a free boundary in the interior of Ω for solutions of
(F)I with p ∈ (1, pN ) (the case p = 1 is fully understood, see [7, 35, 43]). The point here is that
one would like to know whether or not, for a given I, γ

I
is negative, which implies in particular

that Ω− := {x ∈ Ω : vI < 0} is not empty. For p > 1 the existence of a multiply connected free
boundary has been proved in [44] for I large and under some assumptions about the existence
of non degenerate critical points of a suitably defined Kirchoff-Routh type functional. Still for
I large, but only for N = 2 and for domains with non trivial topology, a similar result has been
obtained in [29]. Other sufficient conditions for the existence of solutions with γ < 0 has been
found in [1], which however assume the nonlinearity vp+ to be replaced by g+(x, v) satisfying
g(x, t) ≥ ct, for some c > 0, which therefore does not fit our problem. As mentioned above, for
variational solutions we have γ < 0 if and only if I > I∗∗(Ω, p) ([3]).
We prove here that in fact this is always true, in the sense that for any Ω and p ∈ (1, pN ) we have
that for any I large enough it holds γ < 0. More exactly we show that there are no solutions of
(P)λ with αλ ≥ 0 for λ large.

Theorem 1.2. Let Ω ⊂ RN be a bounded domain of class C3 and p ∈ (1, pN ).

(a) There exists λ = λ(Ω, p) > 0 depending only on p,N and Ω such that if (λ, ψλ) is a solution
of (P)λ, then λ ≤ λ.

(b) Let I = I(Ω, p) = λ
p
p−1 (Ω, p), then γI < 0 for any solution (γI , vI) of (F)I with I > I.

Observe that the existence of a free boundary is obtained with no assumptions on the domain.

We come now to the continuation of the curve of solutions G(Ω). It has been shown in [5] that
if Ω = D2, then G(D2) can be continued on the maximal interval λ ∈ [0, λ∗(D2, p)] where αλ is
monotonic decreasing and αλ → 0+ as λ → λ∗(D2, p)

− while Eλ is monotonic increasing and

Eλ → E∗(D2, p) := p+1
16π as λ → λ∗(D2, p)

−. Interestingly enough, for N = 2 and |Ω| = 1 one
always has Eλ(Ω, p) ≤ E∗(D2, p), as recently shown in [6]. The upper bound is optimal and the
equality holds if and only if, up to a translation, Ω = D2. The value of λ∗(D2, p) has also been
evaluated explicitly in [6], please see (j) in Theorem 1.6 below. However, it is not trivial to
come up with the maximal branch G(D2) as one needs to rule out the existence of bifurcation
points as well as the monotonicity of αλ, Eλ for λ > 1

pΛ(Ω, 2p). In particular the uniqueness of
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solutions on D2 ([4]) was used in a crucial way in [5], which also implies that λ(D2, p), as defined
by Theorem 1.2, satisfies λ(D2, p) = λ∗(D2, p). In general the situation is much more difficult
and we come up with an alternative, in a suitably defined generic sense.

For Ω0 a bounded domain of class C4, we denote by Diff 4(Ω0) the set of domains Ω such that
Ω = h(Ω0) for some diffeomorphism h : Ω0 → Ω of class C4. We recall that a subset of a metric
space is said to be:
- nowhere dense, if its closure has empty interior;
- meager (or of first Baire category), if it is the union of countably many nowhere dense sets.

Definition 1.3. We say that a property holds for most bounded domains Ω of class C4, |Ω| =
1, if, given any bounded domain Ω0 of class C4, it holds on Ω = |h(Ω0)|−

1
N h(Ω0) with h ∈

Diff 4(Ω0) \ F for some meager set F ⊂ Diff 4(Ω0).

Then we have,

Theorem 1.4. Let p ∈ (1, pN ). For most bounded domains Ω ⊂ RN of class C4, |Ω| = 1, see
Definition 1.3, it holds, either:

(i) there exists λ∞(Ω, p) ∈ (1
pΛ(Ω, 2p), λ(Ω, p)] such that G(Ω) can be continued to a real analytic

simple curve of positive solutions defined in [0, λ∞(Ω, p)) such that,

αλ is strictly decreasing and Eλ is strictly increasing in (0, λ∞(Ω, p)),

αλ ↘ 0+, Eλ ↗ E∞(Ω, p), as λ↗ λ∞(Ω, p),

and for any sequence λn → λ−∞(Ω, p) there exists a subsequence {λkn} ⊆ λn such that ψλkn → ψ∞

in C2
0 (Ω ), where ψ∞ solves (P)λ with λ = λ∞(Ω, p) and α = 0 and E∞(Ω, p) = Eλ|λ=λ∞(Ω,p),

or

(ii) there exists λ∞(Ω, p) ∈ (1
pΛ(Ω, 2p), λ(Ω, p)] such that G(Ω) can be continued to a continuous

simple curve without bifurcation points,

G∞ =
{

[0, s∞) 3 s 7→ (λ(s), α(s), ψ(s))
}

which has locally also the structure of a 1-dimensional real analytic manifold, such that for
any s, (α(s), ψ(s)) is a positive solution of (P)λ|λ=λ(s) and, as s → s∞, we have α(s) → 0+,

λ(s) → λ∞(Ω, p) and for any sequence sn → s∞, there exists a subsequence {tn} ⊆ {sn}, such
that ψ(tn)→ ψ∞ in C2

0 (Ω ), which solves (P)λ with λ = λ∞ and α = 0.

Remark 1.5. Interestingly enough, not only in a generic sense either (i) or (ii) hold but also
the λ-limit set of the curve of solutions on the section α = 0 is a singleton. Besides, the proof
shows in particular that it is well defined,

λ1 = λ1(Ω) := sup

{
µ >

1

p
Λ(Ω, 2p) : αλ > 0 and σ1(αλ, ψλ) > 0, ∀ (αλ, ψλ) ∈ Gµ, ∀λ < µ

}
,

where Gµ is the continuation of G(Ω), σ1(αλ, ψλ) is a suitably defined first eigenvalue (see (2.15)
below) and in particular that if αλ1(Ω) = 0, then (i) holds with λ∞(Ω, p) = λ1(Ω). It is a chal-
lenging open problem to understand under which conditions on Ω this property holds.

Let us point out that by Theorem 1.4 in [5] we know that (i) of Theorem 1.4 holds for Ω = D2.
It turns out that under a natural connectivity assumption about the set of variational solutions,
(i) of Theorem 1.4 always holds. We refer to Section 5 for full details.

Moreover, for symmetric and convex domains the above generic property is fulfilled and then
either (i) or (ii) of Theorem 1.4 hold. Indeed, let Ω ⊂ R2 be symmetric and convex with respect
to the coordinate directions or Ω = BR ⊂ RN , N ≥ 3. By some uniqueness results in [14] we
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know that there exists a unique value of λ, which we denote by λ∗(Ω, p), such that there exists
a solution ψ∗ of (P)λ with α = 0, see Theorem C at the end of Section 4. Then we have,

Theorem 1.6.
If Ω ⊂ R2, |Ω| = 1, is symmetric and convex with respect to the coordinate directions or if
Ω = DN , N ≥ 3, then either (i) or (ii) of Theorem 1.4 hold and λ∞(Ω, p) = λ∗(Ω, p), ψ∞ = ψ∗.
Moreover, it holds:

(j) If Ω ⊂ R2, |Ω| = 1, is as in Theorem 1.4, then

λ2p
∞(Ω, p) ≥

(
8π

p+ 1

)p−1

Λp+1(Ω, p+ 1)

and the equality holds if and only if up to a translation, Ω = D2.

(jj) If Ω ⊂ R2, |Ω| = 1, is symmetric and convex with respect to the coordinate directions, then

(
8π

p+ 1

)p−1

Λp+1(Ω, p+ 1) ≤ λ2p
∗ (Ω, p) ≤

(
p+1
8π

)p+1

(2E∗(Ω, p))2p
Λp+1(Ω, p+ 1) (1.13)

where E∗(Ω, p) is the energy of the solution ψ∗. Moreover, the l.h.s. equality holds if and only if,
up to a translation, Ω = D2. If Ω = D2 the r.h.s. inequality is an equality.

The last estimate is a refinement of Theorem 1.2 in [6], which states that if Ω ⊂ R2, p > 1 and

(λ, ψλ) solves (P)λ with αλ = 0, then λ2p ≥
(

8π
p+1

)p−1
Λp+1(Ω, p+ 1), where the equality holds

if and only if, up to a translation, Ω = D2.

Concerning Theorem 1.4, we handle the problem of possible bifurcation points by a generaliza-
tion (see Proposition 2.7 in [5]) of the Crandall-Rabinowitz ([13]) continuation Theorem to the
constrained problem (P)λ. A subtle point arises as we need a suitable transversality condition
to be verified, which allows one to prove that critical values of λ are not bifurcation points. The
fact that the tranversality condition is generic is not at all trivial and is proved by a careful
adaptation to the constrained problem (P)λ of the refined and simplified transversality theory
with respect to domains variations developed in [24].

Finally, we present an application of our approach for the problem{
−∆u = µ(1 + u)p in Ω
u = 0 on ∂Ω

which, interestingly enough, yields a sort of refinement of a result in [18] about its Rabinowitz
unbounded continuum of solutions, see Section 6 for full details.

This paper is organized as follows: Section 2 includes the functional set-up and preliminaries
of the bifurcation analysis which will be essentially used later in the proof of Theorem 1.4;
Section 3 is devoted to the proof of Theorem 1.2 concerning the existence of a free boundary;
in Section 4 we derive Theorems 1.4 and 1.6 about the continuation of the branch of solutions,
where a general transversality theorem comes into play; in Section 5, we refine the result of
Theorem 1.4 by imposing a natural connectedness assumption; a discussion on the application of
this global bifurcation framework introduced here to a nonlinear eigenvalue problem is presented
in Section 6.
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2. Preliminary results

In this section we report some results in [5] about the spectral and bifurcation analysis for
solutions of (P)λ with λ ≥ 0 and p ≥ 1.
We write ρ

λ,α
= ρ

λ,α
(ψ) = (α+ λψ)p and

ρ
λ

= (αλ + λψλ)
p, (2.1)

and then in particular,

(ρ
λ,α

(ψ))
1
q = (α+ λψ)p−1 and (ρ

λ
)

1
q = (αλ + λψλ)

p−1, respectively,

where it is understood that (ρ
λ,α

(ψ))
1
q ≡ 1 ≡ (ρ

λ
)

1
q for p = 1. Whenever (αλ, ψλ) is a solution of

(P)λ and {η, ϕ} ⊂ L2(Ω) we set,

< η >λ=

∫
Ω(ρ

λ
)

1
q η∫

Ω(ρ
λ
)

1
q

, and [η]λ = η− < η >λ,

and then we define,

< η,ϕ >λ:=

∫
Ω(ρ

λ
)

1
q ηϕ∫

Ω(ρ
λ
)

1
q

and ‖ϕ‖2λ :=< ϕ,ϕ >λ=< ϕ2 >λ=

∫
Ω(ρ

λ
)

1
qϕ2∫

Ω(ρ
λ
)

1
q

.

Clearly for non negative solutions ρ
λ

is strictly positive in Ω. Therefore it is easy to see that

< ·, · >λ defines a scalar product on L2(Ω) whose norm is ‖ · ‖λ. We will also adopt when needed
the useful shorthand notation,

mλ =

∫
Ω

(ρ
λ
)

1
q . (2.2)

Remark 2.1. We will use the fact that,∫
Ω

(ρ
λ
)

1
q [η]2λ =

∫
Ω

(ρ
λ
)

1
q (η− < η >λ)

2 ≥ 0,

where the equality holds if and only if η is constant, whence in particular, in case η ∈ H1
0 (Ω), if

and only if η vanishes identically. Also, since obviously < [η]λ >λ= 0, then,

< [ϕ]λη >λ=< ϕ, [η]λ >λ=< [ϕ]λ[η]λ >λ, ∀ {η, ϕ} ⊂ L2(Ω).

We will use these properties time to time when needed without further comments.

In the sequel we aim to describe branches of solutions of (P)λ around a positive solution, i.e.
with αλ > 0. To this end we will use the following:

Remark 2.2. It is not difficult to construct an open subset AΩ of the Banach space of triples
(λ, α, ψ) ∈ R × R × C2,r

0 (Ω ) such that, on AΩ, the density ρ
λ,α

= ρ
λ,α

(ψ) = (α + λψ)p is well

defined and

αλ + λψλ ≥
αλ
2

in Ω,

in a sufficiently small open neighborhood in AΩ of any triple of the form (λ, αλ, ψλ) whenever
(αλ, ψλ) is a positive solution of (P)λ. As a consequence, relying on known techniques about real
analytic functions on Banach spaces ([9]), one can see that the map Φ(λ, α, ψ) below is jointly
real analytic in an open neighborhood of AΩ around any such triple (λ, αλ, ψλ).

At this point we can introduce the maps,

F : AΩ → Cr(Ω ), F (λ, α, ψ) := −∆ψ − ρ
λ,α

(ψ), (2.3)

Φ : AΩ → R× Cr(Ω ), Φ(λ, α, ψ) =

 F (λ, α, ψ)

−1 +
∫

Ω ρλ,α

 , (2.4)
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and, for a fixed (λ, α, ψ) ∈ AΩ, its differential with respect to (α,ψ), that is the linear operator,

Dα,ψΦ(λ, α, ψ) : R× C2,r
0 (Ω )→ R× Cr(Ω ),

which acts as follows,

Dα,ψΦ(λ, α, ψ)[s, φ] =

 DψF (λ, α, ψ)[φ] + dαF (λ, α, ψ)[s]

∫
Ω

(
Dψρλ,α[φ] + dαρλ,α[s]

)
 ,

where we have introduced the differential operators,

DψF (λ, α, ψ)[φ] = −∆φ− λp(ρ
λ,α

)
1
qφ, φ ∈ C2,r

0 (Ω ), (2.5)

Dψρλ,α[φ] = λp(ρ
λ,α

)
1
qφ, φ ∈ C2,r

0 (Ω ), (2.6)

and

dαF (λ, α, ψ)[s] = −p(ρ
λ,α

)
1
q s, s ∈ R, (2.7)

dαρλ,α[s] = p(ρ
λ,α

)
1
q s, s ∈ R. (2.8)

For fixed λ ≥ 0 and p ≥ 1, the pair (αλ, ψλ) solves (P)λ if and only if Φ(λ, αλ, ψλ) = (0, 0) and
we define the linear operator,

Lλ[φ] = DψF (λ, αλ, ψλ)[φ] = −∆φ− λp(ρ
λ
)

1
q [φ]λ. (2.9)

We say that σ = σ(αλ, ψλ) ∈ R is an eigenvalue of Lλ if the equation,

−∆φ− λp(ρ
λ
)

1
q [φ]λ = σ(ρ

λ
)

1
q [φ]λ, (2.10)

admits a non trivial weak solution φ ∈ H1
0 (Ω). Let us define the Hilbert space,

Y0 :=
{
ϕ ∈ {L2(Ω), < ·, · >λ} :< ϕ >λ= 0

}
, (2.11)

and T (f) := G[(ρ
λ
)

1
q f ], for f ∈ L2(Ω). Since T (Y0) ⊂W 2,2(Ω), then the linear operator,

T0 : Y0 → Y0, T0(ϕ) = G[λp(ρ
λ
)

1
qϕ]− < G[λp(ρ

λ
)

1
qϕ] >λ, (2.12)

is compact. By a straightforward evaluation we see that T is also self-adjoint. As a consequence,
standard results concerning the spectral decomposition of self-adjoint, compact, linear operators
on Hilbert spaces show that Y0 is the Hilbertian direct sum of the eigenfunctions of T0, which
can be represented as ϕk = [φk]λ, k ∈ N = {1, 2, · · · },

Y0 = Span {[φk]λ, k ∈ N},
for some φk ∈ H1

0 (Ω), k ∈ N = {1, 2, · · · }. In fact, the eigenfunction ϕk, whose eigenvalue is
µk ∈ R \ {0}, satisfies,

µkϕk =
(
G[λp(ρ

λ
)

1
qϕk]− < G[λp(ρ

λ
)

1
qϕk] >λ

)
.

In other words, by defining,

φk := (λp+ σk)G[(ρ
λ
)

1
qϕk],

it is easy to see that ϕk is an eigenfunction of T0 with eigenvalue µk = λp
λp+σk

∈ R \ {0} if and

only if φk ∈ H1
0 (Ω) and weakly solves,

−∆φk = (λp+ σk)(ρλ)
1
q [φk]λ in Ω. (2.13)

In particular we will use the fact that ϕk = [φk]λ and

φk = (λp+ σk)G[(ρ
λ
)

1
q [φk]λ], k ∈ N = {1, 2, · · · }. (2.14)
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At this point, standard arguments in the calculus of variations show that,

σ1 = σ1(αλ, ψλ) = inf
φ∈H1

0 (Ω)\{0}

∫
Ω |∇φ|

2 − λp
∫

Ω(ρ
λ
)

1
q [φ]2λ∫

Ω(ρ
λ
)

1
q [φ]2λ

. (2.15)

The ratio in the right hand side of (2.15) is well defined because of Remark 2.1. Higher eigenvalues
are defined inductively via the variational problems,

σk(αλ, ψλ) = inf
φ∈H1

0 (Ω)\{0},<φ,[φm]λ>λ=0, m∈{1,...,k−1}

∫
Ω |∇φ|

2 − λp
∫

Ω(ρ
λ
)

1
q [φ]2λ∫

Ω(ρ
λ
)

1
q [φ]2λ

. (2.16)

The eigenvalues form a numerable non decreasing sequence σ1 ≤ σ2 ≤ .... ≤ σk ≤ ... . By the
Fredholm alternative, if 0 /∈ {σj}j∈N, then I − T0 is an isomorphism of Y0 onto itself.

Concerning Dα,ψΦ(λ, α, ψ) we have,

Proposition 2.3. ([5]) For any positive solution (αλ, ψλ) of (P)λ with λ ≥ 0, the kernel of
Dα,ψΦ(λ, αλ, ψλ) is empty if and only if the equation,

−∆φ− λp(ρ
λ
)

1
q [φ]λ = 0, φ ∈ C2,r

0 (Ω ) (2.17)

admits only the trivial solution, or equivalently, if and only if 0 is not an eigenvalue of Lλ.

An easy to prove but relevant identity is satisfied by any eigenfunction, which we summarize in
the following,

Lemma 2.4. ([5]) Let (αλ, ψλ) be a solution of (P)λ and let φk be any eigenfunction of an
eigenvalue σk = σk(αλ, ψλ). Then the following identity holds,

1

mλ

< φk >λ≡ (αλ + λ < ψλ >λ) < φk >λ= (λ(p− 1) + σk) < ψλ[φk]λ >λ . (2.18)

The implicit function theorem applies around a positive solution of (P)λ in the following form:

Lemma 2.5. ([5]) Let (αλ0
, ψλ0

) be a positive solution of (P)λ with λ = λ0 ≥ 0.
If 0 is not an eigenvalue of Lλ0

, then:
(i) Dα,ψΦ(λ0, αλ0

, ψλ0
) is an isomorphism;

(ii) There exists an open neighborhood U ⊂ AΩ of (λ0, αλ0
, ψλ0

) such that the set of solutions
of (P)λ in U is a real analytic curve of positive solutions J 3 λ 7→ (αλ, ψλ) ∈ B, for suitable

neighborhoods J of λ0 and B of (αλ0
, ψλ0

) in (0,+∞)× C2,r
0,+(Ω ).

(iii) In particular if |Ω| = 1 and (αλ0
, ψλ0

) = (α0, ψ0) = (1, G[1]), then (αλ, ψλ) = (1, ψ0) + O(λ)
as λ→ 0.

Next we state a generalization of the bending result of [13] for solutions of (P)λ, which is an
improvement of Lemma 2.5 in case of simple and vanishing eigenvalues satisfying a suitable
transversality condition.

Proposition 2.6. ([5]) Let (αλ, ψλ) be a positive solution of (P)λ with λ > 0 and suppose
that the k-th eigenvalue σk(αλ, ψλ) = 0 is simple, that is, it admits only one eigenfunction, φk ∈
C2,r

0 (Ω ). If < φk >λ 6= 0, then there exists ε > 0, an open neighborhood U of (λ, αλ, ψλ) in AΩ and
a real analytic curve (−ε, ε) 3 s 7→ (λ(s), α(s), ψ(s)) such that (λ(0), α(0), ψ(0)) = (λ, αλ, ψλ)
and the set of solutions of (P)λ in U has the form (λ(s), α(s), ψ(s)), where (α(s), ψ(s)) is a
solution of (P)λ for λ = λ(s) for any s ∈ (−ε, ε), with ψ(s) = ψλ + sφk + ξ(s), and

< [φk]λ(s), ξ(s) >λ(s)= 0, s ∈ (−ε, ε). (2.19)

Moreover it holds,

ξ(0) ≡ 0 ≡ ξ′(0), α
′
(0) = −λ < φ >λ, λ

′
(0) = 0, ψ

′
(0) = φk, (2.20)
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and either λ(s) = λ is constant in (−ε, ε) or λ
′
(s) 6= 0, σk(s) 6= 0 in (−ε, ε) \ {0}, σk(s) is

simple in (−ε, ε) and

< [φk]λ, ψλ >λ 6= 0 and < [φk]λ, ψλ >λ has the same sign as < φk >λ, (2.21)

σk(s)

λ′(s)
=
p < [φk]λ, ψλ >λ +o(1)

< [φk]
2
λ >λ +o(1)

, as s→ 0. (2.22)

The next result is about the transversality condition.

Theorem 2.7. ([5]) Let (αλ, ψλ) be a positive solution of (P)λ. Suppose that any eigenfunction
φk of a fixed vanishing eigenvalue σk = σk(αλ, ψλ) = 0 satisfies < φk >λ 6= 0. Then σk is simple,
that is, it admits only one eigenfunction.
Let either Ω ⊂ R2 be symmetric and convex with respect to the coordinate directions xi, i = 1, 2
or Ω = BR ⊂ RN , N ≥ 3, and let (αλ, ψλ) be a positive solution of (P)λ with λ > 0. Suppose
that σk = σk(αλ, ψλ) = 0 and let φk be any corresponding eigenfunction. Then:
(i) < φk >λ 6= 0;
(ii) σk(αλ, ψλ) is simple, that is, it admits at most one eigenfunction.

Remark 2.8. Actually the proof of Theorem 2.7 in [5] covers only the case where Ω ⊂ R2 is
symmetric and convex with respect to the coordinate directions. However the proof is just an
application of Theorem 3.1 in [14] and it is straightforward to check that if Ω = BR ⊂ RN ,
N ≥ 3 then the same argument works exactly in the same way just by using Remark 3.1 in [14].

The following proposition states a monotonicity property of αλ, Eλ.

Proposition 2.9. ([5]) Let (αλ0
, ψλ0

) be a positive solution of (P)λ with λ0 ≥ 0 and suppose
that 0 is not an eigenvalue of Lλ0

. Then, locally near λ0, the map λ 7→ (αλ, ψλ) is a real analytic
simple curve of positive solutions and if σ1 = σ1(αλ, ψλ) > 0, then

dαλ
dλ

< 0,
dEλ

dλ
> 0.

The following Lemma ensures that the first eigenvalue σ1(αλ, ψλ) of a positive variational solution
must be non-negative.

Lemma 2.10. ([5]) Let (αλ, ψλ) be a positive variational solution of (P)λ. Then σ1(αλ, ψλ) ≥ 0.

We will also need the following uniform estimate which is well known ([7, 5]).

Lemma 2.11. Let p ∈ [1, pN ). For any λ > 0 there exists a positive constant C1 = C1(r,Ω, λ, p,N)
depending only on Ω, λ, p, N and r ∈ [0, 1) such that ‖ψλ‖C2,r

0 (Ω)
≤ C1 for any solution (αλ, ψλ)

of (P)λ with λ ∈ [0, λ ].

3. A uniform upper bound for λ

We present the Proof of Theorem 1.2.

Proof. The claim (b) follows immediately from (a) and Remark 1.1. Indeed, in view of Remark
1.1, a solution of (F)I with γI ≥ 0 exists if and only if a solution of (P)λ exists with I = λq. It

then follows from (a) that no solutions of (F)I exists with γI ≥ 0 whose I is larger than λ
p
p−1 .

Therefore we are left with the proof of (a). We argue by contradiction and assume that there
exists a sequence of solutions (αn, ψn) of (P)λ|λ=λn

such that λn → +∞. We will need the
following,



GENERIC PROPERTIES FOR FREE BOUNDARY PROBLEMS 13

Lemma 3.1. Let ψ be any a solution of{
−∆ψ = f in Ω
ψ = 0 on ∂Ω

where
∫

Ω f = 1 and
∫

Ω |f |
N ≤ C. Then,∫

Ω
|∇ψ|2 ≥ c > 0,

for some positive constant c > 0 depending only by C, N and Ω.

Proof. Since f ∈ LN (Ω) then by standard elliptic regularity theory ψ ∈W 2,N
0 (Ω) and in partic-

ular we have ∫
Ω
|∇ψ|2 =

∫
Ω
fψ =

∫
Ω
fG[f ],

for any such ψ and f . Therefore we are left to prove that

inf

{∫
Ω
fG[f ] |

∫
Ω
|f |N ≤ C,

∫
Ω
f = 1

}
≥ c > 0.

We argue by contradiction. If the claim were false we could find a sequence fn such that∫
Ω |fn|

N ≤ C,
∫

Ω fn = 1 and
∫

Ω fnG[fn] → 0+. Since fn is uniformly bounded in LN (Ω) we

can pass to a subsequence such that fn ⇀ f∞ weakly in LN (Ω). Therefore, in particular we have∫
Ω f∞ = 1. Moreover, since G[fn] is uniformly bounded in W 2,N

0 (Ω), then by the Sobolev embed-
ding we can pass to a further subsequence (which we will not relabel) such that G[fn]→ ψ∞ in

C0(Ω)∩W 1,2
0 (Ω). On the other side, since for fixed x ∈ Ω in particular we have G(x, ·) ∈ L

N
N−1 (Ω)

([38]), and since fn ⇀ f∞ weakly in LN (Ω), then we see that G[fn] → G[f∞] pointwise in Ω.
Therefore G[f∞] ≡ ψ∞ and in particular we conclude that

0 = lim
n

∫
Ω
fnG[fn] =

∫
Ω
f∞G[f∞], f∞ ∈ LN (Ω),

∫
Ω
f∞ = 1.

This is clearly impossible since it is easy to check that then ψ∞ ≡/ 0, ψ∞ ∈ W 1,2
0 (Ω) would

satisfy
∫

Ω |∇ψ∞|
2 =

∫
Ω f∞G[f∞] = 0.

�

By Lemma 2.11, for any fixed n it holds ‖ψn‖∞ ≤ Cn. Let mn = sup
Ω

(αn +λnψn). If there exists

C > 0 such that mn ≤ C, then ψn ≤ C
λn

and consequently∫
Ω
|∇ψn|2 =

∫
Ω

(αn + λnψn)pψn ≤
C

λn
→ 0, as n→ +∞.

This contradicts Lemma 3.1 since fn = (αn+λnψn)p would obviously satisfy the needed assump-
tions in this case. Therefore we deduce that, passing to a subsequence if necessary, mn → +∞.
Let xn ∈ Ω : mn = αn + λnψn(xn), we have only two possibilities: either there exists a subse-
quence xn such that xn → x ∈ Ω, or dist(xn, ∂Ω)→ 0. The second alternative can be ruled out

by a well known moving plane argument based on [19, Theorem 2.1
′
] and the Kelvin transform

as in [16, p. 52]. Concerning the first alternative without loss of generality we assume xn = 0
and define δn = 1

λnm
p−1
n
→ 0, and

vn(y) = m−1
n (αn + λnψn(δny)), y ∈ Ωn = (δn)−1Ω

which satisfies 
−∆vn = vpn in Ωn

inf
Ωn
vn ≥ m−1

n αn

sup
Ωn

vn ≤ vn(0) = 1
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Clearly for any R ≥ 1, we have R < dist(0,∂Ωn)
δn

, for n large enough. Therefore, passing to a

subsequence if necessary, vn converges uniformly on compact subsets of RN to a solution of
−∆v = vp in RN
v ≥ 0 in RN
sup
RN

v ≤ v(0) = 1

Therefore in particular v ∈ C2(RN ). This is clearly impossible since it is well known ([20]) that
the unique C2(RN ), N ≥ 3, non negative solution of −∆v = vp in RN is v ≡ 0. The same holds
for N = 2 as it is well known that a superharmonic function which is also bounded from below
in R2 must be constant, which is the desired contradiction. �

4. Generic properties

In this section we prove Theorems 1.4 and 1.6. As a first step, by an adaptation of some arguments
in [24], we will prove the following,

Theorem 4.1. For any Ω0 ⊂ RN of class C4 there exists a meager set F ⊂ Diff 4(Ω0), depending
also on N and p, such that if h ∈ Diff 4(Ω0) \ F then, for any positive solution (αλ, ψλ) of (P)λ
on Ω := h(Ω0) with λ > 0, it holds: either
(a) Ker(Lλ) = ∅, or
(b) Ker(Lλ) = span{φ} is one dimensional and < φ >λ 6= 0.

Let us recall few definitions and set some notations first.

Definition 4.2. A domain Ω is of class Ck(Ck,r), k ≥ 1, if for each x0 ∈ ∂Ω there exists a ball
B = Br(x0) and a one to one map Θ : B 7→ U ⊂ R2 such that Θ ∈ Ck(B)(Ck,r(B)),Θ−1 ∈
Ck(U)(Ck,r(U)) and the following holds:

Θ(Ω ∩B) ⊂ R2
+ and Θ(Ω ∩B) ⊂ ∂R2

+.

It is well known (see for example [24]) that this is equivalent to say that there exists r > 0 and
M > 0 such that, given any ball Br(x0), x0 ∈ R2 then, after suitable rotation and translations,
it holds:

Ω ∩B = {(x1, x2) : x2 < f(x1)} ∩B and ∂Ω ∩B = {(x1, x2) : x2 = f(x1)} ∩B,
for some f ∈ Ck(R)(Ck,r(R)) whose norm is not larger than M.

Definition 4.3. Let Ω ⊂ R2 be an open and bounded domain of class Cm, m ≥ 1. Cm(Ω ;R2),
is the Banach space of continuous and m-times differentiable maps on Ω, whose derivatives of
order j = 0, 1, · · · ,m extend continuously on Ω. Diffm(Ω) ⊂ Cm(Ω ;R2) is the open subset of
Cm(Ω ;R2) whose elements are Cm imbeddings on Ω, that is, of maps h : Ω 7→ R2 which are
diffeomorphisms of class Cm on their images h(Ω ).

We recall that if X,Z are Banach spaces and T : X → Z is linear and continuous, then T
is Fredholm (semi-Fredholm) if R(T ) (the range of T ) is closed and both (at least one of)
dim(Ker(T )) and codim(R(T )) are finite. If T is Fredholm, then the index of T is

ind(T ) = dim(Ker(T ))− codim(R(T )).

Also, a semi-Fredholm operator with finite index is a Fredholm operator. We refer to [26] for
details and proofs. Given a Banach space X and x ∈ X, we will denote by TxX the tangent
space at x.

Definition 4.4. Let X,Z be Banach spaces, A ⊂ X an open set and F : A → Z a C1 map.
Suppose that for any x ∈ A the Fréchet derivative DxF (x) : TxX → TηZ is a Fredholm operator.
A point x ∈ A is a regular point if DxF (x) is surjective, is a singular point otherwise. The image
of a singular point η = F (x) ∈ Z is a singular value. The complement of the set of singular
values in Z is the set of regular values.
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The following Theorem is a particular case of a more general transversality result proved in [24],
see also [39].

Theorem 4.5 ([24]). Let X,H, Z be separable Banach spaces, A ⊆ X ×H an open set,

Φ̃ : A → Z a map of class Ck and η ∈ Z. Suppose that for each (x, h) ∈ Φ̃−1(η) it holds:

(i)DxΦ̃(x, h) : TxX → TηZ is a Fredholm operator with index < k;

(ii)DΦ̃(x, h) = (DxΦ̃(x, h), DhΦ̃(x, h)) : TxX × ThH → TηZ is surjective.

Let Ah = {x : (x, h) ∈ A} and

Hcrit = {h : η is a singular value of Φ̃( · , h) : Ah → Z}.
Then Hcrit is meager in H.

We are ready to present the proof of Theorem 4.1.
The Proof of Theorem 4.1
Let Ω0 as in the statement and let us define

XΩ0
= R× R× C2,r

0 (Ω0 ).

As in section 2, see Remark 2.2, we denote by AΩ0
an open subset of the Banach space of triples

(λ, α, ψ) ∈ XΩ0
such that, on AΩ0

, the density ρ
λ,α

= ρ
λ,α

(ψ) = (α+ λψ)p is well defined and

αλ + λψλ ≥
αλ
2

in Ω0

in a sufficiently small open neighborhood in AΩ0
of any triple of the form (λ, αλ, ψλ) whenever

(αλ, ψλ) is a positive solution of (P)λ. In what follows we write

ρ
λ,α

= ρ
λ,α

(ψ) = (α+ λψ)p, (λ, α, ψ) ∈ AΩ0
.

We define the maps,

FΩ0 : AΩ0
→ Cr(Ω0 ), FΩ0(λ, α, ψ) = ∆ψ + ρ

λ,α
(ψ),

MΩ0 : AΩ0
→ R, MΩ0(λ, α, ψ) =

∫
Ω0

ρ
λ,α

(ψ)

− 1.

Next, for fixed h ∈ Diff 4(Ω0) and ψ ∈ C2,r
0 (h(Ω0) ), we define the pull back,

h∗(ψ)(x) = ψ(h(x)), x ∈ Ω0.

Clearly h∗ is an isomorphism of C2,r
0 (h(Ω0) ) onto C2,r

0 (Ω0 ) with inverse h∗−1 = (h−1)∗. For any
such h, it is well defined the map

Fh(Ω0) : Ah(Ω0) → Cr(h(Ω0) )

and then we can set,

h∗Fh(Ω0)h
∗−1 : AΩ0 ×Diff 4(Ω0)→ Cr(Ω0 ),

and

M∗Ω0
: AΩ0 ×Diff 4(Ω0)→ R,

where M∗ is defined as follows,

M∗Ω0
(λ, α, ψ, h) = Mh(Ω0)(λ, α, (h

∗)−1(ψ)).

Putting H = Diff 4(Ω0), η = 0 ∈ Z = Cr(Ω0 ), we will apply Theorem 4.5 to the map Φ̃ =

Φ̃(λ, α, ψ, h) defined as follows

Φ̃ : A → R× Cr(Ω0 ), A = AΩ0
×H,
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Φ̃(λ, α, ψ, h) =

 Φ̃1(λ, α, ψ, h)

Φ̃2(λ, α, ψ, h)

 =

 h∗Fh(Ω0)h
∗−1(λ, α, ψ)

M∗Ω0
(λ, α, ψ, h)

 .

STEP 1: Our aim is to show that the assumptions (i) and (ii) of Theorem 4.5 hold.

As in [24], it is very useful for the discussion to denote by (λ̇, α̇, ψ̇, ḣ) ∈ R × R × C2,r
0 (Ω0 ) ×

C4(Ω0 ; R2) the elements of the tangent space at points (λ, α, ψ, h) ∈ AΩ0
×H.

First of all observe that for fixed h ∈ Diff 4(Ω0), the linearized operator,

Dλ,α,ψΦ̃1(λ, α, ψ, h) : R× R× C2,r
0 (Ω0 )→ Cr(Ω0 ),

acts as follows on a triple (λ̇, α̇, ψ̇) ∈ R× R× C2,r
0 (Ω0 ),

Dλ,α,ψΦ̃1(λ, α, ψ, h)[λ̇, α̇, ψ̇] = h∗
(

∆ψ̇∗ + (ρ
λ,α

(ψ∗))
1
q (λpψ̇∗ + pψ∗λ̇+ pα̇)

)
,

where

ψ∗ = (h∗)−1ψ, ψ̇∗ = (h∗)−1ψ̇.

Since any diffeomorphism of class C4 maps the Laplace operator to a uniformly elliptic operator

with C2 coefficients, by standard elliptic estimates it is not difficult to see thatDλ,α,ψΦ̃1(λ, α, ψ, h)
is a Fredholm operator of index 2. Moreover we have,

Dλ,α,ψΦ̃2(λ, α, ψ, h) : R× R× C2,r
0 (Ω0 )→ R,

which acts as follows,

Dλ,α,ψΦ̃2(λ, α, ψ, h)[λ̇, α̇, ψ̇] =

∫
h(Ω0)

(ρ
λ,α

(ψ∗))
1
q (λpψ̇∗ + pψ∗λ̇+ pα̇)

and is semi-Fredholm with index +∞ and range of vanishing codimension. Therefore the codi-

mension of the range of Dλ,α,ψΦ̃(λ, α, ψ, h) is the same as that of DΦ̃1(ψ, λ, α, h). In particular,

since Ker(Dλ,α,ψΦ̃(λ, α, ψ, h)) = Ker(Dλ,α,ψΦ̃1(λ, α, ψ, h))∩Ker(Dλ,α,ψΦ̃2(λ, α, ψ, h)), then we
conclude that Dλ,α,ψΦ(λ, α, ψ, h) is a Fredholm operator of index at most 2.

This fact proves (i) whenever we can show that Φ̃ ∈ Ck(A) for some k ≥ 3. The regularity

of Φ̃1 with respect to h is the same as that of Fh(Ω0) with respect to ψ, see chapter 2 in [24].

Therefore, in view of Remark 2.2, we have Φ̃1 ∈ C∞(A). The regularity of Φ̃2 is more subtle
since derivatives of order m ≥ 2 with respect to h also involve the derivatives of the normal field
on ∂Ω. However, since Ω is of class C4 and still by Remark 2.2, we can apply Theorem 1.11 in

[24] to conclude that Φ̃2 is of class C3 with respect to h. In particular Φ̃2 ∈ C3(A) and then also

Φ̃ ∈ C3(A), as claimed.

Next we prove (ii), that is, we show that η = 0 is a regular value for the map (λ, α, ψ, h) →
Φ̃(λ, α, ψ, h). We argue by contradiction and suppose that there exists a singular point (λ, α, ψ, h )

of Φ̃ such that Φ̃i(λ, α, ψ, h ) = 0, i = 1, 2.

First of all, let us define Ω = h(Ω0), ϕ = (h
∗
)−1ψ ∈ C2,r

0 (Ω ) and Φ̂(λ, α, ϕ, h) on AΩ ×Diff 4(Ω)
as follows,

Φ̂(λ, α, ϕ, h) =

(
Φ̂1(λ, α, ϕ, h)

Φ̂2(λ, α, ϕ, h)

)
=

 h∗FΩh
∗−1(λ, α, ϕ)

M∗Ω(λ, α, ϕ, h)

 ,

where,

FΩ : AΩ → Cr(Ω), FΩ(λ, α, ϕ) = ∆ϕ+ ρ
λ,α

(ϕ),

M∗Ω : AΩ → R, M∗Ω(λ, α, ϕ, h) = Mh(Ω)(λ, α, (h
∗)−1(ϕ)).
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Let iΩ ∈ Diff 4(Ω) be the identity map. By construction, in these new coordinates the map

Φ̂(λ, α, ϕ, h) has a singular point (λ, α, ϕ, iΩ) such that Φ̂i(λ, α, ϕ, iΩ) = 0, i = 1, 2, that is, by

assumption the derivative Dλ,α,ϕ,hΦ̂(λ, α, ϕ, iΩ) is not surjective. Putting

ρ = (α+ λϕ)p,

a subtle evaluation shows that Dλ,α,ϕ,hΦ̂1(λ, α, ϕ, iΩ) acts on

(λ̇, α̇, ϕ̇, ḣ) ∈ R× R× C2,r
0 (Ω)× C4(Ω ;R2)

as follows (see Theorem 2.2 in [24]),

Dλ,α,ϕ,hΦ̂1(λ, α, ϕ, iΩ)[λ̇, α̇, ϕ̇, ḣ]

= ∆ϕ̇+ p
(
ρ
) 1
q

(
λϕ̇+ ϕλ̇+ α̇

)
+ ḣ · ∇(∆ϕ+ ρ)− (∆ + pλ(ρ )

1
q )ḣ · ∇ϕ

=
(

∆ + pλ(ρ)
1
q

)
ϕ̇−

(
∆ + pλ(ρ )

1
q

)
ḣ · ∇ϕ+ p(ρ)

1
q (ϕλ̇+ α̇), (4.1)

where we used the fact that ∆ϕ + ρ = Φ̂1(λ, α, ϕ, iΩ) = 0. In particular, see Theorem 1.11 in
[24], we have,

Dλ,α,ϕ,hΦ̂2(λ, α, ϕ, iΩ)[λ̇, α̇, ϕ̇, ḣ] =

∫
Ω
p(ρ )

1
q

(
λϕ̇+ ϕλ̇+ α̇

)
+

∫
∂Ω

ρḣ · ν

At this point observe that, by the Fredholm property of the operator ∆ + ρ on C2,r
0 (Ω ), we

have that the subspace
{
Dλ,α,ϕ,hΦ̂1(λ, α, ϕ, iΩ)[(0, 0, ϕ̇, 0)], ϕ̇ ∈ C2,r

0 (Ω)
}

, is closed and has fi-

nite codimension. Next, since ϕ ∈ C2,r
0 (Ω ) and ∂Ω is of class C4, then by standard elliptic

regularity theory we find that ϕ ∈ C3,r
0 (Ω) and then ḣ · ∇ϕ ∈ C2,r(Ω). As a consequence we can

prove that the subspace
{
Dλ,α,ϕ,hΦ̂1(λ, α, ϕ, iΩ)[(0, 0, 0, ḣ)], ḣ ∈ C4(Ω ;R2)

}
is closed with finite

codimension as well. Indeed, let us define K : C2,r(Ω ) 7→ C2,r(Ω ) as the linear operator which,
to any φ ∈ C2,r(Ω ), associates the unique solution φb = K[φ] of ∆φb = 0, φb = φ on ∂Ω. Clearly
this is always well posed since Ω is of class C4 and φ ∈ C2,r(Ω ). Then,

∆φ+ pλ(ρ )
1
qφ = g ∈ Cr(Ω ),

if and only if

φ ∈ C2,r(Ω ) and φ+ T [φ] = G[g] ∈ C2,r(Ω ),

where G[g] =
∫

ΩG(x, y)g(y) and T : C2,r(Ω ) 7→ C2,r(Ω ), T (φ) = G[pλ(ρ )
1
qφ] − K[φ]. Since

Ω is of class C4, then by standard elliptic estimates ([21]), T maps C2,r(Ω ) into C3,r(Ω ).
Therefore T is compact and then we conclude by the Fredholm alternative that the range of

(∆ + pλ(ρ )
1
q )(ḣ · ∇ϕ), ḣ · ∇ϕ ∈ C2,r(Ω ), is closed in Cr(Ω ) and has finite codimension.

At this point we readily deduce from these two facts that there exists (t⊥, φ⊥) ∈ R × Cr(Ω )

which is orthogonal to the image of Dλ,α,ϕ,hΦ̂(λ, α, ϕ, iΩ), that is,∫
Ω
φ⊥

((
∆ + pλ(ρ )

1
q

)
ϕ̇−

(
∆ + pλ(ρ )

1
q

)
ḣ · ∇ϕ+ p(ρ )

1
q (ϕλ̇+ α̇)

)
= 0,∀ (λ̇, α̇, ϕ̇, ḣ), (4.2)

and

t⊥

∫
Ω
p(ρ )

1
q

(
λϕ̇+ ϕλ̇+ α̇

)
+

∫
∂Ω

ρḣ · ν

 = 0, ∀ (λ̇, α̇, ϕ̇, ḣ).

Putting (λ̇, α̇, ϕ̇, ḣ) = (0, α̇, 0, 0) in the second equation we see that t⊥ = 0. Next, putting

(λ̇, α̇, ϕ̇, ḣ) = (0, α̇, 0, 0) in (4.2) we find
∫

Ω(ρ )
1
qφ⊥ = 0, while if we choose (λ̇, α̇, ϕ̇, ḣ) =
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(λ̇, 0, 0, 0) we have
∫

Ω(ρ )
1
qϕφ⊥ = 0. At this point, putting ḣ = 0, we find that,∫

Ω
φ⊥

(
∆ + pλ(ρ )

1
q

)
ϕ̇ = 0, ∀ ϕ̇ ∈ C2,r

0 (Ω ),

which shows that φ⊥ is a Cr0(Ω ) solution of ∆φ⊥ + pλ(ρ )
1
qφ⊥ = 0 in the (C2

0 (Ω))∗ sense.

Therefore, by standard elliptic estimates (where we recall that ∂Ω is of class C4), φ⊥ is a C2
0 (Ω )

solution of ∆φ⊥ + pλ(ρ )
1
qφ⊥ = 0. As a consequence we observe that (4.2) is reduced to∫

Ω
φ⊥

(
∆ + pλ(ρ )

1
q

)
ḣ · ∇ϕ = 0, ∀ ḣ ∈ C4(Ω ;R2),

which allows us to deduce that,

0 =

∫
Ω
φ⊥

(
∆ + pλ(ρ )

1
q

)
ḣ · ∇ϕ

=

∫
Ω
φ⊥

(
∆ + pλ(ρ )

1
q

)
ḣ · ∇ϕ−

∫
Ω

(
∆φ⊥ + pλ(ρ )

1
qφ⊥

)
ḣ · ∇ϕ

=

∫
Ω
φ⊥∆(ḣ · ∇ϕ)−

∫
Ω

(∆φ⊥)ḣ · ∇ϕ =

∫
∂Ω

(
φ⊥∂ν(ḣ · ∇ϕ)− ḣ · ∇ϕ(∂νφ⊥)

)
= −

∫
∂Ω

(∂νφ⊥)ḣ · ∇ϕ = −
∫
∂Ω

(∂νφ⊥)(∂νϕ)ḣ · ν, ∀ ḣ ∈ C4(Ω,R2).

Therefore, since ḣ is arbitrary, we conclude that,

(∂νφ⊥)(∂νϕ) ≡ 0 on ∂Ω.

At this point we observe that since ρ > 0 on Ω and ϕ = 0 on ∂Ω, then, by the strong maxi-

mum principle, we have ϕ > 0 in Ω. Since ∂Ω is of class C4 we can apply the Hopf boundary
Lemma and conclude that ∂νϕ < 0 on ∂Ω. Therefore we conclude that necessarily ∂νφ⊥ ≡ 0
on ∂Ω, which is in contradiction with the Hopf boundary Lemma. This contradiction shows
that (ii) holds and then we can apply Theorem 4.5 and conclude that there exists a meager set

F ⊂ Diff4(Ω0) such that if h(Ω0) /∈ F then η = 0 is a regular value of Φ̃(λ, α, ψ, h).

STEP 2: We have from STEP 1 that there exists a meager set F ⊂ Diff4(Ω0) such that if

Ω := h(Ω0) /∈ F , then η = 0 is a regular value of the map Φ̃(λ, α, ψ, h). As a consequence, for
any (λ, α, ψ) which solves

Φ(λ, α, ψ) =

 Φ1(λ, α, ψ)

Φ2(λ, α, ψ)

 =

 FΩ(λ, α, ψ)

−1 +
∫

Ω ρλ,α(ψ)

 =

 0

0


and setting ρ = (α+ λψ)p, then the differential(

Dλ,α,ψΦ1(λ, α, ψ)[λ̇, α̇, ψ̇]

Dλ,α,ψΦ2(λ, α, ψ)[λ̇, α̇, ψ̇]

)
=

(
∆ψ̇ + pλ(ρ )

1
q ψ̇ + p(ρ )

1
q (ψλ̇+ α̇)∫

Ω p(ρ )
1
q (λψ̇ + ψλ̇+ α̇)

)
is surjective. In particular, there exists a subspace V of the kernel of Dλ,α,ψΦ2(λ, α, ψ),

V ⊆ Ker
(
Dλ,α,ψΦ2(λ, α, ψ)

)
,

such that Dλ,α,ψΦ1(λ, α, ψ) is surjective along V . Let Ṽ be the space defined as follows

Ṽ = {(λ̇, ψ̇) : (λ̇, α̇, ψ̇) ∈ V }

Since α̇+ λ < ψ̇ >λ +λ̇ < ψ >λ= 0 in V , then Ṽ cannot be trivial. Therefore we can write

α̇ = −λ < ψ̇ >λ −λ̇ < ψ >λ, ∀(λ̇, ψ̇) ∈ Ṽ ,
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and substitute in Dλ,α,ψΦ1(λ, α, ψ)[λ̇, α̇, ψ̇] to conclude that the map

L̃[λ̇, ψ̇] := ∆ψ̇ + pλ(ρ )
1
q [ψ̇]λ + p(ρ )

1
q [ψ ]λλ̇

with domain (λ̇, ψ̇) ∈ Ṽ is surjective.
On the other side, since (α,ψ) is a solution of (P)λ, then the operator,

L[ψ̇] = ∆ψ̇ + pλ(ρ )
1
q [ψ̇]λ

is just (2.9) evaluated at (λ, αλ, ψλ) = (λ, α, ψ) and we will use the fact that the Fredholm
alternative holds for L.
Let us define R = R(L) ⊆ Cr(Ω ) to be the range of L. Now if Ṽ = {0} ×W where W is some

vector subspace of C2,r
0 (Ω ), then we have that L is surjective on W and then a fortiori L is

surjective on C2,r
0 (Ω ). Therefore, by the Fredholm alternative, we have Ker(L) = ∅, which is

(a) in the statement of Theorem 4.1. As a consequence we can assume that Ṽ = R×W , where

W is some vector subspace of C2,r
0 (Ω ). As above, we can assume without loss of generality that

L̃ is surjective on R × C2,r
0 (Ω ), that is, in other words that Ṽ = R × C2,r

0 (Ω ). At this point,

let d = codim(R) be the codimension of R. Since L̃ is surjective, then it is not difficult to see
that d ≤ 1. If d = 0, then Ker(L) = ∅ which is (a) in the statement of Theorem 4.1. Otherwise
d = 1 and we will conclude the proof by showing that (b) holds in this case. In this situation

the kernel must be one dimensional, Ker(L) = span{φ}, for some φ ∈ C2,r
0 (Ω ) which satisfies

∆φ+ pλ(ρ )
1
q [φ]λ = 0 and (2.18) takes the form

(α+ pλ < ψ >λ) < φ >λ= λ(p− 1) < ψ φ >λ . (4.3)

It is worth to recall that α > 0, λ > 0, p > 1 by assumption and that, by the maximum principle,
ψ > 0 in Ω. Therefore it is enough to show that if d = 1 then < ψ φ >λ 6= 0.

We argue by contradiction and suppose that < ψ φ >λ= 0. Since L̃ is surjective, then (ρ )
1
qφ

must be an element of its range and then there exists (µ, φ) ∈ R× C2,r
0 (Ω ) which satisfies

∆φ+ pλ(ρ )
1
q [φ]λ + p(ρ )

1
q [ψ ]λµ = (ρ )

1
qφ.

Recalling that < φ[φ]λ >λ =< [φ ]λφ >λ, multiplying this equation by φ and integrating by parts
we conclude that

pµ < φ[ψ ]λ >λ =< φ
2
>λ> 0,

which also shows that necessarily µ 6= 0 and < φ[ψ ]λ >λ 6= 0. However this is impossible since,
in view of < ψ φ >λ= 0 and (4.3), we would also conclude that

0 < pµ < φ [ψ ]λ >λ= pµ < φψ >λ −pµ < φ >λ< ψ >λ= 0,

which is the desired contradiction.
�

We are ready to present the proof of Theorem 1.4.
The Proof of Theorem 1.4.
By Theorem B we have that σ1(αλ, ψλ) > 0 and αλ > 0 for any λ ∈ [0, 1

pΛ(Ω, 2p)]. Therefore by

Lemma 2.5 we can continue the curve (αλ, ψλ) in a right neighborhood of 1
pΛ(Ω, 2p) to a larger

simple real analytic curve of solutions with no bifurcation points, G(Ω) ⊂ Gµ, µ > 1
pΛ(Ω, 2p),

such that, by continuity, αλ > 0 and σ1(αλ, ψλ) > 0 for any λ < µ. Therefore it is well defined,

λ1(Ω) := sup

{
µ >

1

p
Λ(Ω, 2p) : αλ > 0 and σ1(αλ, ψλ) > 0, ∀ (αλ, ψλ) ∈ Gµ, ∀λ < µ

}
.

By Theorem 1.2 we have λ1(Ω) < +∞ and there are only two possibilities:
either inf

λ∈[0,λ1(Ω))
αλ = 0 or inf

λ∈[0,λ1(Ω))
αλ > 0.
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By Proposition 2.9 we have that dαλ
dλ < 0, dEλdλ > 0 continue to hold whenever αλ > 0 and

σ1(αλ, ψλ) > 0 are satisfied, whence for any λ < λ1(Ω) as well. Now if inf
λ∈[0,λ1(Ω))

αλ = 0, then by

definition we have that αλ > 0 and σ1(αλ, ψλ) > 0 for any λ < λ1(Ω), and then by Lemma 2.11
it is not difficult to see that (i) holds with λ∞(Ω, p) = λ1(Ω).

We conclude the proof by showing that if αλ1(Ω) > 0 and Ω = |h(Ω0)|−
1
N h(Ω0), where h ∈

Diff 4(Ω0)\F as in the statement of Theorem 4.1, then, possibly taking a larger but still meager
set F , (ii) holds.

Let Ω̃ = h(Ω0), then either (a) or (b) of Theorem 4.1 hold for (P)λ on Ω̃ = h(Ω0), which however

in general does not satisfy |Ω̃| = 1. On the other side, of course by the dilation invariance of

(P)λ, (ii) holds for Ω if and only if (ii) holds on Ω̃. Therefore we can assume without loss of
generality that either (a) or (b) of Theorem 4.1 hold for (P)λ on Ω which satisfies |Ω| = 1. We
need first the following,

Lemma 4.6. Gλ1(Ω)(Ω) can be continued to a continuous simple parametrization without bifur-
cation points,

G∞ = {[0, s∞) 3 s 7→ (λ(s), α(s), ψ(s))}
which has locally the structure of a 1-dimensional real analytic manifold, such that for any s,
(α(s), ψ(s)) is a positive solution of (P)λ|λ=λ(s) and, as s → s∞, we have α(s) → 0+, and for

any sequence sn → s∞, there exists a subsequence {tn} ⊆ {sn}, such that λ(tn) → λ∞ and
ψ(tn) → ψ∞ in C2

0 (Ω ), for some λ∞ ∈ (1
pΛ(Ω, 2p), λ(Ω, p)] and ψ∞ which solves (P)λ with

λ = λ∞ and α = 0.

Proof. By Theorem 1.2 and Lemma 2.11 we see that λ and ψλ are compact in the R and C2
0 (Ω)

topology respectively. In view also of Theorem B, any limit point λ of a sequence of solutions
whose αn → 0+ must satisfy λ ∈ (1

pΛ(Ω, 2p), λ(Ω, p)]. Therefore we just need to prove that

Gλ1(Ω)(Ω) can be continued to G∞ and that α(s)→ 0+ as s→ s∞.
By Lemmas 2.5 and 2.11, and since αλ1(Ω) > 0 by assumption, it is not difficult to see that we
must have σ1(α1, ψ1) = 0, where α1 = αλ1(Ω) > 0 and ψ1 = ψλ1(Ω). Thus, in view of Theorem
4.1, we have Ker(Lλ1(Ω))=span{φ1} and < φ1 >λ1(Ω) 6= 0. As remarked in the introduction, since
|Ω| = 1, then αλ ≤ 1 and αλ = 1 if and only if λ = 0.
In particular we can apply Proposition 2.6 and continue Gλ1(Ω) to a continuous and simple curve
without bifurcation points and which locally around any point s0 > 0 admits a real analytic
reparametrization, that is, an injective and continuous map β0 : (−1, 1) → (s0 − ε, s0 + ε),
s = β(t), such that β(0) = s0 and (λ(β0(t), α(β0(t)), ψ(β0(t))) is real analytic. Therefore locally
this branch has also the structure of a 1-dimensional real analytic manifold and we denote it by,

G(s1+δ1) = {[0, s1 + δ1) 3 s 7→ (λ(s), α(s), ψ(s))} ,

which satisfies,

G(s1+δ1) = {[0, s1 + δ1] 3 s 7→ (λ(s), α(s), ψ(s))} ,
where, for some s1 > 0 and δ1 > 0, we have:
(A1)0 (λ(s), α(s), ψ(s)) is continuous for s ∈ [0, s1 + δ1];
(A1)1 (α(s), ψ(s)) is a positive solution with λ = λ(s) for any s ∈ [0, s1 + δ1];
(A1)2 λ(s) = s for s ≤ s1, λ(s1) = λ1(Ω) and λ(s∗) = 1

pΛ(Ω, 2p) for some s∗ < s1;

(A1)3 the inclusion {(λ, αλ, ψλ), λ ∈ [0, λ1(Ω)]} ≡ Gλ1(Ω) ⊂ G(s1+δ1), holds;
(A1)4 α(s) ∈ (0, 1), ∀ s ∈ (0, s1 + δ1];
(A1)5 λ(s) > 1

pΛ(Ω, 2p), ∀ s ∈ [s1, s1 + δ1];

(A1)6 0 /∈ σ(Lλ(s)), ∀ s ∈ (0, s1 + δ1) \ {s1}.
Clearly (A1)5 holds by (A1)2 and Theorem A. Also, (A1)6 holds since for any s0, the eigenvalues
σn(s0) = σn(α(s0), ψ(s0)) of Lλ(s0) are, after a suitable reparametrization s = β(t), locally real
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analytic functions (see [9]). Therefore the level sets of a fixed σn(β(t)) cannot have accumula-
tion points unless σn(β(t)) is locally constant and consequently, since σn(s) is (locally up to a
reparametrization) real analytic, unless it is constant on [0, s1 + δ1). However we can rule out
this case since for λ ≤ 1

pΛ(Ω, 2p) we have σ1(αλ, ψλ) > 0 and then we deduce from (A1)2 that

no σn(s) can vanish identically. Therefore it is well defined,

s2 := sup
{
t > s1 : α(s) > 0 and 0 /∈ σ(Lλ(s)), ∀ (λ(s), α(s), ψ(s)) ∈ G(t), ∀s1 < s < t

}
.

At this point either inf
s∈(0,s2)

α(s) = 0 or inf
s∈(0,s2)

α(s) > 0.

If inf
s∈(0,s2)

α(s) = 0 we are done since we can set s∞ = s2 and

G∞ = G(s∞) = {[0, s∞) 3 s 7→ (λ(s), α(s), ψ(s))} . (4.4)

If inf
s∈(0,s2(Ω))

α(s) > 0 the situation is different this time since we don’t know much about the

sign of the first eigenvalue for s > s1 and consequently in particular about the monotonicity
of αλ. However by compactness, Theorem B and since αλ = 1 implies λ = 0, then it is easy
to see that necessarily sup

s∈(0,s2)
α(s) < 1. In particular, if {λ2, ψ2} denote any limit point of

{λ(s), ψ(s)} as s→ s−2 , then by the definition of s2 we must necessarily have that Ker(Lλ(s2)) is
not empty and then, since (b) of Theorem 4.1 holds, conclude that in fact Ker(Lλ2

) = span{φ2}
and < φ2 >λ(s2) 6= 0. Therefore we can apply once more Proposition 2.6 and conclude that in
fact (λ(s), α(s), ψ(s)) can be continued as a continuous, locally (up to reparametrizations) real
analytic simple curve. In particular we can argue by induction and for k ≥ 3 define,

sk := sup
{
t > sk−1 : α(s) > 0 and 0 /∈ σ(Lλ(s)), ∀ (λ(s), α(s), ψ(s)) ∈ G(t), ∀sk−1 < s < t

}
.

If there exists some k ≥ 3 such that inf
s∈(0,sk)

α(s) = 0, then as in (4.4) we are done. Otherwise by

using Lemma 2.11, (b) of Theorem 4.1, Proposition 2.6 and Theorem A we can find sequences
{sk} and {δk > 0} such that, for any k ∈ N we have, sk+1 > sk > · · · > s2 > s1, sk + δk < sk+1

and,
(Ak)0 (λ(s), α(s), ψ(s)) is a continuous and simple curve without bifurcation points (which ad-
mits local real analytic reparamterizations) defined for s ∈ [0, sk + δk] ;
(Ak)1 for any s ∈ [0, sk + δk], (α(s), ψ(s)) is a positive solution with λ = λ(s);
(Ak)2 λ(s) = s for s < s1, λ(s1) = λ1(Ω), λ(s∗) = 1

pΛ(Ω, 2p), s∗ < s1;

(Ak)3 the inclusion {(λ(s), α(s), ψ(s)), s ∈ [0, sk]} ≡ G(sk) ⊂ G(sk+δk), holds;
(Ak)4 α(s) ∈ (0, 1), ∀ s ∈ (0, sk + δk];
(Ak)5 λ(s) > 1

pΛ(Ω, 2p), ∀ s ∈ (s1, sk + δk];

(Ak)6 0 /∈ σ(Lλ(s)), ∀ s ∈ (0, sk + δk) \ {s1, s2, · · · , sk};
(Ak)7 Ker(Lλ(sk)) = span{φk} and < φk >λ(sk) 6= 0.

Let s∞ = lim
k→+∞

sk, we claim that:

Claim: α(s)→ 0+ as s→ s∞.
We argue by contradiction and assume that along an increasing sequence {ŝj} such that ŝj → s∞,
it holds α(ŝj) ≥ ε0 > 0 for some ε0 > 0. Clearly we can extract a subsequence {skj} ⊂ {sk} such
that skj < ŝj ≤ skj+1

. By Theorem 1.2 we can extract an increasing subsequence of s (which we

will not relabel) such that λ(ŝj) → λ̂ and α(ŝj) → α̂ ∈ (0, 1] as j → +∞. Clearly by Lemma

2.11, passing to a further subsequence if necessary, we can find ψ̂ such that (α̂, ψ̂) is a positive

solution for λ = λ̂ and (α(ŝj), ψ(ŝj)) → (α̂, ψ̂) in C2
0 (Ω). However, by (Ak)5, α̂ cannot be 1

since α = 1 if and only if λ = 0. Therefore α̂ ∈ (0, 1). By Theorem 4.1 we can apply either

Lemma 2.5 or Proposition 2.6 and conclude that locally around (α̂, ψ̂) the set of solutions of

(P)λ is a real analytic parametrization of the form (λ̂(t), α̂(t), ψ̂(t)), t ∈ (−ε, ε) for some ε > 0

with (λ̂(0), α̂(0), ψ̂(0)) = (λ̂, α̂, ψ̂). In particular for j large enough we can assume without loss
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of generality that (λ̂(t), α̂(t), ψ̂(t)), t ∈ (−ε, 0) coincides with (λ(s), α(s), ψ(s)), s ∈ (ŝj , s∞).

Let {σ̂n}n∈N be the eigenvalues corresponding to (α̂, ψ̂) and {σ̂n(t)}n∈N be those corresponding

to (α̂(t), ψ̂(t)). On one side, since by construction 0 ∈ σ(Lλ(skj
)) and skj < ŝj ≤ skj+1

for any

j, then we have that 0 ∈ σ(Lλ̂). Indeed, if this was not the case, then, by Lemma 2.5 and
since the eigenvalues are isolated, we would have that there exists a fixed full neighborhood of 0
with empty intersection with σ(Lλ(skj

)) for any j large enough, which is a contradiction since the

number of negative eigenvalues is, locally around each positive solution, uniformly bounded. As a
consequence there exists n ∈ N such that σ̂n = 0. On the other side, since σ̂n(t) is in particular a
continuous function of t, by using once more the fact that the eigenvalues are isolated, possibly
passing to a further subsequence if necessary, we must obviously have σ̂n(t̂j) = 0 for some

t̂j → 0− as j → +∞. Whence σ̂n must vanish identically in (−ε, 0]. In particular the n-th
eigenvalue of (α(s), ψ(s)) must vanish identically for s ∈ (ŝj , s∞) and therefore in [0, s∞). This
is again a contradiction to (Ak)2 since for λ ≤ 1

pΛ(Ω, 2p) we have σ1(αλ, ψλ) > 0 and then no

eigenvalue can vanish identically. Therefore a contradiction arise which shows that α(s) → 0+

as s→ s∞ and concludes the proof of Lemma 4.6. �

In view of Lemma 4.6, to conclude the proof it is enough to show that, possibly replacing F of
Theorem 4.1 with a larger but still meager set, then there is a unique value λ∞(Ω, p) which can
be attained along a subsequence.

By a result in [24] (see Example 6.5 and also [37]), there exists a meager set F (1)
N,p ⊂ Diff 4(Ω0)

such that if h ∈ Diff 4(Ω0) \ F (1)
N,p and Ω = h(Ω0), then the set of solutions of

−∆v = vp in Ω, v = 0 on ∂Ω

is at most countable. Clearly FN,p := F ∪ F (1)
N,p is a meager set in Diff 4(Ω0) and we conclude

the proof by showing that if h ∈ Diff 4(Ω0) \ {FN ∪F (1)
N,p} then there is a unique value λ∞(Ω, p)

which can be attained along a subsequence.
We argue by contradiction and assume that 1

pΛ(Ω, 2p) < λ∞,1 < λ∞,2 ≤ λ(Ω, p) are attained

in the limit along two distinct subsequences. Since α(s) → 0+ as s → s∞ and since λ(s)
is continuous, then it is not difficult to see that any λ ∈ [λ∞,1, λ∞] is attained in the limit
along a subsequence and in particular that there exists a solution of (P)λ with α = 0 for any

λ ∈ [λ∞,1, λ∞,2]. Let vλ = βλψλ, βλ = λ
p
p−1 then −∆vλ = vpλ in Ω
vλ = 0 on ∂Ω∫

Ω v
p
λ = βλ

(4.5)

We would deduce in particular that, as far as h ∈ Diff 4(Ω0) \ {F ∪F (1)
N,p}, the set of solutions of

−∆vλ = vpλ in Ω vλ = 0 on ∂Ω,

is not countable. This is a contradiction since, as mentioned above, if h ∈ Diff 4(Ω0) \ {F (1)
N,p},

then the set of solution is at most countable. �

At this point we prove Theorem 1.6. We first state the following straightforward corollary of
some uniqueness results in [14].

Theorem C. ([14]) Let Ω ⊂ R2 be symmetric and convex with respect to the coordinate directions
xi, i = 1, 2 or Ω = BR ⊂ RN , N ≥ 3. Then there exists a unique value of λ, which we denote by
λ∗(Ω, p), such that there exists a solution of (P)λ with α = 0. In particular there exists a unique
solution ψ∗ of (P)λ with λ = λ∗(Ω, p) and α = 0.
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The proof of Theorem 1.6
By Theorem 2.7 we see that if either Ω ⊂ R2 is convex and symmetric with respect to both
directions or Ω = BR ⊂ RN , N ≥ 3, and if 0 ∈ σ(Lλ), then Ker(Lλ)=span{φ1} and < φ1 >λ 6= 0
always holds. Therefore for this class of domains the alternative (i)-(ii) always holds. By the
uniqueness of the solution for α = 0 (see Theorem C) we easily deduce that if (i) holds then
necessarily λ∞(Ω, p) = λ∗(Ω, p) and ψ∞ = ψ∗.
Proof of (j)-(jj).
Both (j) and the left hand side inequality in (1.13) are straightforward consequences of Theo-
rem 1.2 in [6] as stated right after Theorem 1.6. Therefore, we are just left with the proof of
the right hand side inequality in (1.13). By using once more Theorem C and using the scale
invariance of the Rayleigh quotient in (1.12), it is not difficult to see that ψ∗ is a minimizer of
(1.12) with t = p+1. Therefore, it follows from the reverse Holder inequality for minimizers (see
Theorem 2 in [11]) that (∫

Ω
ψp∗

)2

≥ 8π

p+ 1

1

Λ(Ω, p+ 1)

(∫
Ω
ψp+1
∗

) 2p
p+1

and in view of 2E∗(Ω, p) = λp∗(Ω, p)
∫

Ω ψ
p+1
∗ we readily deduce that

λ∗(Ω, p) ≤

(
p+1
8π Λ(Ω, p+ 1)

) p+1
2p

2E∗(Ω, p)

where it is easily seen that if Ω = D2 then the equality holds. �

5. On the monotonic continuation of the branch of solutions

The constrained problem (P)λ comes with its own variational principle, see section A. Under
a natural connectivity assumption about the set of variational solutions we prove that (i) of
Theorem 1.4 holds. Let us define,

S(Ω) =
⋃

λ∈[0,λ∗∗(Ω,p))

{(λ, αλ, ψλ) : (αλ, ψλ) is a positive variational solution of (P)λ} ,

where λ∗∗(Ω, p) has been defined in Theorem A. We say that (H) holds if the following connec-
tivity assumption holds:

(H) There exists a subset S∗∗(Ω) ⊆ S(Ω) with the following properties:
- for each λ ∈ [0, λ∗∗(Ω, p)), S∗∗(Ω) is not empty;
- for any pair {(λ1, α1, ψ1), (λ2, α2, ψ2)} ⊂ S∗∗(Ω), there exists a continuous map (in the product
topology), [1, 2] 3 t 7→ (λ(t), α(t), ψ(t)) such that:
(λ(1), α(1), ψ(1)) = (λ1, α1, ψ1), (λ(2), α(2), ψ(2)) = (λ2, α2, ψ2) and (λ(t), α(t), ψ(t)) ∈ S∗∗(Ω)
for any t ∈ [1, 2].

Then we have,

Theorem 5.1. Let p ∈ (1, pN ) and suppose (H) holds for any domain. Then, for most bounded
domains Ω ⊂ RN of class C4, |Ω| = 1, we have that S∗∗(Ω) is a continuous, simple curve without
bifurcation points,

S∗∗(Ω) =
{

[0, λ∗∗(Ω, p)) 3 λ 7→ (αλ, ψλ) ∈ (0, 1]× C2,r
0,+(Ω )

}
such that

αλ is strictly decreasing and Eλ is strictly increasing

and, as λ↗ λ∗∗(Ω, p), αλ → 0+ and Eλ → E∗. In particular, for N ≥ 3 it holds E∗ <
q

λ∗∗(Ω, p)
.
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Proof. We argue as in the very beginning of the proof of Theorem 1.4 and deduce from Lemma 2.11
and Lemma 2.5 that we can continue the curve G(Ω) of solutions (αλ, ψλ) in a right neighbor-
hood of 1

pΛ(Ω, 2p) to a larger simple real analytic curve of solutions with no bifurcation points,

G(Ω) ⊂ Gµ, µ > 1
pΛ(Ω, 2p), such that, by continuity, αλ > 0 and σ1(αλ, ψλ) > 0 for any λ < µ.

Therefore it is well defined,

λ̂1 := sup

{
µ >

1

p
Λ(Ω, 2p) : αλ > 0 and σ1(αλ, ψλ) > 0, ∀ (αλ, ψλ) ∈ Gµ, ∀λ < µ

}
.

Let

Gµ = {(λ, αλ, ψλ) |λ ∈ [0, µ), (αλ, ψλ) ∈ Gµ}. (5.1)

Obviously by Theorem B we have,

G 1
p

Λ(Ω,2p) ⊂ S∗∗(Ω) (5.2)

and in particular the only solutions for λ < 1
pΛ(Ω, 2p) are the variational solutions. In view of

the assumption (H), we deduce the following

Lemma 5.2. (H) implies that G
λ̂1
⊆ S∗∗(Ω).

Proof. Suppose by contradiction that there exists 1
pΛ(Ω, 2p) ≤ λ1 < λ̂1 such that (λ1, α1, ψ1) ∈

G
λ̂1

but (λ1, α1, ψ1) /∈ S∗∗(Ω). Let us fix λ2 ∈ (λ1, λ̂1) and observe that, by (H), there exists

at least one variational solution (λλ2
, αλ2

, ψλ2
) ∈ S∗∗(Ω). Moreover, still by (H), for fixed λ0 ∈

[0, 1
pΛ(Ω, 2p) ), there exists a continuous path, say Γ, such that

[0, 2] 3 t Γ−→ (λ(t), α(t), ψ(t)) ∈ S∗∗(Ω), for any t ∈ [0, 2],

and

(λ(2), α(2), ψ(2)) = (λ2, αλ2
, ψλ2

), (λ(0), α(0), ψ(0)) = (λ0, αλ0 , ψλ0),

where (αλ0 , ψλ0) is the unique solution, whence the unique variational solution, for λ = λ0.
Because of the gap at λ1, (λ(t), α(t), ψ(t)) /∈ G

λ̂1
for those t such that λ(t) = λ1. We remark that

λ(t) is a continuous function and then it must attain also the value λ1. Therefore the support
of Γ cannot intersect G

λ̂1
for those t such that λ(t) = λ1. On the other side, since G

λ̂1
is a

real analytic curve with no bifurcation points, and Γ is continuous, then the curve Γ cannot
intersect G

λ̂1
at all. Therefore in particular (λ0, αλ0 , ψλ0) /∈ G

λ̂1
which is a contradiction since

the solution at λ0 is unique and then (λ0, αλ0 , ψλ0) ∈ G
λ̂1

. �

At this point we deduce the following,

Lemma 5.3. G
λ̂1

can be continued to a continuous and piecewise real analytic simple curve

without bifurcation points

G∗∗ =
{

[0, λ∗∗(Ω, p)) 3 λ 7→ (αλ, ψλ) ∈ (0, 1]× C2,r
0,+(Ω )

}
with the property that αλ and ψλ are real analytic in λ with the exception of at most a strictly
increasing set {λk}k∈I , I ⊆ N, of isolated points, with no finite accumulation points, excluding
possibly λ∗∗(Ω, p). In particular,

dαλ
dλ

< 0 and
dEλ

dλ
> 0, ∀ 0 ≤ λ < λ∗∗(Ω, p), λ /∈ {λk}k∈N,

and each λk is an inflection point,

dαλ
dλ
→ −∞ and

dEλ

dλ
→ +∞, as λ→ λk, k ∈ N.

In particular S∗∗(Ω) ≡ G∗∗.
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Proof. By Lemma 2.11 and since λ̂1 ≤ λ∗∗(Ω, p), it is not difficult to see that we can pass to

the limit as λ → λ̂1 and conclude that α̂ = αλ̂1
, ψ̂ = ψ

λ̂1
∈ C2,r

0,+(Ω ) and σ̂ = σ1(α̂, ψ̂) are

well defined. In particular, in view of Lemma 5.2, we see that (α̂, ψ̂), being the uniform limit of

variational solutions, is also a variational solution. At this point, if λ̂1 = λ∗∗(Ω, p), then Lemma
2.5 and Proposition 2.9 yields the desired conclusion. Therefore we can assume without loss of

generality that λ̂1 < λ∗∗(Ω, p), σ̂ = 0 and α̂ > 0.

By Theorem 4.1 we see that the first eigenvalue σ̂ is simple and that, denoting by φ̂ = φ
1,λ̂1

the unique eigenfunction of σ̂, it holds < φ̂ >λ̂1
6= 0. Therefore we can apply Proposition 2.6

and conclude that G
λ̂1

can be continued to a continuous and piecewise analytic curve with no

bifurcation points, say G(ε), defined in a slightly larger interval [0, λ̂1 +ε). Please observe that, in
the application of Proposition 2.6, we can exclude that λ(s) is constant, since λ itself is the free

variable of the parametrization for λ < λ̂1. Let Gλ̂1+ε defined as in (5.1) just with µ = λ̂1 + ε. In
view of (H) the same argument of Lemma 5.2 shows that Gλ̂1+ε ⊆ S∗∗(Ω), whence, in particular
in view of Proposition 2.10, we have σ1(αλ, ψλ) ≥ 0 along Gλ̂1+ε. At this point we can use (2.22)
and observe that

σ1(s)

λ′(s)
=
< [φ̂]λ̂1

, ψ̂ >λ̂1
+o(1)

< [φ̂]2
λ̂1
>λ̂1

+o(1)
, as s→ 0,

where φ̂ = φ
1,λ̂1

is the unique eigenfunction of σ̂. We can assume without loss of generality

that λ
′
(s) > 0 for s < 0. By using once more < φ̂ >λ̂1

6= 0 and (2.21), then we conclude that

< [φ̂]λ̂1
, ψ̂ >λ̂1

6= 0 and actually, since σ1(s) > 0 and λ
′
(s) > 0 for s < 0, that necessarily

< [φ̂]λ̂1
, ψ̂ >λ̂1

> 0. As a consequence, since σ1(s) ≥ 0 for s > 0 small enough, then in particular

σ1(s) > 0 and consequently λ
′
(s) > 0 for any s 6= 0 small enough. Therefore G(ε) ≡ Gλ̂1+ε

is a continuous, piecewise real analytic curve of solutions of (P)λ with λ ∈ [0, λ̂1 + ε) and

σ1(ψλ, αλ) > 0 in [0, λ̂1 +ε)\{λ̂1}. In particular, in view of (2.20) and since λ
′
(s)→ 0+ as s→ 0

we find that,

dαλ
dλ

=
α
′
(s)

λ′(s)
=
−λ̂1 < ψ̂ >λ̂1

+o(1)

λ′(s)
→ −∞, as s→ 0.

On the other side we have,∫
Ω ρλ̂1

φ̂∫
Ω(ρ

λ̂1
)

1
q

= α̂ < φ̂ >λ̂1
+λ̂1 < ψ̂ [φ̂]λ̂1

>λ̂1
+λ̂1 < ψ̂ >λ̂1

< φ̂ >λ̂1
,

which, by using once more (2.21), shows that
∫

Ω ρλ̂1
φ̂ > 0. Therefore we conclude that,

dEλ

dλ
=

∫
Ω
ρ
λ

dψλ
dλ

=

∫
Ω
ρ
λ(s)

ψ
′
(s)

λ′(s)
=

∫
Ω

(
ρ
λ̂1

+ o(1)
) φ̂+ o(1)

λ′(s)
→ +∞, as s→ 0.

At this point we can simply iterate the argument above. Indeed, by defining

λ̂2 = λ̂2(Ω) := sup{λ̂1 < µ < λ∗∗(Ω, p) : αλ > 0 and σ1(ψλ, αλ) > 0, ∀ (αλ, ψλ) ∈ Gµ},

we see that we are left with the same two possibilities, that is, either λ̂2 = λ∗∗(Ω, p), and

we would be done, or λ̂2 < λ∗∗(Ω, p) and we could repeat the continuation argument. At this
point, the same inductive argument adopted in the proof of Theorem 1.4 shows that Gλ̂1+ε can
be continued in the full interval (0, λ∗∗(Ω, p)) to a continuous curve Gλ̂1+ε (λ, αλ, ψλ), where
(αλ, ψλ) are positive variational solutions of (P)λ with the property that αλ and ψλ are real
analytic in λ with the exception of at most a strictly increasing sequence {λk}k∈N of isolated
points such that λk → λ∗∗(Ω, p). Indeed if an accumulation point of λk would exists which is not
λ∗∗(Ω, p), then we would obtain a contradiction to the real analiticity of the parametrization
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around positive solutions. This is done exactly as in the proof Theorem 1.4 and we skip this
part here to avoid repetitions. In particular we have,

dαλ
dλ

< 0 and
dEλ

dλ
> 0, ∀λ 6= λk, k ∈ N,

and each λk is an inflection point,

dαλ
dλ
→ −∞ and

dEλ

dλ
→ +∞, as λ→ λk, k ∈ N.

�

Putting G∗∗ = Gµ|λ∗∗(Ω,p), we see that Lemma 5.3 essentially concludes the proof. Indeed,

the bound for Eλ is an immediate consequence of (A.3) below and we just miss the fact that
G∗∗ ≡ S∗∗(Ω). However this is easy to check, since by construction G∗∗ ⊆ S∗∗(Ω), while if
S∗∗(Ω) \ G∗∗ were not empty, then by (H) we could always find a continuous path connecting
points on S∗∗(Ω) \ G∗∗ whose λ satisfies 1

pΛ(Ω, 2p) ≤ λ < λ∗∗(Ω, p) with any one of those in

S∗∗(Ω)∩G∗∗ with λ0 <
1
pΛ(Ω, 2p). As in Lemma 5.2 this would cause G∗∗ to have a bifurcation

point at some (λ0, αλ0 , ψλ0) < 1
pΛ(Ω, 2p), which is impossible. �

6. Applications: a nonlinear eigenvalue problem

We present here an application to a classic nonlinear eigenvalue problem, which was actually
our starting motivation to pursue this approach. In a sense, we obtain a “desingularization” of
the blow up limit of problem (6.1) below. For p ∈ (1, pN ), let us consider classical solutions of{

−∆u = µ(1 + u)p in Ω
u = 0 on ∂Ω

. (6.1)

By assuming p < N+2
N−2 and uµ to be a mountain pass solution of (6.1), it was proved in [18] that

along a subsequence and as µ→ 0+ then µ
1
p−1uµ → U∞ where U∞ > 0 in Ω is a mountain pass

solution of

−∆U∞ = Up∞, in Ω, U∞ = 0 on ∂Ω. (6.2)

Here we deduce the following generic result about the Rabinowitz ([36]) unbounded continuum
of solutions of (6.1).

Theorem 6.1. Let p ∈ (1, pN ), Ω ⊂ RN be as in Theorem 1.4 and let (λ(s), αλ(s), ψλ(s)),
s ∈ [0, s∞), denote the curve of positive solutions of (P)λ satisfying either (i) or (ii) in Theo-

rem 1.4. Then, there exists λ∞(Ω, p) ∈ (1
pΛ(Ω, 2p), λ(Ω, p)] such that the Rabinowitz unbounded

continuum of solutions of (6.1) is a continuous parametrization

R∞ = {[0, s∞) 3 s 7→ (µ(s), u(s)) ∈ [0,+∞)× C2,r
0 (Ω )},

where

(µ(s), u(s)) = (λ(s)αp−1(s),
λ(s)

α(s)
ψ(s)),

and α(s) ∈ (0, 1], λ(s) ∈ (1
pΛ(Ω, 2p), λ(Ω, p)), (µ(0), u(0)) = (0, 0).

Moreover, as s→ s∞, α(s)→ 0+, λ(s)→ λ∞(Ω, p), so that µ(s)→ 0+ and in particular for any

sequence sn → s∞ there exists a subsequence {tn} ⊆ {sn}, such that λ
1
p−1 (tn)α(tn)u(tn) → U∞

in C2
0 (Ω ), where U∞ is a solution of (6.2).



GENERIC PROPERTIES FOR FREE BOUNDARY PROBLEMS 27

Remark 6.2. Obviously, in view of Theorem 1.6, if Ω ⊂ R2 is convex and symmetric with respect

to the coordinate directions or either Ω = DN , N ≥ 3, then, as s→ s∞, λ
1
p−1 (s)α(s)u(s)→ U∗

where U∗ is the unique solution of (6.2). However, in these particular cases much more is known
about R∞, see for example [23], [27]. Also, it is well known that µ → 0+ along the branch of
non minimal solutions ([28]).
The interest of Theorem [36] relies in the ”desingularization” of the limit µ → 0+ for non
minimal solutions, that is, the fact that, as a corollary of Theorem 1.4, in a generic sense
along R∞ any non minimal unbounded sequence of solutions must be asymptotically ”almost”
proportional to a solution of (6.2).

Proof of Theorem 6.1. We first point out that in case (i) of Theorem 1.4 we just have λ(s) = s,

α(s) = αs, ψ(s) = ψs. Now, it is readily seen that for any s, u(s) = λ(s)
α(s)ψ(s) is a solution of

(6.1) with µ = µ(s) = λ(s)αp−1(s). Since by Theorem 1.4 (λ(s), αλ(s), ψλ(s)) is continuous, we
deduce that

[0, s∞) 3 s 7→ (µ(s), u(s)) =

(
λ(s)αp−1(s),

λ(s)

α(s)
ψ(s)

)
is a continuous (not necessarily simple) curve. Since in particular α(0) = 1, λ(0) = 0, ψ(0) =
G[1], we are just left to prove the assertion about the limit s → s∞. By Theorem 1.4 we have
α(s) → 0+ and λ(s) → λ∞(Ω, p) as s → s∞ and for any sequence sn → s∞ there exists a
subsequence {tn} ⊆ {sn} such that ψ(tn)→ ψ∞ in C2

0 (Ω ), for some ψ∞ which solves (P)λ with

λ = λ∞(Ω, p) and α = 0. Clearly U(s) = λ
1
p−1 (s)α(s)us = λ

p
p−1 (s)ψ(s) is a solution of{

−∆U(s) = λ
p
p−1 (s)(α(s) + λ

− 1
p−1 (s)U(s))p in Ω

U(s) = 0 on ∂Ω

and the convergence of U(tn) follows by standard elliptic estimates. �

Appendix A. Variational solutions

Problem (P)λ arises as the Euler-Lagrange equation of the constrained minimization principle
(VP) below for the plasma densities ρ ∈ L1(Ω), which, for p > 1, is equivalent to the variational
formulation of (F)I . We shortly discuss here the variational solutions of (F)I and (P)λ and
their equivalence and refer to [7] for a detailed discussion of this point. In this context αλ is the
Lagrange multiplier related to the ”mass” constraint

∫
Ω ρλ = 1 while the Dirichlet energy is the

density interaction energy,

E(ρ) =
1

2

∫
Ω
ρG[ρ],

which is easily seen to coincide with Eλ whenever ψλ = G[ρ
λ
], that is, Eλ = E(ρ

λ
).

For any

ρ ∈ PΩ :=
{
ρ ∈ L1+ 1

p (Ω) |ρ ≥ 0 a.e. in Ω
}
,

and λ ≥ 0, we define the free energy,

Jλ(ρ) = p
p+1

∫
Ω

(ρ)
1+ 1

p − λ

2

∫
Ω
ρG[ρ]. (A.1)

Let us consider the variational principle,

J (λ) = inf

{
Jλ(ρ) : ρ ∈ PΩ,

∫
Ω
ρ = 1

}
. (VP)

It has been shown in [7, 43] that for each λ > 0 there exists at least one ρ
λ

which solves
the (VP). In particular, ([7]) α = αλ ∈ R arises as the Lagrange multiplier relative to the
constraint

∫
Ω ρλ = 1 and if αλ ≥ 0, then any minimizer ρ

λ
yields a solution (αλ, ψλ) of (P)λ

where ψλ = G[ρ
λ
]. Any such solution is called a variational solution of (P)λ.
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Solutions of (F)I are also found in [7] as minimizers of the functional ΨI(v), v ∈ HI defined as
follows

ΨI(v) =
1

2

∫
Ω
|∇v|2 − 1

p+ 1

(∫
Ω

(v)p+1
+

)
+ Iv(∂Ω), (A.2)

on

HI =

{
v ∈ H |

∫
Ω

(v)p+ = I

}
,

where I > 0 and H is the space of H1(Ω) functions whose boundary trace is constant. For fixed
I > 0, a variational solution of (F)I is a solution of (F)I which is also a minimizer of ΨI on
HI . It has been shown in [7] that, for p ∈ (1, pN ), at least one variational solution exists for each
I > 0. The proof of Theorem A in the introduction can be found in Appendix A of [5].

Finally we show that for positive variational solutions of (P)λ and N ≥ 3 the following holds:

Eλ ≤
q

λ
(1− αλ), ∀λ > 0. (A.3)

Indeed, putting cp = p
p+1 , we see that,

J (λ) = −1 + cp

∫
Ω

(ρ
λ
)
1+ 1

p − λEλ = −1 + cp

∫
Ω
ρ
λ
(αλ + λψλ)− λEλ =

−1 + cpαλ + cp2λEλ − λEλ = −1 + cpαλ +
p− 1

p+ 1
λEλ. (A.4)

Since J (λ) is decreasing, then we also find that,

−1 + cp = J (0) ≥ J (λ) = −1 + cpαλ +
p− 1

p+ 1
λEλ,

which immediately yields (A.3).
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