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1. Introduction and main results

The pioneering works by DiPerna–Lions [18] and Ambrosio [3] establish existence and uniqueness
results for the Cauchy problem for transport and continuity equations with weakly differentiable veloc-
ity fields: in particular, Ambrosio [3] deals with BV (bounded total variation) vector fields satisfying
suitable bounds on the space divergence. In view of the applications to conservation laws, the require-
ment on the space divergence in [3] can be conveniently replaced by the notion of nearly incompressible
vector field, which is extensively discussed by De Lellis in [17].

The analysis in the present paper is originally motivated by the applications to a family of con-
servation laws modeling traffic flows on road networks discussed in the companion paper [19]. Here
we focus on initial-boundary value problems for transport equations with nearly incompressible vector
fields in one space dimension and, under the sole assumption that the vector field is bounded, estab-
lish existence and uniqueness results, stability, and propagation of BV regularity. Initial-boundary
value problems for transport equations with low regularity coefficients have been previously studied
for Sobolev [8] or BV [13, 15] vector fields. Note that the counterexamples in [15] show that, in several
space dimensions, as soon as the BV regularity deteriorates at the domain boundary, uniqueness may
be lost. Compared to the analysis in [8, 13, 15] we restrict to the one-dimensional case, but impose
much weaker assumptions on the velocity field as we remove the requirement that it has Sobolev or BV
regularity. Well-posedness results for the Cauchy problem for merely bounded nearly incompressible
vector fields have been established by Panov [23], see also Gusev [20]. We were able to extend the
techniques in [20, 23] to tackle the initial-boundary value problem in the case the velocity field is either
nonpositive or nonegative. However, as pointed out in Remark 6.3 below, there is apparently a fairly
severe obstruction to the extension of these techniques to the case of sign–changing vector fields. To
tackle this case, we introduce a new and more technically demanding construction, which we comment
upon later on in the introduction.

We now provide the definition of nearly incompressible vector field in one space dimension (we refer
to [17] for the multi-dimensional case).
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Definition 1.1. Consider an open interval ]α, β[ and a time T > 0. We term a vector field b ∈
L∞(]0, T [×]α, β[;R) nearly incompressible if there is a density function ρ ∈ L∞(]0, T [×]α, β[) such
that

i) ρ ≥ 0 a.e. on ]0, T [×]α, β[1;
ii) ρ is a distributional solution of the equation

(1.1) ∂tρ+ ∂x[bρ] = 0 on ]0, T [×]α, β[.

To simplify the exposition, in the following we assume that ]α, β[ is a bounded interval, but our
analysis extends to the cases α = −∞ and β = +∞. We consider the following initial-boundary value
problem

(1.2)


∂t [ρθ] + ∂x[bρθ] = 0 on ]0, T [×]α, β[

θ(t, α) = θ̄(t) if b(t, α) > 0

θ(t, β) = θ(t) if b(t, β) < 0

θ(0, ·) = θ0

where θ̄, θ and θ0 are assigned functions. Some remarks are here in order. First, by combining the
equation at the first line of (1.2) with (1.1) we formally obtain the transport equation

(1.3) ∂tθ + b ∂xθ = 0.

Note, however, that we are interested in the case where b is a bounded function and ∂xθ is a distribution,
and therefore the product b ∂xθ is not well-defined. Second, in (1.2) we assign the values of θ(·, α) and
θ(·, β) on the set where b(·, α) > 0 and b(·, β) < 0, respectively. This is consistent with (1.3), but in
principle nonsensical since b is only an L∞ function and hence the values b(·, α) and b(·, β), which are
the values on a zero-measure set, are not well-defined. Following [13, 15], we tackle this problem and
provide a rigorous formulation of (1.2) by relying on the theory of normal traces for measure-divergence
vector fields developed in [4, 5, 12], see §2.3 and in particular Definition 2.7. As a third remark we
point out that, by combining the rigorous formulation of the boundary condition given in Definition 2.7
with Lemma 4.1, we obtain that in (1.2) one could equivalently assign the boundary condition on the
set where b(·, α) ≥ 0 and b(·, β) ≤ 0, see Remark 6.2. In particular, if b ≥ 02 then we can consider the
initial-boundary value problem

(1.4)

{
∂t [ρθ] + ∂x[bρθ] = 0 on ]0, T [×]α, β[

θ(·, α) = θ̄ θ(0, ·) = θ0.

As a matter of fact, all the results contained in this work concerning (1.2) extend to the case of (1.4),
provided b ≥ 0. We now state our existence and uniqueness result.

Theorem 1.2. Fix T > 0 and an open and bounded interval ]α, β[⊆ R. Assume that b ∈ L∞(]0, T [×]α, β[)
is a nearly incompressible vector field with density ρ. Then for every θ̄, θ ∈ L∞(]0, T [), and θ0 ∈
L∞(]α, β[) there is θ ∈ L∞(]0, T [×]α, β[) that is solution, in the sense of Definition 2.7, of the initial-
boundary value problem (1.2) and satisfies

(1.5) ‖θ‖L∞ ≤ max{‖θ̄‖L∞ , ‖θ0‖L∞ , ‖θ‖L∞}.
Also, if θ1, θ2 ∈ L∞(]0, T [×]α, β[) are two solutions of (1.2), then ρθ1 = ρθ2 a.e. on ]0, T [×]α, β[.

Some remarks are again in order. First, the equality ρθ1 = ρθ2 is the best uniqueness result one
can hope for, since the equation at the first line of (1.2) does not provide any information on θ on the
set where ρ vanishes. Second, the proof of the uniqueness result heavily relies on the fact that we are
focusing on the one-dimensional case. Note that the counterexamples in [15] concern zero-divergence

1Note that some authors give a more restrictive definition and require that ρ is bounded away from 0, see for instance
the recent groundbreaking work [6]

2In the following, to simplify the notation we will explicitely discuss the case b ≥ 0 only, however our results straight-
forwardly extend to the case b ≤ 0
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and henceforth (it suffices to take ρ ≡ 1) nearly incompressible vector fields and show that, in several
space dimensions, uniqueness fails as soon as the BV regularity deteriorates at the domain boundary.
Third, the most interesting feature of the above result is that we establish uniqueness for sign-changing
coefficients b, as in this case the techniques developed for the Cauchy problem in [20, 23] do not extend
to initial-boundary value problems. Fourth, as a byproduct of the uniqueness proof in the general case
we also establish a trace renormalization result, see Theorem 4.2. Fifth, in [19] we use Theorem 1.2,
Corollary 1.3 and Proposition 1.4 to establish well posedness results for a source-destination model of
traffic flows on networks. In this model, the rate of cars following a given path is indeed governed by
a transport equation with piecewise nearly incompressible vector field. Sixth, we also have stability
with respect to weak and strong convergence, see Proposition 5.2, and a comparison principle given by
the following result.

Corollary 1.3. Under the same assumptions as in the statement of Theorem 1.2, assume furthermore
that θ̄a ≥ θ̄b, θa ≥ θb and θ0a ≥ θ0b, then the corresponding solutions of (1.2) satisfy ρθa ≥ ρθb a.e. on
]0, T [×]α, β[.

The following result establishes propagation of the BV regularity.

Proposition 1.4. Under the same assumptions as in the statement of Theorem 1.2, assume further-
more that θ̄, θ ∈ BV (]0, T [) and θ0 ∈ BV (]α, β[), then there is a solution θ of (1.2) such that

TotVar]α,β[θ(t, ·) ≤ TotVarθ̄ + |θ̄(0+)− θ0(α+)|+ TotVarθ0 + |θ0(β−)− θ(0+)|
+ TotVarθ for a.e. t ∈]0, T [.

(1.6)

Also, θ ∈ BV (]0, T [×]α, β[) and
(1.7)

|Dθ|(]0, T [×]α, β[) ≤ C
(
‖b‖L∞ , T,TotVar θ̄, |θ̄(0+)− θ0(α+)|,TotVar θ0, |θ0(β−)− θ(0+)|,TotVar θ

)
,

where |Dθ|(]0, T [×]α, β[) denotes the total variation of the distributional gradient of θ.

In (1.6) and (1.7), θ0(α+) and θ0(β−) denote the right and the left limit of θ0 at α and β, respectively:
they are well defined since θ0 ∈ BV (]α, β[). We analogously define θ̄(0+) and θ(0+). The proof of
Proposition 1.4 highly relies on the fact that the space variable is one-dimensional. Note that, as pointed
out in [14] the propagation of the BV regularity fails already in two space dimensions, see also [2, 11, 21]
and [22] for the autonomous case. In the case where b is either nonpositive or nonnegative, we also
have a BV -in-time regularity result, which we use in [19] to establish propagation of BV regularity for
the source-destination model.

Theorem 1.5. Fix T > 0 and a bounded, open interval ]α, β[⊆ R and assume that b ∈ L∞(]0, T [×]α, β[)
is a nearly incompressible vector field with density ρ. Assume furthermore that b ≥ 0 and that
θ0 ∈ BV (]α, β[) and θ̄ ∈ BV (]0, T [). Then there is θ ∈ L∞(]0, T [×]α, β[) which is a solution of (1.4)

in the sense of Definition 2.7 and satisfies the following. For every x ∈]α, β[, there is θ̃x ∈ L∞(]0, T [)
such that

(1.8) Tr[bρθ](·, x) = Tr[bρ](·, x)θ̃x a.e. on ]0, T [

and

(1.9) TotVar θ̃x ≤ C(Tot.Var. θ0,TotVar θ̄, |θ̄(0+)− θ0(α+)|).

Also, if κ ≤ θ0, θ̄ ≤ K, then

(1.10) κ ≤ θ̃x ≤ K a.e. on ]0, T [.

The above results extend to the extremum x = β provided one replaces Tr[bρθ](·, x) and Tr[bρ](·, x) with
Tr[bρθ](·, β−) and Tr[bρ](·, β−), respectively.
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Note that, in (1.8), Tr[bρθ](·, x) and Tr[bρ](·, x) denote the normal trace of the functions bρθ and
bρ, respectively, at x: the normal trace is rigorously defined in Remark 2.6. Very loosely speaking, the
normal trace can be regarded as a way to define the values of bρθ and bρ at the point x, which a priori
is not possible because the segment {(t, x) : t ∈]0, T [} is negligible. To get an heuristic idea of the
meaning of (1.8) one can replace Tr[bρθ](·, x) and Tr[bρ](·, x) with the pointwise values bρθ(·, x) and
bρ(·, x), respectively. Note furthermore that, if b changes sign, then (1.9) fails, as the counterexample
discussed in §6.2 shows.

To conclude this introduction we provide some handwaving remarks on the main ideas underpinning
the proof of the main results. As pointed out before, we could not extend the techniques in [20, 23]
to establish the proof of Theorem 1.2 in the general case. Instead, we rely on a different approach,
which is based on a “lagrangian formulation” of the problem, albeit in a very irregular setting. This
approach is inspired by recent works on the transport equation with highly irregular, zero divergence
vector fields in two space dimensions, see in particular [1] and also [7, 22]. Very loosely speaking,
the basic idea is the following. Assume that θ and b are both smooth functions, then the transport
equation (1.3) is well-defined and we can apply the classic method of characteristics: the solution θ
is simply transported along the curves in the (t, x) plane tangent to the vector (1, b(t, x)). Assume
furthermore that ρ is also a smooth function, and that it is bounded away from 0. Consider the
potential function Q : [0, T ]× [α, β]→ R defined by setting

(1.11) ∂tQ = −bρ, ∂xQ = ρ, Q(0, α) = 0.

Since ρ is bounded away from 0, we can apply the Implicit Function Theorem and conclude that the
level sets of Q are curves in the (t, x) plane tangent to the vector (1, b(t, x)), i.e. they are characteristic
lines for (1.3). In other words, the solution θ of the transport equation (1.3) is transported (and
henceforth constant) along the level sets of Q. In a nonsmooth setting (say b, ρ ∈ L∞) the equation

Ẋ = b(t,X) defining the characteristic curves is highly ill posed since both existence and uniqueness
may fail (we refer to [9, 10] and to the reference therein for very recent results on discontinuous ODEs
in the one dimensional setting). On the other hand, the potential function satisfying (1.11) is Lipschitz
continuous, hence its level sets are well-defined and there is hope of showing that θ is transported, in
some weak sense, along the level sets of Q. Note, however, that in the present paper we consider the
case where ρ can attain the value zero: in this case the level sets of Q may have a nontrivial structure
and this is why we have to rely on the more technical definition given by (3.10). See also §3.1 for some
further details about the main ideas underpinning the construction given in the proof of Theorem 1.2.

Outline. The exposition is organized as follows. In §2 we recall some preliminary results, in §3 we
introduce our main argument and provide the proof of Theorem 1.2, and in §4 we establish Corollary 1.3
and the trace renormalization property. In §5 we establish the proof of Proposition 1.4 and with
Proposition 5.2 we discuss the stability of the solution of (1.2) . As a byproduct we obtain an alternative
proof of the existence statement in Theorem 1.2, see Remark 5.1. Finally, in §6 we establish the proof
of Theorem 1.5 and in §6.2 we discuss the counterexample showing that Theorem 1.5 fails if b changes
sign. We also provide a self-contained proof of Theorem 1.2 in the case b ≥ 0 (or b ≤ 0). The reader
who is only interested in this case can skip §3 and focus on §6. Note however that §3 is the most
interesting part of the present paper. For the reader’s convenience we conclude the introduction by
recalling the main notation used in the present paper.

Notation. We denote by C(a1, . . . , a`) a constant only depending on the quantities a1, . . . , a`. Its
precise value can vary from occurrence to occurrence.

General mathematical symbols.

• R+ := [0,+∞[;
• Ld: the d-dimensional Lebesgue measure;
• TotVar u: the total variation of the function u;
• a.e., for a.e. x: almost everywhere, for almost every x. Unless otherwise specified, it means

with respect to the Lebesgue measure;
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• dx: integration with respect to the standard Lebesgue measure;
• fLd, where f ∈ L1(Rd): the measure on Rd defined by setting

fLd(E) :=

ˆ
E
f(x)dx,

for every measurable set E ⊆ Rd;
• BV : the space of functions with bounded total variation;
• Tr[B, ∂Λ]: the normal trace of B on ∂Λ, see Lemma 2.3;
• Hd: the d-dimensional Hausdorff measure;
• fxA: the restriction of a function f to a set A;
• Tr[bρθ](·, α+), Tr[bρθ](·, β−): the normal trace of the function bρθ at the points α and β, see

§2.3;
• Tr[bρθ](·, x), Tr[bρ](·, x): the normal trace of the functions bρθ and bρ at the point x ∈]α, β[,

see Remark 2.6;
• Tr[(ρθ, ρbθ)](t, γ(t)±): the left and right normal trace of the vector field (ρθ, bρθ) along the

curve γ, see the discussion before the statement of Lemma 3.1;
• [ρθ]0: the initial datum of the function ρθ, see §2.3;
• ∇u: the gradient of the function u ∈ C1(Rd);
• Du: the distributional gradient of the function u ∈ L1

loc(Rd);
• |µ|: the total variation of the measure µ;
• U−(f, [a, b]), L+(f, [a, b]): the upper decreasing and the lower increasing envelopes of the func-

tion f on [a, b], see (2.8) and (2.9);
• f(]a, b[) : the image of the function f , i.e.

f(]a, b[) := {f(x) : x ∈]a, b[}
• Ē: the closure of the set E ⊆ Rd with respect to the standard Euclidean topology;
• (v1, v2)⊥ := (−v2, v1): the vector perpendicular to the vector (v1, v2) in R2;
• Br(t, x): the open ball of radius r and center at (t, x).

Symbols introduced in the present paper.

• E−f : see (2.10);

• Q: the potential function defined by (1.11);
• Qθ: the potential function defined by (3.1);
• γt̄,x̄ : the curve defined by (3.10);
• t∗(γt̄,x̄), t∗(γt̄,x̄): see (3.11);

• E−
t̄

, E+
t̄

: see (3.16);
• xα(t̄), xβ(t̄): see (3.17);
• tmin, ȳ: see (3.19).
• t̃∗: see (3.32)

2. Preliminary results

2.1. A regularity result for zero-divergence vector fields. We quote a very special case of
Lemma 1.3.3 in [16].

Lemma 2.1. Fix an interval ]a, b[⊆ R. Assume that u, z ∈ L∞(R+×]a, b[) satisfy

∂tu+ ∂xz = 0.

Then u has a representative such that the map R+ → L∞(]a, b[), t 7→ u(t, ·) is continuous with respect
to the weak∗ topology. Also, z has a representative such that the map ]a, b[→ L∞(R+), x 7→ z(·, x) is
continuous with respect to the weak∗ topology.

Remark 2.2. In the following, we always use the continuous representative of the maps t 7→ u(t, ·) and
x 7→ z(·, x). In this way, the values u(t, ·) and z(·, x) are well defined for every t and x, respectively.
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2.2. Normal traces for measure-divergence vector fields. We quote [4, Proposition 3.2].

Lemma 2.3. Let Ω ⊆ Rd be an open set and assume that the distributional divergence of the vector
field C ∈ L∞(Ω;Rd) is a locally finite Radon measure. Let Λ ⊆ Rd be an open set with C1 boundary,
compactly contained in Ω. Then there is a unique function Tr[C, ∂Λ] ∈ L∞(∂Λ) such that

(2.1)

ˆ
Λ

DivCψdx+

ˆ
Λ
C · ∇ψdx =

ˆ
∂Λ

Tr[C, ∂Λ]ψdHd−1, for every ψ ∈ C∞c (Ω).

Also,
‖Tr[C, ∂Λ]‖L∞ ≤ ‖C‖L∞ .

If C is a smooth function, then the Gauss-Green formula yields Tr[C, ∂Λ] = C · ~n, where ~n is the
outward pointing, unit normal vector to ∂Λ. This is the reason why we term Tr[C, ∂Λ] the normal
trace of C on ∂Λ.

Remark 2.4. The regularity hypotheses on the open set Λ in the statement of Lemma 2.3 can be
considerably weakened. In particular, in the present work we will sistematically apply Lemma 2.3 to
sets with lower regularity: in each case, the extension of formula (2.1) can be achieved through an
approximation argument with a sequence {Λn} of regular sets invading Λ.

2.3. Distributional formulation of the initial-boundary value problem (1.4). In [13, 15] the
definition of boundary conditions for initial-boundary value problems for transport equations in several
space dimensions is provided by relying on the theory of normal traces and in particular on Lemma 2.3.

Fix T > 0, α < β ∈ R and consider a nearly incompressible vector field b ∈ L∞(]0, T [×]α, β[) with
density ρ ∈ L∞(]0, T [×]α, β[). Assume θ ∈ L∞(]0, T [×]α, β[) satisfies

(2.2)

ˆ T

0

ˆ β

α
ρθ(∂tφ+ b∂xφ)dxdt = 0, for every φ ∈ C∞c (]0, T [×]α, β[),

then by applying [13, Lemma 3.1] with Ω =]α, β[, d = 1 we get that there are unique functions
Tr[bρθ](·, α+), Tr[bρθ](·, β−) and [ρθ]0 such thatˆ T

0

ˆ β

α
ρθ(∂tψ + b∂xψ)dxdt =

ˆ T

0
ψ(t, α)Tr[bρθ](t, α+)dt+

ˆ T

0
ψ(t, β)Tr[bρθ](t, β−)dt

−
ˆ β

α
[ρθ]0ψ(0, ·)dx, for every ψ ∈ C∞c (]−∞, T [×R).

(2.3)

Note that, if ρ, b and θ are all smooth functions, then

Tr[bρθ](·, α+) = −bρθ(·, α), Tr[bρθ](·, β−) = bρθ(·, β), [ρθ]0 = ρθ(0, ·)

Remark 2.5. Assume that b ∈ L∞(]0, T [×]α, β[) is a nearly incompressible vector field with density
ρ. Then θ ≡ 1 satisfies (2.2) and hence by applying the above argument we define the functions
Tr[bρ](·, α+), Tr[bρ](·, β−) and [ρ]0. Note that they satisfyˆ T

0

ˆ β

α
ρ(∂tψ + b∂xψ)dxdt =

ˆ T

0
ψ(t, α)Tr[bρ](t, α+)dt+

ˆ T

0
ψ(t, β)Tr[bρ](t, β−)dt

−
ˆ β

α
[ρ]0ψ(0, ·)dx, for every ψ ∈ C∞c (]−∞, T [×R).

(2.4)

Remark 2.6. Fix x ∈]α, β[, then by applying [13, Lemma 3.1] to the open sets Ω =]α, x[ and ]x, β[ we
recover the definition of the normal trace Tr[ρbθ](·, x−), Tr[ρbθ](·, x+), Tr[ρb](·, x−) and Tr[ρb](·, x+).
By using the fact that the equations ∂tρ+∂x[bρ] = 0 and ∂t[ρθ]+∂x[bρθ] = 0 are satisfied on the whole
set ]0, T [×]α, β[ one can then show that

(2.5) Tr[ρbθ](·, x−) = Tr[ρbθ](·, x+), Tr[ρb](·, x−) = Tr[ρb](·, x+) a.e. on ]0, T [.

In the following and in the statement of Theorem 1.5 we denote the common values by Tr[ρbθ](·, x)
and Tr[ρb](·, x).
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Figure 1. The upper decreasing envelope of the function f

The following definition is analogous to [13, Definition 3.3].

Definition 2.7. Fix α < β ∈ R, T > 0 and a nearly incompressible vector field b ∈ L∞(]0, T [×]α, β[)
with density ρ ∈ L∞(]0, T [×]α, β[). A distributional solution of (1.2) is a function θ ∈ L∞(]0, T [×]α, β[)
satisfying (2.2) and the equalities

(2.6)
Tr[bρθ](t, α+) = Tr[bρ](t, α+)θ̄(t) for a.e. t : Tr[bρ](t, α+) < 0,
Tr[bρθ](t, β−) = Tr[bρ](t, β−)θ(t) for a.e. t : Tr[bρ](t, β−) < 0,

[ρθ]0(x) = [ρ]0(x)θ0(x) for a.e. x ∈]α, β[.

A distributional solution of (1.4) is a function θ ∈ L∞(]0, T [×]α, β[) satisfying (2.2) and the equalities

(2.7) Tr[bρθ](·, α+) = Tr[bρ](·, α+)θ̄ a.e. in ]0, T [, [ρθ]0 = [ρ]0θ0 a.e. in ]α, β[.

2.4. Monotone envelopes. Fix T > 0 and let f : [0, T ]→ R be a Lipschitz continuous function. Fix
[a, b] ⊆ [0, T ]: we term U−(f, [a, b]) the upper decreasing envelope of f on [a, b] defined by setting

(2.8) U−(f, [a, b]) := inf{g : [a, b]→ R : g ≥ fx[a, b], g is monotone non-increasing}.

Similarly we term L+(f, [a, b]) the lower increasing envelope of f on [a, b] defined by setting

(2.9) L+(f, [a, b]) := sup{g : [a, b]→ R : g ≤ fx[a, b], g is monotone non-decreasing}.

The following properties are known and we report the proof for the sake of completeness.

Lemma 2.8. Let f : [0, T ]→ R be a Lipschitz continuous function and let U−(f, [a, b]) be as in (2.8)
with [a, b] ⊆ [0, T ]. Then U−(f, [a, b]) is a monotone non-increasing and Lipschitz continuous function.
More precisely, set

(2.10) E−f ([a, b]) := {x ∈ [a, b] : f(x) = U−(f, [a, b])(x)},

then

d

dx
U−(f, [a, b])(x) =

d

dx
f(x) for a.e. x ∈ E−f ([a, b]),

d

dx
U−(f, [a, b])(x) = 0 for a.e. x ∈ [a, b] \ E−f ([a, b]).

(2.11)

Analogous statements hold for L+(f, [a, b]).
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Proof. We only establish the claims concerning U−(f, [a, b]), those for L+(f, [a, b]) can be recovered by
observing that L+(f, [a, b]) = −U−(−f, [a, b]). Also, to simplify the notation we write E−f instead of

E−f ([a, b]).

Step 1: the function U−(f, [a, b]) is monotone non-increasing because it is the infimum of monotone
non-increasing functions. We now establish the Lipschitz regularity of U−(f, [a, b]). We denote by L
the Lipschitz constant of f and we fix x1 < x2 in [a, b]. Since f is a L-Lipschitz continuous function
and U−(f, [a, b]) ≥ f , then the function g(x) := max{U−(f, [a, b])(x2), U−(f, [a, b])(x2) − L(x − x2)}
is monotone non-increasing and satisfies g ≥ f . This yields U−(f, [a, b])(x) ≤ g(x) for every x ∈ [a, b],
and in particular U−(f, [a, b])(x1) ≤ U−(f, [a, b])(x2) + L(x2 − x1). Since U−(f, [a, b]) is a monotone
non-increasing function, this yields

|U−(f, [a, b])(x2)− U−(f, [a, b])(x1)| ≤ L|x2 − x1|

and shows that U−(f, [a, b]) is a L-Lipschitz continuous function on [a, b].
We now establish the first equation in (2.11). We point out that the first equation in (2.11) is

satisfied at every accumulation point of E−f where both f and U−(f, [a, b]) are differentiable. Since the

set of points that are not accumulation points of E−f is negligible, this establishes the first equation

in (2.11).
We now establish the second equation in (2.11). More precisely, we show that, if ]x1, x2[⊆ [a, b]\E−f ,

then U−(f, [a, b]) is constant on ]x1, x2[. It suffices to show that, for every given x ∈]x1, x2[, there is
ε > 0 such that U−(f, [a, b]) is constant on ]x− ε, x+ ε[. To this end, we recall that f and U−(f, [a, b])
are both L-Lipschitz continous functions and set

ε :=
U−(f, [a, b])(x)− f(x)

2L
,

then U−(f, [a, b])(x+ ε) ≥ f(y) for every y ∈]x− ε, x+ ε[. This implies that the function g : [a, b]→ R
defined by setting

g(y) :=

{
U−(f, [a, b])(x+ ε) if y ∈]x− ε, x+ ε[,

U−(f, [a, b])(y) elsewhere on [a, b]

is a monotone non-increasing function satisfying g ≥ f and hence g ≥ U−(f, [a, b]). Since U−(f, [a, b]) is
a monotone non-increasing function, then U−(f, [a, b])(y) = U−(f, [a, b])(x+ε) for every y ∈]x−ε, x+ε[
and this concludes the proof. �

Lemma 2.9. Under the same assumptions as in Lemma 2.8, fix t∗ ∈ E−f ([a, b]), see Figure 2.4. Then

for every τ ∈ [t∗, b] we have

(2.12) U−(f, [a, b])(t) = U−(f, [a, τ ])(t), for every t ∈ [a, t∗].

Proof. We fix τ ∈ [t∗, b] and proceed according to the following steps.
Step 1: we show that t∗ ∈ E−f ([a, τ ]). Since U−(f, [a, b]) is a monotone non-increasing function such

that U−(f, [a, b]) ≥ f on [a, τ ] ⊆ [a, b], then

(2.13) f ≤ U−(f, [a, τ ]) ≤ U−(f, [a, b]) on [0, τ ].

Since f(t∗) = U−(f, [a, b])(t∗), then f(t∗) = U−(f, [a, τ ])(t∗).
Step 2: we conclude the proof. We consider the function g : [a, b]→ R defined by setting

g(x) :=

{
U−(f, [a, τ ])(t) t ∈ [a, t∗]
U−(f, [a, b])(t) t ∈]t∗, b]

Since U−(f, [a, b])(t∗) = f(t∗) = U−(f, [a, τ ])(t∗), then g is a monotone non-increasing function satis-
fying g ≥ f on [a, b] and hence g ≥ U−(f, [a, b]). Owing to (2.13), this yields (2.12). �



ONE–DIMENSIONAL IBVP 9

2.5. An elementary lemma. We need the following well-known result. We provide the proof for the
sake of completeness.

Lemma 2.10. Let [a, b] ⊆ R be a bounded interval. Assume that `, f : [a, b] → R are two functions
such that f is continuous and

(2.14) |`(x1)− `(x2)| ≤ L|f(x1)− f(x2)|, for every x1, x2 ∈ [a, b]

and for some constant L > 0. Then there is a L-Lipschitz continuous function g : f([a, b]) → R such
that ` = g ◦ f .

Proof. We set

(2.15) g(y) := `
(

min{x ∈ [a, b] : f(x) = y}
)
.

To verify that ` = g ◦ f , we fix ξ ∈ [a, b] and point out that

g ◦ f(ξ)
(2.15)

= `
(

min{x ∈ [a, b] : f(x) = f(ξ)}
) (2.14)

= `(ξ).

To establish the Lipschitz continuity, we fix y1, y2 ∈ f([a, b]) and set

x1 := min{x ∈ [a, b] : f(x) = y1}, x2 := min{x ∈ [a, b] : f(x) = y2}.

Then

|g(y1)− g(y2)| (2.15)
=

∣∣`(x1)− `(x2)
∣∣ (2.14)

≤ L|f(x1)− f(x2)| = L|y1 − y2|. �

3. Proof of Theorem 1.2

3.1. Proof roadmap and outline. Since the proof of Theorem 1.2 is rather involved, we first provide
some insights about the most important ideas underpinning the main argument. As we mentioned
at the end of the introduction, the starting point is the intuition that θ should be transported, in
some weak sense, along the level sets of the potential function Q defined by (1.11), which as a first
approximation should act as “characteristic curves”. Since ρ can attain the value 0, in general the level
sets of Q are not curves and may have a more complicated structure. However, in (3.10) we define the
curve γt,x passing through the point (t, x) and this provides a weak notion of “characteristic curve”.
We explain in Remark 3.5 the heuristic behind (3.10), here we just point out that, if ρ is bounded
away from 0, then (3.10) defines exactly the level sets of Q. Once we have introduced a weak notion
of characteristic curve, we have to give a rigorous meaning to the intuition that θ is constant along
the characteristic curves. Since the pointwise values of θ are not well-defined, we rather look for some
more regular function which should be constant along our weak characteristic curves. Consider the
Lipschitz continuous potential function Qθ : [0, T ]× [α, β]→ R defined by setting

(3.1) ∂xQθ = ρθ, ∂tQθ = −ρbθ, and Q(0, α) = 0.

In the smooth setting, Qθ is constant along the characteristic curves with slope (1, b), i.e. on the level
sets of Q. One of the outcomes of our construction is that Qθ is actually constant along the weak
characteristic curves γt,x. To see this, we rely on a rather indirect argument: first, in §3.4 we construct

a Lipschitz continuous function Q̃ which is i) transported along the weak characteristic curves and ii)

satisfies the equality ∂xQ̃ = ρθ at t = 0 and the equality ∂tQ̃ = −ρbθ on the part of the boundary where
the boundary condition is assigned. Next, we recover from Q̃ a solution of the initial-boundary value
problem (1.2) and this establishes the existence part of Theorem 1.2, see Proposition 3.11. Finally,
we show that, if θ is a solution of the initial-boundary value problem (1.2) and Qθ is defined by (3.1),

then Q̃ = Qθ, see Proposition 3.13, and from this the uniqueness statement in Theorem 1.2 quite easily
follows, see Corollary 3.14. To conclude, let us briefly explain how we recover the function θ. What
we actually do is we prove that locally in space time Q̃ = g ◦Q for some suitable Lipschitz continuous
function g : I ⊂ R → R, see Lemma 3.9 for the exact statement. Next, we show that the function
g′ ◦Q provides a solution of (1.2). To understand why this is true one should keep in mind that, as a



10 S. DOVETTA, E. MARCONI, AND L. V. SPINOLO

matter of fact, Q̃ = Qθ and hence by comparing (1.11) and (3.1) we get ∂xQ̃ = θ∂xQ and, owing to

the equality Q̃ = g ◦Q, this yields θ∂xQ = g′(Q)∂xQ.
The exposition is organized as follows. In § 3.2 we discuss some properties of the functions Q and

Qθ. In §3.3 we introduce our weak notion of characteristic curve and establish its main properties. In
§3.4 we introduce the above mentioned function Q̃ and study its main properties, in §3.5 we establish
the existence part of Theorem 1.2 and in §3.6 the uniqueness.

To conclude, we point out that to simplify some points of the argument in this section and in the
following one we always assume

(3.2) T ≤ T̄ :=
β − α

2‖b‖L∞
.

Up to repeating the argument on each time interval of the form [kT̄ , (k + 1)T̄ ] with k ∈ N, this is not
restrictive.

3.2. The potential function Q. We fix θ ∈ L∞(]0, T [×]α, β[) solving (2.2) and we denote by Q
and Qθ the Lipschitz continuous potential functions defined by (1.11) and (3.1), respectively. Let
t−, t+ ∈]0, T [ and consider a Lipschitz continuous curve γ : [t−, t+] →]α, β[. We now want to define
the left and right normal traces Tr[(ρθ, ρbθ)](t, γ(t)−) and Tr[(ρθ, ρbθ)](t, γ(t)+). To this end, we fix
x̄ ∈]α, inf γ[, we set

(3.3) Λ := {(t, x) : t ∈]t−, t+[, x̄ < x < γ(t)},

we apply Lemma 2.3 with Ω =]0, T [×]α, β[, C = (ρθ, bρθ) and we denote the normal trace Tr[C, ∂Λ](t)
by Tr[(ρθ, ρbθ)](t, γ(t)−). To define Tr[(ρθ, ρbθ)](t, γ(t)+) we fix x ∈] sup γ, β[ and we apply Lemma 2.3
with Λ := {(t, x) : t ∈]t−, t+[, γ(t)x < x < x}.

Lemma 3.1. Let t−, t+ ∈]0, T [ and γ : [t−, t+]→]α, β[ as before. Then

(3.4)
d

dt
Qθ(t, γ(t)) = ±

√
1 + γ̇(t)2Tr[(ρθ, ρbθ)](t, γ(t)±), for a.e. t ∈]t−, t+[.

Proof. We establish (3.4) for Tr[(ρθ, ρbθ)](t, γ(t)−), the proof for Tr[(ρθ, ρbθ)](t, γ(t)+) is analogous.
We fix t1 < t2 in ]t−, t+[, x̄ ∈]α, inf γ[ and consider the set (3.3) and the vector field C := (ρθ, bρθ).
By relying on a standard approximation argument one can show that, for a.e. t1, t2 ∈]t−, t+[ and
x̄ ∈]α, inf γ[ we have the equalities

(3.5) Tr[C, ∂Λ]|t=t1 = −ρθ(t1, ·), Tr[C, ∂Λ]|t=t2 = ρθ(t2, ·), Tr[C, ∂Λ]|x=x̄ = −bρθ(·, x̄)

Also, for a.e. t1, t2 ∈]t−, t+[ and a.e. x̄ ∈]α, inf γ[ we have
(3.6)
∂xQθ(t1, ·) = ρθ(t1, ·), ∂xQθ(t2, ·) = ρθ(t2, ·) a.e. in ]α, β[ and ∂tQθ(·, x̄) = −ρbθ(·, x̄) a.e. in ]0, T [.

We now fix t1, t2 ∈]t−, t+[, t1 < t2 and x̄ ∈]α, inf γ[ in such a way that (3.5) and (3.6) are both satisfied.
We set Λ := {(t, x) : t ∈]t1, t2[, x̄ < x < γ(t)} and we apply formula (2.1) with C = (ρθ, bρθ) and a
test function ψ such that ψ ≡ 1 on Λ. We recall that Div C = 0 owing to (2.2) and that the restriction
of the Hausdorff measure H1 to the graph of γ is defined by the formula

ˆ
γ
fds =

ˆ t+

t−

f(t, γ(t))
√

1 + γ̇(t)2dt, for every f : R2 → R bounded Borel function.
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We eventually arrive at

−
ˆ t2

t1

Tr[(ρθ, ρbθ)](t, γ(t)−)
√

1 + γ̇(t)2dt

(2.1),(3.5)
=

ˆ γ(t2)

x̄
ρθ(t2, x)dx−

ˆ t2

t1

ρbθ(t, x̄)dt−
ˆ γ(t1)

x̄
ρθ(t1, x)dx

(3.6)
=

(
Qθ(t2, γ(t2))−Qθ(t2, x̄)

)
+
(
Qθ(t2, x̄)−Qθ(t1, x̄)

)
+
(
Qθ(t1, x̄)−Qθ(t1, γ(t1))

)
= Qθ(t2, γ(t2))−Qθ(t1, γ(t1))

and by the arbitrariness of t1 and t2 this establishes (3.4). �

By relying on an argument similar to the one in the proof of Lemma 3.1 one can establish the
following equalities.

Lemma 3.2. We have

(3.7) ∂tQθ(t, α) = Tr[ρbθ](t, α+) and ∂tQθ(t, β) = −Tr[ρbθ](t, β−), for a.e. t ∈]t−, t+[

and

(3.8) ∂xQθ(0, x) = [ρθ]0(x), for a.e. x ∈]α, β[.

Remark 3.3. By applying Lemma 3.2 we can express the boundary conditions (2.6) in terms of Qθ and
Q, that is

(3.9)
∂tQθ(t, α) = ∂tQ(t, α)θ̄(t) for a.e. t such that ∂tQ(t, α) > 0,
∂tQθ(t, β) = ∂tQ(t, β)θ(t) for a.e. t such that ∂tQ(t, β) < 0,

∂xQθ(0, x) = ∂xQ(0, x)θ0(x) for a.e. x ∈]α, β[.

3.3. Weak characteristic curves. In this paragraph we introduce a monotone family of Lipschitz
continuous curves along which the potential Q is transported. By a slight abuse of notation, we term
them “weak characteristic curves” because, as pointed out in §3.1, we regard them as the nonsmooth
counterpart of the classical characteristic curves defined in a smooth setting. In Remark 3.5 we
comment about definition 3.10.

Lemma 3.4. Fix (t̄, x̄) ∈]0, T [×]α, β[ and set h̄ = Q(t̄, x̄). We define the characteristic curve γt̄,x̄ :
[0, T ]→ [α, β] by setting

(3.10) γt̄,x̄(t) := max

{
α ; min

{
β ; inf{x ∈]α, β[: Q(t, x) > h̄} ; x̄− ‖b‖L∞(t− t̄)

}}
,

where we have used the convention inf ∅ = +∞. Moreover, we set

t∗(γt̄,x̄) := sup{t ∈ [t̄, T ] : γt̄,x̄(s) ∈]α, β[ for all s ∈ [t̄, t[},
t∗(γt̄,x̄) := inf{t ∈ [0, t̄] : γt̄,x̄(s) ∈]α, β[ for all s ∈]t, t̄]}.

(3.11)

Then for every (t̄, x̄) ∈]0, T [×]α, β[ we have the following properties:

(a) γt̄,x̄ is a ‖b‖L∞-Lipschitz continuous curve;
(b) γt̄,x̄(t̄) = x̄;
(c) t∗(γt̄,x̄) ∈ [0, t̄[ and t∗(γt̄,x̄) ∈]t̄, T ];
(d) if t∗(γt̄,x̄) > 0, then γt̄,x̄(t∗(γt̄,x̄)) ∈ {α, β};
(e) if t∗(γt̄,x̄) < T , then γt̄,x̄(t∗(γt̄,x̄)) ∈ {α, β};
(f) Q(t, γt̄,x̄(t)) = h̄ for every t ∈ [t∗(γt̄,x̄), t∗(γt̄,x̄)];
(g) for a.e. t ∈ [t∗(γt̄,x̄), t∗(γt̄,x̄)] we have

Tr[(ρ, ρb)](t, γt̄,x̄(t)−) = Tr[(ρ, ρb)](t, γt̄,x̄(t)+) = 0;

(h) for every α < x̄1 ≤ x̄2 < β and every t ∈ [0, T ] we have γt̄,x̄1
(t) ≤ γt̄,x̄2

(t).
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Remark 3.5. The basic idea underpinning definition (3.10) is very loosely speaking the following. As
pointed out in §3.1, as a very first approximation we would like to define γt̄,x̄ as a level set of Q, namely

the set of points such that Q = Q(t̄, x̄) = h̄. However, since ρ can attain the value 0, the level set of
Q is in general not a curve. To tackle this problem we introduce the term inf{x ∈]α, β[: Q(t, x) > h̄}.
The term x̄−‖b‖L∞(t− t̄) makes sure that γt̄,x̄ passes through the point (t̄, x̄), whereas the remaining
terms enforce the fact that γt̄,x̄ is confined between α and β.

Proof of Lemma 3.4. We first establish property (a). Since t 7→ x̄− (t− t̄)‖b‖L∞ is a ‖b‖L∞-Lipschitz
continuous curve, it suffices to show that

(3.12) γ̃t̄,x̄(t) := max

{
α ; min

{
β ; inf{x ∈]α, β[: Q(t, x) > h̄}

}}
is a ‖b‖L∞-Lipschitz continuous curve on [0, T ]. Assume by contradiction that there are t1, t2 ∈ [0, T ],
t1 < t2, such that γ̃t̄,x̄(t1) < γ̃t̄,x̄(t2)−‖b‖L∞(t2−t1). Consider the curve γ(t) = γ̃t̄,x̄(t2)+‖b‖L∞(t−t2),
t ∈ [t1, t2]. Since γ̇(t) = ‖b‖L∞ and

(ρ(t, x), ρ(t, x)b(t, x)) · (1, ‖b‖L∞)⊥ = ρb− ρ‖b‖L∞ ≤ 0 for a.e. (t, x) ∈]0, T [×]α, β[,

then Tr[(ρ, ρb)](t, γ(t)+) ≥ 0. By applying Lemma 3.1 with θ ≡ 1 we get

(3.13)
d

dt
Q(t, γ(t)) ≥ 0 =⇒ Q(γ(t2)) ≥ Q(γ(t1)).

We now show that this contradicts the definition of γ̃t̄,x̄. Since by construction γ(t2) ∈]α, β], then owing

to the continuity of Q we have Q(t2, γ(t2)) ≤ h̄ and hence the inequality (3.13) yields Q(t1, γ(t1)) ≤ h̄.
Since γ̃t̄,x̄(t1) < γ(t1) this contradicts the minimality in (3.12).

Similarly, assume by contradiction that there is t1 < t2 such that γ̃t̄,x̄(t1) > γ̃t̄,x̄(t2) + ‖b‖L∞(t2− t1)
and consider the curve γ(t) = γ̃t̄,x̄(t2) + ‖b‖L∞(t2 − t) for t ∈ [t1, t2]. The same argument as before
yields Q(t2, γ(t2)) ≤ Q(t1, γ(t1)) and, since by construction γ(t2) ∈ [α, β[, then owing to the continuity
of Q we have Q(t2, γ(t2)) ≥ h̄ and this in turn yields Q(t1, γ(t1)) ≥ h̄. Since γ̃t̄,x̄(t1) > γ(t1) this
contradicts the minimality in (3.12). This completes the proof of property (a).

To establish property (b), we recall that, since ρ ≥ 0, then for every t ∈ [0, T ] the function Q(t, ·)
is monotone non-decreasing. This implies that inf{x ∈]α, β[: Q(t̄, x) > h̄} ≥ x̄ and by using for-
mula (3.10) this yields property (b).

To establish property (c) we point out that, by definition, t∗(γt̄,x̄) ∈ [t̄, T ]. Since γt̄,x̄(t̄) = x̄ ∈
]α, β[ and γt̄,x̄ is a Lipschitz continuous curve, then t∗(γt̄,x̄) > t̄. An analogous argument shows that
t∗(γt̄,x̄) < t̄.

Properties (d) and (e) both follow from the definition of t∗(γt̄,x̄) and t∗(γt̄,x̄) and the Lipschitz
regularity of γt̄,x̄.

We now establish property (f). Assume that t ∈ [0, T ] satisfies γt̄,x̄(t) = γ̃t̄,x̄(t), where γ̃ is the same

curve as in (3.12). The continuity of Q implies that, if t ∈]t∗(γt̄,x̄), t∗(γt̄,x̄)[, then Q(t, γt̄,x̄(t)) = h̄.

We are thus left to show that Q(t, γt̄,x̄(t)) = h̄ for every t ∈]t∗(γt̄,x̄), t∗(γt̄,x̄)[ such that γt̄,x̄(t) =
x̄ − ‖b‖L∞(t − t̄). We prove it for t ∈]t∗(γt̄,x̄), t̄], the case t ∈ [t̄, t∗(γt̄,x̄)[ is analogous. The same
argument as in the proof of property (a) yields

(3.14) Q(t, x̄− ‖b‖L∞(t− t̄)) ≥ Q(t̄, x̄) = h̄.

Owing to the definition of γt̄,x̄ and the monotonicity of Q with respect to x, the condition γt̄,x̄(t) =
x̄− ‖b‖L∞(t− t̄) holds only if

(3.15) Q(t, x̄− ‖b‖L∞(t− t̄)) ≤ h̄.
By combining (3.14) and (3.15) we complete the proof of property (f).

Property (g) follows from property (f) and Lemma 3.1. Finally, by combining definition (3.10) and
the monotonicity of Q with respect to x we establish property (h). �

3.4. The function Q̃.
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3.4.1. Definition of Q̃. We first provide the formal definition of Q̃ and then in Remark 3.6 discuss the
basic ideas underpinning its construction. Let Q be as before the potential function defined by (1.11).
Given t̄ ∈]0, T [, we set

E−
t̄

:=
{
t ∈ [0, t̄] : U−(Q(·, α), [0, t̄])(t) = Q(t, α)

}
E+
t̄

:=
{
t ∈ [0, t̄] : L+(Q(·, β), [0, t̄])(t) = Q(t, β)

}
.

(3.16)

and

(3.17) xα(t̄) := inf{x ∈]α, β[: t∗(γt̄,x) = 0} and xβ(t̄) := sup{x ∈]α, β[: t∗(γt̄,x) = 0},
where t∗ and t∗ are the same as in (3.11). Note that {x ∈]α, β[: t∗(γt̄,x) = 0} 6= ∅ owing to (3.2) and
to the fact that γt̄,x is a ‖b‖L∞-Lipschitz continuous curve, see Lemma 3.4. This yields xα(t̄) ∈ [α, β[,
xβ(t̄) ∈]α, β] and xα(t̄) ≤ xβ(t̄).

We now fix θ0 ∈ L∞(]α, β[) and θ̄, θ ∈ L∞(]0, T [) and define the function Q̃ :]0, T [×]α, β[→ R. Given
(t̄, x̄) ∈]0, T [×]α, β[, we define the value Q(t̄, x̄) by separately considering the following cases:
Case 1: xα(t̄) < x̄ < xβ(t̄). We set

(3.18) Q̃(t̄, x̄) =

ˆ γt̄,x̄(0)

α
[ρ]0(x)θ0(x)dx.

Case 2: α < x̄ < xα(t̄). We set

(3.19) tmin := minE−
t̄
, ȳ :=

{
α if tmin = 0

infε>0 γtmin,α+ε(0) otherwise

and

(3.20) Q̃(t̄, x̄) =

ˆ ȳ

α
[ρ]0(x)θ0(x)dx+

ˆ
E−
t̄
∩]0,t∗(γt̄,x̄)[

Tr[ρb](t, α+)θ̄(t)dt.

Case 3: xβ(t̄) < x̄ < β. We set

tmin := minE+
t̄
, y :=

{
β if tmin = 0

supε>0 γtmin,β−ε(0) otherwise

and

(3.21) Q̃(t̄, x̄) =

ˆ y

α
[ρ]0(x)θ0(x)dx+

ˆ
E+
t̄
∩]0,t∗(γt̄,x̄)[

−Tr[ρb](t, β−)θ(t)dt.

Note that Q̃ is not defined at the points (t, xα(t)) and (t, xβ(t)), however Lemma 3.9 yields that

Q̃ is a Lipschitz continuous function and therefore we can extend it by continuity to the whole set
[0, T ]× [α, β].

Remark 3.6. We now provide an heuristic explanation of the definition of the function Q̃. First, we
recall that we want to define Q̃ in such a way that i) it is constant along the connected components

of the weak characteristic curves γt,x inside ]0, T [×]α, β[, ii) it satisfies the equality ∂xQ̃(0, x) = [ρ]0θ0

and the equalities ∂tQ̃(t, α) = Tr[ρb](t, α+)θ̄ and ∂tQ̃(t, β) = −Tr[ρb](t, β−)θ where Tr[ρb](t, α+) < 0
and Tr[ρb](t, β−) < 0, respectively and iii) is uniquely determined by the initial data [ρ]0θ0 and by
the assigned boundary data. With this in mind, let us fix a point (t̄, x̄) and backwardly follow the

weak characteristic line γt̄,x̄ to define the value Q̃(t̄, x̄). If xα(t̄) < x̄ < xβ(t̄), this means that the
backward weak characteristic curve γt̄,x̄ survives up to time t = 0 and by recalling i) and ii) above
this yields (3.43). If x̄ < xα(t̄), then we follow the weak characteristic line γt̄,x̄ up to the time t∗(γt̄,x̄),
when it collides with the boundary. We then take into account the boundary contributions up to the
time tmin and in the meanwhile gain the second term on the right hand side of (3.20), which only
depends on the boundary values attained on the set where we effectively assign them. At the time
tmin, heuristically speaking (the situation is actually slightly more complicated as the definition of ȳ
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α β

t̄

O(t̄)

Figure 2. The set O(t̄) defined by (3.24)

shows) we follow the backward weak characteristic curve detatching from the boundary, which crosses
the t = 0 axis at the point ȳ, and here we gain the first term in (3.20).

We first establish a few preliminary results.

Lemma 3.7. Fix t̄ ∈]0, T [ and x ∈]α, β[ and assume that t∗(γt̄,x) > 0. If γt̄,x(t∗(γt̄,x)) = α, then

t∗(γt̄,x) ∈ E−
t̄

. If γt̄,x(t∗(γt̄,x)) = β, then t∗(γt̄,x) ∈ E+
t̄

.

Proof. We only establish the implication γt̄,x(t∗(γt̄,x)) = α then t∗(γt̄,x) ∈ E−
t̄

, the proof of the other
one is analogous.
Step 1: we show that

(3.22) Q(s, α) ≤ Q(t∗(γt̄,x), α) for every s ∈ [t∗(γt̄,x), t̄].

Assume by contradiction that there is s ∈ [t∗(γt̄,x), t̄] such that Q(s, α) > Q(t∗(γt̄,x, α), then by
definition of t∗(γt̄,x) we have γt̄,x(s) ∈]α, β[ and owing to the fact that Q(s, ·) is a monotone non-
decreasing function we have Q(s, γt̄,x(s)) ≥ Q(s, α) > Q(t∗(γt̄,x), α). On the other hand, owing to
property (f) in the statement of Lemma 3.4 we have Q(s, γt̄,x(s)) = Q(t∗(γt̄,x), α) and this yields a
contradiction.
Step 2: we conclude the proof . We define the function g : [0, t̄]→ R by setting

g(t) :=

{
U−(Q(·, α), [0, t̄])(t) t ∈ [0, t∗(γt̄,x)[
Q(t∗(γt̄,x), α) t ∈ [t∗(γt̄,x), t̄],

then g is a monotone non-increasing function and, owing to (3.22), g ≥ f . This implies that g ≥
U−(Q(·, α), [0, t̄]) and hence that U−(Q(·, α), [0, t̄])(t∗(γt̄,x)) = Q(α, t∗(γt̄,x)). �

Lemma 3.8. For every x ∈]α, β[ the map t 7→ Q̃(t, γt̄,x(t)) is constant on ]t∗(γt̄,x), t∗(γt̄,x)[.

Proof. We recall Lemma 3.7 and apply Lemma 2.9 with τ = t∗ = t∗(γt̄,x̄), a = 0 and b = t̄ to get

(3.23) E−
t̄
∩ [0, t∗(γt̄,x̄)] = E−t∗(γt̄,x̄).

This implies that tmin, tmin and ȳ, y do not change when t varies in ]t∗(γt̄,x), t∗(γt̄,x)[ and hence implies

that t 7→ Q̃(t, γt̄,x(t)) is constant . �
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Lemma 3.9. For every t̄ ∈]0, T [ we set

(3.24) O(t̄) := {(t, x) ∈]0, T [×]α, β[: t∗(γt,x) < t̄ < t∗(γt,x)},
see Figure 3.4.1. Then there is a Lipschitz continuous function gt̄ : R→ R such that

(3.25) Q̃(t, x) = gt̄(Q(t, x)) for every (t, x) ∈ O(t̄).

Also,

1. for a.e. h ∈ Q(t̄, ]α, xα(t̄)[) there is a unique x ∈]α, xα(t̄)[ such that Q(t̄, x) = h and

(3.26) g′t̄(h) = θ̄(t∗(γt̄,x)).

2. For a.e. h ∈ Q(t̄, ]xα(t̄), xβ(t̄)[) there is a unique x ∈]xα(t̄), xβ(t̄)[ such that Q(t̄, x) = h and

(3.27) g′t̄(h) = θ0(γt̄,x(0)).

3. For a.e. h ∈ Q(t̄, ]xβ(t̄), β[) there is a unique x ∈]xβ(t̄), β[ such that Q(t̄, x) = h and

(3.28) g′t̄(h) = θ(t∗(γt̄,x)).

Proof. We separately define the function gt̄ on the setsQ(t̄, ]α, xα(t̄)[), Q(t̄, ]xα(t̄), xβ(t̄)[) andQ(t̄, ]xβ(t̄), β[)
and then patch together the various definitions. The proof is organized into several steps.
Step 1: we define the function gt̄ on the set Q(t̄, ]xα(t̄), xβ(t̄)[). First, we point out that, if x1, x2 ∈
]xα(t̄), xβ(t̄)[, then

|Q̃(t̄, x2)− Q̃(t̄, x1)| (3.43)
=

∣∣∣∣∣
ˆ γt̄,x2

(0)

0
[ρ]0θ0(x)dx−

ˆ γt̄,x1
(0)

0
[ρ]0θ0(x)dx

∣∣∣∣∣ ≤
ˆ γt̄,x2

(0)

γt̄,x1
(0)

[ρ]0|θ0|(x)dx

≤ ‖θ0‖L∞
ˆ γt̄,x2

(0)

γt̄,x1
(0)

[ρ]0(x)dx = ‖θ0‖L∞ |Q(t̄, x2)−Q(t̄, x1)|.

To establish the last inequality at the first line we have used the fact that, since ρ ≥ 0, then
[ρ]0 ≥ 0. By relying on Lemma 2.10 we conclude that there is a Lipschitz continuous function

gt̄,0 : Q(t̄, ]xα(t̄), xβ(t̄)[)→ R such that Q̃(t̄, x) = gt̄,0(Q(t̄, x)), for every x ∈]xα(t̄), xβ(t̄)[.
We now establish (3.27). First, we recall property (f) in Lemma 3.4 and the definition (3.17) of

xα(t̄) and xβ(t̄) and we conclude that Q(t̄, ]xα(t̄), xβ(t̄)[) ⊆ Q(0, ]α, β[). We denote by R0 the set of
values h ∈ Q(t̄, ]xα(t̄), xβ(t̄)[) such that i) there is a unique xh ∈]xα(t̄), xβ(t̄)[ such that Q(t̄, xh) = h;
ii) there is a unique zh ∈]α, β[ such that Q(0, zh) = h and furthermore iii) zh is a Lebesgue point of θ0

with respect to the measure [ρ]0L
1, namely zh ∈ supp

(
[ρ]0L

1
)

and

(3.29) lim
ε→0+

ˆ zh+ε

zh−ε
[ρ]0|θ0(y)− θ0(zh)| dy
ˆ zh+ε

zh−ε
[ρ]0(y) dy

= 0.

Note that in the previous expression the integral at the denominator does not vanish since zh ∈
supp

(
[ρ]0L

1
)
. Note furthermore that, owing to the monotonicity of Q with respect to x, if xh and

zh are as in points i) and ii) then zh = γt̄,xh(0). Assume for a moment that we have shown that

L1(Q(t̄, ]xα(t̄), xβ(t̄)[) \ R0) = 0. Fix h ∈ R0 and the corresponding zh ∈]α, β[ such that Q(0, zh) = h:
owing to (3.29) we have

g′t̄,0(h) = lim
ε→0+

Q̃(0, zh + ε)− Q̃(0, zh − ε)
Q(0, zh + ε)−Q(0, zh − ε)

= θ0(zh) = θ0(γt̄,xh(0)),

that is (3.27).
We are left to show that L1(Q(t̄, ]xα(t̄), xβ(t̄)[) \R0) = 0. Note that R0 = R1 ∩R2 ∩R3, where R1

is the set of h such that there is a unique x ∈]xα(t̄), xβ(t̄)[ satisfying Q(t̄, x) = h, R2 is the set of h
such that there is a unique z ∈]xα(t̄), xβ(t̄)[ satisfying Q(0, z) = h and

R3 := Q(t̄; ]xα(t̄), xβ(t̄)[) ∩Q(0, L), where L := {z is a Lebesgue point for [ρ]0L
1 on ]α, β[}.
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To show that L1(Q(t̄, ]xα(t̄), xβ(t̄)[)\R0) = 0 it suffices to show that L1(Q(t̄, ]xα(t̄), xβ(t̄)[)\Ri) = 0 for
i = 1, 2, 3. Since Q(t̄, ·) and Q(0, ·) are both monotone functions, then L1(Q(t̄, ]xα(t̄), xβ(t̄)[) \R1) = 0
and L1(Q(t̄, ]xα(t̄), xβ(t̄)[) \ R2) = 0. To establish the last inequality, we point out that L is a L1-
measurable set and that, owing to the Lebesgue Differentiation Theorem, [ρ]0L

1(]α, β[\L) = 0. Owing
to the Coarea Formula we get

0 =

ˆ
]α,β[\L

[ρ]0(x)dx =

ˆ
Q(0,]α,β[\L)

H0({x : Q(0, x) = h})dh,

which yields L1(Q(0, ]α, β[\L)) = 0. To conclude, we recall that Q(t̄, ]xα(t̄), xβ(t̄)[) ⊆ Q(0, ]α, β[),
which implies Q(t̄, ]xα(t̄), xβ(t̄)[) \ R3 ⊆ Q(0, ]α, β[) \Q(0, L) ⊆ Q(0, ]α, β[\L).
Step 2: we define the function gt̄ on the set ]α, xα(t̄)[. As in Step 1 we want to rely on Lemma 2.10,
so we fix x1, x2 ∈]α, xα(t̄)[, x1 < x2. By the monotonicity property at point (h) in Lemma 3.4, we have
t∗(γt̄,x2

) ≤ t∗(γt̄,x1
). Also, the point ȳ defined in (3.19) is the same for both x1 and x2. This yields

|Q̃(t̄, x2)− Q̃(t̄, x1)| =

∣∣∣∣∣
ˆ
E−
t̄
∩[t∗(γt̄,x2

),t∗(γt̄,x1
)]

Tr[ρb](t, α+)θ̄(t)dt

∣∣∣∣∣
(3.7)
=

∣∣∣∣∣
ˆ
E−
t̄
∩[t∗(γt̄,x2

),t∗(γt̄,x1
)]
∂tQ(t, α)θ̄(t)dt

∣∣∣∣∣
(2.11)

=

∣∣∣∣∣
ˆ
E−
t̄
∩[t∗(γt̄,x2

),t∗(γt̄,x1
)]
∂tU

−(t)θ̄(t)dt

∣∣∣∣∣ ≤ ‖θ̄‖L∞
ˆ
E−
t̄
∩[t∗(γt̄,x2

),t∗(γt̄,x1
)]
−∂tU−(t)dt

= ‖θ̄‖L∞
∣∣U−(t∗(γt̄,x2

))− U−(t∗(γt̄,x1
))
∣∣ Lemma 3.7

= ‖θ̄‖L∞ |Q(t̄, x2)−Q(t̄, x1)|.

(3.30)

In the previous expression we have written U− instead of U−(Q(α, ·), [0, t̄]) to simplify the nota-
tion. Owing to Lemma 2.10, this implies that one can define a Lipschitz continuous function gt̄,α :

Q(t̄, ]α, xα(t̄)[) → R such that for every x ∈]α, xα(t̄)[ we have Q̃(t̄, x) = gt̄,α(Q(t̄, x)). To estab-
lish (3.26) we first recall that, owing to property (f) in Lemma 3.4, Q(t∗(γt̄,x), α) = Q(t̄, x) for every
x ∈]α, xα(t̄)[. Owing to Lemma 3.7, this implies that Q(t̄, ]α, xα(t̄)[) ⊆ U−(Q(·, α), [0, t̄])([0, t̄]). We
now term Rα(t̄) the set of values h ∈ Q(t̄, ]α, xα(t̄)[) such that i) there is a unique xh ∈]α, xα(t̄)[
satisfying Q(t̄, xh) = h; ii) there is a unique th ∈]0, t̄[ satisfying U−(Q(·, α), [0, t̄])(th) = h and fur-
thermore iii) th is a Lebesgue point for the measure −dU−(Q(·, α), [0, t̄])/dtL1. Note that if th is as
in ii), then owing to Lemma 2.8 we have th ∈ E−t̄ and hence by (3.7) point iii) could be equivalently

riformulated by requiring that th is a Lebesgue point for the measure −Tr[bρ](·, α+)L1xE−
t̄

. Also, if
xh and th are in points i) and ii), then th = t∗(γt̄,xh). By arguing as in Step 1 one can show that

L1 (Q(t̄, ]α, xα(t̄)[) \ Rα) = 0 and that for every h ∈ Rα we have

g′t̄,α(h) = lim
ε→0

Q̃(th + ε, α)− Q̃(th − ε, α)

Q(th + ε, α)−Q(th − ε, α)
= θ̄(th) = θ̄(t∗(γt̄,xh)).

By relying on the same argument one can show that there is a Lipschitz continuous function gt̄,β :

Q(t̄, ]xβ(t̄), β[)→ R such that Q̃(t̄, x) = gt̄,β(Q(t, x)) for every x ∈]xβ(t̄), β[. Also,

g′t̄,β(h) = θ(t∗(γt̄,x)), for a.e. h ∈ Q(t̄, ]xβ(t̄), β[),

provided x ∈]xβ(t̄), β[ satisfies Q̃(t, x) = h.
Step 3: we patch together the definitions of gt̄ given at the previous steps. First, we recall that the
function Q(t̄, ·) is Lipschitz continuous and monotone non-increasing, which implies

supQ(t̄, ]α, xα(t̄)[) = lim
x→xα(t̄)−

Q(t̄, x) = lim
x→xα(t̄)+

Q(t̄, x) = inf Q(t̄, ]xα(t̄), xβ(t̄)[),

supQ(t̄, ]xα(t̄), xβ(t̄)[) = lim
x→xβ(t̄)−

Q(t̄, x) = lim
x→xβ(t̄)+

Q(t̄, x) = inf Q(t̄, ]xβ(t̄), β[)
(3.31)
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if both xα(t̄), xβ(t̄) ∈]α, β[. We set

gt̄(h) :=


gt̄,α(h) if h ∈ Q(t̄, ]α, xα(t̄)[),

gt̄,0(h) if h ∈ Q(t̄, ]xα(t̄), xβ(t̄)[),

gt̄,β(h) if h ∈ Q(t̄, ]xβ(t̄), β[).

Owing to (3.31), in order to prove that gt̄ is well-defined it suffices to show that, if xα(t̄), xβ(t̄) ∈]α, β[

(the other cases are actually simpler), then Q̃(t̄, ·) is continuous at both xα(t̄) and xβ(t̄). We only
establish the continuity at xα(t̄), the other proof is analogous. We assume that xα(t̄) ∈]α, β[ and
define the two curves γ̃±α : [0, T ]→ [α, β] by setting

γ̃+
α (t) := lim

ε→0+
γt̄,xα(t̄)+ε(t) and γ̃−α (t) := lim

ε→0+
γt̄,xα(t̄)−ε(t).

We also set

(3.32) t̃∗ := lim
ε→0+

t∗(γt̄,xα(t̄)−ε).

Owing to Lemma 3.7, t∗(γt̄,x) ∈ E−
t̄

for every x < xα(t̄). Since by Lemma 2.8 E−t is a closed set, then

t̃∗ ∈ E−t̄ and this implies t̃∗ ≥ tmin, where tmin is the same as in (3.19).

By definition of Q̃ we have

lim
x→xα(t̄)−

Q̃(t̄, x) = Q̃(t̄, xα(t̄)−) =

ˆ ȳ

α
[ρ]0(x)θ0(x)dx+

ˆ
E−
t̄
∩]0,t̃∗[

Tr[ρb](t, α+)θ̄(t)dt,

lim
x→xα(t̄)+

Q̃(t̄, x) = Q̃(t̄, xα(t̄)+) =

ˆ γ̃+
α (0)

α
[ρ]0(x)θ0(x)dx

(3.33)

In Step 4 below we show thatQ(t̃∗, α) = Q(tmin, α). Since t̃∗, tmin ∈ E−t̄ , this yields U−(Q(·, α), [0, t̄])(t̃∗) =

U−(Q(·, α), [0, t̄])(tmin). We then have

Tr[ρb](·, α+)x
(
E−
t̄
∩]0, t̃∗[

) Lemma 3.2
= − ∂tQ(t, α)x

(
E−
t̄
∩]0, t̃∗[

)
Lemma 2.8

= − ∂tU−(Q(·, α), [0, t̄])x
(
E−
t̄
∩]0, t̃∗[

)
= 0

and this implies
´
E−
t̄
∩]0,t̃∗[

Tr[ρb](t, α+)θ̄(t)dt = 0. Owing to (3.33), in order to show that Q̃(t̄, xα(t̄)−) =

Q̃(t̄, xα(t̄)+) we are left to prove that

ˆ ȳ

α
[ρ]0(x)θ0(x)dx =

ˆ γ̃+
α (0)

α
[ρ]0(x)θ0(x)dx.

It suffices to show that [ρ]0 = 0 a.e. on the interval with endpoints ȳ and γ̃+
α (0), which is equivalent

to prove that Q(0, ȳ) = Q(0, γ̃+
α (0)). To see this, we first show that

(3.34) Q(t, α) < Q(tmin, α), for every t ∈]0, tmin[.

Assume by contradiction that tmin > 0 and there is τ ∈]0, tmin[ such that Q(τ, α) ≥ Q(tmin, α).
Since by definition tmin = minE−

t̄
, then U−(Q(·, α), [0, t̄])(t) = U−(Q(·, α), [0, t̄])(tmin) = Q(tmin, α)

for every t ∈]0, tmin[. Since U−(Q(·, α), [0, t̄]) ≥ Q(·, α), this implies U−(Q(·, α), [0, t̄])(τ) = Q(τ, α),
which contradicts the minimality of tmin and hence establishes (3.34). We now recall property (f)
in Lemma 3.4 and that, for every t ∈ [0, T ] the function Q(t, ·) is monotone non-decreasing. Owing
to (3.34), this implies that γtmin,α+ε(t) > α for every ε > 0 and every t ∈]0, tmin[. By Point (f) in
Lemma 3.4 this yields Q(0, γtmin,α+ε(0)) = Q(tmin, α+ ε) and by letting ε→ 0 we arrive at

(3.35) Q(0, ȳ) = Q(tmin, α).

On the other hand, Q(t̄, xα(t̄)) = Q(0, γ̃+
α (0)) = Q(t̃∗, α). Since Q(t̃∗, α) = Q(tmin, α) by Step 4, then

owing to (3.35) we have Q(0, ȳ) = Q(0, γ̃+
α (0)). This concludes the proof of the continuity of Q̃(t̄, ·) at
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the point xα(t̄).
Step 4: we establish the equality Q(t̃∗, α) = Q(tmin, α). Since tmin, t̃∗ ∈ E−t̄ and t̃∗ ≥ tmin, then

Q(t̃∗, α) = U−(Q(·, α), [0, t̄])(t̃∗) ≤ U−(Q(·, α), [0, t̄])(tmin) = Q(tmin, α).

Assume by contradiction that Q(t̃∗, α) < Q(tmin, α). Since U−(Q(·, α), [0, t̄]) is a monotone non-
decreasing function, there is h ∈]Q(t̃∗, α), Q(tmin, α)[ such that there is a unique th ∈]tmin, t̃∗[ satis-
fying U−(Q(·, α), [0, t̄])(th) = h. Note that th ∈ E−

t̄
and that for every t ∈]th, t̄[ we have Q(t, α) ≤

U−(Q(·, α), [0, t̄])(t) < U−(Q(·, α), [0, t̄])(th) = Q(th, α) = h. By using property (f) in Lemma 3.4 and
the monotonicity of Q(t, ·) this implies that, for every ε > 0 and every t ∈ [th, t̄], we have γth,α+ε(t) > α
and this in turn implies

Q(t̄, γth,α+ε(t̄)) = Q(th, α+ ε) ≥ h > Q(t̃∗, α) = Q(t̄, xα(t̄)).

By the monotonicity of Q(t̄, ·), this yields xα(t̄) < xh := limε→0+ γth,α+ε(t̄). Note that, by the definition
of xα(t̄), for every x ∈]xα(t̄), xh[ we have t∗(γt̄,x) = 0. On the other hand, by the monotonicity property
(h) in Lemma 3.4, for every x ∈]xα(t̄), xh[ and every ε > 0 we have γt̄,x(·) ≤ γth,α+ε(·) and this implies

t∗(γt̄,x) ≥ th > 0. This yields a contradiction and establishes the equality Q(t̃∗, α) = Q(tmin, α).
Step 5: we are left to show that (3.25) holds for every (t, x) ∈ O(t̄). So far we have shown that (3.25)
holds for every (t, x) ∈]0, T [×]α, β[ with t = t̄. To conclude we recall that Q is constant along γt̄,x
owing to property (f) in Lemma 3.4 and we recall Lemma 3.8. �

Remark 3.10. It follows immediately from the statement of Lemma 3.9 that for every t1, t2 ∈]0, T [ it
holds gt1 = gt2 in Q(O(t1)) ∩Q(O(t2)).

3.5. Proof of Theorem 1.2: existence. The following result establishes the existence of a solution
of (1.2) by exhibiting an explicit formula. Note that by relying on (3.38) below we conclude that the

function Q̃ constructed in §3.4 is a potential function for (ρθ, bρθ).

Proposition 3.11. Let Q̃ be as in §3.4 and gt be as in Lemma 3.9. Then the function

(3.36) θ(t, x) :=

{
g′t(Q(t, x)) if gt is differentiable at Q(t, x),

0 otherwise.

is a solution of the initial-boundary value problem (1.2) in the sense of Definition 2.7. Also,

(3.37) θ(t, x) =


θ̄(t∗(γt,x)) if α < x < xα(t)

θ0(γt,x(0)) if xα(t) < x < xβ(t)

θ(t∗(γt,x)) if xβ(t) < x < β

for ρL2-a.e. (t, x) ∈]0, T [×]α, β[.

Proof. We organize the proof in four steps.
Step 1: we establish (2.2), namely we show that the function θ defined by (3.36) is a distributional
solution of the equation on ]0, T [×]α, β[. By a standard argument involving partitions of unity, it
suffices to show that, for every (t̄, x̄) ∈]0, T [×]α, β[, the equation ∂t[ρθ] +∂x[bρθ] = 0 holds in the sense
of distributions in a neighborhood of (t̄, x̄). To this end, fix (t̄, x̄) ∈]0, T [×]α, β[ and r > 0 such that

the ball Br(t̄, x̄) ⊆ O(t̄). Owing to Lemma 3.9 we have Q̃(t, x) = gt̄ ◦Q(t, x) for every (t, x) ∈ Br(t̄, x̄).
In particular, by the chain-rule for Lipschitz functions and definition (3.36) of θ, we have

(3.38) ∂xQ̃ = θ∂xQ = ρθ, and ∂tQ̃ = θ∂tQ = −ρbθ.

and this yields ∂t[ρθ] + ∂x[ρbθ] = 0 on Br(t̄, x̄).

Step 2: we show that [ρθ]0 = [ρ]0θ0. First, we point out that (3.38) means that Q̃ is a potential
function for (ρθ, bρθ) and we recall (3.8). We conclude that establishing the equality [ρθ]0 = [ρ]0θ0
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amounts to show that ∂xQ̃(0, ·) = [ρ]0θ0. To this end, we fix x1 < x2 in ]α, β[, then x1, x2 ∈]xα(ε), xβ(ε)[
provided ε > 0 is sufficiently small. This yields

Q̃(0, x2)− Q̃(0, x1) = lim
ε→0+

Q̃(ε, x2)− Q̃(ε, x1)

= lim
ε→0+

ˆ γε,x2 (0)

0
[ρ]0θ0(x)dx−

ˆ γε,x1 (0)

0
[ρ]0θ0(x)dx =

ˆ x2

x1

[ρ]0θ0(x)dx

and concludes Step 2.
Step 3: we show that Tr[ρbθ](t, α+) = Tr[ρb](t, α+)θ̄(t) for a.e. t ∈]0, T [ such that Tr[ρb](t, α+) < 0.

We combine (3.38) with (3.8) and we conclude that Tr[ρbθ](t, α+) = ∂tQ̃(t, α). The computation in
(3.30) shows that, if t1, t2 are such that there are t̄ > t1, t2 and x1, x2 ∈]α, xα(t̄)[ satisfying t1 = t∗(γt̄,x1

)
and t2 = t∗(γt̄,x2

), then

Q̃(t1, α)− Q̃(t2, α) =

ˆ t1

t2

Tr[ρb](t, α+)θ̄(t)dt.

We set F := {t ∈]0, T [: Tr[ρb](τ, α+) < 0} and we point out that, owing to the above equality, in order
to complete the proof it suffices to show that i) for a.e. τ ∈ F there are t̄ > τ and x ∈]α, xα(t̄)[ such
that t∗(γt̄,x) = τ and ii) the set E−

t̄
∩ F has density 1 at τ . We first prove that for a.e. τ ∈ F there is

t̄ ∈ Q∩]0, T [ as in i): indeed for a.e. τ ∈ F , the function Q(·, α) is differentiable at τ and furthermore
∂tQ(τ, α) < 0. In particular there is ε > 0 such that Q(t, α) < Q(τ, α) for a.e. t ∈]τ, τ + ε[. Let
t̄ ∈ Q∩]τ, τ + ε[ and x := limν→α+ γτ,ν(t̄). We are left to show that τ = t∗(γt̄,x). By the monotonicity
property stated in point (h) of Lemma 3.4 we have t∗(γt̄,x) ≥ τ . On the other hand, owing to property
(f) in Lemma 3.4, we have Q(t, γt̄,x(t)) = Q(τ, α). Since Q(t, α) < Q(τ, α) for every t ∈]τ, t̄], this
implies that t∗(γt̄,x) ≤ τ and concludes the proof of i). Since a.e. τ ∈ F belongs to the countable union⋃
t̄∈Q∩]0,T [E

−
t̄
∩ F , then a.e. τ ∈ F is a point of density 1 of E−

t̄
for at least a t̄ ∈ Q∩]0, T [ and this

ends the proof of ii).
Step 4: we establish (3.37). We recall (3.26), (3.27) and (3.28). We also fix t̄ ∈]0, T [ and recall the
definition of the setR0 given in Step 1 of the proof of Lemma 3.9. We termRc0 : Q(t̄, ]xα(t̄), xβ(t̄)[)\R0

and we point out that, owing to the coarea formula,

ρL1
(

]xα(t̄), xβ(t̄)[∩Q(t̄, ·)−1(Rc0)
)

= 0.

This implies that, for ρL1-a.e. x ∈]xα(t̄), xβ(t̄)[, equation (3.37) holds true at t = t̄. By relying on
analogous arguments, one can conclude the proof of (3.37). �

3.6. Proof of Theorem 1.2: uniqueness. In this paragraph we establish the uniqueness result in
the statement of Theorem 1.2. To this end, we fix a solution θ of (1.2) and we recall the definition (3.1)

of the potential function Qθ. The final goal is to establish Proposition 3.13, which dictates that Qθ = Q̃,
where Q̃ is the same as in §3.4. Corollary 3.14 is then an easy consequence of Proposition 3.13 and
gives the uniqueness result in Theorem 1.2. We first establish a preliminary result, which uses an
argument in [23].

Lemma 3.12. Let θ ∈ L∞(]0, T [×]α, β[) be a solution, in the sense of Definition 2.7, of the initial-
boundary value problem (1.2). Fix (t̄, x̄) ∈]0, T [×]α, β[, then there are r > 0 and a Lipschitz continuous
function gθ : R→ R such that

(3.39) Qθ(t, x) = gθ(Q(t, x)) ∀(t, x) ∈ Br(t̄, x̄).

Also,

(3.40) Qθ(t, γt̄,x̄(t)) = gθ(Q(t̄, x̄)), ∀t ∈ [t∗(γt̄,x̄), t∗(γt̄,x̄)]

and

(3.41) Tr[(ρθ, ρbθ)](t, γt̄,x̄(t)−) = Tr[(ρθ, ρbθ)](t, γt̄,x̄(t)+) = 0, for a.e. t ∈ [t∗(γt̄,x̄), t∗(γt̄,x̄)].
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Proof. We fix (t̄, x̄) ∈]0, T [×]α, β[ and r > 0 such that ]t̄−r, t̄+r[⊆]0, T [ and I :=]x̄−r−2r‖b‖L∞ , x̄+
r + 2r‖b‖L∞ [⊆]α, β[. The rest of the proof is organized into some steps.
Step 1: we define the function gθ on the set Q(t̄− r, I). We point out that

|Qθ(t̄− r, x1)−Qθ(t̄− r, x2)| (3.1)
=

∣∣∣∣ˆ x2

x1

ρθ(t̄− r, x)dx

∣∣∣∣ ≤ ‖θ‖L∞ ∣∣∣∣ˆ x2

x1

ρ(t̄− r, x)dx

∣∣∣∣
= ‖θ‖L∞ |Q(t̄− r, x1)−Q(t̄− r, x2)|

and owing to Lemma 2.10 this implies that there is a Lipschitz continuous function gθ satisfying (3.39)
for every (t̄− r, x) with x ∈ I.
Step 2: we prove that (3.39) holds for every (t, x) in the trapezoidal region

(3.42) Et̄,x̄(r) := {(t, x) ∈]t̄− r, t̄+ r[×]α, β[: x ∈]γl(t), γr(t)[},

where

γl(t) := x̄− r − 2r‖b‖L∞ + ‖b‖L∞(t− t̄+ r) and γr(t) := x̄+ r + 2r‖b‖L∞ − ‖b‖L∞(t− t̄+ r).

Since Br(t̄, x̄) ⊆ Et̄,x̄(r) this completes the proof of (3.39).
Step 2A: we show that gθ(h) is defined for every h = Q(t, x) with (t, x) ∈ Et̄,x̄(r). To this end, we
recall the proof of point (a) of Lemma 3.4 and conclude that, since γ̇l(t) = ‖b‖L∞ and γ̇r(t) = −‖b‖L∞ ,
then

d

dt
Q(t, γl(t)) ≥ 0 and

d

dt
Q(t, γr(t)) ≤ 0.

Since for every t ∈]0, T [ the function Q(t, ·) is monotone non-decreasing, the above inequalities imply
that the image of Et̄,x̄(r) through Q is contained in the set Q(t̄− r, I).
Step 2B: we consider any Lipschitz continuous extension of gθ to the whole R and set H := (Qθ −
gθ ◦Q)2. We want to show

(3.43) ρH(t, x) = 0 for L1-a.e. x ∈]γl(t), γr(t)[.

To this end, we first show that H is a distributional solution of the equation

(3.44) ∂t(ρH) + ∂x(ρbH) = 0 on ]0, T [×]α, β[.

Fix a test function ϕ ∈ C∞c (]0, T [×]α, β[): since H is a Lipschitz continuous function, then we can use
Hϕ as a test function for the equation ∂tρ+ ∂x(ρb) = 0. We obtain

0 =

¨
]0,T [×]α,β[

ρ(Hϕ)t + ρb(Hϕ)xdtdx =

¨
]0,T [×]α,β[

H (ρϕt + ρbϕx) + ϕ (ρHt + ρbHx) dtdx

=

¨
]0,T [×]α,β[

H (ρϕt + ρbϕx) dtdx

+

¨
]0,T [×]α,β[

2ϕ(Qθ − gθ ◦Q)
(
ρ(Qθ)t + ρb(Qθ)x − g′θ ◦Q(ρ(Q)t + ρb(Q)x)

)
dtdx

=

¨
]0,T [×]α,β[

H (ρϕt + ρbϕx) dtdx,

that is (3.44). Note that in the last equality we used that (Qθ)t = −b(Qθ)x and Qt = −bQx.
We now fix τ ∈]t̄−r, t̄+r[ and apply Lemma 2.3 with C = (ρH, ρbH), Λ = {(t, x) : t ∈]t̄−r, τ [, x ∈

]γl(t), γr(t)[} and we choose a test function ψ such that ψ ≡ 1 on Λ. Owing to (3.44) we arrive at

ˆ γr(τ)

γl(τ)
ρH(τ, x)dx =

ˆ γr(t̄−r)

γl(t̄−r)
ρH(t̄− r, x)dx−

ˆ
γl

Tr[(ρH, ρbH)]dH1 −
ˆ
γr

Tr[(ρH, ρbH)]dH1.

(3.45)

Since ρH ≥ 0, γ̇l = −‖b‖L∞ , and γ̇r = ‖b‖L∞ , then

(3.46) Tr[(ρH, ρbH)] ≥ 0 on γl and Tr[(ρH, ρbH)] ≥ 0 on γr.
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By plugging (3.46) and the equality H(t̄−r, x) = 0 for every x ∈]γl(t̄−r), γr(t̄−r)[ into (3.45) we arrive
at the equality H(τ, x) = 0 for a.e. x ∈]γl(τ), γr(τ)[ and by the arbitrariness of τ this yields (3.43).
Step 2C: we show that H2 ≡ 0 in Et̄,x̄(r). Since ρH = 0 a.e. in Et̄,x̄(r), then

∂tH
2 = 2H∂tH = −4ρH(Qθ − gθ ◦Q)(bθ − bg′θ ◦Q) = 0 a.e. on Et̄,x̄(r).

Since H(t − r̄, x) = 0 for every x ∈]γl(t̄ − r), γr(t̄ − r)[, then H2 ≡ 0 in Et̄,x̄(r), i.e. Qθ = gθ ◦ Q in
Et̄,x̄(r). This completes the proof of (3.39).
Step 3: we complete the proof of the lemma. The identity (3.40) follows from (3.39) by a standard cov-
ering argument. To establish (3.41), we point out that, owing to (3.39) and to point (f) in Lemma 3.4,

the function Q̃ is constant along γt̄,x̄. By relying on Lemma 3.1 we then arrive at (3.41). �

We are now ready to state the main result of this paragraph.

Proposition 3.13. Let θ be a solution of (1.2) in the sense of Definition 2.7, Q̃ as in §3.4 and Qθ
as in (3.1). Then

(3.47) Q̃ = Qθ.

Proof. We fix t̄ ∈]0, T [ and we distinguish between three cases.
Case 1: x̄ ∈]xα(t̄), xβ(t̄)[. Owing to (3.40), Qθ(t̄, x̄) = Qθ(0, γt̄,x̄(0)). Since Qθ(0, α) = 0 and ∂xQθ =
ρθ, then

Qθ(t̄, x̄) = Qθ(γt̄,x̄(0)) =

ˆ γt̄,x̄(0)

0
[ρθ]0(x)dx

(2.6)
=

ˆ γt̄,x̄(0)

0
[ρ]0θ0(x)dx

and this yields (3.47).
Case 2: x̄ ∈]α, xα(t̄)[. Owing to (3.40), Qθ(t̄, x̄) = Qθ(t∗(γt̄,x̄), α). We consider the curve γtmin,α+ε,
where tmin is the same as in (3.19): by combining Lemma 3.7 and the minimality property of tmin we
conclude that γtmin,α+ε(t) > α for every t ∈ [0, tmin]. Since γtmin,α+ε is a Lipschitz continuous curve,
then owing to (3.2) γtmin,α+ε(t) < β for every t ∈ [0, tmin] and ε > 0 sufficiently small. Summing up,
γtmin,α+ε(t) ∈]α, β[ for every t ∈ [0, tmin]. Owing to (3.40), Qθ(tmin, α) = Qθ(0, ȳ). Since

Qθ(0, ȳ) =

ˆ ȳ

0
[ρ]0(x)θ0(x)dx,

by recalling (3.23) we conclude that to prove (3.47) it suffices to show that

(3.48) Qθ(t∗(γt̄,x̄), α)−Qθ(tmin, α) =

ˆ
E−
t∗(γt̄,x̄)

Tr[ρb](t, α+)θ̄(t)dt.

Owing to Lemma 3.12 there is a Lipschitz continuous function gα : R → R such that Hθ := gα ◦
U−(Q(·, α), [0, t∗(γt̄,x̄)]) coincides with Qθ(·, α) on E−t∗(γt̄,x̄). Since Q = U−(Q(·, α), [0, t∗(γt̄,x̄)]) on

E−t∗(γt̄,x̄), then

Tr[ρb](t, α+)
(3.7)
= ∂tQ(t, α)

(2.11)
=

d

dt

[
U−(Q(·, α), [0, t∗(γt̄,x̄)])

]
(t) ≤ 0 a.e. on E−t∗(γt̄,x̄).

Since gα is a Lipschitz continuous function, then

(3.49)
d

dt
Hθ(t) = 0 for a.e. t ∈ E−t∗(γt̄,x̄) such that Tr[ρb](t, α+) = 0.

Since Hθ coincides with Qθ(·, α) on E−t∗(γt̄,x̄), then

(3.50) Tr[ρbθ](·, α+) = ∂tQθ(·, α) =
d

dt
Hθ a.e. on ∈ E−t∗(γt̄,x̄).

Owing to (2.6), Tr[ρbθ](t, α+) = Tr[ρb](t, α+)θ̄(t) for a.e. t ∈]0, T [ such that Tr[ρb](t, α+) < 0 and
hence by combining (3.50) and (3.49) we get

(3.51)
d

dt
Hθ(t) = Tr[ρb](t, α+)θ̄(t) a.e on E−t∗(γt̄,x̄).



22 S. DOVETTA, E. MARCONI, AND L. V. SPINOLO

Moreover, since the derivative of U−(Q(·, α), [0, t∗(γt̄,x̄)]) vanishes a.e. on [0, t∗(γt̄,x̄)]\E−t∗(γt̄,x̄), then the

same holds for Hθ. We finally observe that by recalling Lemma 3.7 and (3.23) we have tmin, t∗(γt̄,x̄) ∈
E−t∗(γt̄,x̄) and therefore

Qθ(t∗(γt̄,x̄), α)−Qθ(tmin, α) = Hθ(t∗(γt̄,x̄))−Hθ(tmin) =

ˆ t∗(γt̄,x̄)

tmin

d

dt
Hθ(t)dt

=

ˆ
E−
t∗(γt̄,x̄)

d

dt
Hθ(t)dt

(3.51)
=

ˆ
E−
t∗(γt̄,x̄)

Tr[ρb](t, α+)θ̄(t)dt.

This establishes (3.48) and therefore concludes the analysis of Case 2.
Case 3: x̄ ∈]xβ(t̄), β[. The argument is analogous to the one in Case 2 and is therefore omitted. �

Corollary 3.14. Under the same assumptions as in the statement of Theorem 1.2, assume that θ1 ∈
L∞(]0, T [×]α, β[) and θ2 ∈ L∞(]0, T [×]α, β[) are two solutions of (1.2), in the sense of Definition 2.7.
Then ρθ1 = ρθ2 a.e. on ]0, T [×]α, β[.

Proof. Let Q̃ be defined in §3.4. Then, by Proposition 3.13, we have

Qθ1 = Q̃ = Qθ2 ,

where Qθ1 and Qθ2 are the Lipschitz potentials associated to θ1 and θ2 respectively as in (3.1). In
particular

ρθ1 = ∂xQθ1 = ∂xQθ2 = ρθ2 a.e. in ]0, T [×]α, β[. �

.

4. Proofs of Corollary 1.3 and of the trace renormalization property

In this section we apply the analysis at the previous section and establish Corollary 1.3 and the
trace renormalization property given by Theorem 4.2

4.1. Proof of Corollary 1.3. By the uniqueness result in the statement of Theorem 1.2, every
θ ∈ L∞(]0, T [×]α, β[) which solves (1.2) in the sense of Definition 2.7 coincides ρL2-a.e. with the
function defined by (3.37). This yields the comparison principle.

4.2. Trace renormalization property. We first establish a preliminary result.

Lemma 4.1. Assume that b ∈ L∞(]0, T [×]α, β[) is a nearly incompressible vector field with density ρ,
and that θ ∈ L∞(]0, T [×]α, β[) is a solution of (1.2), in the sense of Definition 2.7. Then

(4.1)
|Tr[bρθ](t, α+)| ≤ ‖θ‖L∞ |Tr[bρ](t, α+)|,
|Tr[bρθ](t, β−)| ≤ ‖θ‖L∞ |Tr[bρ](t, β−)| for a.e. t ∈]0, T [.

Proof. We only establish the first inequality in (4.1), the proof of the second one is analogous. What
we actually show is that for every t̄ ∈]0, T [ there is a sequence εn → 0 such that

(4.2)

∣∣∣∣∣
ˆ t̄+εn

t̄−εn
Tr[(ρθ, ρbθ)](t, α+)dt

∣∣∣∣∣ ≤ ‖θ‖L∞
ˆ t̄+εn

t̄−εn

∣∣Tr[(ρ, ρb)](t, α+)
∣∣dt for every n ∈ N.

Then the first inequality in (4.1) follows by the Lebesgue Differentiation Theorem. Fix t̄ ∈]0, T [, let
δn → 0+ be a monotone decreasing sequence and consider the curve γn := γt̄,α+δn . We distinguish
between two cases:

lim inf
n→∞

min{t∗(γn)− t̄, t̄− t∗(γn)} = 0,

lim inf
n→∞

min{t∗(γn)− t̄, t̄− t∗(γn)} > 0.
(4.3)

By possibly passing to suitable subsequences, we can assume that the two inferior limits in (4.3) are
actually limits.
Case 1: the first condition in (4.3) holds true. We set εn := min{t∗(γn)− t̄, t̄− t∗(γn)} and we apply
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Lemma 2.3 with C = (ρ, ρb) and C = (ρθ, ρbθ): note that in both cases DivC = 0. We apply (2.1)
with Λ := En(t), where En(t) is the region defined by setting

En(t) := {(t, x) ∈]t̄− εn, t̄+ εn[×]α, β[: x < γn(t)},

and with a test function ψ such that ψ ≡ 1 on En(t). Since Q and Qθ are constant along γn, then
owing to Lemma 3.1 the normal traces of both (ρ, ρb) and (ρθ, ρbθ) along γn vanish. This yields

(4.4)

ˆ t̄+εn

t̄−εn
Tr[bρ](t, α+)dt+

ˆ γn(t̄+εn)

α
ρ(t̄+ εn, x)dx−

ˆ γn(t̄−εn)

α
ρ(t̄− εn, x)dx = 0,

and

(4.5)

ˆ t̄+εn

t̄−εn
Tr[bρθ](t, α+)dt+

ˆ γn(t̄+εn)

α
ρθ(t̄+ εn, x)dx−

ˆ γn(t̄−εn)

α
ρθ(t̄− εn, x)dx = 0.

Owing to property (e) in Lemma 3.4, either γn(t̄+ εn) ∈ {α, β} or γn(t̄− εn) ∈ {α, β} (or both). Since
γn are ‖b‖L∞-Lipschitz continuous curves and εn is converging to 0 by assumption, for n sufficiently
large neither γn(t̄ + εn) = β nor γn(t̄ − εn) = β can be satisfied and hence either γn(t̄ + εn) = α or
γn(t̄− εn) = α (or both). In particular at least one among the second and the third integral vanishes
in both (4.4) and (4.5). Owing to the inequality ρ ≥ 0 we then have∣∣∣∣∣

ˆ γn(t̄+εn)

α
ρθ(t̄+ εn, x)dx−

ˆ γn(t̄−εn)

α
ρθ(t̄− εn, x)dx

∣∣∣∣∣
≤ ‖θ‖L∞

∣∣∣∣∣
ˆ γn(t̄+εn)

α
ρ(t̄+ εn, x)dx−

ˆ γn(t̄−εn)

α
ρ(t̄− εn, x)dx

∣∣∣∣∣ .
(4.6)

By combining (4.4), (4.5) and (4.6) we get∣∣∣∣∣
ˆ t̄+εn

t̄−εn
Tr[bρθ](t, α+)dt

∣∣∣∣∣ ≤ ‖θ‖L∞
∣∣∣∣∣
ˆ t̄+εn

t̄−εn
Tr[bρ](t, α+)dt

∣∣∣∣∣ ,
which yields (4.2).
Case 2: we assume that lim infn→∞min{t∗(γn)− t̄, t̄− t∗(γn)} > 0. We denote by

(4.7) ε̄ := min

{
β − α

2‖b‖L∞
, lim inf
n→∞

min{t∗(γn)− t̄, t̄− t∗(γn)}
}

and assume without loss of generality that δn < (β − α)/2 for every n ∈ N. Owing to the definition
of ε̄ in (4.7) and to the fact that all the γn are ‖b‖L∞-Lipschitz continuous curves, we conclude that
γn(t) ∈]α, β[ for every t ∈]t̄−ε̄, t̄+ε̄[. Owing to the Dini Theorem, γn converges uniformly on [t̄−ε̄, t̄+ε̄]
to some Lipschitz continuous curve γ̄, which satisfies γ̄(t̄) = α. We claim that for every n ∈ N there
are hn, hθ,n ∈ R such that

(4.8) Q(t, γn(t)) = hn and Qθ(t, γn(t)) = hθ,n, a.e. t ∈]t̄− ε̄, t̄+ ε̄[.

To establish the first property in (4.8) we recall property (f) in Lemma 3.4. To establish the second
property in (4.8) we first recall that, by construction, γn(t) ∈ O(t̄) for every t ∈]t̄− ε̄, t̄+ ε̄[, where the

set O(t̄) is the same as in (3.24). Next, we recall that Qθ = Q̃ owing to (3.47). Up to subsequences,
hn and hθ,n converge to some h̄, h̄θ ∈ R: since the curves γn uniformly converge to γ̄ and Q and Qθ
are both continuous functions, the equalities (4.8) imply that Q(t, γ̄(t)) = h̄ and Qθ(t, γ̄(t)) = h̄θ for
every t ∈]t̄− ε̄, t̄+ ε̄[. For every ε ∈]0, ε̄[ we set

t1(ε) := inf{t ∈ [t̄− ε, t̄] : γ̄(t) = α}, and t2(ε) := sup{t ∈ [t̄, t̄+ ε] : γ̄(t) = α}.

Since γ̄(t̄) = α, then

Q(t2(ε), α) = h̄ = Q(t̄, α) = Q(t1(ε), α) and Qθ(t2(ε), α) = h̄θ = Q(t̄, α) = Qθ(t1(ε), α),



24 S. DOVETTA, E. MARCONI, AND L. V. SPINOLO

and hence
(4.9)ˆ t2(ε)

t̄
Tr[ρb](t, α+)dt = 0 =

ˆ t2(ε)

t̄
Tr[ρbθ](t, α+)dt,

ˆ t̄

t1(ε)
Tr[ρb](t, α+)dt = 0 =

ˆ t̄

t1(ε)
Tr[ρbθ](t, α+)dt.

We now apply the same argument as in Case 1 with En(t̄) replaced by

E+(t̄, ε) := {(t, x) ∈]t2(ε), t̄+ ε[×]α, β[: x < γ̄(t)},

and get

(4.10)

∣∣∣∣∣
ˆ t̄+ε

t2(ε)
Tr[ρbθ](t, α+)dt

∣∣∣∣∣ ≤ ‖θ‖L∞
∣∣∣∣∣
ˆ t̄+ε

t2(ε)
Tr[ρb](t, α+)dt

∣∣∣∣∣ ,
which owing to (4.9) yields∣∣∣∣∣

ˆ t̄+ε

t̄
Tr[ρbθ](t, α+)dt

∣∣∣∣∣ ≤ ‖θ‖L∞
∣∣∣∣∣
ˆ t̄+ε

t̄
Tr[ρb](t, α+)dt

∣∣∣∣∣ .
We repeat the same argument as in Case 1 with En(t̄) replaced by

E−(t̄, ε) := {(t, x) ∈]t̄− ε, t1(ε)[×]α, β[: x < γ̄(t)},

and by relying on (4.9) we get

(4.11)

∣∣∣∣∣
ˆ t̄

t̄−ε
Tr[ρbθ](t, α+)dt

∣∣∣∣∣ ≤ ‖θ‖L∞
∣∣∣∣∣
ˆ t̄

t̄−ε
Tr[ρb](t, α+)dt

∣∣∣∣∣ .
By combining (4.9), (4.10), and (4.11) we get∣∣∣∣∣

ˆ t̄+ε

t̄−ε
Tr[ρbθ](t, α+)dt

∣∣∣∣∣ ≤ ‖θ‖L∞
ˆ t̄+ε

t̄−ε

∣∣Tr[ρb](t, α+)
∣∣ dt, for every ε ∈]0, ε̄[

and this concludes the proof of the lemma. �

Here is our main result yielding the trace renormalization property

Theorem 4.2. Assume that b ∈ L∞(]0, T [×]α, β[) is a nearly incompressible vector field with density
ρ, and that θ ∈ L∞(]0, T [×]α, β[) is a solution of (1.2), in the sense of Definition 2.7. Then for every
q ∈ C0(R) we have
(4.12)

Tr[ρbq(θ)](t, α+) =

Tr[ρb](t, α+)q

(
Tr[ρbθ](t, α+)

Tr[ρb](t, α+)

)
if Tr[ρb](t, α+) 6= 0,

0 otherwise

for a.e. t ∈]0, T [

An analogous statement holds for the trace Tr[ρbq(θ)](·, β−).

The above result should be compared to [4, Theorem 4.2]: we have much weaker regularity as-
sumptions on b since we only require boundedness and remove the BV regularity hypothesis, but we
restrict to the one-dimensional setting. Note that several counterexamples (see for instance [15]) show
that in higher space dimension the trace renormalization property fails as soon as the BV regularity
deteriorates at the domain boundary.

Proof of Theorem 4.2. We separately establish (4.12) on the sets

F−α := {t ∈]0, T [: Tr[ρb](t, α+) < 0},
F 0
α := {t ∈]0, T [: Tr[ρb](t, α+) = 0},

F+
α := {t ∈]0, T [: Tr[ρb](t, α+) > 0}.
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Step 1: we establish (4.12) on F−α . Owing to Proposition 3.11, q(θ) is a solution of the initial boundary
value problem with initial and boundary data q(θ̄), q([ρ]0), q(θ). In particular,

(4.13) Tr[ρbq(θ)](t, α+) = Tr[ρb](t, α+)q(θ̄(t, α+)) for a.e. t ∈ F−α .

Since

(4.14) Tr[ρbθ](t, α+) = Tr[ρb](t, α+)θ̄(t, α+) for a.e. t ∈ F−α ,

then by combining (4.13) and (4.14) we get (4.12) a.e. on F−α .
Step 2: by applying Lemma 4.1 to the solution q(θ) in place of θ we conclude that Tr[ρbq(θ)](t, α+) = 0
for a.e. t ∈ F 0

α, and this yields (4.12) a.e. on F 0
α.

Step 3: we are left to establish (4.12) a.e. on F+
α . To this end, we point out that by setting

θ′(t, x) := θ(T − t, x), ρ′(t, x) := ρ(T − t, x), b′(t, x) = −b(T − t, x),

we obtain

∂tρ
′ + ∂x(ρ′b′) = 0, ∂t(ρ

′θ′) + ∂x(ρ′b′θ′) = 0, in D′(]0, T [×]α, β[).

Also, we have

(4.15) Tr[ρ′b′](t, α+) = −Tr[ρb](T − t, α+) and Tr[ρ′b′θ′](t, α+) = −Tr[ρbθ](T − t, α+)

and similarly

Tr[ρ′b′](t, β−) = −Tr[ρb](T − t, β−) and Tr[ρ′b′θ′](t, β−) = −Tr[ρbθ](T − t, β−).

In particular θ′ is a solution of the initial boundary value problem (1.2) with initial datum θ′0 = θ(T, ·)
and boundary data

θ̄′ =


Tr[ρ′b′θ′](t, α+)

Tr[ρ′b′](t, α+)
if Tr[ρ′b′](t, α+) 6= 0,

0 otherwise,
and θ′ =


Tr[ρ′b′θ′](t, β−)

Tr[ρ′b′](t, β−)
if Tr[ρ′b′](t, β−) 6= 0,

0 otherwise.

Owing to Lemma 4.1, we have θ̄′, θ′ ∈ L∞(]0, T [) and by applying Step 1 to θ′ we obtain that for
L1-a.e. t ∈]0, T [ such that Tr[ρ′b′](t, α+) < 0 it holds

Tr[ρ′b′q(θ′)](t, α+) = Tr[ρ′b′](t, α+)q(θ̄′(t, α+)) for a.e. t ∈]0, T [ such that Tr[ρ′b′](t, α+) < 0 .

Owing to (4.15), this establishes (4.12) a.e. on F+
α . �

5. Propagation of BV regularity and stability

5.1. Proof of Proposition 1.4. In this section we establish the proof of Proposition 1.4 and as
a byproduct we also provide an alternative proof of the existence statement in Theorem 1.2, see
Remark 5.1. We rely on an approximation argument inspired by [17, Proof of Proposition 3.13],
however the approximation we use here is more complicated because we need to make sure that the
normal traces of the approximation converge strongly to the normal trace of the limit. We proceed
according to the following steps.
Step 1: we define an extension of ρ and bρ. We set
(5.1)

A(t, x) :=

 ρ(t, x) (t, x) ∈ [0, T ]×]α, β[
ρ(T, x) (t, x) ∈]T,+∞[×]α, β[
1 x < α, x > β

B(t, x) :=


bρ(t, x) (t, x) ∈ [0, T ]×]α, β[
−Tr[bρ](t, α+) (t, x) ∈ [0, T ]×]−∞, α[
Tr[bρ](t, β−) (t, x) ∈ [0, T ]×]β,+∞[
0 t > T .

In the previous expression, ρ(T, ·) denotes the normal trace of the vector field (ρ, bρ) at t = T . By direct
check, one can verify that, owing to the inequalities ‖Tr[bρ](t, α+)‖L∞ , ‖Tr[bρ](t, β−)‖L∞ ≤ ‖bρ‖L∞ ,
we have

(5.2) |B(t, x)| ≤ max{‖b‖L∞ , ‖bρ‖L∞}|A(t, x)|, a.e on ]0,+∞[×R.
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Note that
∂tA+ ∂xB = 0 on ]0, T [×]−∞, α[ and on ]0, T [×]β,+∞[.

We now want to show

(5.3) ∂tA+ ∂xB = 0 on ]0, T [×R.

To this end, we recall [15, Lemma 3.2] and we apply Lemma 2.3 with C = (A,B) and Λ =]0, T [×]−∞, α[
and Λ =]0, T [×]β,+∞[ and define the normal traces Tr[B](·, α−) and Tr[B](·, β+), that is, very loosely
speaking, the normal traces of B “from outside” the interval ]α, β[. It turns out that

(5.4) Tr[B](·, α−) = −Tr[bρ](·, α+), Tr[B](·, β+) = −Tr[bρ](·, β−).

To establish (5.3) we fix ψ ∈ C∞c (]0, T [×R) and point out thatˆ T

0

ˆ
R
A∂tψ +B∂xψdxdt =

ˆ T

0

ˆ β

−∞
A∂tψ +B∂xψdxdt+

ˆ T

0

ˆ β

α
A∂tψ +B∂xψdxdt

+

ˆ T

0

ˆ +∞

β
A∂tψ +B∂xψdxdt

=

ˆ T

0
Tr[B](·, β−)ψ(·, β)dt+

ˆ T

0
Tr[bρ](·, β+)ψ(·, β)dt+

ˆ T

0
Tr[bρ](·, α−)ψ(·, α)dt

+

ˆ T

0
Tr[B](·, α+)ψ(·, α)dt

(5.4)
= 0,

that is (5.3).
Step 2: we define the approximation argument. First, we introduce a cut-off function ζ such that

(5.5) ζ ∈ C∞(R), 0 ≤ ζ ≤ 1, ζ ≡ 1 on ]−∞, α+ δ], ζ ≡ 0 on [β − δ,+∞[, δ :=
β − α

10
.

Next, we introduce two anisotropic convolution kernels ω ∈ C∞c (]0, 1[) and ξ ∈ C∞c (]− 1, 0[). We set

(5.6) ωn(z) := nω(nz), ξn(z) := nξ(nz), γn(t, x) := n2ξ (nt)ω (nx) , ηn(t, x) := n2ξ (nt) ξ (nx)

and

(5.7) Bn := ζ[B ∗ γn] + (1− ζ)[B ∗ ηn], ρn := ζ[A ∗ γn] + (1− ζ)[A ∗ ηn] +
1

n
, bn :=

Bn
ρn
.

Owing to (5.2), we have

(5.8) ‖bn‖L∞ ≤ max{‖b‖L∞ , ‖bρ‖L∞}.
We conclude by defining the approximation of the data: we fix n ∈ N, recall that θ̄, θ ∈ BV (]0, T [)
and θ0 ∈ BV (]α, β[) and we introduce the functions θ̄∗n, θ

∗
n :]0,+∞[→ R, θ∗0,n : R→ R by setting

(5.9) θ̄∗n(t) :=

 θ0(α+) 0 < t < 2/n
θ̄(t) 2/n < t < T
θ̄(T−) T < t

θ∗n(t) :=

 θ0(β−) 0 < t < 2/n
θ(t) 2/n < t < T
θ(T−) T < t

and

(5.10) θ∗0,n(x) :=

 θ0(α+) x < α
θ0(x) α < x < β
θ0(β−) β < x.

We set

(5.11) θ0,n := θ∗0,n ∗ ξn, θ̄n := θ̄∗n ∗ ξn, θn := θ∗n ∗ ξn,
where ξn is the same as in (5.6).
Step 3: we study the properties of the approximation. We have

(5.12) ρn → ρ in L1(]0, T [×]α, β[) as n→ +∞, ‖ρn‖L∞ ≤ C(‖ρ‖L∞),
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and

(5.13) bnρn → bρ in L1(]0, T [×]α, β[) as n→ +∞, ‖bnρn‖L∞ ≤ C(‖bρ‖L∞).

Also,

(5.14) θ̄n → θ̄, θn → θ in L1(]0, T [) as n→ +∞, ‖θ̄n‖L∞ ≤ ‖θ̄‖L∞ , ‖θn‖L∞ ≤ ‖θ‖L∞

and

(5.15) TotVar θ̄n ≤ TotVar θ̄ + |θ0(α+)− θ̄(0+)|, TotVar θn ≤ TotVar θ + |θ0(β−)− θ(0+)|.
Finally,

(5.16) θ0,n → θ0 in L1(]α, β[) as n→ +∞, ‖θ0,n‖L∞ ≤ ‖θ0‖L∞ , TotVar θ0,n ≤ TotVarθ0.

We now recall that ρn and bn are smooth functions and we establish the following convergence result:

(5.17) hn := ∂tρn + ∂x[bnρn], hn → 0 in L1(]0, T [×]α, β[).

We use the following chain of equalities:

hn = ∂tρn + ∂x[bnρn]
(5.7)
= ζ[∂tA ∗ γn] + (1− ζ)[∂tA ∗ ηn] + ζ[∂xB ∗ γn] + (1− ζ)[∂xB ∗ ηn]

+ ζ ′[B ∗ γn −B ∗ ηn]

= ζ[(∂tA+ ∂xB) ∗ γn] + (1− ζ)[(∂tA+ ∂xB) ∗ ηn] + ζ ′[B ∗ γn −B ∗ ηn]
(5.3)
= ζ ′[B ∗ γn −B ∗ ηn]

and this last term converges to 0 in L1 because both ζ ′B ∗ γn and ζ ′B ∗ ηn converge to ζ ′B in L1. To
conclude, we establish the convergence results

(5.18) − bnρn(·, α)→ Tr[bρ](·, α+) in L1(]0, T [), bnρn(·, β)→ Tr[bρ](·, β−) in L1(]0, T [)

as n → +∞. The reason why we use the approximation construction described in Step 2 and in
particular the anisotropic kernels is exactly to have (5.18). First, we point out that, if x < α+ δ, then
Bn = B ∗ γn and, owing to the space anisotropy of the convolution kernel γn and to the particular
structure of B, see (5.1), we have

bnρn(·, x) = Bn(·, x) = −Tr[ρb](·, α+) ∗ ξn if x ≤ α,
that is bnρn is constant with respect to x on ] − ∞, α]. In the above formula, the convolution is
computed with respect to the time variable only. By evaluating the previous formula at x = α and
taking the limit n → +∞ we establish the first convergence result in (5.18). The proof of the second
convergence result in (5.18) is analogous.
Step 4: we construct the approximating sequences {θn}n∈N by solving the initial-boundary value
problem

(5.19)


∂tθn + bn∂xθn = 0
θn(t, α) = θ̄n(t) t ∈ Γ−αn
θn(t, β) = θn(t) t ∈ Γ−βn
θn(0, ·) = θ0,n.

In the previous expression, Γ−αn denotes the subset of {(t, α), t ∈]0, T [} such that the characteristic
lines of bn starting at Γ−αn (which are well defined since bn is a smooth function) are entering the set
]0, T [×]α, β[, whereas Γ−βn denotes the subset of {(t, β), t ∈]0, T [} such that the characteristic lines

starting at Γ−βn are entering the set ]0, T [×]α, β[. Note that, since ρn ≥ 0,

Γ−αn ⊆ {t : bnρn(t, α) ≥ 0}, Γ−βn ⊆ {t : bnρn(t, β) ≤ 0}.

The equation at the first line of (5.19) is a transport equation with smooth coefficients and hence the
solution of (5.19) can be constructed by relying on the classical method of the characteristics. Note
furthermore that, owing to the L∞ bounds in (5.14) and (5.16),

(5.20) ‖θn‖L∞ ≤ max{‖θ̄‖L∞ , ‖θ0‖L∞ , ‖θ‖L∞}.
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We now establish a uniform total variation bound on θn. First, we point out that θn is a smooth
function and from the first line of (5.19) we get

(5.21) ∂tvn + ∂x[bnvn] = 0, vn := ∂xθn.

We now fix g ∈ C1(R) and by multiplying the above equation by g′(vn) we arrive at

(5.22) ∂tg(vn) + ∂x[bng(vn)] + ∂xbn[g′(vn)vn − g(vn)] = 0.

By a standard approximation procedure on g, we conclude that |vn| is a distributional solution of the
continuity equation (5.21). This yields

d

dt

ˆ β

α
|vn|(t, x)dx = −

ˆ β

α
∂x[bn|vn|](t, x)dx = −bn|vn|(t, α) + bn|vn|(t, β) ≤ |bnvn|(t, α) + |bnvn|(t, β)

∂tθn+bn∂xθn=0
= |∂tθn|(t, α) + |∂tθn|(t, β)

and by time-integrating the above equality and recalling (5.15) and (5.16) we arrive at

(5.23) TotVar θn(t, ·) ≤ TotVar θ0 + TotVar θ + TotVar θ̄ + |θ0(α+)− θ̄(0+)|+ |θ0(β−)− θ(0+)|.

By using the first equation in (5.19) and recalling (5.8) we also get
(5.24)
|Dθn| ≤ C(T, ‖b‖L∞ , ‖bρ‖L∞ ,TotVar θ0 + TotVar θ,TotVar θ̄, |θ0(α+)− θ̄(0+)|, |θ0(β−)− θ(0+)|).

In the above expression, |Dθn| denotes the total variation of the distributional gradient of θn over
]0, T [×]α, β[.
Step 5: we pass to the limit. Owing to (5.17), ρnθn satisfies

(5.25) ∂t[ρnθn] + ∂x[bnρnθn] = hnθn.

We can argue as in [13, pp. 9-10] and conclude that θn converges to a solution θ of (1.2) satisfying (1.5).
Note that to apply [13, Lemma 4.2] we need (5.18) but we do not need (5.23) since weak∗ convergence
of θn suffices to pass to the limit. However, by combining (5.24) and (5.20) and applying the Helly-
Kolmogorov Compactness Theorem we conclude that θn strongly converges to θ in L1(]0, T [×]α, β[)
and by passing to the limit in (5.23) and (5.24) we arrive at (1.6) and (1.7).

Remark 5.1. The argument in §5.1 can be easily modified to get an alternative proof of the existence
result in Theorem 1.2. Indeed, assume θ0 ∈ L∞(]α, β[), θ̄, θ ∈ L∞(]0, T [) and set

(5.26) θ̄∗n(t) :=

 0 0 < t < 2/n
θ̄(t) 2/n < t < T
0 T < t

θ∗n(t) :=

 0 0 < t < 2/n
θ(t) 2/n < t < T
0 T < t

and

(5.27) θ∗0,n(x) :=

 0 x < α+ 2/n
θ0(x) α+ 2/n < x < β − 2/n
0 β − 2/n < x.

We then define the functions θ0,n, θ̄n and θn as in (5.11) and the function θn as in (5.19). All the
analysis in Step 4 and Step 5 of §5.1 carries over, except for the proof of the BV bounds. However,
as pointed out in Step 5 the weak∗ convergence of θn is enough to pass to the limit in the formulation
of the initial-boundary value problem and this yields existence of a solution of (1.2), in the sense of
Definition 2.7.
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5.2. Continuous dependence on the initial and boundary data.

Proposition 5.2. If θ̄n, θ0,n and θn converge respectively to θ̄, θ0 and θ with respect to the weak*
topology in L∞, then ρθn converges to ρθ with respect to the weak* topology in L∞.

Moreover if θ̄n, θ0,n and θn converge respectively to θ̄, θ0 and θ with respect to the strong topology
in L1, then ρθn converges to ρθ with respect to the strong topology in L1.

The proof follows by the same argument as in the proof of [13, Theorem 6.1] and of [13, Theorem
6.2].

6. Positive velocity fields

Lemma 6.1. Under the assumptions of Theorem 1.5, we have Tr[bρ](·, α+) ≤ 0 and Tr[bρ](·, β−) ≥ 0
a.e. on ]0, T [.

Proof. We only prove Tr[bρ](·, β−) ≥ 0 a.e. on ]0, T [, since the proof of the other inequality is analogous.
It suffices to show that

(6.1)

ˆ T

0
Tr[bρ](t, β−)υ(t)dt ≥ 0, for every υ ∈ C∞c (]0, T [), υ ≥ 0.

To this end, we use (2.3) and we choose a sequence of test functions {ψn}n∈N having the form
ψn(t, x) := υ(t)ζn(x), where {ζn}n∈N ⊆ C∞c (R) satisfies

(6.2) ζn(x) = 0 if x ≤ β − 1

n
, ζn(β) = 1, ζ ′n(x) ≥ 0 for every x ≤ β.

By plugging ψn into (2.3) we arrive atˆ T

0

ˆ β

α
ρ(υ′ζn + bυζ ′n)dxdt =

ˆ T

0
v(t)ζn(α)Tr[bρ](t, α+)dt+

ˆ T

0
v(t)ζn(β)Tr[bρ](t, β−)dt

and by using (6.2) this yieldsˆ T

0

ˆ β

β−1/n
ρυ′ζndxdt︸ ︷︷ ︸

Pn

+

ˆ T

0

ˆ β

α
bρυζ ′ndxdt︸ ︷︷ ︸
Sn

=

ˆ T

0
υ(t)Tr[bρ](t, β−)dt.

Note that limn→+∞ Pn = 0 and that Sn ≥ 0 owing to (6.2) and to the assumption bρ ≥ 0. This implies
that the right hand side of the above equation is nonnegative and yields (6.1). �

Remark 6.2. Owing to Lemma 4.1, Tr[bρθ](t, α+) = 0 for a.e. t ∈]0, T [ such that Tr[bρ](t, α+) = 0, and
the same property holds at β. This implies that (2.6) are automatically satisfied at the points t where
Tr[bρ](t, α+) = 0 or Tr[bρ](t, β−) = 0. In other words, in (1.2) we could equivalently assign the data θ̄
and θ on the sets where Tr[bρ](·, α+) ≤ 0 and Tr[bρ](·, β−) ≤ 0, respectively. This in particular yields
that, owing to Lemma 6.1, Theorem 1.2, Corollary 1.3, Proposition 1.4 extend to the initial-boundary
value problem (1.4).

6.1. Proof of Theorem 1.5. We basically rely on the same approximation argument as in §5.1 and
explicitely construct a solution θ and, for any given x ∈]α, β[, a function θ̃x as in the statement of
Theorem 1.5. We proceed according to the following steps.
Step 1: we introduce the approximation argument: we recall the definition of A and B in (5.1). Since,
owing to Lemma 6.1, Tr[ρθ](·, α+) ≤ 0 and Tr[ρθ](·, β−) ≥ 0, then B ≥ 0. Next, we recall (5.6) and
we introduce the following definitions:

(6.3) ρn := A ∗ γn +
1

n
, Bn := B ∗ γn +

1

n
, bn :=

Bn
ρn
.

Note that bn > 0 and that

(6.4) ‖ρn‖L∞ ≤ ‖ρ‖L∞ + 1, ‖bnρn‖L∞ ≤ ‖ρb‖L∞ .
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Also, by using (5.3) we have the equality ∂tρn + ∂x[bnρn] = 0 on ]0, T [×R. We term θn the solution of
the initial-boundary value problem

(6.5)

{
∂tθn + bn∂xθn = 0
θn(·, α) = θ̄n, θn(0, ·) = θ0,n

and point out that the above problem is well-posed since bn is smooth and strictly positive. The
functions θ0,n e θ̄n are the same as in (5.11). Note that, by construction, κ ≤ θn ≤ K if both θ0 and θ̄
are comprised between κ and K.
Step 2: we fix x ∈]α, β] and establish some a priori estimates. First, we point out that θn is a smooth
function. Next, by using the inequality bn > 0 we get |∂tθn| = bn|∂xθn|. We set vn := ∂xθn and recall
that |vn| is a distributional solution of the continuity equation (5.21). By space-integrating we get

d

dt

ˆ x

α
|∂xθn|(t, y)dy =

d

dt

ˆ x

α
|vn|(t, y)dy = −

ˆ x

α
∂x[bn|vn|] = bn|vn|(t, α)− bn|vn|(t, x),(6.6)

which yields

|∂tθn|(t, x) = bn|∂xθn|(t, x)
(6.6)
= bn|∂xθn|(t, α)− d

dt

ˆ x

α
|∂xθn|(t, y)dy

= |∂tθn|(t, α)− d

dt

ˆ x

α
|∂xθn|(t, y)dy

(6.5)
= |θ̄′n| −

d

dt

ˆ x

α
|∂xθn|(t, y)dy .

By time-integrating the above expression we arrive at

(6.7)

ˆ T

0
|∂tθn|(t, x)dt ≤

ˆ β

α
|θ′0,n|dx+

ˆ T

0
|θ̄′n|dt

(5.15),(5.16)

≤ TotVar θ0 + |θ0(α+)− θ̄(0+)|+ TotVar θ̄,

for every x ∈]α, β].
Step 3: we pass to the limit. By arguing as in Step 3 of §5.1 we get that the sequence θn converges up
to subsequences to a limit function θ weakly∗ in L∞(]0, T [×]α, β[) as n→ +∞, and that θ is a solution of
the initial-boundary value problem (1.4) in the sense of Definition 2.7. Also, we fix x ∈]α, β[, recall (6.4)
and conclude that, up to subsequences, the functions bnρn(·, x) and bnρnθn(·, x) converge weakly∗ in
the sense of measures to some limit functions. By passing to the limit in the definition of normal
trace (2.1) we conclude that the limit functions are exactly Tr[bρ](·, x) and Tr[bρθ](·, x), respectively.
By recalling (6.7) and relying on the Helly-Kolmogorov Compactness Theorem we conclude that,

up to subsequences, the function θ(·, x) strongly converges in L1(]0, T [) to some limit function θ̃x
satisfying (1.9). By passing to the limit in the equality bnρnθn(·, x) = bnρn(·, x)θn(·, x) we arrive
at (1.9). We are left to establish (1.10): it suffices to recall that, as pointed out in Step 1, κ ≤
θn(·, x) ≤ K provided both θ0 and θ̄ are comprised between κ and K.

6.2. A counterexample to (1.9) for sign-changing b. We set T = 1, α = −4, β = 4 and consider
the domain ]0, 1[×]− 4, 4[. We set

(6.8) b(t, x) := a′(t), a(t) = (1− t)2 sin

(
π

1− t

)
and observe that b ∈ L∞(]0, 1[×]− 4, 4[) is a nearly incompressible vector field with density ρ ≡ 1. We
set

(6.9) θ0(x) :=

{
−1 −4 < x < 0
1 0 < x < 4

θ̄(t) := −1 and θ(t) := 1

and consider the initial-boundary value problem (1.2). Since b is a regular vector field, we can apply
the classical method of characteristics: the solution θ is constant along the curves with slope b. If
x0 ∈]− 4, 4[, then the characteristic curve starting at x0 is

(6.10) X(t, x0) = x0 + (1− t)2 sin

(
π

1− t

)
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and hence the solution of the initial-boundary value problem (1.2), (6.9) is

(6.11) θ(t, x) =

{
−1 x < X(t, 0)
1 x > X(t, 0).

Note that the above θ ∈ L∞(]0, 1[×] − 4, 4[) is the unique solution given by Theorem 1.2 because
ρ = 1 > 0. We now focus on the vertical segment x = 0. Since ρ ≡ 1 and b is a C∞ vector field, then
Tr[ρb](t, ·) = b(t) for a.e. t ∈]0, 1[. Since b(t) 6= 0 for a.e. t ∈]0, 1[, then the value of θ̃0 satisfying (1.9)
is uniquely determined for a.e. t ∈]0, 1[ and by using the explicit expression of θ in (6.11) we get

θ̃0 = θ(·, 0). Owing to the explicit expressions (6.10) and (6.11), this yields TotVar θ̃0 = +∞ and
provides a counterexample to (1.9) in the case of the sign-changing velocity b given by (6.8).

6.3. Proof of Theorem 1.2 in the case b ≥ 0. The existence follows from the same argument as
in §6.1, provided we define the initial and boundary datum as in (5.26) and (5.27). We are left to
establish uniqueness. We fix θ1, θ2 distributional solutions of (1.4) and we show that ρθ1 = ρθ2 a.e. on
]0, T [×]α, β[. Owing to the fact that the equation is linear it suffices to show that, if θ̄ ≡ 0 and θ0 ≡ 0,
then any solution of (1.4) satisfies ρθ = 0 a.e. on ]0, T [×]α, β[. To this end we adapt the argument
in the proof of [23, Theorem 2]. Let Qθ : [0, T ] × [α, β] → R be the Lipschitz continuous potential
function defined by (3.1). We now proceed according to the following steps.
Step 1: we show that

(6.12) Qθ(0, x) = 0 for every x ∈ [α, β], Qθ(t, α) = 0 for every t ∈ [0, T ].

We recall that by assumption the function θ satisfies (2.3) with [ρθ]0 = 0 owing to (2.7) and to the
equality θ0 ≡ 0. This implies that, for every ζ ∈ C∞c (]α, β[) and every νn ∈ C∞(]−∞, T [) we have

0 =

ˆ T

0

ˆ β

α
ρθ(ζν ′n + bζ ′νn)dxdt

(3.1)
=

ˆ T

0

ˆ β

α
∂xQθ(ζν

′
n + bζ ′νn)dxdt .

We now choose the sequence {νn}n∈N by setting νn(t) := ν(tn), where ν is a standard cut-off function
such that ν ≡ 1 on ]− 1, 0], ν ≡ 0 on [1,+∞[ and ν ′n ≤ 0 on [0,+∞[. By letting n→ +∞ we arrive at

ˆ β

α
∂xQθ(0, ·)ζdx = 0, for every ζ ∈ C∞c (]α, β[)

and this implies that Qθ(0, x) is a constant function. By recalling (3.1) we conclude that Qθ(0, x) = 0
for every x ∈ [α, β]. The proof of the second equality in (6.12) is analogous.
Step 2: we set z(q) := q2/(1 + q2) and show that the function z(Qθ) satisfies
(6.13)
∂t[ρz(Qθ)] + ∂x[bρz(Qθ)] = 0, Tr[bρz(Qθ)](·, α+) = 0, [ρz(Qθ)]0 = 0, Tr[bρz(Qθ)](·, β−) ≥ 0.

To establish the first three equalities in (6.13) it suffices to show that

ˆ T

0

ˆ β

α
ρz(Qθ)(∂tξ + b∂xξ)dxdt = 0 for every ξ ∈ C∞c (]−∞, T [×]−∞, β[).(6.14)

To this end we recall Remark 2.5 and formula (2.4) and apply a standard approximation argument on
the test function to conclude thatˆ T

0

ˆ β

α
ρ(∂tψ + b∂xψ)dxdt =

ˆ T

0
ψTr[bρ](·, α+)dt−

ˆ β

α
[ρ]0ψ(0, ·)dx(6.15)

for every Lipschitz continuous function ψ : R2 → R which is compactly supported in ]−∞, T [×]−∞, β[.
We now fix ξ ∈ C∞c (]−∞, T [×]−∞, β[) and we set

ψ(t, x) =

{
ξz(Qθ)(t, x) (t, x) ∈]−∞, T [×]α, β[
0 elsewhere.
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Note that ψ is a Lipschitz continuous function owing to (6.12) and to the equality z(0) = 0. We plug
the above expression into (6.15), we point out that owing to (6.12) ψ(·, α) ≡ 0, ψ(0, ·) ≡ 0 and get

0 =

ˆ T

0

ˆ β

α
ρ(∂tψ + b∂xψ)dxdt =

ˆ T

0

ˆ β

α
ρ
(
∂tξz(Qθ) + ξ∂t[z(Qθ)] + b∂xξz(Qθ) + bξ∂x[z(Qθ)]

)
dxdt

(3.1)
=

ˆ T

0

ˆ β

α
ρz(Qθ)(∂tξ + b∂xξ)dxdt,

that is (6.14) owing to the arbitrariness of the function ξ. To establish the last inequality in (6.13) it
suffices to apply Lemma 6.1 and recall that bρz(Qθ) ≥ 0.
Step 3: we establish the equality ρz(Qθ) = 0 a.e. on ]0, T [×]α, β[. We set ψ(t, x) = νn(t)ζ(x), where
νn ∈ C∞c (]−∞, T [), νn ≥ 0 and ζ satisfies ζ(x) = 1 for every x ∈ [α, β]. We combine (6.13) with (2.3)
and get ˆ T

0

ˆ β

α
ρz(Qθ)∂tνndxdt =

ˆ T

0
νnTr[bρz(Qθ)](·, β−)dt ≥ 0.

Fix t ∈]0, T [ and choose a suitable sequence of test functions {νn}n∈N converging to the characteristic
function of ]−∞, t[. By recalling Lemma 2.1, the above inequality yieldsˆ β

α
ρz(Qθ)(t, ·)dx ≤ 0

in turn implying ρz(Qθ) = 0 a.e. ]0, T [×]α, β[.
Step 4: we conclude the proof. The equality ρz(Qθ) ≡ 0 yields ρθz(Qθ) = 0 = ρbθz(Qθ). We choose
a function Z : R→ R such that Z ′ = z and we point out that Z is strictly monotone. Also,

∂x[Z(Qθ)] = z(Qθ)∂xQθ = z(Qθ)ρθ = 0, ∂t[Z(Qθ)] = z(Qθ)∂tz(Qθ) = −z(Qθ)bρθ = 0.

This implies that Z(Qθ) is constant and, by the strict monotonicity of Z, that Qθ is constant. Since
Qθ(0, α) = 0, this yields Qθ ≡ 0 and by (3.1) we eventually get ρθ ≡ 0. �

Remark 6.3. As pointed out before, the uniqueness proof discussed in §6.3 is based on an argument
due to Panov [23]. The reason why it fails in the case of a sign-changing velocity field b (and hence the
reason why we had to rely on the more technical construction discussed in §3) is because we cannot
a-priori prove that Qθ(·, α) ≡ 0. Indeed, the heuristic reason why this inequality holds true in the
case b ≥ 0 is because ∂tθ = −bρθ and θ(·, α) ≡ 0, which yields ∂tθ = 0 at x = α. In the case of a
sign-changing coefficient the equality θ(·, α) ≡ 0 no longer holds true and hence we cannot conclude
that Qθ(·, α) ≡ 0.
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