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Abstract. We investigate problems in large-strain magnetoelasticity when a Dzyaloshinskii-Moriya

interaction term is included, too. While the magnetoelastic stored energy density is described in the
Lagrangean setting, purely magnetic terms are considered in the Eulerian one. This requires careful

treatment of the invertibility of admissible elastic deformations and of the regularity of the inverse

maps. Besides the existence of a minimizer in the static case, we also show that the model can be
extended to an evolutionary situation and enriched by a rate-independent dissipation. In this case, we

prove that an energetic solution exists.

1. Introduction

Magnetic skyrmions are spin textures emerging in magnetic systems lacking inversion symmetry, and
which are therefore chiral. From a mathematical point of view, they can be regarded as topological
defects in the magnetic texture, carrying a suitable topological charge, known as skyrmion winding
number.

Figure 1. Numerical simulation of a magnetic skyrmion in a thin three-dimensional
film (see [12]). Courtesy of G. Di Fratta, D. Praetorius, and M. Ruggeri

The notion of skyrmion has been named after the high-energy physicist T. Skyrme, who initially intro-
duced it as a tool for describing the stability of hadrons. Ever since, skyrmions have played a central
role in the description of multiple condensed-matter phenomena, ranging from Bose-Einstein conden-
sates, to liquid crystals, and to quantum Hall systems. The presence of helical structures in magnetic
crystals was originally predicted by I. Dzyaloshinskii. Magnetic skyrmions were then identified both
in magnetic systems lacking inversion symmetry (such as MnSi) [21], as well as in ultrathin films and
multilayers. The chirality of these structures is determined by asymmetric exchange interactions known
as Dzyaloshinskii-Moriya Interactions (DMI) terms [20, 46].

Due to their small size, high stability, and to the fact that they can be written or deleted individually on
magnetic stripes, these quasiparticles are reckoned as the most promising carrier of information for future
storage and computing devices. As such, they are currently regarded as one of the emerging technologies
in next-generation spintronics, and the question of how to manipulate them using mechanical loads is
the focus of an intense research activity [31]. This naturally calls for a mathematical analysis of chiral
effects in the magnetoelastic framework.
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In this paper, we initiate a study of chirality in active materials at large strains by proving an existence
result for optimal configurations of a magnetostrictive material in which DMI terms are also taken into
account, both for the static problem, and for an associated quasistatic evolution.

In order to describe our results, we need to specify our mathematical setting. The variational theory of
static magnetostriction [9, 15, 16, 17, 32] is based on the assumption that equilibrium configurations of
the body are minimizers of an energy functional that depends on the deformation of the reference domain
y : Ω → Ωy ⊂ R3 and on the magnetization m : Ωy → S2, where S2 denotes the unit sphere in R3 and
Ωy is the deformed set. This energy functional is defined, for q = (y,m), by setting

E(q) :=

ˆ
Ω

W (∇y,m ◦ y) dx+ α

ˆ
Ωy

|∇m|2 dξ +
µ0

2

ˆ
R3

|∇ζm|2 dξ + κ

ˆ
Ωy

curlm ·m dξ. (1.1)

Here, W denotes a nonlinear, frame-indifferent, magnetostrictive energy density. The second term in
(1.1) is the so-called exchange energy, penalizing spatial changes of m; α > 0 is the exchange constant.
The third contribution in (1.1) encodes the magnetostatic energy and favors divergence-free states of
the magnetization; µ0 > 0 is the permeability of the vacuum. In particular, the stray-field potential
ζm : R3 → R is defined as a weak solution of the magnetostatic Maxwell equation [8, 19]:

∆ζm = div(χΩym) in R3.

Eventually, the possible lack of centrosymmetry in the crystalline structure of the material is accounted
for by the last contribution in (1.1), describing bulk DMI exchange, in turn defined via the trace of
the chirality tensor ∇m ×m. Note that the sign of the constant κ ∈ R is not prescribed. According
to its value, this energy term alone would be minimized by configurations satisfying curlm = ±m, or
equivalently, ±m = −∆m. Nevertheless, the sum of the symmetric and DMI exchange is optimized by
helical fields m describing a rotation of constant frequency κ orthogonal to one of the coordinate axes,
and rotating clockwise or counter-clockwise according to the sign of κ (see [18, 40]). For simplicity, in this
paper we will neglect the energy contributions due to crystalline anisotropy and to Zeeman energies [8],
for they behave as continuous perturbations and could easily be included in our analysis without further
mathematical difficulties.

In the absence of DMI exchange, existence of minimizers for the functional in (1.1) has been proven in
[51] in the case of non-simple materials, in [36] without higher-order terms but under incompressibility
of the admissible deformations, as well as in [5] under weaker growth conditions on the energy density
and relying on the notion of topological image. To complete our review on magnetoelasticity, we also
mention a few recent works dealing with the analysis of magnetoelastic thin films. In particular, in [35]
magnetoelastic plates and their corresponding quasistatic evolutions are studied within the purview of
linearized elasticity. A large-strain analysis of magnetoelastic plates has been initiated in [38], under a
priori constraints on the Jacobian of deformations (see also [39, 41] for some numerical results). The
membrane regime for non-simple materials has been recently characterized in [13], whereas von Kármán
theories starting from a nonlinear elastic setting have been identified in [7] in an incompressible framework.

The literature involving the mathematical analysis of micromagnetic models including DMI terms in the
absence of elastic couplings is vast. Among the many contributions, we single out the seminal works
[43, 49] (see also [37] and the references therein). We refer to [1] and the references therein for a study of
effective theories and chirality transitions in the discrete-to-continuous setting. We also mention [30] for
recent results on the numerics of chiral magnets, as well as [11] and [12] and the references therein, for
periodic homogenization of chiral magnetic materials and for the static, dynamic, and numerical study
of reduced models obtained starting from three-dimensional theories including asymmetric exchange,
respectively.

In this paper, we combine the above perspectives by proving existence of equilibrium configurations for
magnetoelastic energies including a chiral contribution. A simplified version of our first result reads as
follows, we refer to Theorem 3.2 and Section 3 for the precise statement and assumptions.

Theorem 1.1. Assume that the energy density W is continuous, polyconvex, blows up under extreme
compressions, and is p-coercive, p > 3. Assume also that interpenetration of matter is prevented. Then,
the magnetoelastic energy functional in (1.1) admits a minimizer.
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A peculiar feature of the energy in (1.1) consists in its mixed Eulerian-Lagrangean structure. Whereas
the elastic energy is evaluated on the reference configuration, and is hence Lagrangean, in fact, all
micromagnetic contributions are set on the actual deformed set, thus being Eulerian. This leads to
three main mathematical difficulties in the proof of Theorem 1.1. First, the minimization problem
needs to be formulated in a class of admissible deformations and magnetizations for which the notion
of deformed set Ωy is well-defined, and in which natural modeling assumptions such as impenetrability
of matter are fulfilled. This is ensured by Lemma 2.1 and Proposition 2.5 below. Second, the class of
admissible deformations must be stable with respect to the natural convergence enforced by the coercivity
assumptions satisfied by W . Third, all Lagrangean terms should be lower-semicontinuous with respect to
this aforementioned topology. As a result of these two latter challenges, the main ingredient in the proof
of Theorem 1.1 is a compactness study for sequences of admissible states with equi-bounded energies, cf.
Proposition 3.3 below.

Exploiting the global invertibility of admissible deformations, in Proposition 3.3 we prove the convergence
of compositions of magnetizations with deformations. For a similar argument relying on equiintegrability
of Jacobian of the inverses we refer to [25]. Note that this could not be achieved with the techniques in [4]
and [5], and that here, in contrast with [36], this is not an easy task as we are not assuming incompress-
ibility of the material. This convergence of compositions proves to be crucial in the evolutionary setting
as well, in order to show the lower semicontinuity of the dissipation distance. An essential ingredient of
the proof is the notion of topological degree: we refer to [14, Chapter 1] or [53, Chapter 3] for an overview
of its main properties.

We mention for completeness that the existence of static minimizers could alternatively be shown with
the arguments in [4] and [5], which are in turn based on local invertibility results. We have chosen not to
pursue this different strategy here, as it would allow for larger classes of admissible deformations but at
the cost of a significant increase in technicality, and would not guarantee convergence of compositions of
magnetizations and deformations, which is instead essential for studying time-evolution. Besides, global
invertibility is physically realistic.

The second part of our paper consists in a study of the quasi-static evolution of our model driven by a
slight variant of the energy functional in (1.1) complemented by time-dependent applied loads representing
external body forces, surface forces, and magnetic fields, respectively, as well as by dissipative effects.
Our analysis is set within the theory of rate-independent processes [45] and energetic solutions.

A key difference with the study in [36] consists in our definition of dissipation. Arguing as in [50], we
introduce the notion of Lagrangean magnetization. For q = (y,m) ∈ Q, we set

Z(q) := (adj∇y)m ◦ y, (1.2)

where adj is the transpose of the cofactor matrix.

The dissipation distance D : Q×Q → [0,+∞) is then defined as

D(q, q̂) :=

ˆ
Ω

|Z(q)−Z(q̂)|dx. (1.3)

Note that a rigid body rotation does not create any dissipation. Indeed, let us take a state q = (y,m) and
a rigid motion T (ξ) := Rξ+c. Given the new state q̃ = (ỹ, m̃), where ỹ := T ◦y and m̃ := R (m◦T−1),
we have D(q̃, q) = 0.

Existence of time-continuous solutions associated to the energy functional in (1.1) and the dissipation
(1.3) is out-of-reach in our framework, due to a lack of compactness of the Lagrangean magnetizations in
(1.2). In this latter part of the paper, we thus resort to a regularized counterpart to (1.1), in which the
energy functional is augmented by the total variation of the cofactor matrix of the deformations. Namely,
for every q ∈ Q, we assume the internal energy of the system to be given by

Ẽ(q) := E(q) + |D(cof∇y)|(Ω). (1.4)

This regularization brings us to the theory of nonsimple materials initiated by Toupin [55, 56] and later
extended by many authors. See [3, 45, 50], for instance. The idea is to assume that the stored energy
density depends also on higher gradients of the deformations. More regularity allows us to work in a
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stronger topology and pass to the limit in the dissipation. In this work, we apply a fairly weak concept
of nonsimple materials introduced in [6] under the name of gradient polyconvex materials, and assume
only that cof∇y ∈ BV (Ω;R3×3). See also [34].

We present below a simplified statement of our second main result. We refer to Theorem 4.6 for its
precise formulation.

Theorem 1.2. Let q0 be a suitably well-prepared initial datum. Then, there exists a quasistatic evolution
t 7→ q(t) associated to the energy in (1.4) augmented by external loads and to the dissipation in (1.3),
such that q(0) = q0.

Proofs of both main theorems rely on weak lower semicontinuity, polyconvexity, convexity and fine prop-
erties of injective deformations. Our proof of Theorem 1.2 is based on semidiscretization in time and
passage to the “time-continuous” limit in the spirit of [45]. We point out that existence of time-discrete
solutions can be proven without higher order terms, cf. Subsection 4.1. The regularization is only needed
to pass to the time-continuous setting.

The paper is organized as follows. In Section 2 we recall some preliminary results on the invertibility
of Sobolev functions. Section 3 is devoted to the proof of Theorem 1.1, whereas Section 4 describes the
quasistatic problem and contains the proof of Theorem 1.2.

2. Preliminaries

In this section we collect some results regarding the invertibility of Sobolev maps with supercritical
integrability. Let Ω ⊂ R3 be a bounded Lipschitz domain. We consider maps in W 1,p(Ω;R3) with p > 3.
Any such map admits a representative in C0(Ω;R3) which has the Lusin property (N) [42, Corollary 1],
i.e. it maps sets of zero Lebesgue measure to sets of zero Lebesgue measure. Henceforth, we will always
tacitly consider this representative. In this case, the image of measurable sets is measurable and the area
formula holds [42, Corollary 2 and Theorem 2]. As a consequence, if the Jacobian determinant is different
from zero almost everywhere, then the map has also the Lusin property (N−1), i.e. the preimage of every
set with zero Lebesgue measure has zero Lebesgue measure.

Let y ∈ W 1,p(Ω;R3). To make up for the fact that y(Ω) might not be open, even if det∇y > 0 almost
everywhere, we introduce the deformed configuration, which is defined as Ωy := y(Ω) \ y(∂Ω). To prove
that this set is actually open, we employ the topological degree. Recall that the degree of y on Ω is a
continuous map deg(y,Ω, ·) : R3 \ y(∂Ω) → Z. For its definition and main properties, we refer to [14,
Chapter 1] or [53, Chapter 3].

Lemma 2.1 (Deformed configuration). Let y ∈ W 1,p(Ω;R3) be such that det∇y > 0 almost every-
where in Ω. Then, the deformed configuration Ωy is an open set that differs from y(Ω) by at most a set
of zero Lebesgue measure. Moreover Ωy = y(Ω) and ∂Ωy = y(∂Ω).

Proof. We claim that Ωy = {ξ ∈ R3 \ y(∂Ω) : deg(y,Ω, ξ) > 0}. Once the claim is proved, we deduce
that Ωy is open. Indeed, the set on the right-hand side is open by the continuity of the degree.

Let ξ0 ∈ R3 \ y(∂Ω) be such that deg(y,Ω, ξ0) > 0. Then, by the solvability property of the degree,
ξ0 ∈ y(Ω) and, in turn, ξ0 ∈ Ωy. Conversely, let ξ0 ∈ Ωy. Denote by V the connected component of
R3 \ y(∂Ω) containing ξ0 and consider R > 0 such that B(ξ0, R) ⊂⊂ V . Let ψ ∈ C∞c (R3) be such that
ψ ≥ 0, suppψ ⊂ B(ξ0, R) ⊂ V and

´
R3 ψ dξ = 1. Then, by the integral formula for the degree, we

compute

deg(y,Ω, ξ) =

ˆ
Ω

ψ ◦ y det∇y dx =

ˆ
y−1(B(ξ0,R))

ψ ◦ y det∇y dx.

As ψ ◦ y > 0 on y−1(B(ξ0, R)) and det∇y > 0 almost everywhere, we obtain deg(y,Ω, ξ) > 0 and this
proves the claim.

By the Lusin property (N), we have L 3(y(Ω) \ Ωy) ≤ L 3(y(∂Ω)) = 0. For simplicity, set U :=
y−1(Ωy) = Ω \ y−1(y(∂Ω)), so that y(U) = Ωy. Then, Ω \ U = y−1(y(∂Ω)), so that L 3(Ω \ U) = 0 by
the Lusin properties (N) and (N−1). In particular, U is dense in Ω.



EXISTENCE RESULTS IN LARGE-STRAIN MAGNETOELASTICITY WITH ASYMMETRIC EXCHANGE ENERGY 5

P

Ω− Ω+
V − V +

S

Figure 2. The deformation in Example 2.2.

We prove that Ωy = y(Ω). As Ωy ⊂ y(Ω), we immediately have Ωy ⊂ y(Ω) = y(Ω). Let ξ ∈ y(Ω) and
consider x ∈ Ω such that y(x) = ξ. By density, U = Ω. Thus, there exists (xn) ⊂ U such that xn → x
and, in turn, ξn := y(xn)→ ξ. As (ξn) ⊂ Ωy, this yields ξ ∈ Ωy.

Finally, we prove that ∂Ωy = y(∂Ω). This follows combining

∂Ωy = Ωy \ (Ωy)◦ = y(Ω) \ Ωy = (y(Ω) \ y(Ω)) ∪ (y(Ω) ∩ y(∂Ω)) ⊂ y(∂Ω)

and

∂Ωy = Ωy ∩ R3 \ Ωy = y(Ω) ∩ (R3 \ y(Ω)) ∪ y(∂Ω) ⊃ y(Ω) ∩ y(∂Ω) = y(∂Ω).

�

The next example clarifies the difference between the sets y(Ω) and Ωy.

Example 2.2 (Ball’s example). The following is inspired by [2, Example 1]. Let Ω = (−1, 1)3 and
write Ω = Ω+ ∪ P ∪ Ω−, where

Ω+ := (0, 1)× (−1, 1)2, P := {0} × (−1, 1)2, Ω− := (−1, 0)× (−1, 1)2.

Define y : Ω→ R3 by y(x) = (x1, x2, |x1|x3), where x = (x1, x2, x3). The corresponding deformed set is
depicted in Figure 2. Then y ∈W 1,∞(Ω;R3) and for every x ∈ Ω \ P we have

∇y(x) =

 1 0 0
0 1 0

x1 x3/|x1| 0 |x1|

 .

In particular, det∇y > 0 on Ω \ P . We have y(Ω+) = V +, y(P ) = S and y(Ω−) = V −, where, for
ξ = (ξ1, ξ2, ξ3), we set

V + := {ξ ∈ R3 : 0 < ξ1 < 1, −1 < ξ2 < 1, |ξ3| < ξ1},
S := {0} × (−1, 1)× {0},

V − := {ξ ∈ R3 : −1 < ξ1 < 0, −1 < ξ2 < 1, |ξ3| < −ξ1}.

Note that y|Ω\P is injective, but y is not a homeomorphism. Also, y(Ω) = V + ∪ S ∪ V − is not open.

Instead, Ωy = V + ∪ V −, since S ⊂ y
(
P ∩ ∂Ω

)
, and this set is open. Note also that, while y(Ω) is

necessarily connected, the deformed configuration Ωy is not.

Remark 2.3 (Topological image). Let y ∈ W 1,p(Ω;R3). The topological image of y is given by
the set imT (y,Ω) := {ξ ∈ R3 \ y(∂Ω) : deg(y,Ω, ξ) 6= 0}. Note that deg(y,Ω, ξ) = 0 for every
ξ ∈ R3 \ y(Ω), so that imT (y,Ω) ⊂ y(Ω). In relation with the problem of invertibility of deformations
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in elasticity, the topological image was first considered in [54] and then in several other contributions
[5, 27, 28, 29, 47, 48, 52]. Note that in Lemma 2.1, we prove that, if det∇y > 0 almost everywhere, then

Ωy = imT (y,Ω) = {ξ ∈ R3 \ y(∂Ω) : deg(y,Ω, ξ) > 0}.

For more information about the topological properties of Sobolev maps with supercritical integrability,
we refer to [33].

We now consider the invertibility of Sobolev maps with supercritical integrability p > 3. Let y ∈
W 1,p(Ω;R3) with det∇y > 0 almost everywhere. Assume that y is almost everywhere injective, i.e.
there exists a set X ⊂ Ω with L 3(X) = 0 such that y|Ω\X is injective. In this case, we can consider the

inverse y|−1
Ω\X : y(Ω \X)→ Ω \X. Note that L 3(y(X)) = 0 by the Lusin property (N). We define the

map v : Ωy → R3 by setting

v(ξ) :=

{
y|−1

Ω\X(ξ), if ξ ∈ Ωy \ y(X),

a, if ξ ∈ Ωy ∩ y(X),
(2.1)

where a ∈ R3 is arbitrarily fixed. The map v satisfies v ◦ y = id almost everywhere in Ω and y ◦ v = id
almost everywhere in Ωy. Since y maps measurable sets to measurable sets, the measurability of v
follows. As y has both Lusin properties (N) and (N−1), the map v has the same properties. Moreover,
v ∈ L∞(Ωy;R3) since v(Ωy) ⊂ Ω ∪ {a} and Ω is bounded.

We remark that the definition of v in (2.1) depends on the choice of the set X where y is not injective
and of the value a ∈ R3. However, as y has the Lusin property (N), its equivalence class is uniquely
determined and coincides with the one of the classical inverse y−1, where the latter is defined out of a
subset of y(Ω) with zero Lebesgue measure. Hence, with a slight abuse of notation, we will denote this
equivalence class of functions defined on Ωy by y−1 and we will refer to it as the inverse of y.

Remark 2.4 (Ciarlet-Nečas condition). Let y ∈ W 1,p(Ω;R3) be such that det∇y > 0 almost
everywhere. Then, y is almost everywhere injective if and only if it satisfies the Ciarlet-Nečas condition
[10], which reads ˆ

Ω

det∇y dx ≤ L 3(y(Ω)).

This equivalence easily follows from the area formula [10, p. 185]. Note that the Ciarlet-Nečas condition
is preserved under weak convergence in W 1,p(Ω;R3) thanks to the weak continuity of minors and the
Morrey embedding. As a consequence, given (yn) ⊂W 1,p(Ω;R3) such that each yn is almost everywhere
injective with det∇yn > 0 almost everywhere, if yn ⇀ y in W 1,p(Ω;R3) for some y ∈W 1,p(Ω;R3) with
det∇y > 0 almost everywhere, then y is almost everywhere injective. Note that the condition det∇y > 0
almost everywhere has to be assumed a priori.

The inverse y−1 of y turns out to have Sobolev regularity. Note that this makes sense since, by definition,
y−1 is defined on the deformed configuration Ωy, which is open by Lemma 2.1. The Sobolev regularity
of the inverse has been proved for more general classes of deformations, such as in [5, Proposition 5.3],
[29, Theorem 9.3], [52, Theorem 4.6], and [54, Theorem 8]. For convenience of the reader, we recall the
proof. Note that here the almost everywhere injectivity is assumed a priori.

Proposition 2.5 (Global invertibility). Let y ∈ W 1,p(Ω;R3) be almost everywhere injective with
det∇y > 0 almost everywhere. Then, y−1 ∈W 1,1(Ωy;R3) with ∇y−1 = (∇y)−1◦y−1 almost everywhere
in Ωy. Moreover, cof∇y−1 ∈ L1(Ωy;R3×3) and det∇y−1 ∈ L1(Ωy).

Proof. By the Piola identity [24, Proposition 3, p. 235], we haveˆ
Ω

cof∇y : ∇ζ dx = 0 (2.2)

for every ζ ∈ C∞c (Ω;R3). By density, this actually holds for ζ ∈ W 1,q′

0 (Ω;R3), where q := p/2. Let ϕ ∈
C∞(Ω) and ψ ∈ C∞c (Ωy;R3). Choosing ζ = ϕψ ◦ y in (2.2), after some simple algebraic manipulations,
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we obtain the following identity:

−
ˆ

Ω

ϕdivψ ◦ y det∇y dx =

ˆ
Ω

ψ ◦ y ⊗∇ϕ : cof∇y dx. (2.3)

Let X ⊂ Ω with L 3(X) = 0 be such that y|Ω\X is injective. For clarity, let us consider the representative

v of y−1 in (2.1) and let us fix a representative of ∇y. Set D := Ω \ (y−1(y(∂Ω)) ∪ {det∇y ≤ 0} ∪X),
so that v = y|−1

D on y(D) and ∇y is invertible on D. Let Φ ∈ C∞c (Ωy;R3×3) and denote its rows by

Φi = (Φi1,Φ
i
2,Φ

i
3)>, where i = 1, 2, 3. Using the change-of-variable formula, we compute

−
ˆ

Ωy

v · divΦ dξ = −
ˆ
y(D)

y|−1
D · divΦ dξ = −

ˆ
D

x · divΦ ◦ y det∇y dx

= −
ˆ

Ω

x · divΦ ◦ y det∇y dx = −
3∑
i=1

ˆ
Ω

xi divΦi ◦ y det∇y dx.

Then using (2.3) with ϕ(x) = xi for every x ∈ Ω and ψ(ξ) = Φi(ξ) for every ξ ∈ Ωy, we obtain

−
ˆ

Ωy

v · divΦ dξ =
3∑

i,j=1

ˆ
Ω

Φij ◦ y (cof∇y)ji dx =
3∑

i,j=1

ˆ
Ω

Φij ◦ y (adj∇y)ij dx

=

ˆ
Ω

Φ ◦ y : adj∇y dx =

ˆ
Ω

Φ ◦ y : (∇y)−1 det∇y dx

=

ˆ
D

Φ ◦ y : (∇y)−1 det∇y dx =

ˆ
y(D)

Φ : (∇y)−1 ◦ y|−1
D dξ,

where, in the last line, we used again the change-of-variable formula. Hence, as L 3(Ωy \ y(D)) = 0, we
deduce that v admits a weak gradient with a representative given by

∇v(ξ) :=

{
(∇y)−1 ◦ y|−1

D (ξ) if ξ ∈ y(D),

A if ξ ∈ Ωy \ y(D),

where A ∈ R3×3 is arbitrary. Thanks to the Lusin property (N), the equivalence class of ∇v is uniquely
determined. Moreover, it belongs to L1(Ωy;R3×3). Indeed, by the change-of-variable formulaˆ

Ωy

|∇v|dξ =

ˆ
y(D)

|(∇y)−1| ◦ y|−1
D dξ =

ˆ
D

|(∇y)−1|det∇y dx

=

ˆ
D

|adj∇y|dx =

ˆ
Ω

|adj∇y|dx.

Thus, v ∈ W 1,1(Ωy;R3). Similarly, using the identity adj (F−1) = (detF )−1F for every F ∈ R3×3
+ , we

compute ˆ
Ωy

|adj∇v|dξ =

ˆ
y(D)

(det∇y)−1 ◦ y|−1
D |∇y| ◦ y|

−1
D dξ =

ˆ
D

|∇y|dx =

ˆ
Ω

|∇y|dx,

while, using the identity det(F−1) = (detF )−1 in F ∈ R3×3
+ , we obtainˆ

Ωy

det∇v dx =

ˆ
y(D)

(det∇y)−1 ◦ y|−1
D dξ = L 3(D) = L 3(Ω).

Therefore, cof∇v ∈ L1(Ωy;R3×3) and det∇v ∈ L1(Ωy). �

Remark 2.6 (Area formula for the inverse). Let y ∈ W 1,p(Ω;R3) be almost everywhere injective
with det∇y > 0 almost everywhere. Let X ⊂ Ω with L 3(X) = 0 be such that y|Ω\X is injective and

let v be the representative of y−1 in (2.1). By Proposition 2.5, v ∈W 1,1(Ωy;R3). Since y has the Lusin
property (N−1), the map v has the Lusin property (N). Moreover, v is almost everywhere injective.
Thus, we can use the area formula to estimate the measure of preimages of sets via y. Let F ⊂ R3 be
measurable. Then y−1(F ) := {x ∈ Ω : y(x) ∈ F}. We assume that F ⊂ y(Ω) and we write

F = (F ∩ y(∂Ω)) ∪ (F ∩ y(X)) ∪ (F \ (y(∂Ω) ∪ y(X))),
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so that

y−1(F ) = y−1(F ∩ y(∂Ω)) ∪ y−1((F ∩ y(X))) ∪ y−1(F \ (y(∂Ω) ∪ y(X)))

= y−1(F ∩ y(∂Ω)) ∪ y−1((F ∩ y(X))) ∪ v(F \ (y(∂Ω) ∪ y(X))),

where, in the last line, we used (2.1). Exploiting both Lusin properties (N) and (N−1) of y and the Lusin
property (N) of v, we have L 3(y−1(F )) = L 3(v(F \ (y(∂Ω) ∪ y(X)))) = L 3(v(F )). Finally, applying
the area formula [26, Theorem 2] with v, we compute

L 3(y−1(F )) = L 3(v(F )) =

ˆ
F

det∇v dξ. (2.4)

3. Static Setting

Let Ω ⊂ R3 be a bounded Lipschitz domain. For p > 3 fixed, the class of admissible deformations is
given by

Y :=
{
y ∈W 1,p(Ω;R3) : det∇y > 0 a.e., y a.e. injective, y = y on Γ

}
, (3.1)

where Γ ⊂ ∂Ω relatively open with H 2(Γ) > 0 and y ∈ C0(Γ;R3) are given.

Example 3.1. Let Ω and y be as in Example 2.2. Given Γ := {−1, 1} × (−1, 1)2 and y := id, we have
y ∈ Y. In particular, this is a case in which Y 6= ∅.

Henceforth, we identify each y ∈ Y with its continuous representative and we set Ωy := y(Ω) \ y(∂Ω).
Then, admissible magnetizations are given by maps m ∈ W 1,2(Ωy;S2). Note that this makes sense as
Ωy is open by Lemma 2.1. Thus, the class of admissible states is defined as

Q :=
{

(y,m) ∈ Q : y ∈ Y, m ∈W 1,2(Ωy;S2)
}
. (3.2)

We endow the set Q with the topology that makes the map q = (y,m) 7→ (y, χΩym, χΩy∇m) from Q
to W 1,p(Ω;R3)× L2(R3;R3)× L2(R3;R3×3) a homeomorphism onto its image, where the latter space is
equipped with the weak product topology. Hence qn → q in Q if and only if the following convergences
hold:

yn ⇀ y in W 1,p(Ω;R3), (3.3)

χΩynmn ⇀ χΩym in L2(R3;R3), (3.4)

χΩyn∇mn ⇀ χΩy∇m in L2(R3;R3×3). (3.5)

In this case, up to subsequences, we actually have χΩynmn → χΩym in La(R3;R3) for every 1 ≤ a <∞.

The energy functional E : Q → R is defined, for q = (y,m), by setting

E(q) :=

ˆ
Ω

W (∇y,m ◦ y) dx+ α

ˆ
Ωy

|∇m|2 dξ +
µ0

2

ˆ
R3

|∇ζm|2 dξ + κ

ˆ
Ωy

curlm ·m dξ. (3.6)

The first term represents the magnetoelastic energy of the system. Note that, as y satisfies the Lusin
property (N−1), the composition m ◦ y is measurable and its equivalence class does not depend on the
choice of the representative of m. The nonlinear magnetoelastic energy density W : R3×3

+ ×S2 → [0,+∞)
is continuous and satisfies the following two assumptions:

(coercivity) there exist a constant K > 0 and a Borel function γ : [0,+∞)→ [0,+∞) satisfying

lim
h→0+

γ(h) = +∞ such that

W (F ,λ) ≥ K|F |p + γ(detF ) (3.7)

for every F ∈ R3×3
+ and λ ∈ S2;

(polyconvexity) there exists a function Ŵ : R3×3
+ × R3×3

+ × R+ × S2 → [0,+∞) such that Ŵ (·, ·, ·,λ)

is convex for every λ ∈ S2 and there holds

W (F ,λ) = Ŵ (F , cof F ,detF ,λ) (3.8)

for every F ∈ R3×3
+ and λ ∈ S2.
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The second term is the exchange energy and comprises the parameter α > 0. The third term is called
magnetostatic energy and involves the function ζm : R3 → R which is a weak solution of the magnetostatic
Maxwell equation:

∆ζm = div(χΩym) in R3. (3.9)

This means that ζm belongs to the homogeneous Sobolev space

V 1,2(R3) := {ϕ ∈ L2
loc(R3) : ∇ϕ ∈ L2(R3;R3)}

and satisfies the following:

∀ϕ ∈ V 1,2(R3),

ˆ
R3

∇ζm · ∇ϕdξ =

ˆ
R3

χΩym · ∇ϕdξ.

Note that such weak solutions exist and are unique up to additive constants [5, Proposition 8.8], so
that their gradient is uniquely defined. The fourth term describes the Dzyaloshinskii-Moriya interaction
energy and it is characterized by the parameter κ ∈ R. In particular, the energy E can assume negative
values.

The main result of this section is the existence of minimizers of the energy E in (3.6). Recall the definition
of the class of admissible states in (3.1) and (3.2).

Theorem 3.2 (Existence of minimizers). Assume p > 3 and Y 6= ∅. Suppose that W is continuous
and satisfies (3.7) and (3.8). If there is q ∈ Q such that E(q) < +∞, then the functional E admits a
minimizer in Q.

We begin by proving a compactness result. Recall the definition of the function γ in (3.7).

Proposition 3.3 (Compactness). Let (qn) ⊂ Q with qn = (yn,mn) satisfy

||∇yn||Lp(Ω;R3×3) ≤ C, ||∇mn||L2(Ωyn ;R3×3) ≤ C, ||γ(det∇yn)||L1(Ω) ≤ C (3.10)

for every n ∈ N. Then, there exists q ∈ Q with q = (y,m) such that, up to subsequences, we have
qn → q in Q and mn ◦ yn →m ◦ y in La(Ω;R3) for every 1 ≤ a <∞.

Proof. For convenience of the reader, the proof is subdivided into three steps. C > 0 will be a generic
constant, whose value may change from line to line.

Step 1 (Compactness). By (3.10), using the Poincaré inequality with boundary terms, we deduce that
(yn) is bounded in W 1,p(Ω;R3) . Thus, up to subsequences, (3.3) holds for some y ∈W 1,p(Ω;R3).

We claim that y ∈ Y. Given Remark 2.4 and the compactness of the trace operator, we only have to
prove that det∇y > 0 almost everywhere in Ω. By the weak continuity of minors, det∇yn ⇀ det∇y in
Lp/3(Ω). Then, for every F ⊂ Ω measurable, we haveˆ

F

det∇y dx = lim
n

ˆ
F

det∇yn dx ≥ 0,

and, given the arbitrariness of F , we deduce that det∇y ≥ 0 almost everywhere in Ω. By contradiction,
suppose that det∇y = 0 on a measurable set G ⊂ Ω with L 3(G) > 0. In this case, up to subsequences,
det∇yn → 0 almost everywhere in G, and, taking into account (3.7), we obtain γ(det∇yn) → +∞
almost everywhere in G. Then, by the Fatou lemma, we obtain lim infn

´
G
γ(det∇yn) dx = +∞, which

contradicts (3.10). Therefore, det∇y > 0 almost everywhere in Ω.

The compactness of the sequence (qn) is proved as in [36, Proposition 2.1]. By the Morrey embedding,
we have yn → y uniformly in Ω. From this, we obtain the following:

∀A ⊂⊂ Ωy open, A ⊂ Ωyn for n� 1 depending on A, (3.11)

∀O ⊃⊃ Ωy open, O ⊃ Ωyn for n� 1 depending on O. (3.12)

To see (3.11), let A ⊂⊂ Ωy be open so that dist(∂A; ∂Ωy) > 0. Recall that ∂Ωy = y(∂Ω) by Lemma 2.1.
Then, for n� 1 depending on A, we have

||yn − y||C0(Ω;R3) ≤ dist(∂A;y(∂Ω)).
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Let ξ ∈ A. We obtain

||yn − y||C0(Ω;R3) ≤ dist(ξ;y(∂Ω)),

and, by the stability property of the degree, we deduce ξ /∈ yn(∂Ω) and deg(yn,Ω, ξ) = deg(y,Ω, ξ) for
n � 1. As deg(y,Ω, ξ) > 0 by Remark 2.3, the solvability property of the degree gives ξ ∈ Ωyn for
n� 1. This proves (3.11), while (3.12) is immediate.

Let A ⊂⊂ Ωy be open and n� 1 as in (3.11). From (3.10), we haveˆ
A

|∇mn|2 dξ ≤
ˆ

Ωyn

|∇mn|2 dξ ≤ C, (3.13)

for every n � 1. Recalling that magnetizations are sphere-valued, we deduce that (mn) is bounded in
W 1,2(A;R3), so that, up to subsequences, mn ⇀ m in W 1,2(A;R3) for some m ∈ W 1,2(A;R3). By
the Rellich embedding, mn → m in L2(A;R3) and, in turn, |m| = 1 almost everywhere in A. The

map m ∈ W 1,2
loc (Ωy;S2) does not depend on A. In particular, as the right-hand side of (3.13) does not

depend on A, we actually have m ∈ W 1,2(Ωy;S2). Therefore, q := (y,m) ∈ Q. Moreover, arguing with
a sequence (Aj) of open sets such that Aj ⊂⊂ Aj+1 ⊂⊂ Ωy for every j ∈ N and Ωy =

⋃∞
j=1Aj , we select

a (not relabeled) subsequence of (mn) such that

∀A ⊂⊂ Ωy open, mn ⇀m in W 1,2(A), mn →m almost everywhere in A. (3.14)

We remark that, for every A ⊂⊂ Ωy open, the sequence (mn) ⊂ W 1,2(A;S2) is defined only for n � 1
depending on A.

Step 2 (Convergence in Q). In order to prove that qn → q in Q, we are left to show (3.4) and (3.5).
To prove the first claim, we consider ϕ ∈ L2(R3;R3). We need to show that

lim
n

ˆ
R3

(χΩynmn − χΩym) ·ϕ dx = 0. (3.15)

Let A,O ⊂ R3 be open such that A ⊂⊂ Ωy ⊂⊂ O. We writeˆ
R3

(χΩynmn − χΩym) ·ϕ dx =

ˆ
A

(χΩynmn − χΩym) ·ϕ dx

+

ˆ
O\A

(χΩynmn − χΩym) ·ϕdx

+

ˆ
R3\O

(χΩynmn − χΩym) ·ϕ dx.

(3.16)

For the first integral on the right-hand side of (3.16), by (3.11) for n� 1 we haveˆ
A

(χΩynmn − χΩym) ·ϕdx =

ˆ
A

(mn −m) ·ϕ dx, (3.17)

where, as n → ∞, the right-hand side goes to zero since mn ⇀ m in W 1,2(A;R3) by (3.14). Using the
Hölder inequality, the second integral on the right-hand side of (3.16) is estimated as follows∣∣∣∣∣

ˆ
O\A

(χΩynmn − χΩym) ·ϕdx

∣∣∣∣∣ ≤ 2
√

L 3(O \A) ||ϕ||L2(R3;R3). (3.18)

By (3.12), the third integral on the right-hand side of (3.16) equals zero for n� 1. Therefore, we obtain

lim sup
n

∣∣∣∣ˆ
R3

(χΩynmn − χΩym) ·ϕdx

∣∣∣∣ ≤ 2
√

L 3(O \A) ||ϕ||L2(R3;R3),

from which, letting O ↘ Ωy and A↗ Ωy so that L 3(O \ A)→ L 3(∂Ωy) = 0, we deduce (3.15). Here,
we used that ∂Ωy = y(∂Ω) by Lemma 2.1 and that L 3(y(∂Ω)) = 0 thanks to the Lusin property (N).
Thus (3.4) is proved.

For the second claim, we proceed in a similar way. Given Φ ∈ L2(R3;R3×3), we need to show

lim
n

ˆ
R3

(χΩyn∇mn − χΩy∇m) : Φ dx = 0. (3.19)
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As before, we consider A,O ⊂ R3 open with A ⊂⊂ Ωy ⊂⊂ O and we writeˆ
R3

(χΩyn∇mn − χΩy∇m) : Φ dx =

ˆ
A

(χΩyn∇mn − χΩy∇m) : Φ dx

+

ˆ
O\A

(χΩyn∇mn − χΩy∇m) : Φ dx

+

ˆ
R3\O

(χΩyn∇mn − χΩy∇m) : Φ dx.

(3.20)

For the first integral on the right-hand side of (3.20), by (3.11), for n� 1 we haveˆ
A

(χΩyn∇mn − χΩy∇m) : Φ dx =

ˆ
A

(∇mn −∇m) : Φ dx,

and, as n → ∞, the right-hand side goes to zero since mn ⇀ m in W 1,2(A;R3) by (3.14). Note that
the sequence (χΩyn∇mn) ⊂ L2(R3;R3×3) is bounded by (3.10). Using the Hölder inequality, the second
integral on the right-hand side of (3.20) is estimated as follows:∣∣∣∣∣

ˆ
O\A

(χΩyn∇mn − χΩy∇m) : Φ dx

∣∣∣∣∣
≤
(
||χΩyn∇mn||L2(R3;R3×3) + ||χΩy∇m||L2(R3;R3×3)

)
||Φ||L2(O\A;R3×3)

≤
(
C + ||χΩy∇m||L2(R3;R3×3)

)
||Φ||L2(O\A;R3×3).

By (3.12), the third integral on the right-hand side of (3.20) equals zero for n� 1. Therefore, we obtain

lim sup
n

∣∣∣∣ˆ
R3

(χΩyn∇mn − χΩy∇m) : Φ dx

∣∣∣∣ ≤ (C + ||χΩy∇m||L2(R3;R3×3)

)
||Φ||L2(O\A;R3×3).

From this, letting O ↘ Ωy and A ↗ Ωy so that L 3(O \ A) → L 3(∂Ωy) = 0 and, in turn,
||Φ||L2(O\A;R3×3) → 0, we deduce (3.19). Thus also (3.5) is proved.

Step 3 (Convergence of the compositions). By Proposition 2.5, y−1
n ∈ W 1,1(Ωyn ;R3) with

det∇y−1
n ∈ L1(Ωyn) for every n ∈ N . Let A ⊂⊂ Ωy be open and recall (3.11). We claim that the

sequence (det∇y−1
n ) ⊂ L1(A) is equi-integrable. To show this, we argue as in [5, Proposition 7.8]. Define

γ̂ : (0,+∞)→ [0,+∞) by setting γ̂(k) := k γ(1/k). In this case

lim
k→+∞

γ̂(k)

k
= lim
k→+∞

γ(1/k) = lim
h→0+

γ(h) = +∞,

where we used (3.7). Using the change-of-variable formula, we computeˆ
Ωyn

γ̂(det∇y−1
n ) dξ =

ˆ
Ωyn

γ(1/det∇y−1
n ) det∇y−1

n dξ

=

ˆ
Ωyn

γ(det∇yn) ◦ y−1
n (det∇yn)−1 ◦ y−1

n dξ

=

ˆ
Ω

γ(det∇yn) dx,

where the right-hand side is uniformly bounded by (3.10). Thus, (det∇y−1
n ) ⊂ L1(A) is equi-integrable

by the de la Vallée-Poussin Criterion [22, Theorem 2.29] for n� 1. In particular, using the area formula
as in Remark 2.6, we deduce the following:

for every ε > 0 there exists δ > 0 such that for every F ⊂ A measurable

with L 3(F ) < δ and for every n ∈ N we have L 3(y−1
n (F )) < ε.

(3.21)

We now prove that mn ◦ yn → m ◦ y in L1(Ω;R3). Let η > 0. Take A ⊂⊂ Ωy open such that
L 3(Ω \ y−1(A)) < η. We computeˆ

Ω

|mn ◦ yn −m ◦ y|dx =

ˆ
Ω\y−1(A)

|mn ◦ yn −m ◦ y|dx+

ˆ
y−1(A)

|mn ◦ yn −m ◦ y|dx. (3.22)
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As magnetizations are sphere-valued, the first integral on the right-hand side of (3.22) is bounded by
2L 3(Ω \ y−1(A)) < 2η. For the second integral on the right-hand side of (3.22), we split it asˆ

y−1(A)

|mn ◦ yn −m ◦ y|dx =

ˆ
y−1(A)\y−1

n (A)

|mn ◦ yn −m ◦ y|dx

+

ˆ
y−1(A)∩y−1

n (A)

|mn ◦ yn −m ◦ y|dx.
(3.23)

We claim that L 3(y−1(A) \ y−1
n (A)) → 0, as n → ∞. To see this, let V ⊂ R3 be open and such that

A ⊂⊂ V ⊂⊂ Ωy. In this case, y(y−1(A)) = A ⊂⊂ V so that, by uniform convergence, yn(y−1(A)) ⊂ V
for n� 1 which, in turn, gives y−1(A) ⊂ y−1

n (V ) for n� 1. Then, we have

y−1(A) \ y−1
n (A) ⊂ y−1

n (V ) \ y−1
n (A) = y−1

n (V \A), (3.24)

for n � 1. In particular, for ε > 0 arbitrary, L 3(V \ A) < δ with δ > 0 given by (3.21). Hence, for
n� 1 depending only on ε, from (3.21) and (3.24), we obtain L 3(y−1(A) \ y−1

n (A)) < ε and the claim
is proved. Thus, as magnetizations are sphere-valued, the first integral on the right-hand side of (3.23)
goes to zero, as n→∞.

To estimate the second integral on the right-hand side of (3.23) we proceed as follows. Take ε = η and
let δ > 0 be given by (3.21). We assume that δ is sufficiently small in order to have L 3(y−1(F )) < η
for every F ⊂ A measurable with L 3(F ) < δ. By the Lusin Theorem, there exists B1 ⊂ A closed with
L 3(B1) < δ/2 such that m|A\B1

is continuous while, by the Egorov Theorem, there exists B2 ⊂ A closed

with L 3(B2) < δ/2 such that mn →m uniformly on A \B2. Set B := B1 ∪B2, so that B ⊂ A is closed
with L 3(B) < δ. We write

y−1(A) ∩ y−1
n (A) =

((
y−1(A) ∩ y−1

n (A)
)
∩
(
y−1(B) ∪ y−1

n (B)
))
∪
(
y−1(A \B) ∩ y−1

n (A \B)
)

and we accordingly split the second integral on the right-hand side of (3.23) asˆ
y−1(A)∩y−1

n (A)

|mn ◦ yn −m ◦ y|dx =

ˆ
(y−1(A)∩y−1

n (A))∩(y−1(B)∪y−1
n (B))

|mn ◦ yn −m ◦ y|dx

+

ˆ
y−1(A\B)∩y−1

n (A\B)

|mn ◦ yn −m ◦ y|dx.
(3.25)

The first integral on the right-hand side of (3.25) is simply estimated byˆ
(y−1(A)∩y−1

n (A))∩(y−1(B)∪y−1
n (B))

|mn ◦ yn −m ◦ y|dx ≤ 2L 3(y−1(B) ∪L 3(y−1
n (B)))

≤ 2
(
L 3(y−1(B)) + L 3(y−1

n (B)
)

< 4η,

(3.26)

where, in the last line, we used (3.21). For the second integral on the right-hand side of (3.25), we haveˆ
y−1(A\B)∩y−1

n (A\B)

|mn ◦ yn −m ◦ y|dx ≤
ˆ
y−1(A\B)∩y−1

n (A\B)

|mn ◦ yn −m ◦ yn|dx

+

ˆ
y−1(A\B)∩y−1

n (A\B)

|m ◦ yn −m ◦ y|dx.
(3.27)

Given our choice of B, for n� 1 depending only on η, we have supA\B |mn −m| < η. In particular, for

every x ∈ y−1
n (A \B), we have |mn(yn(x))−m(yn(x))| < η, so thatˆ

y−1(A\B)∩y−1
n (A\B)

|mn ◦ yn −m ◦ yn|dx < ηL 3(Ω).

On the other handˆ
y−1(A\B)∩y−1

n (A\B)

|m ◦ yn −m ◦ y|dx =

ˆ
Ω

χy−1(A\B) χy−1
n (A\B) |m ◦ yn −m ◦ y|dx.
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Let x ∈ y−1(A \ B), so that y(x) ∈ A \ B. As A is open and B is closed, by uniform convergence we
have yn(x) ∈ A \ B or, equivalently, x ∈ y−1

n (A \ B) for n � 1. By our choice of B, we also have
m(yn(x)) →m(y(x)), as n → ∞. Thus, by the Dominated Convergence Theorem, the second integral
on the right-hand side of (3.26) tends to zero, as n→∞. Combining (3.22)–(3.23) and (3.25)–(3.27), we
obtain

lim sup
n

ˆ
Ω

|mn ◦ yn −m ◦ y|dx ≤ (6 + L 3(Ω)) η,

which concludes the proof. The convergence of (mn ◦ yn) in La(Ω;R3) for 1 < a < +∞ follows by an
analogous argument. �

We are now ready to prove Theorem 3.2.

Proof of Theorem 3.2. First, we prove that the energy E is bounded from below. Let q ∈ Q with
q = (y,m) and, for simplicity, set r := p/3. By the Hölder inequality and the Young inequality, we have

L 3(Ωy) ≤
ˆ

Ω

det∇y dx ≤ C
ˆ

Ω

|∇y|3 dx

≤ C||∇y||3Lp(Ω;R3×3) L 3(Ω)1/r′

≤ Cεr

r
||∇y||pLp(Ω;R3×3) +

C

r′εr′
L 3(Ω),

(3.28)

where ε > 0 is arbitrary.

Using again the Hölder inequality and the Young inequality and (3.28), we estimate

|EDMI(q)| ≤ |κ|
ˆ

Ωy

|curlm|dξ ≤ 2|κ|
ˆ

Ωy

|∇m|dξ

≤ 2|κ| ||∇m||L2(Ωy ;R3×3) L 3(Ωy)
1/2

≤ δ||∇m||2L2(Ωy ;R3×3) +
κ2

δ
L 3(Ωy)

≤ δ||∇m||2L2(Ωy ;R3×3) +
Cκ2εr

rδ
||∇y||pLp(Ω;R3×3) +

Cκ2

r′εr′δ
L 3(Ω),

(3.29)

where δ > 0 is arbitrary. Hence, from (3.7) and (3.29), we deduce

E(q) ≥ Eel(q) + Eexc(q) + EDMI(q)

≥
(
K − Cκ2εr

rδ

)
||∇y||pLp(Ω;R3×3) + (α− δ) ||∇m||2L2(Ωy ;R3×3)

+ ||γ(det∇y)||L1(Ω) −
Cκ2

r′εr′δ
L 3(Ω),

so that, for δ < α and ε < (C−1rKδκ−2)1/r, we obtain

E(q) ≥ C1 ||∇y||pLp(Ω;R3×3) + C2 ||∇m||2L2(Ωy ;R3×3) − C3 + ||γ(det∇y)||L1(Ω), (3.30)

where C1(p,K, κ) > 0, C2 > 0 and C3(Ω, p, κ) > 0. This yields I := infQE ≥ −C3.

Let (qn) ⊂ Q with qn = (yn,mn) be a minimizing sequence for E, namely such that E(qn) → I, as
n → ∞. In particular, E(qn) ≤ C for every n ∈ N. Thanks to (3.30), we deduce (3.10) and we can
apply Proposition 3.3. Then, there exist a subsequence of (qn) (not relabeled) and an admissible state
q = (y,m) ∈ Q such that qn → q in Q and mn ◦ yn →m ◦ y in La(Ω;R3) for every 1 ≤ a <∞.

We claim that

E(q) ≤ lim inf
n

E(qn), (3.31)

so that q is a minimizer of E, as E(qn)→ I. We focus on the elastic energy first. We have ∇yn ⇀ ∇y
in Lp(Ω;R3×3) and, by the weak continuity of minors, also cof∇yn ⇀ cof∇y in Lp/2(Ω;R3×3), and
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det∇yn ⇀ det∇y in Lr(Ω). Moreover, the subsequence can be chosen in order to have mn ◦yn →m◦y
almost everywhere in Ω. Thus, given (3.8), applying [3, Theorem 5.4] we prove that

Eel(q) ≤ lim inf
n

Eel(qn). (3.32)

We have χΩynmn → χΩym in L2(R3;R3) and χΩyn∇mn ⇀ χΩy∇m in L2(R3;R3×3). The lower
semicontinuity of the norm gives

Eexc(q) ≤ lim inf
n

Eexc(qn), (3.33)

while, as

curlmn ·mn = (∂2m
3
n − ∂3m

2
n)m1

n + (∂3m
1
n − ∂1m

3
n)m2

n + (∂1m
2
n − ∂2m

1
n)m3

n,

we have

EDMI(q) = lim
n
EDMI(qn). (3.34)

We focus on the magnetostatic energy. Denote by ζn a weak solutions of the Maxwell equation corre-
sponding to qn. Thus, for every n ∈ N and for every ϕ ∈ V 1,2(R3), there holdsˆ

R3

∇ζn · ∇ϕdξ =

ˆ
R3

χΩynmn · ∇ϕdξ. (3.35)

Denote by V 1,2(R3)/R the quotient of V 1,2(R3) with respect to constant functions and recall that this is
an Hilbert space with inner product given by

([ϕ], [ψ]) 7→
ˆ
R3

∇ϕ · ∇ψ dξ.

Testing (3.35) with ϕ = ζn and using that ||χΩynmn||L2(R3;R3) ≤ C for every n ∈ N by (3.28), we obtain

that ||[ζn]||V 1,2(R3)/R = ||∇ζn||L2(R3;R3) ≤ C for every n ∈ N. Therefore, there exists ζ ∈ V 1,2(R3) such

that, up to subsequences, we have [ζn] ⇀ [ζ] in V 1,2(R3)/R, or equivalently, ∇ζn ⇀ ∇ζ in L2(R3;R3).
Passing to the limit, as n→∞, in (3.35), we obtain thatˆ

R3

∇ζ · ∇ϕdξ =

ˆ
R3

χΩym · ∇ϕdξ,

for every ϕ ∈ V 1,2(R). Thus ζ is a weak solution of the Maxwell equation corresponding to q, so that
Emag(q) = µ0

2 ||∇ζ||
2
L2(R3;R3). By the lower semicontinuity of the norm, we conclude

Emag(q) ≤ lim inf
n

Emag(qn). (3.36)

Finally, combining (3.32)-(3.34) and (3.36), we obtain (3.31). �

Remark 3.4 (Existence with applied loads). The existence result given in Theorem 3.2 can be

extended to include applied loads. Consider f ∈ Lp′(Ω;R3), g ∈ Lp′(Σ;R3) with Σ ⊂ ∂Ω relatively open
such that H 2(∂Ω \ (Γ ∪ Σ)) = 0, and h ∈ L2(R3;R3), representing the applied body force, surface force
and magnetic field, respectively. Then, the functional

q 7→ E(q)−
ˆ

Ω

f · y dx−
ˆ

Σ

g · y dH 2 −
ˆ

Ωy

h ·m dξ,

where q = (y,m), admits a minimizer in Q. Indeed, the functional determined by the applied loads is
continuous with respect to the topology of Q.

4. Quasistatic Setting

In this section we prove the existence of quasi-static evolutions of the system driven by the energy E under
time-dependent applied loads and dissipative effects. The framework is the theory of rate-independent
processes [45] with the notion of energetic solutions. We start describing the general setting.

The applied loads are determined by the functions

f ∈ C1([0, T ];Lp
′
(Ω;R3)), g ∈ C1([0, T ];Lp

′
(Σ;R3)), h ∈ C1([0, T ];L2(R3;R3)), (4.1)
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representing the external body force, surface force and magnetic field, respectively. Define the functional
L : [0, T ]×Q → R by setting

L(t, q) :=

ˆ
Ω

f(t) · y dx+

ˆ
Σ

g(t) · y dH 2 +

ˆ
Ωy

h(t) ·mdξ, (4.2)

where q = (y,m). The total energy of the system is given by the functional E : [0, T ] ×Q → R defined
by

E(t, q) := E(q)− L(t, q). (4.3)

Starting from (3.30), by a repeated application of the Hölder inequality and the Young inequality and
using (3.28), we prove

E(t, q) ≥ C1||∇y||pLp(Ω;R3×3) + C2||∇m||2L2(Ωy ;R3×3) +

ˆ
Ω

γ(det∇y) dx− C3 (4.4)

for every q = (y,m) ∈ Q. Here, C1(Ω, p,K, κ) > 0, where K > 0 was introduced in (3.7), C2 > 0 and
C3(Ω, p, κ,M,Mf ,Mg,Mh) > 0, where M := ||y||Lp′ (Σ;R3) takes into account the boundary datum in

(3.1) and we set

Mf := ||f ||C0([0,T ];Lp′ (Ω;R3)), Mg := ||g||C0([0,T ];Lp′ (Σ;R3)), Mh := ||h||C0([0,T ];L2(R3;R3)).

In particular, from (4.4), we deduce inf [0,T ]×Q E ≥ −C3.

Given the regularity of the applied loads, for every q = (y,m) ∈ Q, the map t 7→ L(t, q) belongs to
C1([0, T ]). In particular, for every t ∈ [0, T ], we compute

∂tE(t, q) = −∂tL(t, q) = −
ˆ

Ω

ḟ(t) · y dx−
ˆ

Σ

ġ(t) · y dH 2 −
ˆ

Ωy

ḣ(t) ·m dξ. (4.5)

Employing again the Hölder inequality and the Young inequality and exploiting (4.4), we prove the
estimate

|∂tE(t, q)| ≤ L (E(t, q) +M), (4.6)

where L := C(Ω, p,K, κ,M,Lf , Lg, Lh) > 0 and M := C(Ω, p,K, κ,M,Mf ,Mg,Mh) > 0, where we set

Lf := ||ḟ ||C0([0,T ];Lp′ (Ω;R3)), Lg := ||ġ||C0([0,T ];Lp′ (Σ;R3)), Lh := ||ḣ||C0([0,T ];L2(R3;R3)).

From this, using the Gronwall inequality, we obtain

E(t, q) +M ≤ (E(s, q) +M)eL(t−s), (4.7)

for every q ∈ Q and s, t ∈ [0, T ] with s < t.

As in [50], we introduce the Lagrangean magnetization given, for q = (y,m) ∈ Q, by

Z(q) := (adj∇y)m ◦ y. (4.8)

The dissipation distance D : Q×Q → [0,+∞) is defined as

D(q, q̂) :=

ˆ
Ω

|Z(q)−Z(q̂)|dx. (4.9)

Moreover, the variation of any map q : [0, T ] → Q with respect to D on the interval [s, t] ⊂ [0, T ] is
defined by

VarD(q; [s, t]) := sup

{
N∑
i=1

D(q(ti), q(ti−1)) : Π = (t0, . . . , tN ) partition of [s, t]

}
. (4.10)

Here, by a partition of the interval [s, t] we mean any finite ordered set Π = (t0, . . . , tN ) ⊂ [0, T ]N with
s = t0 < t1 < · · · < tN = t. Note that in (4.10) each partition can have different cardinality.

The existence of energetic solutions is usually proved in two steps: first, one constructs time-discrete
solutions corresponding to a given partition of the time interval, then one obtains the desired solution
from the piecewise constant interpolants by compactness arguments considering a sequence of partitions
of vanishing size. These two steps will be addressed in the next two subsections. We point out that
in Subsection 4.1 we argue without higher-order terms and that the regularization is only added in the
passage to the time-continuous setting.
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4.1. Time-discrete setting. Let Π = (t0, . . . , tN ) be a partition of [0, T ]. We consider the incremental
minimization problem determined by Π with initial data q0 ∈ Q, which reads as follows:

find (q1, . . . , qN ) ∈ QN such that each qi is a minimizer

of q 7→ E(ti, q) +D(qi−1, q) for i = 1, . . . , N .
(4.11)

The next result states the existence of solutions of (4.11) and collects their main properties. Recall the
definition of the total energy E and of the dissipation distance D in (4.3) and (4.9), respectively. Recall
also (4.6).

Proposition 4.1 (Solutions of the incremental minimization problem). Assume p > 3 and
Y 6= ∅. Suppose that W is continuous and satisfies (3.7) and (3.8) and that the applied loads satisfy
(4.1). Let Π = (t0, . . . , tN ) be a partition of [0, T ] and let q0 ∈ Q. Then, the incremental minimization
problem (4.11) admits a solution (q1, . . . , qN ) ∈ QN . Moreover, if q0 is such that

E(0, q0) ≤ E(0, q̂) +D(q0, q̂) (4.12)

for every q̂ ∈ Q, then the following holds:

∀ i = 1, . . . , N, ∀ q̂ ∈ Q, E(ti, q
i) ≤ E(ti, q̂) +D(qi, q̂), (4.13)

∀ i = 1, . . . , N, E(ti, q
i)− E(ti−1, q

i−1) +D(qi−1, qi) ≤
ˆ ti

ti−1

∂tE(τ, qi−1) dτ, (4.14)

∀ i = 1, . . . , N, E(ti, q
i) +M +

i∑
j=1

D(qj−1, qj) ≤ (E(0, q0) +M) eLti . (4.15)

Proof. The main point is to prove the existence of solutions of (4.11). Given a solution of (4.11) where
q0 satisfies (4.12), then (4.13)-(4.15) are obtained by standard computations as in [44, Theorem 3.2].

It is sufficient to show that, for t̃ ∈ [0, T ] and q̃ ∈ Q fixed, the auxiliary functional F : Q → R given by
F(q) := E(t̃, q) +D(q̃, q), admits a minimizer in Q.

First note that, as D is positive, from (4.4) we obtain

F(q) ≥ E(t̃, q) ≥ C1||∇y||pLp(Ω;R3×3) + C2||∇m||2L2(Ωy ;R3×3) − C3 + ||γ(det∇y)||L1(Ω) (4.16)

for every q ∈ Q with q = (y,m). In particular, we deduce J := infQ F ≥ −C3.

Let (qn) ⊂ Q with qn = (yn,mn) be a minimizing sequence for F , namely such that F(qn)→ J . Thus,
F(qn) ≤ C for every n ∈ N, and (4.16) yields (3.10). By Proposition 3.3, there exist q ∈ Q such that, up
to subsequences, we have qn → q in Q and mn ◦yn →m◦y in La(Ω;R3) for every 1 ≤ a <∞. Arguing
as in the proof of Theorem 3.2, we prove (3.31) while, using the Rellich embedding and the compactness
of traces, we show

L(t̃, q) = lim
n
L(t̃, qn). (4.17)

By the weak continuity of minors, adj∇yn ⇀ adj∇y in Lp/2(Ω;R3×3). Hence, we have Z(qn) ⇀ Z(q)
in L1(Ω;R3), and, by the lower semicontinuity of the norm, we deduce

D(q̃, q) ≤ lim inf
n
D(q̃, qn). (4.18)

Finally, combining (3.31), (4.17) and (4.18), we obtain

F(q) ≤ lim inf
n
F(qn) = J,

so that q is a minimizer of F . �

Remark 4.2 (Time-discrete energetic solutions). Note that (4.13) and (4.14) can be seen as the
discrete counterparts of the stability condition (4.38) and the energy balance (4.39) in Theorem 4.6,
respectively.
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4.2. Time-continuous setting. As it is common for finite strain theories, it is not possible to pass
from the time-discrete formulation to the time-continuous one in our setting without further higher-order
terms. Henceforth, we regularize the problem as follows. Recalling (3.1), we restrict ourselves to the
class of deformations

Ỹ :=
{
y ∈ Y : D(cof∇y) ∈Mb(Ω;R3×3×3)

}
, (4.19)

so that the corresponding class of admissible states is given by

Q̃ :=
{

(y,m) : y ∈ Ỹ, m ∈W 1,2(Ωy;S2)
}
. (4.20)

In (4.19), D(cof∇y) denotes the distributional gradient of cof∇y which is assumed to be given by a
bounded tensor-valued Radon measure.

Example 4.3. Let Ω, P and y be as in Example 2.2 and recall Example 3.1. Then, y ∈ Ỹ. To see this,
for every x ∈ Ω \ P with x = (x1, x2, x3), we compute

cof∇y(x) :=

|x1| 0 −x1 x3/|x1|
0 |x1| 0
0 0 1

 .

Set u(x) := |x1| and v(x) := −x1 x3/|x1|. Then u ∈W 1,∞(Ω), while v ∈ BV (Ω) since

D1v = wH 2 {0} × (−1, 1)2,

where D1 denotes the distributional derivative with respect to the first variable and we set w(x) := 2x3.

Therefore y ∈ Ỹ.

Recalling (3.6), the regularized energy Ẽ : Q̃ → R is given by

Ẽ(q) := E(q) + Ereg(q), (4.21)

where, for q = (y,m), we set

Ereg(q) := |D(cof∇y)|(Ω). (4.22)

Here, |D(cof∇y)|(Ω) denotes the total variation of the measure D(cof∇y) ∈Mb(Ω;R3×3×3) over Ω.

Then, the corresponding total energy Ẽ : [0, T ]× Q̃ → R is defined as

Ẽ(t, q) := Ẽ(q)− L(t, q), (4.23)

where L is given by (4.2). Therefore, from (4.6) and (4.7), we deduce

Ẽ(t, q) +M ≤ (Ẽ(s, q) +M)eL(t−s) (4.24)

for every q ∈ Q̃ and s, t ∈ [0, T ] with s < t.

Let Π = (t0, . . . , tN ) be a partition of [0, T ]. Under regularization, the incremental minimization problem
determined by Π with initial data q0 ∈ Q reads as follows:

find (q1, . . . , qN ) ∈ Q̃N such that each qi is a minimizer

of q 7→ Ẽ(ti, q) +D(qi−1, q) for i = 1, . . . , N .
(4.25)

Similarly to Proposition 4.1, we have the following result.

Proposition 4.4 (Solutions of the incremental minimization problem under regularization).

Assume p > 3 and Ỹ 6= ∅. Suppose that W is continuous and satisfies (3.7) and (3.8) and that the applied

loads satisfy (4.1). Let Π = (t0, . . . , tN ) be a partition of [0, T ] and let q0 ∈ Q̃. Then, the incremental

minimization problem (4.25) admits a solution (q1, . . . , qN ) ∈ Q̃N . Moreover, if q0 satisfies

∀ q̂ ∈ Q̃, Ẽ(0, q0) ≤ Ẽ(0, q̂) +D(q0, q̂), (4.26)

then the following holds:

∀ i = 1, . . . , N, ∀ q̂ ∈ Q̃, Ẽ(ti, q
i) ≤ Ẽ(ti, q̂) +D(qi, q̂), (4.27)
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∀ i = 1, . . . , N, Ẽ(ti, q
i)− Ẽ(ti−1, q

i−1) +D(qi−1, qi) ≤
ˆ ti

ti−1

∂tẼ(τ, qi−1) dτ, (4.28)

∀ i = 1, . . . , N, Ẽ(ti, q
i) +M +

i∑
j=1

D(qj−1, qj) ≤ (Ẽ(0, q0) +M) eLti . (4.29)

Proof. Again, the main point is to prove the existence of solutions to (4.25). Hence, we show that the

auxiliary functional F̃ : Q̃ → R defined by F̃(q) := Ẽ(t̃, q)+D(q̃, q), where t̃ ∈ [0, T ] and q̃ ∈ Q̃ are fixed,

admits a minimizer in Q̃.

First note that, by (4.4), we have

F̃(q) ≥ Ẽ(t̃, q) ≥ C1||∇y||pLp(Ω;R3×3) + C2||∇m||2L2(Ωy ;R3×3) − C3

+ ||γ(det∇y)||L1(Ω) + ||D(cof∇y)||Mb(Ω;R3×3×3)

(4.30)

for every q ∈ Q̃ with q = (y,m). In particular, we deduce J̃ := infQ̃ F̃ ≥ −C3.

Let (qn) ⊂ Q̃ with qn = (yn,mn) be a minimizing sequence for F̃ , namely such that F̃(qn) → J̃ . As

F̃(qn) ≤ C for every n ∈ N, from (4.30) we obtain

||∇yn||Lp(Ω;R3×3) ≤ C, ||∇mn||L2(Ωyn ;R3×3) ≤ C,
||γ(det∇yn)||L1(Ω) ≤ C, ||D(cof∇yn)||Mb(Ω;R3×3×3) ≤ C.

In this case, we have ||cof∇yn||BV (Ω;R3×3) ≤ C for every n ∈ N. Thus, up to subsequence, we have

cof∇yn → G in L1(Ω;R3×3), D(cof∇yn)
∗
⇀ DG in Mb(Ω;R3×3), (4.31)

for some G ∈ BV (Ω;R3×3). By Proposition 3.3, there exists q ∈ Q with q = (y,m) such that, up to
subsequences, qn → q inQ andmn◦yn →m◦y in La(Ω;R3) for every 1 ≤ a <∞. As cof∇yn ⇀ cof∇y
in Lp/2(Ω;R3×3) by the weak continuity of minors, from (4.31) we deduce G = cof∇y. Hence, y ∈ Ỹ
and, in turn, q ∈ Q̃.

Arguing as in the proof of Theorem 3.2, we prove (3.31), while, as in the proof of Proposition 4.1, we
show (4.17) and (4.18). By (4.31) and the lower semicontinuity of the total variation, we have

Ereg(q) ≤ lim inf
n

Ereg(qn). (4.32)

Combining (3.31), (4.17), (4.18) and (4.32), we deduce

F̃(q) ≤ lim inf
n
F̃(qn) = J̃ ,

so that q is a minimizer of F̃ . �

Recall the definition of variation with respect to D in (4.10).

Proposition 4.5 (Piecewise constant interpolants). Assume p > 3 and Ỹ 6= ∅. Suppose that W
is continuous and satisfies (3.7) and (3.8) and that the applied loads satisfy (4.1). Let Π = (t0, . . . , tN )

be a partition of [0, T ] and let q0 ∈ Q̃ satisfy (4.26). Let (q1, . . . , qN ) ∈ Q̃N be a solution of the
incremental minimization problem (4.25) and define the (right-continuous) piecewise constant interpolant

qΠ : [0, T ]→ Q̃ as

qΠ(t) :=

{
qi−1 if t ∈ [ti−1, ti) for some i = 1, . . . , N ,

qN if t = T .
(4.33)

Then, the following holds:

∀t ∈ Π, ∀ q̂ ∈ Q̃, Ẽ(t, qΠ(t)) ≤ Ẽ(t, q̂) +D(qΠ(t), q̂), (4.34)

∀s, t ∈ Π : s < t, Ẽ(t, qΠ(t))− Ẽ(s, qΠ(s)) + VarD(qΠ; [s, t]) ≤
ˆ t

s

∂tẼ(τ, qΠ(τ)) dτ, (4.35)

∀t ∈ [0, T ], Ẽ(t, qΠ(t)) +M + VarD(qΠ; [0, t]) ≤ (Ẽ(0, q0) +M)eLt. (4.36)



EXISTENCE RESULTS IN LARGE-STRAIN MAGNETOELASTICITY WITH ASYMMETRIC EXCHANGE ENERGY 19

Proof. The claims (4.34) and (4.35) follow immediately from (4.27) and (4.28), respectively. We prove
(4.36). Let t ∈ [0, T ] and let i ∈ {1, . . . , N} be such that ti−1 ≤ t < ti. In this case, we have

qΠ(t) = qi−1, VarD(qΠ; [0, t]) =

i−1∑
j=1

D(qj−1, qj).

Thus, using (4.24) and (4.29), we compute

Ẽ(t, qΠ(t)) +M + VarD(qΠ; [0, t]) ≤
(
Ẽ(ti−1, q

i−1) +M
)
eL(t−ti−1) +

i−1∑
j=1

D(qj−1, qj)

≤

Ẽ(ti−1, qi−1) +M +

i−1∑
j=1

D(qj−1, qj)

 eL(t−ti−1)

≤
(
Ẽ(0, q0) +M

)
eLt.

(4.37)

�

The main result of this section is the following.

Theorem 4.6 (Existence of energetic solutions under regularization). Assume p > 3 and Ỹ 6= ∅.
Suppose that W is continuous and satisfies (3.7) and (3.8) and that the applied loads satisfy (4.1). Then,

for every q0 ∈ Q̃ satisfying (4.26), there exists an energetic solution q : [0, T ] → Q̃ of the regularized
problem which fulfills the initial condition q(0) = q0. Namely, the following stability condition and
energy balance hold:

∀t ∈ [0, T ], ∀ q̂ ∈ Q̂, Ẽ(t, q(t)) ≤ Ẽ(t, q̂) +D(q(t), q̂), (4.38)

∀t ∈ [0, T ], Ẽ(t, q(t)) + VarD(q; [0, t]) = Ẽ(0, q0) +

ˆ t

0

∂tẼ(τ, q(τ)) dτ. (4.39)

In the proof, we will use the following version of the Helly Selection Principle given by [44, Theorem 5.1].

Lemma 4.7 (Helly Selection Principle). Let Z be a Banach space and let K ⊂ Z be compact. Let
(zn) ⊂ BV ([0, T ];Z) be such that for every n ∈ N there holds

∀t ∈ [0, T ], zn(t) ∈ K (4.40)

and

Var(zn; [0, T ]) ≤ C. (4.41)

Then, there exist a subsequence (znk
) and a map z ∈ BV ([0, T ];Z) such that there holds:

∀t ∈ [0, T ], znk
(t)→ z(t) in Z. (4.42)

The proof of Theorem 4.6 follows rigorously the well-established scheme introduced in [23]. Therefore,
we simply show how to lead the argument back to the original scheme. For additional details we refer to
[44, Theorem 5.2].

Proof of Theorem 4.6. Following [44, Theorem 5.2], we subdivide the proof into five steps.

Step 1 (A priori estimates). Let (Πn) be a sequence of partitions of [0, T ] with Πn = (tn0 , . . . , t
n
Nn

)
such that |Πn| := max{tni − tni−1 : i = 1, . . . , Nn} → 0, as n → ∞. For every n ∈ N, by Proposition 4.4,
the incremental minimization problem (4.25) determined by Πn admits a solution and, by Proposition
4.5, the corresponding piecewise constant interpolant qn := qΠn

with qn = (yn,mn) defined according
to (4.33) satisfies the following:

∀t ∈ Πn, ∀ q̂ ∈ Q̃, Ẽ(t, qn(t)) ≤ Ẽ(t, q̂) +D(qn(t), q̂), (4.43)

∀s, t ∈ Πn : s < t, Ẽ(t, qn(t))− Ẽ(s, qn(s)) + VarD(qn; [s, t]) ≤
ˆ t

s

∂tẼ(τ, qn(τ)) dτ, (4.44)
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∀t ∈ [0, T ], Ẽ(t, qn(t)) +M + VarD(qn; [0, t]) ≤ (Ẽ(0, q0) +M)eLt. (4.45)

In particular, from (4.45), we deduce that, for every n ∈ N, there hold

∀t ∈ [0, T ], Ẽ(t, qn(t)) ≤ C (4.46)

and

VarD(qn; [0, T ]) ≤ C (4.47)

for some C(q0, T, L,M) > 0.

Step 2 (Selection of subsequences). From (4.4) and (4.46), for every n ∈ N and t ∈ [0, T ] we have

||∇yn(t)||Lp(Ω;R3×3) ≤ C, ||∇mn(t)||L2(Ωyn(t);R3×3) ≤ C,
||γ(det∇yn(t))||L1(Ω) ≤ C, ||D(cof∇yn(t))||Mb(Ω;R3×3×3) ≤ C.

This shows that all the maps of the sequence (qn) take values in the set K̃ ⊂ Q̃ defined as

K̃ :=

{
q̂ = (ŷ, m̂) ∈ Q̃ : ||∇ŷ||Lp(Ω;R3×3) ≤ C, ||∇m̂||L2(Ωŷ ;R3×3) ≤ C,

||γ(det∇ŷ)||L1(Ω) ≤ C, ||D(cof∇ŷ)||Mb(Ω;R3×3×3) ≤ C
}
.

Applying Proposition 3.3 and arguing as in the proof of Proposition 4.4, we prove the following:

for every (q̂n) ⊂ K̃ with q̂n = (ŷn, m̂n) there exist (q̂nk
) and q̂ ∈ Q̃ with q̂ = (ŷ, m̂)

such that q̂nk
→ q̂ in Q̃, m̂nk

◦ ŷnk
→ m̂ ◦ ŷ in La(Ω;R3) for every 1 ≤ a <∞,

cof∇ŷnk
→ cof∇ŷ in L1(Ω;R3×3) and D(cof∇ŷnk

)
∗
⇀ D(cof∇ŷ) in Mb(Ω;R3×3×3).

(4.48)

From this, we deduce that the set

K :=
{
Z(q̂) : q̂ ∈ K̃

}
is compact with respect to the strong topology of L1(Ω;R3). Indeed, let (ẑn) ⊂ K be defined by

ẑn = Z(q̂n) with q̂n ∈ K̃ for every n ∈ N. Then, by (4.48), we have cof∇ŷnk
→ cof∇ŷ in L1(Ω;R3×3)

and m̂nk
◦ ŷnk

→ m̂ ◦ ŷ in L1(Ω;R3). Therefore, we infer that ẑnk
→ ẑ in L1(Ω;R3), where ẑ = Z(q̂).

Now, consider the sequence (zn) ⊂ BV ([0, T ];L1(Ω;R3)) with zn(t) := Z(qn(t)) for every t ∈ [0, T ].
Setting Z = L1(Ω;R3), the sequence (zn) satisfies (4.40) by construction, as the the maps of the sequence

(qn) take values in K̃, while (4.41) holds in view of (4.47). Therefore, by Lemma 4.7, there exist a
subsequence (znk

) and a map z ∈ BV ([0, T ];L1(Ω;R3)) such that (4.42) holds.

For every n ∈ N, define ϑn : [0, T ]→ R by setting ϑn(t) := ∂tẼ(t, qn(t)). Note that, by (4.6) and (4.46),

the sequence (ϑn) is bounded in L∞(0, T ), hence, up to subsequences, ϑn
∗
⇀ ϑ in L∞(0, T ) for some

ϑ ∈ L∞(0, T ). If we define ϑ̄ : [0, T ]→ R as ϑ̄(t) := lim supn ϑn(t), then ϑ̄ ∈ L∞(0, T ) and, by the Fatou
Lemma, ϑ ≤ ϑ̄.

Finally, for every fixed t ∈ [0, T ], exploiting (4.48), we select a subsequence (qnkt
`

(t)) (depending on t)

such that

qnkt
`

(t)→ q(t) in Q̃, mnkt
`

◦ ynkt
`

(t)→m ◦ y(t) in La(Ω;R3) for every 1 ≤ a <∞, (4.49)

cof∇ynkt
`

(t)→ cof∇y(t) in L1(Ω;R3×3), D(cof∇ynkt
`

(t))
∗
⇀ D(cof∇y(t)) in Mb(Ω;R3×3×3) (4.50)

for some q(t) ∈ Q̃ with q(t) = (y(t),m(t)) and ϑnkt
`

(t) → ϑ̄(t). Note that, from (4.49) and (4.50), we

obtain znkt
`

(t) = Z(qnkt
`

(t))→ Z(q(t)) in L1(Ω;R3) which, combined with (4.42), yields z(t) = Z(q(t)).

The candidate solution q : [0, T ]→ Q̃ is pointwise defined by this procedure.

Step 3 (Stability of the limiting function). We claim that q satisfies (4.38). Fix t ∈ [0, T ].
Henceforth, for simplicity, we will replace the subscripts nk and nkt` by k and kt`, respectively. For every
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k ∈ N, set τk(t) := max{s ∈ Πk : s ≤ t} and note that τk(t)→ t, since |Πk| → 0. Then, qk(t) = qk(τk(t))
so that, by (4.27), we have

∀ q̂ ∈ Q̃, Ẽ(τk(t), qk(t)) ≤ Ẽ(τk(t), q̂) +D(qk(t), q̂). (4.51)

Recall (4.49) and (4.50). Arguing as in the proof of Proposition 4.4 and exploiting the continuity of the
applied loads in (4.1), we obtain

Ẽ(t, q(t)) ≤ lim inf
`
Ẽ(τkt`(t), qkt`(t)). (4.52)

Moreover, by the continuity of the applied loads in (4.1), there holds

∀ q̂ ∈ Q̃, Ẽ(τkt`(t), q̂)→ Ẽ(t, q̂), (4.53)

while, as zkt`(t)→ z(t) in L1(Ω;R3) and z(t) = Z(q(t)), we have

∀ q̂ ∈ Q̃, D(qkt`(t), q̂) = ||Z(qkt`(t))−Z(q̂)||L1(Ω;R3) → ||Z(q(t))−Z(q̂)||L1(Ω;R3) = D(q(t), q̂). (4.54)

Hence, combining (4.51)–(4.54), we deduce

Ẽ(t, q(t)) ≤ lim inf
`
Ẽ(τkt`(t), qkt`(t))

≤ lim inf
`

{
Ẽ(τkt`(t), q̂) +D(qkt`(t), q̂)

}
= Ẽ(t, q̂) +D(q(t), q̂),

for every q̂ ∈ Q̃, which gives (4.38) for t fixed. �

Step 4 (Upper energy estimate). We claim that q satisfies the upper energy estimate

∀t ∈ [0, T ], Ẽ(t, q(t)) + VarD(q; [0, t]) ≤ Ẽ(0, q0) +

ˆ t

0

∂tẼ(τ, q(τ)) dτ. (4.55)

Recall (4.46). For every n ∈ N, using (4.24), we obtain

∀s, t ∈ [0, T ], |Ẽ(t, qn(t))− Ẽ(s, qn(s))| ≤ (C +M)
∣∣∣eL|t−s| − 1

∣∣∣ =: ρ(t− s), (4.56)

where ρ(r)→ 0, as r → 0.

Fix t ∈ [0, T ], so that qn(t) = qn(τn(t)) and VarD(qn; [0, t]) = VarD(qn; [0, τn(t)]) for every n ∈ N. Recall
the definition of θn in Step 2. By (4.56) and (4.44), we have

Ẽ(t, qn(t)) + VarD(qn; [0, t]) ≤ Ẽ(τn(t), qn(τn(t))) + VarD(qn; [0, τn(t)]) + ρ(|Πn|)

≤ Ẽ(0, q0) +

ˆ τn(t)

0

ϑn(τ) dτ + ρ(|Πn|),
(4.57)

for every n ∈ N. Also, by the lower semicontinuity of the total variation, we have

VarD(q; [0, t]) = Var(z; [0, t]) ≤ lim inf
n

Var(zn; [0, t]) = lim inf
n

VarD(qn; [0, t]), (4.58)

as (4.42) holds and z(s) = Z(q(s)) for every s ∈ [0, T ]. Then, from (4.52), (4.57) and (4.58), we deduce

Ẽ(t, q(t)) + VarD(q; [0, t]) ≤ lim inf
`

{
Ẽ(t, qkt`(t)) + VarD(qkt` ; [0, t])

}
≤ Ẽ(0, q0) + lim inf

`

{ˆ τkt
`
(t)

0

ϑkt`(τ) dτ + ρ(|Πkt`
|)

}

= Ẽ(0, q0) +

ˆ t

0

ϑ(τ) dτ ≤ Ẽ(0, q0) +

ˆ t

0

ϑ̄(τ) dτ,

(4.59)

where, in the last line, we used that ϑk
∗
⇀ ϑ in L∞(0, T ), ϑ ≤ ϑ̄ almost everywhere in (0, T ) and

ρ(|Πk|)→ 0.
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We claim that ϑ̄(s) = ∂tẼ(s, q(s)) for almost every s ∈ (0, T ). Fix t ∈ (0, T ). Testing (4.38) with qkt`(t),

we have

−Ẽ(t, qkt`(t)) ≤ −Ẽ(t, q(t)) +D(q(t), qkt`(t))

so that, using (4.54), we compute

lim sup
`
Ẽ(t, qkt`(t)) = − lim inf

`

(
−Ẽ(t, qkt`(t))

)
≤ − lim inf

`

(
−Ẽ(t, q(t)) +D(q(t), qkt`(t))

)
≤ Ẽ(t, q(t)).

Given (4.52), we conclude that Ẽ(t, qkt`(t))→ Ẽ(t, q(t)). Recalling (4.49), by [44, Proposition 5.6], we have

ϑkt`(t) = ∂tẼ(t, qkt`(t)) → ∂tẼ(t, q(t)) and, as ϑkt`(t) → ϑ̄(t), we deduce ϑ̄(t) = ∂tẼ(t, q(t)). Therefore,

(4.59) gives (4.55) for fixed t.

Step 5 (Lower energy estimate). Finally, we show that q satisfies

∀t ∈ [0, T ], Ẽ(t, q(t)) + VarD(q; [0, t]) ≥ Ẽ(0, q0) +

ˆ t

0

∂tẼ(τ, q(τ)) dτ, (4.60)

which, combined with (4.55), proves (4.39).

Note that, by (4.52), we have Ẽ(t, q(t)) ≤ C for every t ∈ [0, T ]. Moreover, the function is t 7→ ∂tẼ(t, q(t))
belongs to L∞(0, T ), as it coincides almost everywhere with ϑ̄. Hence, by [44, Proposition 5.7], for every
s, t ∈ [0, T ] with s < t we have

Ẽ(t, q(t)) + VarD(q; [s, t]) ≥ Ẽ(s, q(s)) +

ˆ t

s

∂tẼ(τ, q(τ)) dτ,

which in turn yields (4.60).

Remark 4.8 (Regularity of the applied loads). The regularity assumptions on the applied loads
in (4.1) can be relaxed. Indeed, following the scheme in [45, Theorem 2.1.6], the existence of energetic
solutions as in Theorem 4.6 can still be proved if we just assume

f ∈W 1,1(0, T ;Lp
′
(Ω;R3)), g ∈W 1,1(0, T ;Lp

′
(Σ;R3)), h ∈W 1,1(0, T ;L2(R3;R3)).
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