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ABSTRACT. We consider a core-radius approach to nonlocal perimeters gov-
erned by isotropic kernels having critical and supercritical exponents, ex-
tending the nowadays classical notion of s-fractional perimeter, defined for
0<s<1,tothecases>1.

We show that, as the core-radius vanishes, such core-radius regularized s-
fractional perimeters, suitably scaled, I'-converge to the standard Euclidean
perimeter. Under the same scaling, the first variation of such nonlocal perime-
ters gives back regularized s-fractional curvatures which, as the core radius
vanishes, converge to the standard mean curvature; as a consequence, we show
that the level set solutions to the corresponding nonlocal geometric flows, suit-
ably reparametrized in time, converge to the standard mean curvature flow.
Furthermore, we show the same asymptotic behavior as the core-radius van-
ishes and s — § > 1 simultaneously.

Finally, we prove analogous results in the case of anisotropic kernels with
applications to dislocation dynamics.
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INTRODUCTION

This paper deals with systems governed by strongly attractive nonlocal poten-
tials. Our analysis is geometrical, so that the energy functionals are defined on mea-
surable sets rather than on densities, and can be understood as nonlocal perimeters,
whose first variations are nonlocal curvatures, driving the corresponding geometric
flows.

We focus on power law pair potentials acting on measurable sets £ C RY, whose
corresponding nonlocal energy is of the type

(0.1) J*(E) L[EW dy da.

For —d < s < 0 the interaction kernel is nothing but Riesz potential; in such a case,
the functionals J° are nonlocal perimeters in the sense of [20]. Such a geometric
interpretation is supported by the fact that, as a consequence of Riesz inequality,
balls are minimizers of J* under volume constraints; moreover, the first variation
of J*, referred to as nonlocal curvature, is monotone with respect to set inclusion.
The latter provides a parabolic maximum principle which yields global existence
and uniqueness of level set solutions to the corresponding geometric evolutions
[20, 17].

For positive s the kernel in (0.1) is not integrable, and the corresponding energy
is infinite. Nevertheless, for 0 < s < 1, changing sign to the interaction and letting
F interact with its complementary set instead of itself, gives a finite quantity: the
well-known fractional perimeter [13]

(0.2) J(E) = /E/ m dy dz.

In fact, fractional perimeters can been rigorously obtained as limits of renormal-
ized Riesz energies by removing the infinite core energy and letting the core radius
tend to zero. This has been done in [23], showing that the energies in (0.1) and
(0.2) belong to a one parameter family of nonlocal s-perimeters, with —d < s < 1
(see also [29]); in particular, for s = 0 a new perimeter emerges, referred to as
0-fractional perimeter.

Remarkably, as s — 17, s-fractional perimeters, suitably scaled, converge to the
standard perimeter [11, 12, 21, 34, 7, 18], and the corresponding (reparametrized
in time) geometric flows converge to the standard mean curvature flow [27, 17] (see
also [1] for the convergence of suitably defined s-nonlocal directional curvatures).

For s > 1 fractional perimeters are always infinite. Nevertheless, as discussed
above, the critical case s = 1 corresponds, at least formally, to the Euclidean
perimeter. Notice that for s = 1 the fractional perimeter can be seen, again for-
mally, as the square of the (infinite) H 2 Gagliardo seminorm of the characteristic
function of E. This fractional energy is particularly relevant in Materials Science,
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for instance in the theory of dislocations. This is why much effort has been done
to derive the Euclidean perimeter directly as the limit of suitable regularizations of
the Hz seminorm, mainly through phase field approximations [3]. A specific phase
field model for the energy induced by planar dislocations within the Nabarro-Peierls
theory has been introduced in [28] and studied in [25], where the line tension energy
induced by planar dislocations is derived in terms of I'-convergence. In [22, 5, 15]
the authors study dislocation dynamics within the level set formulation a la Slepcev
[35], by considering the geometric flow associated to a suitable regularization of the
formal first variation of the line tension energy. Numerical schemes have been
implemented in [4, 16].

In this paper we introduce a core-radius approach to renormalize by scaling the
generalized s-fractional perimeters and curvatures in the critical and supercritical
cases s > 1. We show that, as the core-radius tends to zero, the I'-limit of the
nonlocal perimeters is the Euclidean perimeter, the nonlocal curvatures converge
to the standard mean curvature, and the corresponding geometric flows converge
to the mean curvature flow. Moreover, we consider also the anisotropic variants
of such perimeters, with applications to dislocation dynamics. Now we discuss our
results in more detail.

In Section 1 we introduce the core-radius regularized critical and supercritical
perimeters (see (1.4)). In Theorem 1.5 we show that, suitably scaled, they T'-
converge to the Euclidean perimeter. This analysis is very related with, and in
some respects generalizes, many results scattered in the literature, mainly for s > 1
[32, 10, 33].

Sections 2 and 3 are devoted to the proof of Theorem 1.5. The proof of the lower
bounds providing compactness and I'-liminf inequality rely on techniques developed
in [2] and for s = 1 in [25]. As a byproduct of our I'-convergence analysis, we provide
a characterization of finite perimeter sets (Theorem 3.4) in terms of uniformly
bounded renormalized supercritical fractional perimeters. Analogous results for
0 < s < 1 have been obtained in [11, 21, 34, 30].

In Section 4 we compute the first variations of the renormalized critical and su-
percritical perimeters, and we show that they converge, as the core-radius vanishes,
to the standard mean curvature. The estimates are robust enough to apply the
theory of stability for geomertic flows developed in [17]. As a consequence, in The-
orem 4.7 we prove that the level-set solutions of supercritical fractional geometric
flows, suitably reparametrized in time, locally uniformly converge to the level set
solution of the classical mean curvature flow. This result collects within a unified
approach some analysis already scattered in the literature: In [22] the critical case
s = 1 has been considered using a level set approach & la Slepéev. In [19] the super-
critical case s > 1 is settled using barrier techniques; we mention also [14], where
the authors consider a threshold dynamics based on the s-parabolic flow and, in
turn, on the notion of s-Laplacian, which is well defined only for 0 < s < 2.

In Section 5 we show that our renormalization procedures are robust enough to
treat also the double limit as s — 17 and the core-radius vanishes simultaneously
(see Theorem 5.1).

In Section 6 we generalize our results to the case of possibly anisotropic ker-
nels (Subsection 6.1) and we present a relevant application to dislocation dynamics
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(Subsection 6.2). It is well known that planar dislocation loops formally induce an
infinite elastic energy that can be seen as an anisotropic version of the (squared) H B
seminorm of the characteristic function of the slip region enclosed by the dislocation
curve. As mentioned above, renormalization procedures are needed to cut off the
infinite core energy. In [22, 5, 15], the authors consider the geometric evolution of
dislocation loops and face the corresponding renormalization issues: their approach
consists in formally computing the first variation of the infinite energy induced by
dislocations, deriving a nonlocal infinite curvature. Then, they regularize such a
curvature through convolution kernels, obtaining a finite curvature driving the dy-
namics. As the convolution regularization kernel concentrates to a Dirac mass, they
recover in the limit a local anisotropic mean curvature flow. The main issue in their
analysis is that the convolution regularization produces a positive part in the non-
local curvature (corresponding to a negative contribution in the normal velocity),
concentrated on the scale of the core of the dislocation, giving back an evolution
which does not satisfy the inclusion principle. Therefore, solutions exist only for
short time. Moreover, adding strong enough forcing terms, or assuming that the
positive part of the curvature is already concentrated on a point (instead of being
diffused on the core region), they show that the curvature is in fact monotone with
respect to inclusion of sets; as a consequence, they get a globally defined dynam-
ics, converging, as the core-radius vanishes, to the correct anisotropic local mean
curvature flow. Here we show that, if one first regularizes the nonlocal perimeters
removing the core energy and then computes the corresponding first variation, then
the positive part of the curvature is actually concentrated on a point (see Remark
6.3), so that the mathematical assumption in [22] is physically correct and fully
justified through the solid core-radius formalism. Finally, in Subsection 6.2 we
show that the convergence analysis of the geometric flows done in [22] using the
approach [35] can be directly deduced from the analysis developed in Section 4 and
Subsection 6.1, providing then a self-contained proof relying on the general theory
of nonlocal evolutions and their stability developed in [20, 17].

This paper, together with [23, 17] completes the variational analysis of nonlocal
interactions (0.1) and of the corresponding geometric flows for all positive values of
d+s. Such functionals account for Riesz functionals for —d < s < 0. After suitable
renormalization procedures, the case s = 0 leads to the O-fractional perimeter,
while for 0 < s < 1 we have the nowadays classical s-fractional perimeters. This
paper focuses on the supercritical case s > 1 leading to the classical perimeter and
mean curvature flow, together with their anisotropic variants, in the limit as the
core-radius regularization vanishes.

ACKNOLEDGMENTS: The authors are grateful to Annalisa Cesaroni and Matteo
Novaga for preliminary discussions at the early stage of the project. The authors are
members of the Gruppo Nazionale per I’Analisi Matematica, la Probabilita e le loro
Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM).

Notation: We work in the space R? where d > 2 and we denote by {e;}j=1,..4
the canonical basis of R?. We denote by R**P the set of the matrices having d rows
and p columns. The symbol | - | stands for the Lebesgue measure in RY, M(R?) is
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the family of measurable subsets of R?, whereas M;(R?) C M(R?) is the family of
subsets of R? having finite measure. We will always assume that every measurable
set E coincides with its Lebesgue representative, i.e., with the set of points at
which E has density equal to one. Moreover, for every p > 0, we denote by HP the
p-Hausdorff measure.

For every z € R? and for every » > 0, we denote by B(z,r) the open ball
of radius r centered at x and by B(w,r) its closure. Moreover, we set S¥~! :=
0B(0,1). Following the standard convention, we set wy := |B(x,1)| and we recall
that H4~1(0B(x, 7)) = dwgr?~!. Sometimes, we will consider also subsets of R4~1.
In such a case, we denote by B'(&, p) the ball centered at ¢ € R9~! and having radius
equal to p > 0; we set wg_1 := HIY(B'(€,1)) so that HI=1(B'(£,p)) = wg_1p%*
and HI=2(0B'(£,p)) = (d — 1)wa—1p?~2 . Furthermore, we set @ := [—1,2)? and
for every v € ST we set Q¥ := RY(Q, where R” is a (arbitrarily chosen) rotation
such that RVeq = v. For all y € R? and for every v € S*~! we set

(0.3) Hy(z) = {yeR’: v (y—z)<0},
(0.4) Hi(z) = {ye RY: v (y—x) > 0},
(0.5) H)(z) = {yeR':v-(y—2)=0}.
For every set E € M(RY) we denote by Per(FE) the De Giorgi perimeter of E

defined by
Per(E) := sup {/ Div®(z) dz : ® € CF(RY RY), ||®]|o < 1}.
E

For every E € M(R?) with finite perimeter, the set 0*E identifies the reduced
boundary of E and the map vg : 9*E — R? the measure theoretic outer normal
vector field (see, for instance, [8, Definition 3.53] for the definitions of these objects).
By De Giorgi’s Structure Theorem (see, for instance, [8, Theorem 3.59]), for every
set E € M(R?) with finite perimeter, we have that Per(E) = H?~'(0*E) and, for
every xg € 0*F | it holds

HIL (071 (0 +1Q5 )

li =1

fare 8 [a-1 ’

lim To + lx) — - z)|dz =0.
150+ Jgra o) IxE (0 ) XHVE(IO)(O)( )

For further details on the theory of sets of finite perimeter we refer the interested
reader to the monographies [24, 8, 31].

For every subset £ C R? the symbol E¢ denotes its complementary set in R?,
ie, E¢:=RI\ E.

Finally, we denote by C(x,--- ,*) a constant that depends on *,--- ,x; such a
constant may change from line to line.

1. SUPERCRITICAL PERIMETERS
Let s > 1. For every r > 0, we define the interaction kernel kg : [0, +00) —
[0,4+00) as
1
s d+
(1.1) kp(t):=< ™"

T

for0<t<r,

tdﬁ fort>7",
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We note that
(1.2) kX (lt) = l*d*Sk‘% (t) for every r,1,t > 0.

For all 7 > 0, we define the functional J : M(R?) — [—00, 0] as

728y i= [ [ ko =y dy s

and for every E € M;(R?Y) we set

(1.3) JH(E) = J(E) + A |E],
where
A3 ;:/ k3(|2]) dz = w.
Rd Sr

Notice that for every E € M (R?)
52(E) 2~ [ [ ke~ yl) dy do = ~X:|E.
E JRd

and hence J? : M;(R%) — [0, +00) . Moreover, by the very definition of J# in (1.3),
for every E € M;(R?) we have

(1.4) e = [ [ kle-u)dyar.

_ We first state the following result concerning the pointwise limit of the functionals
J$ asr — 0T. To this purpose, for every s > 1 we set

|log | ifs=1
(15) T g
d+1s—1 '
Proposition 1.1. Let s > 1 and let E € M;(R?) be a smooth set. Then,
J(E
(1.6) o (E) = wgq_1Per(E),

r—0+ 0’5(7’)
where o® is defined in (1.5). In fact, for s > 1 formula (1.6) holds for every set
E € M¢(RY) of finite perimeter.

The proof of Proposition 1.1 is postponed and will use, in particular, Proposition
1.3 below. For every E € M(RY) we define the functionals

1
1.7 P (FE ::// ———— dy d=x,
.7 (E) B JEenBe(a) [ —yldte
(1.8) cey= [ [ Kl — ) dy de,
E JEeNB(x,1)
and we notice that for every 0 < r < 1 it holds
(1.9) JY(E) = F{(E) + G3(E).

Remark 1.2. It is easy to see that, for every E € M;(R?), it holds

1 d
Ff(E)g// sz=ﬂ|El-
B JBe,1) 1297 s
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Let s > 1. For all r > 0 we define the function T : R?\ {0} — R? as

1
- if |z| € [r, +00),
1.10 TS () = s el
( . ) r(x) T T d+5 T

A direct computation shows that
(1.11) Div(T: () = k3(Je]).

For every s > 1 we set

(1.12) a =

at2 ifs=1
ifs>1.

Lemma 1.3. Let E € M;(R?) be a set of finite perimeter. Then, for every 0 <
r < 1, the following formula holds true

J2(E) =wy_1Per(E) (c°(r) + &®) + F{(E)

_d+;9/ der—l(y)/ |(y_x)VdE(y)| dax
dsr® Jo-g (BaH,, () @)NBy.r) |z — y
1 / d—1
b [ ) | () - ve()| da
dri+s Jo. g (EAH;E(y)(y))mB(y,r)
1 _ ).
s JoE (Ban; )0 (Bw\B.) lz —yl

71/ HIY(ECNOB(z,1)) dz,
S JE

where in the last addendum we recall that E coincides with its Lebesque represen-
tative.

Proof. We preliminarily claim that for every 0 <r < 1

e =T [ i) [ () s

dsrs AB(y.r) T — y|
1

- — dH4! / —z)-v dx
e [, WO [ ) ve)

1 y—x
+ */ dH‘H(y)/ ———— - vp(y) do
s Jo-k EN(B(y,)\B(y,») [T —yl?**

—1/ HIY(E°NOB(z,1)) dz.
S JE

(1.13)
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Indeed, let T:? be the function defined in (1.10); then, by Gauss-Green formula and
equation (1.11), for every x € E (and, in fact, for every z € R%) we have

[ me-shay=[ D) dy
E<nB(xz,1)

E<nB(z,1)

1 (y—z) ve(y)

s /8*EQ(B(:¢,1)\B(ac,r)) | — y|d+s

d+8/ (y—2) ve(y) a1
+ =~ "~ dH y
dsrs O*ENB(xz,r) |‘T - y|d ( )

dH " (y)

1 / d—1
- — y—x) vp(y) dH Y
drdts a*EmB(z,r)( ) ve) )

1
— “HYECNOB(x,1)).
s
Then, (1.13) comes by integrating with respect to € E, noticing that x p(»,r)(y) =

XB(y,r) (x) for all z,y € R?, R > 0 and exchanging the order of integration.

Now we rewrite in a more convenient way the first three addends in the righthand

side of (1.13). To this purpose, we notice that, using polar coordinates, for every
0 < r < 1 and for every v € S, it holds

xr
(1.14) / — vdr = —wg_17,
H; (0)nB(0,r) ||
_ _Wd-1 441
1.15 / rz-vder=———=r ,
(1.15) HZ (0)nB(0,r) d+1
xr
(1.16) / s v dr = —wg 197 (r)
Hy (0)n(B(0,)\B(0,r)) 1T|4T*
where
|log 7| ifs=1,
s — 1—s
7 ”71 ifs>1.
5 _

By (1.14), we get

dsrs Ja«p ENB(y,r) lz -yl

d 7).
dsr® Jo- i (B\#Z ., @)Bw [T =Yl
d ).
(1.17) dsr - (H. oy \B)Bwr) 12— Y
s [, 0 [ L
dsr® Jo-p Hy oy NB(y.r) |z — y]
d _ ).
dsr® Jo-p (Bam; , »)nBy.r) |z -y
d
+ wd_lPer(E)jrlfs .

ds
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Analogously, by (1.15), we have

— dH Yy y—z)-vp(y) dz
drits Joop ) EﬂB(y,r)( ) ve()
1
1.18 =79/ d%d‘l(y)/ l(y — ) - ve(y)| dz
( ) d’l"d-'r« O*E (EAH;E(y) (y)) ﬂB(y,T)
1
_ _ P El - - 1—s
wa—1Per(E) g

Furthermore, by using (1.16), we obtain
1 —2)-
s JorE En(B(y,)\B(y.r) |z — y|d+

(1.19) :—1/ defl(y)/ M’ngyﬂdx
$Jop (eam; ., w)n(Bw\BE,) =yl

1
+ wq—1Per(F) ;73 (r).

‘We notice that
d+s _, 1

_71—82 s s .
7" d(d—&—l)r o’(r)+a’;

therefore, plugging (1.17), (1.18), (1.19) into (1.13), and using (1.9), we obtain the
claim. O

1 S
el (r) +

We are now in a position to prove Proposition 1.1.

Proof of Proposition 1.1. We prove the claim under the assumption that E is smooth.
For s > 1, the same proof, with OF replaced by 0" E, works also for sets EE € M (R9)
having finite perimeter. We will use the decomposition of jﬁ in Lemma 1.3. Clearly
the first contribution wy_Per(E)(c*(r) + a®), once scaled by o*(r) converges to
wq—1Per(E). Now we will prove that all the other contributions, scaled by o*(r),
vanish as r — 07 .

224 gddend: By Remark 1.2, we have that

(B
)
r—0t o%(r)

=0.

3' addend. By the very definition of ¢*(r) in (1.2) we have that o*(r)rs~! is
uniformly bounded from below by a positive constant for every 0 < r < %7 so that

by the change of variable z = *=¥, we have
1 d —x)-
g (T) dsr oE vE(y ,T) |1’ - y|

(Bam;  w)NB(

Yy
1

<C(d,s) / M (y) /
oF (BaH )BT

=C(d, s) /6 ; dH 1 (y)

(y —x)-ve(y) de
|z — y|d
|z - ve(y)|

/ 7 dz,
(Ezrawy,, w-»)nBo1 |2l
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where the last integral vanishes as r — 07 in virtue of the Lebesgue’s Dominated

Convergence Theorem since x 5-y — X - (y)—2 in Li .
r vE(y) ™

4*h gddend. Trivially, we have

o5 ( OE (EAH;E(y) (¥))NB(y.r)
1

1 — 7).
S - S/ de—l(y)/ |(y I) Vg(y)l dx,
os(r)drs Jog (Bam , )NBy.r) |z —yl

where the last integral vanishes as shown above.

5" addend. We first discuss the simpler case s > 1. In such a case, for every
y € OF, using again the change of variable z = =¥ we have

r b

11 d-1 ((y — ) -ve(y)|
77/6Ed% (y)/( WY = 2) VB 4

o°(r) s Ban; )0 (Ben\Bw) @yl
1—s 1 .
- / AH 1 (y) / velly,
o%(r) s Jog (EZream;  m-2))n(BOD\BO)) |2]
1
<cd.s) [ an) | e
oF (Erra(m; , @)-2)\BO1) |z|dtst

where the last double integral vanishes as r — 07 in virtue of the Lebesgue’s

Dominated Convergence Theorem using that x z—y — X - (y)—2 in LllOC asr —
™ vE(y) i

0" and the fact that the function h(z) := W% is in LY(R4\ B(0,1)) for s > 1.
Notice that the reasoning above does not apply to the case s = 1 since for s =1
the function h(z) = @ is not in L}(R?\ B(0,1)). Let now s = 1 and recall that

ot(r) = |logr|. Since E has smooth boundary, there exists 0 < § < 1 such that for
all y € OF the sets B~ := B(y — d0vg(y),d) and BT := B(y + dvg(y),d) satisfy

BT C E\OF, Bt C E°\ OF, y€ OB NOB™T.
Therefore, we have that
(1.20) EAH ) (4) € (Hy, ., () \ B7) U(H ) () \ BY),

where HF(y) are defined in (0.4) and (0.3). Fix y € OF and let R, be a rotation of
R? such that R,vg(y) = eq. Moreover, we denote by z = (2, z4) the points in RY,

so that 2/ = (z1,...,24-1) € R?=1. Furthermore, we set Rff_ ={zeR?: 24 >0}.
By (1.20) we have
L[ e =) o)
|log 7| Jor (Bam] @) (Bw\BH.) |z — y|d+!

< 1 dfl(y)/ |(y—x)VE(y)| dx
“|logr| Jor (H;, () @\B~)NB(y.1) |z — y|dt+t

1 dH () / Ity —2) - ve(y) dz

d
llogr| Jop (H7_ () @\B*)NB(y.1) |z — y[d+!

(1.21)

2 Zd
—~_Per(E) / S NP
| log 7| RLN(B(0,1)\B(Sea,)) (|2'|% + zg)%
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Therefore, in order to prove that the first double integral in (1.21) vanishes as
r — 0%, it is enough to show that

2d

(1.22) o dza < C(d,6),

/]Riﬂ(B(O,l)\B(éed,é)) (|2']2 + 22) =
for some finite constant C(d,d) > 0. To this purpose, setting

As = {z=(7,24) € RL\ B(Jeq,0) : || < 8,24 < 5},
we notice that
(1.23) RY N (B(0,1)\ B(deq,8)) C (B(0,1)\ B(0,8)) U As.
Moreover, there exists a constant ¢s (take, for instance, ¢ = %) such that
(1.24) As CAsi={2=(,20) €RL : || <8, 24 < c52]}.

Therefore, by (1.23) and (1.24), we get

/ “d dz
————— dzg
REN(B(0,1)\B(sea,)) (|2'[> + zg)%

Zd Zd
S ) I
As (|22 +22) 5 BOANB©6) (|22 + 22)

6—1/62—]2"|? 112 1
§/ dz’/ c(;/|;|_1 dzd—f—/ 7 dz
B’(0,5) 0 |2'] B(0,1)\B(0,6) |2
<= 12134 d2’ + |log 8| =: C(d, 5),
0 JBr(0,)
ie., (1.22).
6" addend: We have that
1 1
/ HIYECNOB(x,1)) doe < ——dwy|E] -0 asr—07T.
o*(r) Je os(r)
Thus, the proof of Proposition 1.1 is concluded. (I

Remark 1.4. At the present, we do not know whether the limit in (1.6) holds
true in the case s = 1 for every set with finite perimeter. Following the proof of
Proposition 1.1 above, such a result would follow from suitable rates of convergence
to the tangent half-plane for blow-ups of sets of finite perimeter at the points of
the reduced boundary; we are not aware of such kind of estimates.

We will show that the limit (1.6) is actually a I'-limit.

Theorem 1.5. Let s > 1 and let {r,}nen C (0,4+00) be such that r, — 0 as
n — +o0o. The following I'-convergence result holds true.
(i) (Compactness) Let U C R be an open bounded set and let {E,}nen C
M(R?) be such that E, C U for every n € N and
(1.25) jfn (En) < Mo®(ry) for every n € N,

for some constant M independent of n. Then, up to a subsequence, xg, —
xE strongly in L*(R?) for some set E € M;(R%) with Per(E) < +oc.
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(ii) (Lower bound) Let E € M;(R%). For every {En}nen C M(R?) with
XE, — XE strongly in L*(R?) it holds

J3 (En
(1.26) wq—1Per(E) < lim inf Iru(En)

n—too 0(ry,) )

(ii) (Upper bound) For every E € My (RY) there exists { Ey }nen C Mf(R?) such
that xg, — x& strongly in L*(RY) and

T
wg—1Per(E) = lim —2—=.

The proof of Theorem 1.5 will be done in Sections 2 and 3 below.

To ease notation, for every r > 0 we set J:(-) := ;]i((T)) . In view of (1.4), for

every E € M;(R%) we have

e ‘4J/ ke — yl)ve(@) — xe ()] dy o

2. PROOF OF COMPACTNESS

This section is devoted to the proof of Theorem 1.5(i). To accomplish this task
we will need some preliminary results that are collected in Subsection 2.1 below.

2.1. Preliminary results. We first recall the following classical result (see also
[8, Theorem 3.23]).

Theorem 2.1 (Compactness in BV). Let Q C R? be an open set and let {u, ynen C
BV]OC(Q) with

sup{/ |, ()| dz + |Dun|(A)} < 400 VA CCQ open.
neN A

Then, there exist a subsequence {ni}ren and a function u € BV () such that
Up,, — u in L (Q) as k — +oo.

Now we prove a nonlocal Poincaré-Wirtinger type inequality.
Lemma 2.2. Let 0 < r < 1 be such that wgr® < g Let ¢ € R? and let u €
LY(IQ +€). Then, for every s > 1 we have

1
/ZQ+£ uy) = 11Q + &)\ B(y, )| Jug+enBy.r)

Fr ] )~ @k o) dy d
IQ+¢ Q+f

Proof. By translational invariance, it is enough to prove the claim only for £ = 0.
By assumption, for every y € IQ) we have

u(x) dz| dy

(2.1)

d
1Q\ Bly,)| > 1" —war > &
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As a consequence, we have
1

/lQ m Q\B(y,r)

1
S/Q QN B(y, )l Jig\B(y,m) uly) —ute)l de dy

/7 luly) — u(z)]|
o 1R\ B(y,m)| Jig\B(y,r |y —xldts

d+s

2d 2
o 1Q\B(y,r) |y—a:|

gmﬁ¥ﬁ/‘/’wwr—wmwﬂw—ﬂdea
19 J1g

u(y) — u(z) dz| dy

ly — :z:|d+s dz dy

ie, (2.1). O

Lemma 2.3. Let 0 < 7 < [ be such that wgr® < lzd. For every € € R? and for every
E € My(RY), it holds

(22) Ll0Q+O\EIQ+&NE
1

<
= /lQ+§ [1Q + &)\ Bz, 7)] Juq+e)\B.m)

Proof. We can assume without loss of generality that & = 0. It is enough to prove
(2.2) only in the case [IQ N E| > g; indeed, once proven the inequality (2.2) in
such a case, if |IQ \ E| > %d, then the set E = [Q \ E satisfies [IQ N E| > l;, and
hence F and, in turn, E satisfy (2.2).

Let IQNE| > % ; then, for every » € R? we have

xe(r) — xe(y) dy| dz.

23)  [(QNE)\ B(z,r)| > QN E| —war® > |IQ N E| — ”Q;E|
so that
1
0 xE(T) — [0\ B J, B xe(y) dy| dz
[ p-lievseon,, g esenas,
IQNE l1Q \ B, IQ\E 1Q\ B(z,r)|
1
=i ([ 0@ B\ Bwnlns [ 00 )\ B ) a)

z /ZQ\E QN E)\ Bz, )| da

1
> IQ N EIIQ\ B,
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where in the last equality we have used that

/ (1Q\ E)\ B(z,r)| dz = / deo / oo () dy
IQNE IQNE IQ\E

=// xiene(T)xio\r(y) dy dz
{(z,y)ERIXR? : |z—y|>r}

d c

/Q\E y/QmEXB (y,r) )d

— [ 1Q@nE)\ Bl dy.
IQ\E

and the last inequality follows from formula (2.3). O

The following result is a localized isoperimetric inequality for the nonlocal perime-
ters J; .

Lemma 2.4. Let s > 1 and let Q € M;(R?) be a bounded set with Lipschitz
continuous boundary and |Q] = 1. For every n € (0,1) there exist a constant
C(n,d,s) >0 and ro > 0 such that for every measurable set A C  with n < |A| <
1 —mn, it holds

(2.4) / / EX|lz —y|) dy dx > C(Q,d, s,n)co®(r) for every r € (0,79).
aJo\a

The proof of Lemma 2.4 follows along the lines of [25, Lemma 15], with slight
differences due to the core radius approach adopted in this paper. Before proving

Lemma 2.4, we state the following result which is a consequence of [2, Theorem
1.4].

Lemma 2.5 ([25]). Let Q € M¢(R?) be a bounded set with Lipschitz continuous
boundary and |Q| = 1 and let ¢ € C°(B(0,1);[0,+00)) be such that [¢ dz =1
and ¢ >0 in B(0,%). For every 6 >0 we set ¢s(-) := 57¢(5). For everyn € (0,1)
there exists a constant C(p,m) > 0 such that for every measurable set A C Q with
n <|A| <1—n and for every § € (0,1) it holds

1
- — Q .
5 gstie—al) v ez 0@,

The above lemma has been stated and proven in [25, Proposition 14] in the case
d =2 with Q = (—5, 5) but in fact the same proof is not affected neither by the
dimension d nor by the specific shape of 2. We are now in a position to prove

Lemma 2.4.

Proof of Lemma 2.4. Fix n € (0,1), 7 € (0,1) and let I € N be such that 27/~ <
r <271, Notice that

(2.5) ES(|z]) > (2d+s)min{al} if 0 <|z2| <277, withi e N.
Let ¢ and ¢; (for every § > 0) be as in Lemma 2.5. Now we claim that there exists
a constant C(¢,d,s) such that

I

(2.6) Ex(|z]) = C(¢,d, s Z Ypo-i(z) for every z € RY.
=0
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Before proving the claim we show that (2.6) implies (2.4). Indeed, first notice that

[ log 7] _1§[§M
10g2 10g2
and hence
’ ooy ) I+H12 “°§§' ifs=1,
Y@ = e B
i=0 ST 2 ooy it s> 1.

so that, recalling the very definition of o*(r) in (1.5), for r small enough we have
I

(2.7) Z(zs—l)i > C(d,s)o®(r).
i=0

Therefore, by applying (2.6) and Lemma 2.5 with § replaced by 27¢, we get

// kl(|Jz —y|) dy da
2\A

1

d, (2571 —i(z—y)dyd
(2.8) %0.d.9) Y ( e [ e ) dyda
I
>C(Q,¢.d,s,m) Y _(2°71) > C(¢.d,s,m)0"(r),
1=0

where the last inequality follows from (2.7).
Now we prove the claim (2.6). Suppose first that 0 < |z| < 27!. By applying
(2.5) with i = I, we get
I

S ) S L) 0

i=0 i=0
(2.9) 1 p gd+s

+s\I __ ) d+s\I
SSHPQSZOW (277)" = PYErEY sup ¢ (2977)
]:

<C(¢,d, s)k(|2]) -
Analogously, if 27771 < |z] < 27" forsome7 = 0,1,...,]—1, using that ¢o—i(2) = 0
for every i =7+ 1,...,1, we have
I 7 7
D@2 ga-i(2) =) (2%)io-i(2) <supp »_(24F*)
i=0 i=0 i=0

(2.10) = . 9d+s _
) 2 +s\7T __ 3 d+s\7
S5UP¢ — (2d+s)j (2 ) - 2d+s _ 1 bup(b(? )

j:

<C(¢,d, s)ky(|2]) ,
where the last inequality is a consequence of (2.5).
Finally, if |z| > 1 we have that ¢o—i(z) = 0 for every i so that
I

(2.11) S (@)igs-i(2) = 0 < k(=)

i=0
Therefore, by (2.9), (2.10) and (2.11), we deduce (2.6), thus concluding the proof
of the lemma. O
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2.2. Proof of Theorem 1.5(i). We are now in a position to prove Theorem 1.5(i).

Proof. We divide the proof into three steps.

Step 1. Let a € (0,1) and set ,, := rg for every n € N. Let {Q} }ren be a
disjoint family of cubes of sidelength [,, such that (J, .y Qf = R?. Since |E,| < |U|,
there exists H(n) € N, such that, up to permutation of indices,

ld
|Q20En|25” for every h=1,--- , H(n),
(2.12) y
|QZ\EH\>5" for every h > H(n) + 1.
For every n € N, we set
~ H(n)
E, = U Qr .
h=1

Let n € N be such that for all n > 7 the pair (r,,[,) satisfies the hypothesis of
Lemmas 2.2 and 2.3. We claim that there exists a constant C(d, s) > 0 such that

(2.13) |E,AE,| < C(d,s)I50(r,) M for every n > 7,
where M is the constant in (1.25). Indeed,

H(n) 00
=Y IQR\E+ Y QRN E|
h=1 h=H(n)+1
Ry 14 > 14
h=1 " h=H(n)+1 ™
+oo 1
h=1 "
+oo 1
<2 / XE, ({E) T n N DM N XE,, (y) dy dz
; [ |Qh \B(x,rn)\ Qu\B(x,n)

“+o0o
< Sd%z;/ / k(|2 — y]) dy da
2 o

<C(d,s)2JS (BEn) < C(d, s)I20°(rn) M,

nYry,

where the first inequality follows from (2.12), the second inequality follows by for-
mula (2.2), the third inequality is a consequence of (2.1), whereas the last one
follows directly by (1.25).

Step 2. For every n € N let I, and E,, := UhH:(Tf) Q} be as in Step 1. We claim

that there exists a constant C'(a, d, s) such that for n large enough

(2.14) Per(E,) < C(a,d, $)J% (Ey,) .

To ease notation, we omit the dependence on n by setting r :=ry, , l :=1,,, £ := Ej,
Qnr:=Q},H:=H(n),and E:=E,.
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We define the family R of rectangles R = QU Q such that Q and Q are adjacent
cubes (of the type @} introduced above), QC Eand Q C E°.
Notice that

Per(E) <2dld_1ﬁ7€
(2.15) < / / s
J? > E k)(|Jz —y|) dy de .
(E) QdU RNE JR\E ( )

We recall that, by Lemma 2.4, for every rectangle R given by the union of two
adjacent unitary cubes in R%, there exists pg > 0 such that

C(d, s) ::inf{a (p)/F/R\Fk;qx—y)dy da

(2.16) , ;
0<p<po, FEMHRY, FCR, 3 < |F|<2}>0.
Furthermore, by the very definition of o®(r) in (1.5), using that [ = r® we have
log(ri=®)
O'S(T’) ﬁ if s=1
ll*S = d _|_ S 7"(170‘)(175) 'f 1
d+1 s—-1 %7
1
) 1 aas(rl_a) if s=1
o (rt=) ifs>1,
so that
(2.17) P ) (e
' o) = Yoy T T Way

For every set_O € M (R?) we set O' := %. By (2.15), (1.2), (2.17) and by applying
(2.16) with R = RZ for every R € R, for r small enough we obtain

JH(E) > / / k(i — y)]) dy do
fer /ROEJRAE!
)& S Lo K- dyds
R!INE!' JR\E!

& [ K=y
RGRU 7) Jrinpt SR

>C(a, d)I*" MR C(d,s) > C(a,d, s)Per(E),

RER

>Co, d)l*™ >

ie., (2.14).

Step 3. Here we conclude the proof of the compactness result. We fix o €
(1 —1,1) so that, by (2.13), |E,AE,| —0asn— +0c.

By assumption and by the very definition of E,, in Step 1, we have that E,, C U
for all n € N. Moreover, by formula (2.14) and by (1.25) for n large enough we
have

Per(E,) < C(a, d, s)J: (Ey) < Cla,d, s)M.
It follows that the sequence {x z B, }nen satisfies the assumption of Theorem 2.1, and
hence there exists a set £ C R? with Per(E) < +oo such that, up to a subsequence,
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Xg, — XE in L'(R%) as n — 4o0. Since |E,AE,| — 0 as n — +oo we obtain that
XE, — xg in L}(U), i.e., the claim of Theorem 1.5(i). O

The following result follows by the proof of Theorem 1.5(i).

Proposition 2.6. Let s > 1. Let {r,}nen C (0,+00) be such that r, — 0% as
n — +oo. Let {Ey} nen C Mf(R?) be such that xg, — xg in L1Y(RY) as n — 400,
for some E € M;(RY). If

3 (En)

. Tn
lim sup ——~~+

<M
n—o+oo O° (Tn)

)

then E has finite perimeter.

Proof. The proof of this corollary is fully analogous to the proof of Theorem 1.5(i),
and we adopt the same notation introduced there. Arguing as in the proof of Steps
1 and 2 we have that for n large enough

_ Js (B,
Per(E,) < C(«,d, s) limsup M

< d,s)M
n——+0o Ué(rn) _C(a7 ’S) ’

and that if & € (1 —1,1), then |E,AE,| — 0 as n — +oco. By assumption, this
implies that

XE, — XE, in LY(RY) n — +oo,
and by the lower semicontinuity of the perimeter,

Per(E) < liminf Per(E,) < C(a,d,s)M .

n—4oo

3. PROOF OF THE I'-CONVERGENCE RESULT

This section is devoted to the proofs of Theorem 1.5(ii) and (iii), which are the
content of Subsections 3.1 and 3.2 respectively.

3.1. Proof of the lower bound. The proof of Theorem 1.5(ii) closely follows
the strategy used in [25]. We recall that for every v € S¥~1, Q¥ is a unit square
centered at the origin with one face orthogonal to v. Moreover, we recall that
Hf(0)={reR?: z-v >0}

The following result is the adaptation to our setting of [25, Lemma 18].

Lemma 3.1. Let s > 1. For every e > 0, there exist rg,dy > 0 such that for every
v €S, for every E € My (R?) with

(3.1) (EAH, (0)) NQ"| < do,

and for every r < rg it holds

(3.2) /vaE /QUHEC EX(lz —y]) dy do > wq—1(1 —€)o®(r) .
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Proof. Up to a rotation, we can assume that v = —eq so that Q” = Q = [—3, )¢

and H,, (0) =: R‘_i._. Let 0 < r < 1. We can assume without loss of generality that
E C @ . Using the change of variable y = x + z we have

/ dx/ k(1 — ) dy
QNEe® QNE

:/ dx/ k(| — 2|) dz
QNE*® {z€R?: z+2€E}

(33) _/QmEc d:z:/Rd k(12 (@ + 2) dz
Rd Rd
= [ aDlEr 0 (B -2 nQldz = [ Ki(elm(e) d,
R4 Rd

where we have set m(z) := |E°N(E —2)NQ]|.

Let % < A < 1andlet 2 € R? be such that |z|o, < 152 and 24 > 0. Since

2
(B —2)NAQ| = |EN(AQ + z)|, by triangle inequality, we get

|<E—z>mc2\—|m@\=/ xde—/ e da
AQ+z AQ

2/ xRidx*/ xmdx*/ IXE — Xge | dz
AQ+2z AQ (AQ+2)ANQ
zAdflzd—/ IXE — Xge | dz,
U}\,Z +

where we have set Uy, = (A + [2]00)@ \ (A — |2|00)@ and we have used that
(AQ + z2)AXQ C Uy .. As a consequence, we deduce that

m(z) =|E°N(E—2)NQ| > |E°N(E—z)NAQ|

Z[ECNAQ+ |(E = 2) N AQ| — [AQ)]

(3.4) 2[B°MAQI+EMAQ+ X 20 = [ i = xagl do = Q)
UA,z

:)\d_lzd—/ |XE—XR1| dz,
A

-1

where the last equality follows by noticing that |E N AQ| + |E€ N AQ| = |A\Q)|.
Let now 0 < dg < 6%1 to be chosen later on and set

LTS
A'&R::{ZGRKZ:\Z|OO§TO,Z¢>O}.

We fix z € AJ\F/(T and we set J := Lmj We set \g := 1 — 41/ and we cover

(Mo + 2J|z|DO)QO\ AoQ® with J squared annuli of thickness 2|z|~, namely we set
Aj = Ao + 2j|2]00 and U; = \;Q \ \j_1Q for j = 1,...,J. Moreover, we set

Aj = Xo + (2j — 1)|z| for every j =1,...,J and we notice that % < Aj <1 for

. . + 1—X 1—)\.'
every j =1,...,J. S1ncez€Am, 5L < 5 d
j=1,...,J. Therefore, for every j =1,...,J we can apply (3.4) with A = }; in

we have that |z]e <

for every
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order to get

m(e) zeahd™ = [ e = x| do

(3.5) ha®
>2aA]~1 —/ IXE = Xga | dz,
Uj

where we have used also that \; — [2|cc = Aj_1 and \; + [2]ec = Aj so that
Us. , = Uj. Summing (3.5) over j =1,...,J we get
'R

J
Jm(z) > zdzl)\?:% - /Q IxE — XR1| dz,
j=

which, dividing by J and using discrete Jensen inequality (namely, convextiy),
yields

1 d—1 1
(36) m(=)>z(32 A1) -5 /Q IXE — X | dz > 2aX " = 2|2]001/Bo

where in the last inequality we have used (3.1) and the fact that J > V0o _

‘Zloo

1. Therefore, we have proven that (3.6) holds true whenever z € A%, which
combined with (3.3), yields

Gn [ de kel dy
QNEe® QNE

N[ ke de 2B [ Jelkie) da.
At At
VA VA

As for the first integral on the right hand side of (3.7), by using polar coordinates
z = pf with p > 0 and 6 € S%~! and using the very definition of o*(r) in (1.5), for
& small enough and for all r < §; we have

/ zak;(|z]) dz 2/ jis dz+/ Z;er dz
At B(0,r)nRE T (B(0,60)\B(0,r))NR< |2|

N
1 " d d—1

=—— d 0, d 0

Td+sA P p/SdlﬂRi d H ( )

3.8 b0
(38) +/ p~* dp/ fq dH*(6)
r Sdflﬂ]Ri
pl—s do B
:wd—1d+1 +Wd—1/r p~°dp
>wq—10°%(r) — wq—1C(do, s) ,
where

|logdg| ifs=1
C(dg, s) := 5"

s —

ifs>1.
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Moreover, since |z|s < |z], it holds

/ 2ok (J2]) dz < / |22 (12]) dz
At B(0,1)

(3.9) Vo

1 / / 1
=—— z| dz + ——dz < C(d,s)o’(r),
rdts B((],r)‘ | B(0,)\B(0,r) 2|47 (e 5)o"(r)

for some C(d,s) > 0.
Now we define the function n(t) := 1— (1 —4+/t)4~1, and we notice that n(t) — 0
as t — 0. Therefore, by (3.7), (3.8) and (3.9), using that AXI™' = 1 — 7(8), we

deduce that
[ ke-uhay
QNEe® QNE

(3.10)
0(507 5) O(da S)
>wq_10° 1-— —(1- -2
210" (r) (1= n(00) = (1= () = 2 — 280 20 ).
so that, choosing dg > 0 such that
€
2 b
n(do) + \/% o 2
and 7o > 0 such that (for every 0 < r < rg)
0(50, 8) 0(50, S) 9
1— 22907 (1 = <<
( 77(50)) US(T) = ( 77(60)) O'S(?"Q) -9’
by (3.10) we deduce (3.2), thus concluding the proof of the lemma. O

We are now in a position to prove the I'-liminf inequality in Theorem 1.5.

Proof of Theorem 1.5( Zz) We can assume without loss of generality that

A1 J: (E,)
B1) I (Bn) = 550 /]R , /

for some constant C' > 0 independent of n. Then, by Corollary 2.6 we have that F
has finite perimeter. For every n € N let u,, be the measure on the product space
R? x R? defined by

i x By i= e [ (e =l (2) = e ()] dy s

—yDIxe, (@) — xe, (y)| dy de < C,

for every A, B € M(R?). Then by (3.11), up to a subsequence, uf — u* for some
measure (°. Now we show that p® is concentrated on the set D := {(z,z) : = €
R4} | ie., that p*(Q) = 0if QN D = . Indeed, let ¢ € C.(R? x R% [0, +00)) be
such that dist(supp ¢, D) = § for some ¢ > 0; then

/ o(z,y) dp’(z,y)
R4 xRd

—Jim o |
n—+00 20%(rn) JRraxga
< LI / (2, y) dy dz = 0

im —— =0.
~ ntoo 208(1ry, ) 04t Rded@x’y yer

oz, k. (lz —y)lxe, (@) — xe, (y)| dy dz
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Now we define the measure A* on R? as \*(A) = p*({(z,7) : = € A}) and we claim
that for H4 ! - a.e. every zo € O*F it holds

(3.12) lim inf 7)\ (Qi (20)) > lim inf lim inf Hn (@1 (20) X Q1 (o))
1—0+ d—1 =0+ n—r+oo d-1

where we have set v = vg(x9) and Qf(x0) = xo + Q. By (3.12) and Radon-
Nikodym Theorem, using the lower semicontinuity of the total variation of measures
with respect to the weak star convergence, we get (1.26).

We conclude by proving the claim (3.12). We preliminarily notice that the first
inequality is a consequence of the upper semicontinuity of the total variation of
measures on compact sets with respect to the weak star convergence. We turn to
the proof of the second inequality in (3.12). For all zy € 0*E, we have

> Wd-1,

(3.13) lim \XE(xo + 1) = X7 (o) (@) dz = 0.

=0+

Fix such a zy € 9*FE. We will adopt a blow-up argument. Consider the sequence
of sets {F}, 1 }nen defined by F,,; = xo +E,. By the change of variable z = xo + ¢
and y = x¢ + I we have

1
T QY o) % QF (o)
1
o0 [ i, (e = b, (€)= . ()] d

iy o k08 = nDle, (€)= e, ()] d€ .

where in the last equality we have used (1.2). Let 0 < £ < 1 and let dp,79 > 0 be
the constants provided by Lemma 3.1. In view of (3.13) for [ small enough we have

1)
(3.15) [ oo+ 1) = xi )] do < 2

Fix such an [; then, there exists n(l) € N such that for n > n(l), it holds

1 ]
316) [ fxe, (@)~ xeleo 0l do =55 [ (@) - xelo)| do<

Q7 (z0)
By (3.15) and (3.16), using triangle inequality, we obtain

(B AH;(0) N1QY] = /Q X — X (o] 42 < 8.

Therefore, by applying Lemma 3.1 with k7 = k‘in and I/ = F,, ;, for n large enough
(i.e., in such a way that n > n(l) and r,, < rol) we have that

T'n

(3.17) // ko (1€ = nD)IxF, . (&) = XF, ()] d€ dn =2 wg—1 (1 =€) (1)

Now, by the very definition of ¢® in (1.5), we have that

J1=s r logit|logra| ¢ o 4
gs(i) — Mog 7]
os(rn) \ 1 1 ifs>1,
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so that, in view of (3.14) and (3.17), we deduce that for every 0 < ¢ < 1 and for
every [ small enough (depending on ¢), it holds

tim nf 13 (QF (r0) % QF (70)) > w1 (1~ 2),

n—-+oo

whence the second inequality in claim (3.12) follows by the arbitrariness of e. O

3.2. Proof of the upper bound. The I'-limsup inequality will be a consequence
of Proposition 1.1 and of standard density results for sets of finite perimeter.

We first recall the following fundamental approximation theorem (see, for in-
stance, [31, Theorem 13.8]).

Theorem 3.2 (Approximation of set with finite perimeter by smooth sets). A set
E € M;(R?) has finite perimeter if and only if there exists a sequence {F}ren C
M (RY) of open bounded sets with smooth boundary, such that

XF., = XE  (strongly) in L*(RY) as k — 400,

3.18
(3.18) Per(Fy) — Per(E) as k — +oo.

Proof of Theorem 1.5(iii). Let E € M;(R%) be a set with finite perimeter. By
Theorem 3.2, there exists a sequence {Fj}ren of open bounded sets with smooth
boundary satisfying (3.18). In view of Proposition 1.1 we have that

o JE (F)
lim ——~

W) = wq—1Per(Fy) for every k € N.

Therefore, by a standard diagonal argument there exists a sequence {Ey, }nen with
E, = Fyy) for every n € N satisfying the desired properties. O

3.3. Characterization of sets of finite perimeter. As a byproduct of our I'-
convergence analysis, we prove that a set E € M;(R?) has finite perimeter if and
only if for all s > 1
lim sup J7(B)
rso0+ O° (T)
We recall the following classical theorem (see, for instance, [8, Remark 3.25]).

< +oo

Theorem 3.3 (Characterization via difference quotients). Let E € M;(R%). Then
E has finite perimeter if and only if there exists C > 0 such that

/d|XE(x+z)—XE(ac)|d$§C|z| for every z € R%.
R

Specifically, it is possible to choose C' = Per(FE).
Theorem 3.4. Let E € My(R%). The following statements hold true.

(i) Iflimsup J-(E)

roo0+ O° (7’)

Ji(E
(ii) If E is a set of finite perimeter then limsup o(E) < M(s,d)Per(E) for
r—0t JS(T)

< 400 for some s > 1, then E is a set of finite perimeter.

every s > 1, where

doa fs=1
— 2
M(s, d) { wg—1 ifs>1.
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Remark 3.5. By the I'-liminf inequality in Theorem 1.5(ii) and by Theorem 3.4
(ii), we have that

J5(E J5(E
(3.19) wg—1Per(E) < liminf Jo(E) < lim sup Jr(E) < M (s,d)Per(E),
r—0+ o*(r) oot 05(T)
so that for s > 1 we have that
J5(E
(3.20) o(E) = wgq_1Per(E),

r—0+ o° (7‘)
according with Proposition 1.1. Notice that in the case s = 1 the constant M (1,d) =

d% > wg—1, and hence the existence of the limit (3.20) is not proven in such a

case.

Proof Theorem 3.4: We notice that (i) is an immediate consequence of Proposition
2.6 taking E,, = FE for every n € N. We prove (ii). If s > 1 then, by Proposition
1.1, we have

J3(E)

r—0t o5(r)

(3.21) = wq_1Per(E).

Let now s = 1. Let G1 be the functional defined in (1.8); by Theorem 3.3 we obtain

GLE 1
o KA(le — yl) dy dz
ol(r) |log7| /g EcNB(z,1)

= xe(®) — xe)|k.(|Jz —y|) dy dx
3Tog 7] Jus B(x}l)l (z) W)k, (| )

1
3.22 :7/ EL(|h / xe(x+h) — xp(x)| dz dh
(322) STiog Joay, 0D [ X+ 1)~ (@)

1
giPerE/ h|kL(|h]) dh
2Tog 7] (E) B(0,1)| |k (1R])

dwd 1
=—Per(E)[1+ ———F— |.
2 ex( )( +(d+1)|logr|>
Moreover, by Remark 1.2 we have that
FNE
(3.23) im 1B _

o0t ol(r)

)

where F} is the functional defined in formula (1.7).
Therefore, by formulas (1.9), (3.22), and (3.23), we have

. JHE) . GLE) .. F3E) _ dwq
.24 1 L =1 L 1 L < —Per(F).
(3:24) Bmew Ty =mew iy LR Sy < 5 T
By (3.21) and (3.24) we conclude the proof of (ii). O

4. CONVERGENCE OF CURVATURES AND MEAN CURVATURE FLOWS

In this section we study the behavior of the nonlocal curvatures corresponding to
the functionals jﬁ and of the corresponding geometric flows. Using the approach in
[20, 17], it is enough to focus on smooth enough sets. To this purpose, we introduce
the class € as the class of the subsets of R, which are closures of open sets with
compact C? boundary. Moreover, we define a notion of convergence in € as follows.
If {E,}nen C €, we say that E,, — E in € as n — +o0o, for some F € €, if there
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exists a sequence of diffeomorphisms {®,,},en converging to the identity in C? as
n — 400, such that @, (E) = E,, for every n € N. In the following, we will extend
this notion of convergence (in the obvious way) to families of sets {£,},c(0,1) C €
as the parameter p — 0% .

Notice that if £ € €, then either E or E° is compact. Therefore, in order to
define the supercritical perimeters and the corresponding curvatures on the whole €,
it is convenient to set J2(E) := J2(E) for every set E € M(R?) with B¢ € M (R?).

4.1. Nonlocal k}-curvatures. Let s > 1,7 >0 and E € €. For every x € OF we
define the kJ-curvature of E at x as

(4.1 2w B) = [ (o) = xe )iz — o) dy,

Although this fact may be immediate for the experts, we show that K? is the first

variation of the functional jﬁ in the sense specified by the following proposition,
whose proof is postponed in Appendix A.

Proposition 4.1 (First variation). Let s > 1,7 >0, and E € €. Let ® : RxR? —
R? be a smooth function, and let {®;};cr be defined by ®.(-) := ®(t,-) for every
t € R. Assume that {®;}ier is a family of diffeomorphisms with ®o = Id and that
there exists an open bounded set A C R? such that

(4.2) {reRY: 2 £®(x)} CA forallteR.
Setting Ey := ®(F) and U() := %(Dt(')’tzo , we have

(4.3) 45 m)

el = [ Ki(z,E)¥(z)-vg(z) dH¥ (z).

t=0 oFE

In Proposition 4.2 we prove some qualitative properties of the curvatures CJ
defined in (4.1), which imply in particular that K2 are nonlocal curvatures in the
sense of [20, 17].

Proposition 4.2. For every s > 1, 0 < r < 1 the functionals K2 defined in (4.1)
satisfy the following properties:
(M) Monotonicity: If E,F € € with E C F, and if ¢ € OF N OFE, then
K:f,(l‘,F) < ICf,(:&E);
(T) Translational invariance: for any E € €, x € 0E, y € R, Ki(x, E) =
Ki(x+y,E+vy);
(S) Symmetry: For all E € € and for every x € OF it holds

KCi(a, ) = —Ki(a, R\ B),
where % denotes the interior of E.
(B) Lower bound on the curvature of the balls:
(4.4) K:(z,B(0,p)) >0 for all x € 0B(0,p), p > 0;

(UC) Uniform continuity: There exists a modulus of continuity w, such that the
following holds. For every E € €, x € OF, and for every diffeomorphism
@ :RY — R of class C?, with ® =1d in R?\ B(0,1), we have

3, EB) = K2(@(x), @(E))| < wr([|® —Td|c2) .
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Proof. We prove separately the properties above.

Property (M): Let E, F' € € such that E C F, then —xr < —xg and xpe < Xpge.
Therefore for all x € OF N OF, we have

K F) = [ Gere(o) = xr@)ki (e =ol) dy
< [ (e w) ~ xe@)k (e -y dy = Ko, B).
Rd,

Property (T): Let E € €, x € OF and y € R%. By the change of variable ( = n—y,
we obtain

Koo+, B+9) = | (e () = X @)K+ 5 =)
= [ (ce(O) = xp(@)k (e = ¢ d = K(a, ).
Property (S): Let E € € and = € E, then we have
K2 B) = [ (e ) = xi ()il = o) dy
== [ () = xee )=o) dy = K R\ D).

Property (B): Let p > 0 and € dB(0, p) . Since B(2%, p) C B¢(0, p) = RN\ B(0, p),
we get

K:(z,B(0,p)) = / (XB2(0,0)(¥) = XB(0,0) )k (17 — yl) dy
(4.5) Re

> [ (atas ) = xa @)k = ) dy =0

where in the last equality we have used the change of variable z = 2Z — y and the
radial symmetry of k7 to deduce that

/ X5eap @k (Z — y]) dy = / XE)(DR(E - 2]) dz.
R4 R4

Hence, by formula (4.5), (4.4) follows.

Property (UC): Let ® : R? — R? be a diffeomorphism of class C2, with ®(y) =y
for all [y — x| > 1. We set £ := ®(E). Let moreover s : [0,400) — R be the
function defined by 0y (n) := fB(O . k:(|z|) dz. Fix e > 0 and let 7. > 0 be small
enough such that

(4.6) 20; (1), Oz (2m.) < <.

Notice that

(4.7) [ )~ xehstie - o) dy\ < Os (1),
B(x,ne)

(4.8) [ o)~ xe)k(9@) -al) dy] < O (),
B(®(z),ne)

(4.9) / (e () — xe ()R (2) — ) dy} < 0 (2n.).
B(®(x),2n¢)
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By (4.7), (4.8), and (4.6), using triangle inequality, we have

3 (2, B) — K3(2(), 2(E))|

<5 | o O xe ke ) dy
[ ()~ xe@R () — ) dy
Be(®(x),me)
o) <5\ o e = xR o

- / (xe- () — Xxe )k (|0 (x) — ) dy
(B (x,me))

+\ / (xee () — xe(W)R3(12(x) — y]) dy
(B (x,ne))

-/ (xe- () — Xe )k (9 () —y]) dy.
Be(2(z),m¢)
By the change of variable z = ®(y) and using that ®(y) =y if [y — 2| > 1, we have

\ [ et~ xel)s(e —ui) ay
BC(IWE)

Lo e = xR o) dy
(B (x,ne))

[ )= ek - d
Be(@me)

- /BC( )<XE6(Z) —xp(2)E(|2(z) — @(2)[) T ®(2) dz

/;C(xvns)
(411) = /
Be(z,1)

(4.12) + /
B(z,)\B(zn.)

Now, assuming that ||® — Id| g2 is small enough, by using Lagrange Theorem one

can show that
/BC (z,1)
1

Sw d—-1d 2 / —_
N S N re

IN

Bl = yl) = k2(19(@) — )T (y)| dy

Bl = yl) — k(12 (@) — y)| dy

k3l = yl) = k2(12(2) - 2(5) )T ()| dy.

k(e —yl) — k2 (| (2) — yl)| dy

(4.13)

3
dy < =
9_6,
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for some modulus of continuity w. Analogously, for ||® — Id||c2 small enough, one
can easily check that

/B(r,l)\B(wms)

(4.14) < /
B(x,1)\B(z.2)

Y 3
+ B(2(@) - S))|1 - T dy < 5.
B(z,1)\B(z,m¢)

Therefore, by (4.11), (4.12), (4.13), (4.14) we deduce that

e = e o) d
Be(z,me)

kil —yl) — k(| (z) — ‘P(y)I)J‘I’(y)’ dy

B3l = y)) = k(1 @(x) — @(y))| dy

(4.15)

w| m

B A(Bc( ))(Xsc(y) = xe(®)ki(|®(x) — y[) dy| <

In the end, we observe that, for ||® — Id||c2 small enough, it holds
(B (, nE))ABC(@(‘r)a ne) C B(®(z),2ne) ,
which, in view of (4.9), yields

/ (e (8) — xe (W)E(®(x) — ) d
®(Be(z,n:))

(4.16)

[ (el) ~ xelu)k(2() o) dy| < B2 < 5,

Be(®(),ne)
Plugging (4.15) and (4.16) into (4.10) , we conclude the proof of property (UC) and
of the whole proposition. O

4.2. The classical mean curvature. For every F € €, and for every x € OF,
we denote by K!(z, E) the (scalar) mean curvature of OF at x, i.e., the sum of the
principal curvatures of OF at x. It is well-known that X! is nothing but the first
variation of the perimeter. Let E € €, x € OF and assume that vg(xz) = eq; then
in a neighborhood of © = (2/,24) € OF we have that OF is the graph of a C*-
function f : B'(2’,r) — R, for some r > 0 with Df(z’) = 0 so that B(z,r) N E =
{(z',2q) € B(z,r) : ©q4 < f(a’)}. In this case the mean curvature of OF at x is
given by

N A \
(4.17) A Dw( 1+|Df|2> ;
! / 0*D? f(2)0 dH2(0),
§d—2

Wd—1

where 6* is the row vector obtained by transposing the (column) vector 6 and
D2 f(z') denotes the Hessian matrix of f evaluated at 2’ (for the last equality see,
for instance, [1, Theorem 4]).

Proposition 4.3. The standard mean curvature K satisfies the following proper-
ties:
(M) Monotonicity: If E,F € € with E C F, and if ¢ € OF N OE, then
K'(z, F) < K, B);
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(T) Translational invariance: For every E € €, x € OE, y € R?, it holds:
Ki(z,E) =K' (2 +y,E+y);
(B) Lower bound on the curvature of the balls:

K (2, B(0,p)) >0 for allz € dB(0,p), p > 0;

(S) Symmetry: For every E € € and for every x € OF it holds

Kz, E) = —K(z,R%\ E)..

(UC’) Uniform continuity: Given R > 0, there exists a modulus of continuity wr
such that the following holds. For every E € €, x € OF, such that E has
both an internal and external ball condition of radius R at x, and for every
diffeomorphism ® : R?Y — R? of class C?, with ® = Id in R\ B(x,1), we
have

(4.18) K (2, B) = KN (®(2), ®(B))| < wr(|® —1d||c2) .

Proof. We prove only the property (UC’), since the check of the remaining prop-
erties is straightforward. Let R > 0 and let E € € be such that E satisfies both an
internal and external ball condition of radius R at a point x € F . In order to get
the claim, we can always assume without loss of generality that [|® — Id||cz < 1.

By the Implicit Function Theorem we have that E N B(z,r) = {z € B(z,r) :
g(z) < 0}, for somer > 0 and g € C?(B(z,r)). Moreover, in suitable coordinates we
have that = 0, Dg(0) = e4 and, for all ¢ # j, with i, j =1,--- ,d, %892]_(0) =0.
Then, it is well known that

(4.19) K'(0, E) =Div, (%) 0= 520,

where Div, denotes the tangential divergence operator. Since the mean curvature
is invariant by translations and rotations, up to small perturbations of ® in C? we
may assume, without loss of generality, that ®(0) = 0 and that the normal to ®(E)
at ®(0) = 0 is still e4. Since

®(E) N B(0,7) = {y € B(0,7) : g(®~'(y)) <0}
for some 7 > 0, setting h := g o ®~1, we have

) 2D

d—
z:: \Dh [ Z Byg 3yﬂ ©-

(4.20)  KY0,9(E)

Therefore, using that

82h 192, 007t 0t 2t
0) =) —=2(0) ——(0) =——(0) + d_(0),
) (0) 9y; (0) i (0) ayjayk( )
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we have
d=1 92
|Dh Z 2 azg(o)’
1| &P = q)—l 2
<D0 2 ay§ 0+ 3 550(E (G5 0) 1)
(4.21) Dh(©) 1] 9(0)’
IDRO0)] | = 027

sc[HDZ@*HCo +ID2glcoll1d — (DB co + [DPg] o [1d ~ D& o

<c(1 + )||Id O|cs .

Similar computations (that are left to the reader) show that

8|Dh|
. 1 I Do .
42 HE Zayj oo < o1+ 3) - #le
Therefore, (4.18) follows from (4.19), (4.20), (4.21) and (4.22). O

4.3. Convergence of k;-curvature flow to mean curvature flow. We now
prove that the viscosity solutions to the k7-curvature flow converge to the classical
mean curvature flow as r — 0. To this end, we will use the notations and the
results in [17].

We preliminarily notice that since the curvatures K? defined in (4.1) satisfy
property (UC) in Proposition 4.2, they also satisfy property (UC’) in Proposition
4.3 (with K! replaced by K%). As a consequence K! and K¢ (for every 0 < r < 1
and s > 1) satisfy the following continuity property:

(C) Continuity: If {E,}neny C €, E € € and E,, — F in €, then the corre-
sponding curvatures of F, at x converge to the curvature of E at x for
every x € 0F, NOE.

Such a property, together with properties (M) and (T) (see Propositions 4.3 and
4.2), implies that the functionals K and K¢ (for every s > 1 and for every r € (0,1))
are nonlocal curvatures in the sense of [17, Definition 2.1] (see also [20]).

Moreover, since by Propositions 4.3 and 4.2, K! and K satisfy also properties
(B) and (UC’) (referred to as (C’) in [17]), they both satisfy the assumptions
of [17, Theorem 2.9] that guarantee existence and uniqueness of suitably defined
viscosity solutions of the corresponding geometric flows. We refer to [17, Definition
2.3] for the precise definition of viscosity solution in this setting, while for the
reader’s convenience we state the existence and uniqueness result specialized to the
geometric evolutions considered in this paper.

Proposition 4.4. Let s > 1 andr > 0. Let ug € C(R?) be a uniformly continuous
function with ug = Cy in R\ B(0, Ry) for some Cy, Ry € R with Ry > 0. Then,
there exists a unique viscosity solution - in the sense of [17, Definition 2.3] - u?
R? x [0, 4+00) — R to the Cauchy problem

(4.23) {@“(WHIDM(%@K( Ay u(y,t) > u(z,t)}) =0

u(z,0) = up(x).
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Moreover, the same result holds true if ICS is replaced by (any multiple of) Kt.

We will show that, as r — 0%, the scaled kg-curvatures K2 converge to

O'S(’l’)
wq_1K?! on regular sets. In view of [17, Theorem 3.2], such a result will be crucial
in order to prove the convergence of the corresponding geometric flows. We first
prove the following result by adopting the same strategy used in [27, Proposition

9.

Lemma 4.5. Let M, N € R=DX(=1) gnd let {M,},~0, {N;}r>o C RE-Dx@=1)
be such that M, — M, N, — N asr — 0% . Then, for every § > 0 it holds

i (=L Kby = [ k() w))

:/ 0*(N — M)o dH~2(0),
sd—2

(4.24)

where 1 / / / / /
Frs ={y = ya) € B(0,6) = (y')" My <ya<(y)" Npy'}

F2si={y= (' \ya) € B0,8) : ()" Noy/ <ya < (y/)" My}
Proof. For every o > 0 we set
o e
p*0" M0 < yq < p*0* N0}
Therefore, for r small enough,
Fs=G5NB(0,6), ]—'15 NB(0,r) =G, NB(0,r),
Fro \ B(0,r) = ((G5 \ ;) N (B(0,4)) U (G, \ B(0,7)).

It follows that

/ k() d
Fls
=/ K () dy—/ k() d
gl GI\B(0,0)
1
=/ K () dy+/ K () dy—/ Ly
gl ghG1 GI\B(0.,6) |Vl
1
S N e ki(lyl)dy+/ gy
GlnB(0,r) GI\B(0,r) GiI\G ‘ |
1
4.25 —/ oy
(4.25) gn\B(0,s) [Y|4t*
1 1 1
= —dy—k/ dy+/ dy
/g;nB(o,r) rdts GI\B(0,r) Jylats GI\G} [yld+s
1
/95\8(0 8) Jyld+s

1 1
[ —4 4
[;g rd+s y"'/g;\g% [y|d+s Yy

1 1 1
dy—/ — dy+/ dy .
/QS\B(O 8) Jyld+s gn\B(0,r) T GI\B(0,r) Jyld+s
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We set
Al = {0 €S2 6" (M, — N,)§ <0}
and we notice that

1 1
dy —I—/ dy
/g1 rdts gi\gs Jyld+s
29" N,.0
:%/ ded*z(a)/ dpp™? /P dyq
e Jan 0 026% M,.0

5 p%0* N,.0 1
R Y T ———
A - w0010 (02 +y2) "

1 pdtl

(4.26) 0* (N, — M,)0 dHI~2(9)

:d+17’d+8 Al

5 0*N,.6 2
+ / dHI2(p) / dp p?=? / Y
AL r o<M.0 (p?+ p*t?) =

7”1_8

“d+1/),

0*N,.0
+/ dHI%( / p—/ — dt,
Al o=M.0 (14 p2t2)

where in the last but one equality we have used the change of variable yq = p?t.
Moreover, trivially we have

9*(Nr — M) dH*%(6)

(4.27) dy <

1
c(6),
/g5\3(0 &) Jyld+s ©)

for some C(4) > 0. Furthermore, it is easy to see that, for r small enough,
Gy \ B(0,7) C (B'(0,7)\ B'(0,r — cr®)) x [—cr?, er?]
for some constant ¢ > 0 independent of r; as a consequence,
Gr \ B(0,r)| < Crtt2,

whence we deduce that

1 2—s
‘/gl\B(O . 7rd+s dy S CT‘ )
<Cr? s,

1 1
T dy < / dy <
/g%\B(o,r) [yld+s G1\B(or) T
Therefore, by (4.25), (4.26), (4.27) and (4.28), we obtain

1 S
U()/f kx(ly)

rl—s

(4.29) T @+ Do (r) Jar

1 6*N,.0
+ / dHI2(0 / dp—/ PRz dt
o*(r) Jax : M. 1+p2t2)
+ (),

(4.28)

0* (N, — M,)0 dHI2(0)
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where f1(r) — 0asr — 0%.
Now we set

A2 :={0eS?% . 0" (N, — M) <0};

by arguing as in the proof of (4.29) we obtain

1 S
) KD
T e )
(4.30) “dt Do (r )/AQQ (M, — N)8 dH
1 a2 g oA
+0'5( )/Az H / dp /0N9 1+P2t2) dt
+ (),

where f2(r) — 0 as 7 — 0% . Therefore by formulas (4.29) and (4.30), using that
ALU A2 =872 we get

(GSI(T) / Ky (lyl) dy — / Ky (lyl) dy )

1

= } /S - — M) dH*%(6)

(4.31) (d+ 1)05(7")
1 0" N,.0
= / AHI2(6 /(mf/ 4444f@
r) Jga-z o-M0 (1+ p2t2)5
+ 1) = f2(0r).
Since
rl—s _ (d+1)1\ Tog 7| ifs=1
(d+ 1)os(r) e if s >1,

and recalling that M, and N, converge to M and N, respectively, we get

Tl—s
lim ———— 0* (N, — M,)0 dH2(0
0t (d+1)as(r)/sd2 ( )0 dHT(6)
(4.32) 0 ifs=1,
=¢s—1
*(N—-M d=1 if 1.
dH/S“e( 10 dHIL(0) if s >

Moreover, for every s > 1, using de ’'Hépital rule (i.e., differentiating both terms
in the product below with respect to r) and the very definition of o*(r) in (1.5),
we have

lim 1 /7 d*d+1
s (1) S o (L ) T d s
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which, by the Dominate Convergence Theorem, yields

1 0" N,.0
lim / dH2( / dp—/ —
r=0t 0°(r) Jga-o 0+ M,.0 1—|—p2t2)

0* N [ 1 1 1
(4.33) = lim dH*2(0) / dt—— / s dp
r—0+ Jga—2 orte 05(r) Jr PP (14 p22) %

d+1 N d—9
= 0*(N —M)§d 9).
d+8/sd_2 (N — M)8 dH?~2(6)

By formulas (4.31), (4.32) and (4.33) we obtain (4.24).

O

Theorem 4.6. Let s > 1. Let {E,},~0 C € be such that E, — E in € asr — 0T,

for some E € €. Then, for every x € OE N OFE, for every r > 0, it holds

S
lim Ki(z, Br)
r—0t  o%(r)

=wg 1KYz, E).

Proof. Let x € OF N OE, for all » > 0. By Proposition 4.2 we have that the
curvatures IC2 satisfy properties (S) and (T); moreover, it is easy to check that
K7 are invariant by rotations. Therefore, we can assume without loss of generality
that F and {E,},>o are compact, and that = 0, vg(0) = vg, (0) = e4 for all
r > 0. Since E, — F in ¢ as r — 01 we have that there exist § > 0 and functions
é, ¢, : B'(0,0) — R such that ¢, — ¢ in C? as r — 0%, ¢(0) = ¢.(0) = 0,

D¢(0) = D¢,-(0) = 0 and
OEN B(0,6) ={(v',9(y")) : ¥ € B'(0,0)} N B(0,0),
OE,. N B(0,8) = {(y/, dr(¢/ (
(

(%)) : ¥ € B'(0,8)} N B(0,6),
ENB(0,0) ={(¥,ya)

.y € B'(0,0),
E,NB(0,6) ={(y',ya) : ¥ € B(0,6),

S ©

)s ya < o(y')} N B(0,6),
)5 ya < o (y')} N B(0,0).
Let n > 0 be fixed ; for § small enough we have

1

(4.34) |or(v) — i(y’)*DngST(O)y’ <nly)? forevery 0<r <1,y € B(0,9).

We define the following sets
A(r) :={y = (v',ya) € B(0,9) : =¢:(y') < ya < &r(y)},
B(r) :={y = (¥/,ya) € B(0,9) : ¢(¥') <ya < —¢(y)},
C(r) :=(ES\ B(r)) N B(0,0)
={y = (¥, ya) € B(0,0) : ya > max{o.(y'), —or(y')}},
D(r) :=(E. \ A(r)) N B(0,)
={y = (¢,ya) € B(0,0) : ya <min{p,(y"), =6,(¥')}},

where the equalities above are understood in the sense of measurable sets, i.e., up

to negligible sets. We notice that

E,NB(0,8) = A(r)UD(r),  E°NB(0,8) = B(r)UC(r),

/ ki(\yl)dy=/ K () dy
C(r) D(r)
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whence we deduce that
K3(0, E,) = / (e () — e ()RSl d
B(0,5)
# )  Oce) xR d
- / (00 (8) = X0 (9)E2 (L) dy
(4.35) / (Xem @) — X0 @) (9]) dy

d

/ (s () — xi, ()RS () dy
B<(0,9)

=

+
/R (X5 ) — X @)k (Y] d

d

[ em) = )R dy
B<(0,8)

Trivially,

—S

[ ) = xm 0Dk o) dy| < d”
B<(0,0) s

In order to study the limit

lm / (X5 () — X @)k () dy,
]Rd

r—0+ 05(r)
we define the following sets
A=) = {y = W ya) € BO,6) :
.
—5W) D26 (0)y +nly'|* < ya <

A7) = {y = (V/,ya) € B0,9) :

N =

*%(y’)*Dzér(O)y’ —nly|? < ya < %(y’)*D%r(O)y’ - nly’IQ},
B(r) = {y= v/, va) € B(0,3) :

1
2

BH(r) = {y= (', va) € B0,9) :

1 * 1 *
5W) D¢, (0)y" — nly'|> < ya < —5 ) D?¢,(0)y' + nly’IQ}-

By (4.34) we have that

A=(r)C A(r) C AT(r), B (r)C B(r) C BY(r),

(y/)*D2¢T(O)y/ _ n|y/|2}7

* 1 *
5D, 0)y +nly'* < ya < —5 (/) D26 (0)y' — nly'}.

35
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and hence

[ 609 0) = s k5
(4.36) < [ 0wt = xac ) o)

< / (xm () — YA ()R d.
Rd

Then, by applying Lemma 4.5 and using (4.36), we obtain
- / 0*(D%¢(0) + 2n1d)8 dH2(0)
Sd—2

<liminf
r—0+ o5(r)

) 1 s
< lim sup —— / (60 ) = Xa )y dy

r—0+ JS(T)
<_ / 0" (D26(0) — 271d)0 dH2(0)
Sd—2
Therefore, by (4.35) and (4.37), we get

- / 0*(D%¢(0) + 2n1d)0 dH2(0)
§d—2

[ (e ) = X )l
(4.37)

1
<liminf TICf(O,ET) < lim sup K£;(0, E;)

r—0+ o* 7’) r0+ 0’5(7’)
< [ 6" (0%0(0) - 2u1d)p aHI2(0),
Sd—2
which, sending 7 to 0 and using (4.17) implies the claim. O

We are now in a position to state the main result of this section.

Theorem 4.7. Let s > 1 be fized. Let ug € C(RY) be a uniformly continuous
function with ug = Cy in R\ B(0, Ry) for some Cy, Ry € R with Ry > 0. For
every r > 0, let u® : R? x [0,+00) — R be the viscosity solution to the Cauchy

problem (4.23). Then, setting vi(x,t) := ul(x, %(T)) forallz € RY, ¢ >0, we

have that, for every T > 0, v uniformly converge to u as v — 07 in R x 0,77,
where u : R x [0, +00) — R is the viscosity solution to the classical mean curvature

flow
Opu(x,t) + [Dul, t)|wa_1 Kz, {y : uly,t) > u(z,t)}) =0
(4.38) {u(m, 0) = ug(x).

Proof. We preliminarily notice that, by an easy scaling argument, the functions v?
are viscosity solution to

{@U(:z:, t) + |Do(, t)
v(z,0) = ug(z) .

By Theorem 4.6 we have that , as 7 — 07 the scaled kS-curvatures

Ky v(y,) > v(@,0)}) =0

1
O]

to wq_1K! on regular sets. Moreover, by Propositions 4.2 and 4.3, K (for every
r € (0,1)) and K satisfy properties (M), (T), (S), (UC’). Furthermore, for every

S
IC? converge
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p > 0 and for every = € dB(0, p), by Proposition 4.2, we have that K2 (z, B(0,p) > 0
whereas, by Theorem 4.6 we get that sup,.c g 1) Ki (2, B(0, p)) < 400 . This trivially
implies the following property:

(UB) There exists K > 0 such that inf,¢(o 1) Ki(2, B(0,p)) > —Kp for all p >
1, x € dB(0,p) and sup,¢ o 1) Ki(x, B(0,p)) < +oo forall p > 0, z €
0B(0,p) .

Properties (M), (T), (S), (UC’) (referred to as (C’) in [17]) and (UB), together with
the convergence of the curvatures on regular sets, are exactly the assumptions of
[17, Theorem 3.2], which, in our case, establishes the convergence of v to u locally
uniformly in R? x [0, T for every T > 0. O

5. STABILITY AS  — 07 AND s — 11T SIMULTANEOUSLY

In this section we study I'-convergence and compactness properties for the s-
fractional perimeters J* defined in (1.4) when » — 0% and s — 5 (with § > 1)
simultaneously. Moreover, we study the convergence of the corresponding geometric
flows in such a case. In fact, we will consider only the critical case s = 1, the case
5 > 1 being easier.

Let {rn}nen C (0,1) and {sy, tnen C (1, +00) be such that 7, — 0" and s, — 17
as n — +00. Recalling the definitions of ¢*(r) in (1.5) and a® in (1.12), we set

d+ s, r}l_sn -1 1

5.1 s Sn) = 0" (1, Sn =

and we notice that

1-s 1
"1
lim /B(Tnvsn) 2 lim 7"”7 = lim p_sn dp
n—-+o0o n—+00 8§, — 1 n— 400 .
(5.2) ;
n—-+oo /. n—-+o00

n

5.1. I'-convergence and compactness. In Theorem 5.1 below we study the I'-
convergence of the functionals me; as n — +00.

Theorem 5.1. Let {r, }nen C (0,1) and {spnen C (1,+00) be such that r, — 0T
and s, — 17 as n — +oo. The following I'-convergence result holds true.
(i) (Compactness) Let U C R be an open bounded set and let {E,}pen C
M(R?) be such that E, C U for every n € N and

j::(En) < MB(rp,s,) for everyn €N,

for some constant M independent of n. Then up to a subsequence, xXg, —
xE strongly in LY(RY) for some set E € M(R?) with Per(E) < +oo.
.o d d .
. nJfne
(ii) (Lower bound) Let E € My(R*). For every {Ep}nen C M;(R®) with
XE, — XE strongly in L*(R?) it holds
< liminf —2—~-.
wdilPer(E) - Egi{g B(rn, Sn)
iii) (Upper bound) For every E € M;(R%) there exists {Ey, }nen C M¢(R?) such
f f
that xg, — x& strongly in L*(R?) and

wq_1Per(F) = limsup =—2>——~+.
-t ( ) n——+oo IB(THasn)



38 L. DE LUCA, A. KUBIN, AND M. PONSIGLIONE

5.1.1. Proof of compactness. We start by proving the compactness property Theo-
rem 5.1(i). To this purpose, we first prove the following lemma which corresponds
to Lemma 2.4 when both r and s vary.

Lemma 5.2. Let {r,}nen C (0,1) and {8, }nen C (1,4+00) be such that r,, — 0
and s, — 1t asn — +oo. Let Q € Ms(RY) be a bounded set with Lipschitz
continuous boundary and |2 = 1. For every n € (0,1) there exist a constant
C(92,d,S,m) >0 and i € N such that for every measurable set A C Q with n <
|A] < 1—mn it holds

/ / kir(lz —yl) dy dz > C(.d, S,n)B(rp, sn)  for everyn > n,
Q\A

where S := sup,,cy Sn.-

Proof. The proof is fully analogous to the one of Lemma 2.4; we sketch only the
main differences. For every n € N, let I,, € N be such that 2=~ <, < 271,
Let ¢ and ¢s (for every 6 > 0) be as in Lemma 2.5. By arguing verbatim as in the
proof of (2.6) (see (2.9), (2.10), and (2.11)), for every n € N and for every z € R?
we have

2d+5n _ In
k3n >7 (2°™) s
Tn (‘ |) = 2d+sn sup Z_: ¢2
(5.3) =0
9d+1 1 &

stupcb 2(2%) Po-i(2).

O

Moreover, since

| log | 1<q < | log | ’
log 2 log 2
setting m(S) := infye(1 g 23_’11_1 ,we get
O (ginyi (27" -1 el
2(2 )= 92sn—1 _ 1 — 9sn—1 _ 1

=0

_r}l_sn—l sp—1 >m(S) d+1 (2d—|—snr}l_s”—1)
(5.4) Sp—1 22117 2 d+s,\ d+1 s,—1
m(S)d+1(d+snr}l_S”—1+ 1 T,ll_s”—l)
- 2 d+S\d+1 s,—1 d+1 s,—1
m(S) d+1
_Tm (n7 'rl))

where in the last inequality we have used that, in view of (5.1), Ti;ni; L>q.
Therefore, by arguing as in (2.8), using (5.3) and (5.4), we get the claim. O

With Lemma 5.2 on hand, we can prove Theorem 5.1(i), whose proof closely
follows the one of Theorem 1.5(i). We sketch only the main differences.

Proof of Theorem 5.1(i). We preliminarily notice that, up to a subsequence, the
following limit exists

(5.5) lim (s, —1)|logr,| =: A;

n—-+o0o
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clearly, A € [0,+00]. We first prove the claim under the assumption A # 0. Let
a € (0,1) and for every n € N we set I, := r%(s, — 1) ; therefore, since A € (0, +o0],

11—«
. Tn . r
lim — = lim —% =0.
n——+oo n n—-+o0o Sp — 1

By adopting the same notation as in Subsection 2.2 we set

H(n)

UQh7

where {Q} }hen is a family of pairwise disjoint cubes of sidelength [,, which covers
the whole R? and satisfies (2.12).

By arguing verbatim as in the proof of (2.13) one can show that there exists
n' € N such that

(5.6) |EnAE,| < 415" B(rp, s,)M  for every n > n'.

We observe that

d+ s, ri=sn — 1 1
lim Ly B(ra,sn) = lim i (s, — 1) n )
' d+s
— 1 1—s,+tasy n -1 Sp—1 —0.
Jim T, T e (sn —1) 0

Now, setting S := sup,,cyy Sn, we claim that there exists a constant C(c«, d, S) such
that for n large enough

Jir (En)
5(Tna Sn) '

In order to prove (5.8), we argue as in Step 2 in Subsection 2.2. We define the
family R of rectangles R = QZ U QZ such that @2 and Qz are adjacent, Qﬁ cE,
and Q}; C Efl .

Notice that

Per(E,) §2dlﬁ*1ﬁ7€,

(5.9)  Jn(Ba) | / / R
B(rn, Sn) Qdﬁ (T 8n) RNE, JR\E,

RER

(5.8) Per(E,) < C(a,d, S)

(|lx — y|) dy dz .

Moreover, by Lemma, 5.2, for every rectangle R given by the union of two adjacent
unitary cubes in R?, there exists 7 € N such that

C(d,\) :=inf // ks (
@y =t g [

n>n, FeMyR?), FCR,

z—y|)dydz:
(5.10)
<|F| <

N w

b>o.

N |

Furthermore, by the very definition of 3(r,, s5,) in (5.1), we have

Blrasn) (d+ D>~ 1)
BB @) )+ (s Dl
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whence, using that I, = r%(s, — 1) and (5.5), we deduce

. ﬂ(hvsn) 1 —1 f
(5.11) lim i7" +GA o if X # 400

n—+4oo B(rn,8n) 1 lf )\ = +400.

1L=en

For every setﬁO € M (R?) we set Ol := %. By (5.9), (1.2), (5.11) and by applying
(5.10) with R = R!» for every R € R, for n large enough we obtain

Jir (En)
ﬂ(rmsn)
> ﬂ(rn,sn 2 /R . /R o k(| (2 = y)]) dy do
1—sp
:C(d)lglrmsn 14~ 11;3/1?}”(@[“ /Rzn\Eln ]4;‘%5 | —y|) dy dz
>C(a, d, )14~ 1%5 o) /RmE /R\E k;; r—yl) dy dz

>C(a,d, IS HR C(d,\) > C(a, d, \)Per(E,),

e., (5.8). Therefore, using (5.6), (5.7) and (5.8), by arguing as in Step 3 of the
proof of Theorem 1.5(i), we get the claim whenever (5.5) is satisfied.
Finally, if

lim (s, —1)|logr,| =0,

n—-+oo

taking [,, = r% (with a € (0,1)), one can show that

i L Bnssn) =0,
/B(Trusn) 1
lim 1—s T = ’
() T

which used in the above proof, in place of (5.7) and (5.11), respectively, imply the
claim also in this case. (]

The following result follows by arguing as in the proof of Proposition 2.6, using
now the estimates in the proof of Theorem 5.1(i) instead of the ones in the proof
of Theorem 1.5 (i).

Proposition 5.3. Let {E, }nen C M¢(RY) be such that xg, — xg in L*(R?) as
n — +oo, for some E € M¢(RY). If

(B
lim sup —=

— " < +00
n—+o0o ﬁ(rmsn) ’

then E is a set of finite perimeter.

5.1.2. Proof of the lower bound. In order to prove the I'-liminf inequality Theorem
5.1(ii), we first need the following result, which is the analogous to Lemma 3.1
under our assumptions on {s;, }nen and {7, }nen -
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Lemma 5.4. Let {r,}neny C (0,1) and {sn}nen C (1,+00) be such that r, — 0T
and s, — 17 as n — +oo. For every € > 0 there ezist 5p > 0 and n € N such that
for every v € ST1, for every E € My(R?) with

(EAH, (0)) N QY| < do

and for every n > n it holds
Lo e sl dyde > (=)0 50).
QvNE JQvnE*

Proof. By arguing as in the proof of Lemma 3.1 (see (3.10)) one can prove that

[ ke-u)dyas
QvnE JQvnEe

—n(3o) 6" —
zwd_lﬁ(rn,sn)(l —n(do) — ;(T"(soi pa— L 2C(d)\/%) :

where 1(t) — 0 as t — 0. Notice that we can choose 0 < g < 1 such that

(5.13) n(%0) +2C(d)V/do <

(5.12)

5
Furthermore, since
|
. 0 —
nEIJIrloo sm—1 |log do| and nEIJIrl B(Tn; 8n) = +00,

we have that there exists n € N such that
1—s
_ n_1q
(%) % < = forn>n
B(rn,sn) sp—1 2

Therefore, by (5.12), (5.13) and (5.14), we get the claim. O

(5.14)

Proof of Theorem 5.1(ii). The proof closely follows the one of Theorem 1.5(ii). We
can assume without loss of generality that

1 — <
615 ggr | R =i @)~ xe, ()] dy de < €.

for some constant C' > 0 independent of n. Then, by Corollary 5.3 we have that F
has finite perimeter. For every n € N let u,, be the measure on the product space
R? x R? defined by

n(A X B) = ko (
s ( x ) Tnasn // T"

for every A, B € M(RY). By arguing as in the proof of Theorem 1.5(ii) we have
that, up to a subsequence, p, — p as n — +oo for some measure p concentrated
on the set D := {(x,z) : x € R%}. Therefore, by using the same Radon-Nykodym
argument exploited in the proof of Theorem 1.5(ii), it is enough to show that for
HI-1 _ae. xp € O*F

(5.16) liminf QY (z0) X Q () > lim inf lim inf (@ (z0) X QF (20))
=0+ ld71 -0+ n—+oo ld 1

r —y|)|xe, (*) — xE,(y)| dy dz

> Wd-1,
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where we have set v := vp(zo) and Q! (x¢) := zo + Q" . In order to prove (5.16)
we adopt the same strategy used to prove (3.12). More precisely, setting F,,; =
xo + LB, , in place of (3.14) we have

e i (@Y () % QY (0)

(5'17) ll Sn
k?ﬁ d¢ dn,
s o [ K (€=, (€)= e (o) d

and, in place of (3.17),

(5.18) 7/ / k,s,L
QV
> wg—1(1 — E)B(%na Sn) )

which is a consequence of Lemma 5.4. Therefore, since

(1€ = nDIxr,  (§) = xp,, ()| A€ dn

lim iﬁ(@ s ) -1
n—+o00 ﬂ(rn,sn) 1’ " ’
by (5.17) and (5.18), we get
lim inf N(Q;I(xO) X Q;j(‘rO)) > (1 o 5)wd—1 ,
=0+ [d—1
whence (5.16) follows by the arbitrariness of . O

5.1.3. Proof of the upper bound. In order to prove the I'-limsup inequality, we need
the following result which is the analogous of Proposition 1.1 when both r and s
vary.

Proposition 5.5. Let E € M¢(R?) be a smooth set. Then
02

im —t——

n—+00 6(TTL7 577,)

Proof. By Lemma 1.3 and by formula (1.9) we have

Jin(B) |
ﬁ(rnv Sn) - wdilPer(E) * 5(Tna Sn) Fl (E)

_ 1 ded—l(y)/ 1 |(y_m)VE(y)|(d+8n) dz
B(rns sn) Jor (BEAH, (()NB(y,rm) T |z — y|d dsy,

= wq—_1Per(E).

1 1 —x)- 1
4 d%d l(y)/ . |(y :E) dVE(y)|7 dx
B(rn, sn) Jor (BAH]((4)NB(yrn) Tn®" Tr d
1 1 —2)-
B(rn,8n) 5n Jog (BAH, ( )N(By,)\B(y,rm)) |z — yldten
L L[ e
- | H E°NOB(x,1)) dz,
ﬂ(rny Sn) Sn FE ( ( ))
where H,, (y) is the set defined in (0.3). Therefore, by arguing verbatim as in the
proof of Proposition 1.1 and using (5.2), we deduce the claim. (]

With Proposition 5.5 on hand, the proof of Theorem 5.1(iii) is fully analogous
to the one of Theorem 1.5(iii) and is omitted.
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5.2. Convergence of the k;"-curvature flows to the mean curvature flow.
Here we study the convergence of the curvatures Kj» defined in (4.1) to the classical
mean curvature K! in (4.17) when 7, — 07 and s, — 17 simultaneously. As in
Subsection 4.3 we use such a result to deduce the convergence of the corresponding
geometric flows.

First we prove the following lemma which is the analogous of Lemma 4.5 in the
case treated in this section.

Lemma 5.6. Let {sp}nen C (1,400) and {r,}nen C (0,1) be such that r,, — 0
and s, — 1T asn — +oo. Let M, N € RE=Dx(d=1) gnd [et {Mp}rnen, {Nnnen C
RE=Dx(d=1) pe such that M, — M, N, = N asn — +oo. Then, for every d > 0,

it holds
1
(5 (]
n—r+oo nySn 1
(5.19) e \Brn, 5n) W

:/ 0*(N — M)§ dHI~2(9),
Sd—2

b a - [ kol av))
Frs

where

Fos ={y= (' ya) € B(0,6) : ()" Mny <wa< () Nuy'}
‘Fg,& :{y = (ylvyd) € B(075) : (y/)*Nny/ < Yd < (y/)*Mnyl} .

Proof. By arguing verbatim as in the proof of (4.31) one can show that

1 1
Y Y kSr dy - ——— kSn d
ﬁ(rnasn) /]—‘71%(5 Tn(|y|) Y ﬁ(’l"n,sn) /_7_-2 T"(|y|) Yy

n,8
7qnlfsn

= T A o * — d—2
(5.20)  (d+1)B(rn,sn) /SH@ (Ny — My,)0 dH*2(6)

1 do 5 1 0" N, 0 1
+7/ d?—l’(a)/ dp / L,
,B(Tn, Sn) Sd—2 r pen 0*M.,,0 (1 + p2t2) d+2 .

+

where 7, — 0 as n — 400 . It is easy to see that

lim

" _0
n—+o0 B(ry, sp) ’

whence we get

1—sn,
5.21 lim — 0* (N, — M,)0 dH*2(0) = 0.
G20l T8t /SH ( )0 dHTO)
Now we claim that for every t € R

(5.22) I ! / i ! dp=1
. im —— ———dp=1,
n—+00 5(71717 sn) T pin (1 =+ thQ)%
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which in view of (5.20) and (5.21) and of the Dominate Convergence Theorem,
implies (5.19). In order to prove (5.22), we first notice that

1 /51 1
Ig(rn7 Sn) T pen (1 + p2t2)%

1 /51 1 /51< 1 )
—_— —dp— — — (1= ——— | dp
,3(7“7“ sn) n pm /B(Tnv Sn) n pen (1 + p2t2) d+2 =

1 1=sn _ §l=sn 1 | 1
= = - / . (1 - d+n> dp,
/B(Tnv Sn) sp—1 ﬂ(rnv Sn) T por (1 + p2t2) pl
so that, by the very definition of 3 in (5.1), it is enough to show that

(5.23) li ! /5 ! (1 ! ) d 0
. imsup —— —(l=———57 | dp=0.
n—+oo ﬁ(rm Sn) rn PO (1 + p2t2)d+T
As for the proof of (5.23) we argue as follows. First we notice that, setting S :=
SUP,, eN Sns

d+sp

(1+p%%) 2" <14+C(d, S, t)p?,
so that, for n large enough,

1 /51( 1 )
Y 1_—3, dp
B(ru, sn) Jr, p°" (14 p2t2) "™

1 /51u+fﬂﬁﬁ_1d
=30 < | e o P
B(rn,sn) Jr, P (14 p242)*5

1 /5 .
<—— C(d, S, t)p*°»dp — 0 as n — +0o0o,
BGrmrs) Jy, 05
thus concluding the proof of (5.23) and of the whole lemma. O

By using Lemma 5.6 in place of Lemma 4.5 in the proof of Theorem 4.6, one can
prove the following result.

Theorem 5.7. Let {r,}nen C (0,1) and s, C (1,+00) be such that r, — 0% and
Sp = 1T asn — +oo. Let {E,}nen C € such that E,, — E in € as n — 400, for
some E € €. Then for every x € OE N OE,, for everyn € N,

i Kﬁ: (v, Ey)
n—1>r—&r-loo B(rn, Sn)
Finally, by using Theorem 5.7 in place of Theorem 4.6 in the proof of Theorem

4.7, one can prove the following result which provides the convergence of the k-
nonlocal curvature flows when r, — 07 and s, — 17.

=wg 1K (2, E).

Theorem 5.8. Let {r,}nen C (0,1) and s, C (1,+00) be such that r, — 0
and s, — 17 asn — +oo. Let ug € C(R?) be a uniformly continuous function
with ug = Cpy in RY\ B(0, Rg) for some Co, Ry € R with Ry > 0. For every
n €N, let upr : RY x [0,4+00) — R be the viscosity solution to the Cauchy problem
(4.23) (with r and s replaced by T, and s, respectively). Then, setting vy (z,t) :=
uyr (, m) forallz € R*, ¢t > 0, we have that, for every T > 0, vir uniformly
converge tou asn — +0o in RYx[0,T], where u : REx [0, +00) — R is the viscosity
solution to the classical mean curvature flow (4.38).
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6. ANISOTROPIC KERNELS AND APPLICATIONS TO DISLOCATION DYNAMICS

In this section we study the asymptotic behavior of supercritical nonlocal perime-
ters and the corresponding geometric flows in the case of anisotropic kernels. More-
over, we present an application to the dynamics of dislocation curves in two dimen-
sions.

6.1. Anisotropic kernels. Let g € C(S?"1;(0,+00)) be such that g(¢) = g(—¢)
for every & € S%1. For every s > 1 and for every r > 0 we define the function
ke o R\ {0} — (0,+00) as kP%(x) = g(5)k:(|2), where k7 is defined in
(1.1). Here we study the asymptotic behavior, as r — 0% of the functionals jﬁ*s :
My (R?) — [0, +00) defined by

(6.1) J9S(E // k3% (y — x) dy dz .

In Proposition 6.1 below we will show that the functionals J9* scaled by o°(r)
converge as 7 — 07 to the anisotropic perimeter Per? defined on finite perimeter
sets as

(6.2) Per?(E) := / ¢ (vg(z)) dH (2),
*B
where the density ¢9 is given by
(6.3) ¢I(v):= / g(&) € - v dHT (e, for every v € ST1,
{€esd—1:£v>0}

Proposition 6.1. For every s > 1 and for every smooth set E € M;(R?) it holds

(6.4) L c)

r—0+  o(r)

= Per(E).

Proof. First, we claim that the following anisotropic version of formula (1.13) holds:

// k3% (y —x) dy da
E JE°NB(z,1)
:d+s/ de*l(y)/ g(y_x)(y_m) ~vp(y) de
dsr? *E ENB(y,r) |J)—y| |x_y|d
1 ~ y—i

6.5 ——/ dH“y/ g\ ) —2) ve(y) dz
(6.5) drdts *E ) ENB(y,r) (|$—y\)( ) )

+1/ dH 1()/ (y*x)(y*x)-gffy)dx

EN(B(y,1)\B(y,r)) lz -yl |z —yl

— da:/ dpd-t
/ E°NdB(z,1) |9C—y|) w)-

If g € C1(S%1), the proof of (6.5) is identical to the proof of (1.13), noticing that
Vg(w) -T3(z) = 0 for every z € R?\ {0}, with T defined in (1.10). The case
g € C(S?1) follows by standard density arguments.

With formula (6.5) on hand, (6.4) follows as in the proof of Proposition 1.1. O

In Theorem 6.2 below we will see that the functionals j;?’s actually I'-converge,
asr — 0%, to Per?.
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Theorem 6.2. Let s > 1 and let {rn}tnen C (0,400) be such that r, — 0 as
n — +o0o. The following I'-convergence result holds true.

(i) (Compactness) Let U C R be an open bounded set and let {E,}nen C
M(R?) be such that E, C U for every n € N and

jﬂ,’LS(En) < Mo®(ry) for every n € N,

for some constant M independent of n. Then, up to a subsequence, xg, —
xE strongly in L*(R?) for some set E € M;(R%) with Per(E) < +oc.
(ii) (Lower bound) Let E € M;(R%). For every {En}nen C M(R?) with
XE, — XE strongly in L*(R?) it holds
Jg (B,
Per?(E) < lim inf M
n—+oco % (Tn)
(iii) (Upper bound) For every E € My (RY) there exists { Ey }nen C My(R?) such
that xg, — x& strongly in L*(RY) and
J93 (B,
Per!(E) = lim I (Bn) .
n—+oco g% (rn)
Proof. The proof of the compactness property (i) follows by Theorem 1.5(i), once
noticed that there exist two positive constants ¢; < ¢ such that ¢; < g(0) < ¢y for
every § € S?~1. As for the proof of the I'-liminf inequality in (ii) one can argue
verbatim as in the proof of Theorem 1.5(ii), using the following inequality

(6.6) /V/Vg( 2 k(e = yDlxe(e) — xa(y)] dy de > (1= e)o* ()¢ (),

|z —yl

in place of (3.2). The proof of (6.6) under the assumptions of Lemma 3.1 is identical
to the proof of Lemma 3.1 (see (3.8)).

Finally, the I'-limsup inequality (iii) follows as in the isotropic case Theorem
1.5(iii) using Proposition 6.1 in place of Proposition 1.1. O

We introduce the notion of k¢° curvature and we study the convergence as
r — 0% of the corresponding geometric flows.

Let s >1,r >0 and E € €. For every € 0F we define the k?°-curvature of
E atx as

(67) (o B) 1= [ (o) = e (0 = ) dy
Remark 6.3. We notice that for every E € € and for every x € JF it holds
K% (z, E) :/ k2% (x —y) dy — 2/ k2% (z —y) dy
E

Rd

(6.8) :/ k9%(2) dz — 2k9° % xg(x)
R4

:( —2k9° + / k*(z) dz 50) *XE(?),
Rd

where * denotes the convolution operator and g is the Dirac delta centered at 0. By
(6.8) we have that K9° is exactly the type of curvatures considered in [22, formula
(1.4)]. We remark that the positive part of the curvature K¢° is concentrated on a
point. This is why, as already observed in [22], the curvature K¢:°, although having
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a positive contribution, still satisfies the desired monotonicity property with respect
to set inclusion (see the proof of (M) in Proposition 4.2).

We first show that K9° is the first variation of J9* in the sense specified by the
following proposition, which is the anisotropic analogous of Proposition 4.1.

Proposition 6.4. Let s > 1,7 >0, and E € €. Let ® : R x R — R? be as in
Proposition 4.1. Setting By := ®4(E) and V(-) := %@t(~)}t=0, we have

ijgny(Et)

a’ = | KPP (e, B)U(2) - vp(x) dHTH ().

t=0 OF

Proof. If g € C', then the proof is fully analogous to the proof of Proposition 4.1 .
The case when g € C follows by a density argument, using that if {g, }nen C
C(S?1; (0, +00)) uniformly converges to g, F,, — E in € and x, — z, then
K9n® (2, By) converge to K9%(x, E) . Such a continuity property can be proved as
in Proposition 4.2 (UC). O

By arguing as in the proof of Proposition 4.2 one can show that the curva-
tures K9® satisfy properties (M), (T), (S), (B), (UC). Now we introduce the (local)
anisotropic curvatures K9! defined as follows. Let E € € and xz € JF; in a
neighborhood of z, JF is the graph of function f € C’Z(HBE(QC)(:C)) (see (0.5) for
the definition of H?(x)) with Df(x) = 0 (here and below Df and D?f are com-
puted with respect to a given system of orthogonal coordinates on H SE(x)(x)). The
anisotropic mean curvature of F at x is given by

69 KB =-[ e D e an e,
() ()OS

One can check that K9' is the first variation of Per? in the sense specified by
Proposition 4.1 (we refer to [9] for the first variation formula of generic anisotropic
perimeters, while we leave to the reader the computations for the specific anisotropic
density ¢ considered here, defined in (6.3)). Notice that if g = 1, then K91 =
wq—1K! where K is the classical mean curvature defined in (4.17). Moreover, one
can check that K9 satisfies properties (M), (T), (S), (B), (UC’) in Proposition 4.3.

In Proposition 6.5 below we show that the curvatures K¢:* converge, as r — 07,
to the anisotropic curvature 9! .

Theorem 6.5. Let s > 1. Let {E,},~0 C € be such that E, — FE in € asr — 0T,
for some E € €. Then, for every x € OE N OE, for all r > 0, it holds

95(p B
(6.10) lim M
r—0t  o%(r)

= K9 (2, E).

Proof. The proof of (6.10) is fully analogous to the one of Theorem 4.6 and in
particular it is based on a suitable anisotropic variant of Lemma 4.5. In fact,
Lemma 4.5 can be extended also to the anisotropic case with (4.24) replaced by

I (s (), o= [ o(i)waon )

(6.11)
:/ 9(60,0)0" (N — M)6 dH*~>(6) .
Sd—2
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If vg(x) = eq, one can argue verbatim as in the proof of Theorem 4.6, clearly using
(6.11) in place of (4.24). The same proof with only minor notational changes can
be adapted also to the case vg(z) # eq. O

We are now in a position to state our result on the convergence of the geometric
flows of K9 as r — 0, whose proof is omitted, being fully analogous to the one
of Theorem 4.7.

Theorem 6.6. Let s > 1 be fived. Let ug € C(RY) be a uniformly continuous
function with ug = Cy in R?\ B(0, Ry) for some Cy, Ry € R with Ry > 0. For
every v > 0, let us : R? x [0,4+00) — R be the viscosity solution to the Cauchy
problem

u(x,0) = uo(x) .
Then, setting vi(z,t) := ud(w, 05(7‘)) for all x € R, t > 0, we have that, for

T

{&u(x,t) + |Du(z, t)| K95 (z,{y : uly,t) > u(z,t)}) =0

every T' > 0, vl uniformly converge to uw as r — 0“‘ in RY x [0,T], where u :
R? x [0, +00) — R is the viscosity solution to the anisotropic mean curvature flow

{&U@JV+DU@J)K%( Ay s uly,t) = u(z,1)}) =0
u(z,0) = up(x).

6.2. Applications to dislocation dynamics. Here we apply the results in Sub-
section 6.1 to the motion of curved dislocations in the plane. To this purpose, we
briefly recall and describe, in an informal way, some notions about the isotropic lin-
earized elastic energy induced by planar dislocations; such notions are well known
to experts and we refer to classic books such as [26] for an exhaustive monography
on this subject.

Let E be a bounded region of the plane R? = R3N{z € R? : z3 = 0}, representing
a plastic slip region with Burgers vector b = e; = (1,0,0). Formally, the elastic
energy induced by such a dislocation is given by

1—|—1/ 2 1-2v ,
6.12 : dyd
(6.12) 871'//c|:177y|5 1-v" ) gL

where g > 0 and v € (—1, ) are the shear modulus and the Poisson’s ratio, respec-
tively. Formula (6.12) can be deduced by [26, formula (4-44)], by integrating by
parts. Clearly, the energy J in (6.12) is always infinite whenever F is non-empty.
It is well understood that such an infinite energy should be suitably truncated
through ad hoc core regularizations, specific of the microscopic details of the un-
derlying crystal. The specific choice of the core regularization, giving back the
physically relevant (finite) elastic energy induced by the dislocation is, for our pur-
poses, irrelevant. Here we adopt the energy-renormalization procedure introduced
n (6.1). First we set

op v o 12w, 1
(6.13) 96 =L (g +7—8), forevayges!,

and we notice that the energy in (6 12) can be (formally) rewritten as

// dy dz = // E(x —y) dy dzx,
e \:v—yI Iﬂv—y\3 c




THE CORE-RADIUS APPROACH TO SUPERCRITICAL FRACTIONAL PERIMETERS 49

where k9 is defined by k9(z) := g(liil)ﬁ . The core-regularization of J is given by

the functional jﬂ 'L defined by (6.1), where the parameter r > 0 plays the role of the
core-size. Now, consider the dynamics of a dislocation curve, enclosing a (moving)
bounded set E, with Burgers vector equal to ey, governed by a self-energy release
mechanism. We consider a geometric evolution, that can be formally understood
as the gradient flow of the self-energy jf]’l with respect to an L? structure on the
(graphs locally describing the) evolving dislocation curve. If the energy were the
standard perimeter, this evolution would be nothing but the standard mean curva-
ture flow. Notice that the energy considered here is nonlocal; moreover, although
it is derived from isotropic linearized elasticity, it has in fact an anisotropic depen-
dence (induced by the direction of the given Burgers vector) on the normal to the
curve. Another possible source of anisotropy is the so-called mobility, depending
on the microscopic details of the underlying crystalline lattice; here, for simplicity,
we assume that such a mobility is in fact isotropic, equal to one. The dynamics
discussed above corresponds to the geometric evolution where the normal velocity
of the evolving dislocation curve at any point x is given by —kK%'!, defined in (6.7).

In order to study the asymptotic behavior, as 7 — 0T, of the dynamics described
above we use the results developed in Subsection 6.1. First, we notice that that the
function g defined in (6.13) is continuous (actually, it is smooth) and even, so that
it satisfies the assumptions required in Subsection 6.1. Moreover, recalling (6.3)
and (6.9), for the choice of g in (6.13), an easy computation shows that

1 1-2
PI(v) = %(;—FZ(HV%H 1_:(1+1/22)),f0reveryV€S1,
1 1-2
K9l (z, E) = %(1 t Z(VE(Lli))% + ?:(VE(ZE))%> , forevery E € €, 2 € OF .

Therefore, by Theorem 6.6, the unique (in the level set sense) dislocation dy-
namics described above, converges, as r — 07, to a degenerate evolution where the
dislocation disappear instantaneously. After a logarithmic in time reparametriza-
tion, the evolution converges to the anisotropic mean curvature flow governed by
the release of the line tension energy Per? (6.2), corresponding to the anisotropic
energy density ¢9 defined above. Such a dynamics is nothing but the evolution
t — OF,, where the normal velocity of the evolving dislocation curve OF; at any
point x € OE; is given by the (opposite of the) anisotropic curvature K9 (x, E})
defined above.

APPENDIX A. PROOF OF PROPOSITION 4.1

By Taylor expansion, for every z € R? we have that ®,(x) = z +tV¥(z) +r(¢, ),
where, here and throughout this proof, r denotes a generic function satisfying
limy_,¢ @ = 0, uniformly with respect to . Therefore the Jacobian J®; of

P, is equal to

T (x) := /det(V®,(x) VO, (z)*) = 1 4 tDiv(¥(x)) + r(t, z),
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where, for every A € R™** (m, k € N), the symbol A* denotes the transpose of the
matrix A. By a change of variables, it follows that

jﬁ(Et):/ / k(2 — yl) dy de
P (E) J D (EC)

= [ [ k(9@) - 2D T®@)T0(0) dy o
(A1) = [ [ k(@) - o)) dy @z
+t E/Ckﬁ(@t(z) —@t(y)\)(Div\IJ(z)+Div\I!(y)> dy dz

w [ [ ket - ere ) dy da.

Let (k%) : (0,400) — R be the weak derivative of k% : (0,4+00) — R, that is equal
a.e. to
{ 0 forO<h<r,

1
—(d+S)W for h > r.

Notice that k3 € WHH(R). We set
K@) [ [ (k080 = 0000 = killa =)

1Y (e =yl = - (W) = W) dy de

and we claim that

(A.2) lim ——~ =0.

t—0 ¢t

By the fundamental theorem of calculus, we have
[ (k0000 - 0.0 — k(e — D) dy s
E c
dr

[l oo S (- e ]
so that

m = 1 t LAY ) — (I)-,-(I) — (I)T(y) . 8(1)7 ) — 8@7
VR L teroe - e.n g0 =2m0 - (Fz) - Zmqy)
()l = oD = (Vo) — () dy dx} ar

Y|
1 O, () = Be(y) (00, 0P,
il o) (o @ W)

L[ wen@ - a.m)

— 83— o) L (0) — 90y e a
[t]
;/O /E'/C (f‘l'(xay) 7f0(33,y)) dy dLE dT7
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where in the last line for every 7 € R and for every (z,y) € R? x R? we have set

Frtan) = () (9,(2) = 0, D g = gm - (o) = )

Notice that (A.2) follows if we show that

(A.3) /E fr(z,y) dy dz — / fo(z,y) dy dx as T — 0.

By change of variable, we get
(A.4) / fr(z,y) dy dz
E(‘

= [ [ e )70 @0 e (@7 ). 9 () dy .
]Rd
Setting C(J) := sup,¢(o,1) [T P!, by (4.2), we have that

|fo(z, )| T (@) T2 ()X Ex e (07 (2), 27 (1))
< [C(D)Pfolz, y)|xEna (@ (%)) + XEnac (@) [XEena (@S (Y) + XEenac (y)]
< [CI)P | folz,y)lxa(@) + xe(@)][xay) + xEc(W)],

where the right hand side term is clearly in L'(R24). This fact together with (A.4)
and

T (@) T2 (y)xpxpe (P71 (1), 071 () = Xpxpe(2,y) ae. asT— 0,

yields by Lebesgue Dominated Convergence Theorem, (A.3) and, in turn, (A.2).
By (A 1) and (A.2), and using the divergence theorem, we obtain that

/ / (k2)’ —y|| §|~<w<x>—\v<y>>dydx

+/ /ckﬁ(|xfy|)(Div\IJ(z)+Div\Il(y))dy dz
//k fy|| §|~<w<x>w<y>>dydx
L= Lot 2=t
+/0Ek:<|x—y|w<x> ) A (@ }

+/U (k) (o — ) W(y) - f Ly

- [ ke = s w0 e 4 )]
= [ @) ve@) [ (cee) = xp)i (e o) dy a0

dtr

= [ Kz, E)¥(z)- vg(z) dHY (),

OF

whence (4.3) follows. O
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