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Abstract. This thesis is devoted to the study of structural properties
of non-smooth spaces with Ricci curvature bounded from below.
The first part concerns with the structure theory of RCD(K,N) spaces:
we prove the existence of the so-called essential dimension, along with
rectifiability properties of the regular set. This theory is a result of many
contributions [43,72,91,95,109,121], in our presentation we closely fol-
low the recent works [41,43].
The second part of this thesis deals with codimension-1 structures on
RCD(K,N) spaces. More precisely we study structural properties of
boundaries of sets with finite perimeter, generalising the celebrated De
Giorgi theory [65, 66] to this framework. This is based on the works
[7,40].
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Introduction

This thesis is devoted to the study of structural properties of metric measure spaces with
a synthetic notion of Ricci curvature bounded below. The results therein presented are part
of the work done by the author during his PhD studies. Other papers written during the
PhD studies and not completely related to this topic are summarized in the second part of
the introduction.

Non-smooth spaces with Ricci bounded below

In the last ten years the topic of synthetic Ricci curvature bounds has known a deep
and fast development. Aim of this introduction is to present motivations, a brief historical
account on this theory, and give an outline of the results contained in this work.

In the study of smooth Riemannian manifolds the Ricci tensor plays a fundamental role.
Lower bounds on the Ricci curvature have many important analytical and geometrical im-
plications such as volume and Laplacian comparisons [125, Chapter 6], parabolic Harnack
inequality [115] and Guassian bounds on the heat kernel, local Poincarè inequalities [44],
isoperimetric inequalities [96, Appendix C] [47], eigenvalue estimates [123], and many oth-
ers. Moreover, as a consequence of Gromov pre-compactness theorem [96, Theorem 5.3] and
a result [81] of K. Fukaya, one has that any sequence of n-dimensional Riemannian manifolds
with Ricci bounded below by K and diameter bounded by D converges, up to subsequence,
to a metric measure spaces (X, d,m) in the measured Gromov-Hausdorff topology. The re-
sulting spaces, called Ricci limits, are not Riemannian manifolds in general. Nevertheless,
the deep theory devoleped by J. Cheeger and T. Colding [50–53] in the 90’s ensures that
Ricci limits enjoy analytical and structural properties typical of smooth spaces with Ricci
tensor bounded below. With this results at hand it is natural to try to understand whether
a “synthetic notions of having Ricci curvature bounded below” does exist. The following
question was raised by J. Cheeger and T. Colding in [51, Appendix 2].

Calling synthetic a set of conditions defining a class of metric spaces without referring
to any notion of smoothness, can one provide a synthetic notion of having Ricci curvature
bounded below?

Despite its own theoretical interest, the study of Ricci limits and synthetic notions of
Ricci bounded below is motivated by potential applications in Riemannian geometry. For
instance, in the study of Ricci flow and other geometric flows, non-smooth limit spaces come
up naturally when the flow becomes singular. Another important example of application is
given by “almost rigidity results” for smooth manifolds via compactness arguments. These
statements are usually obtained building upon two ingredients: the pre-compactness of a
suitable family of manifolds in some topology (for instance n dimensional manifolds with
Ricci bounded below in the measured Gromov-Hausdorff topology) and the validity of the
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x INTRODUCTION

rigidity result for limit objects. Examples are the “almost splitting theorem” and the “almost
volume cone implies almost metric cone” which follow from the splitting theorem [50,84]
and the volume cone implies metric cone theorem [50,70] for non-smooth spaces. Let us
point out that both theorems can be proven also via direct estimates (Cf. [50]).

The compactness approach to “almost rigidity results” is an instance of a general way
of thinking which has important similarities with ideas coming from the field of functional
analysis. In order to get new information on Riemannian manifolds with Ricci bounded below
we identify them with points of an abstract metric space and we investigate its structure.
This is in perfect analogy with the study of Banach and Hilbert spaces of functions, that
in the last century has lead to striking applications in very classical fields like calculus of
variations and partial differential equations. Adopting this point of view several notions
of “generalized smooth functions” (e.g. Sobolev functions) come up naturally, and their
understanding often gives new insights on problems involving smooth objects. The same
phenomenon happens in the study of Riemannian manifold with Ricci bounded below and
motivates the study of Ricci limits and the search for a “synthetic notion of having Ricci
bounded below” in the non-smooth setting.

RCD(K,N) spaces. Given K ∈ R, and N ∈ [1,∞), RCD(K,N) metric measure spaces
are “Riemannian like” spaces with a synthetic notion of having Ricci curvature bounded
below by K and dimension bounded above by N . They provide a satisfactory answer to the
above presented question, originally raised by J. Cheeger and T. Colding.

Unlike Alexandrov spaces [45], which are metric spaces (X, d) with a synthetic notion
of sectional curvature bounded below, the RCD conditions should be seen as a property
coupling the measure and the distance.

The first step towards the RCD notion was given in the seminal and independent works
by Lott-Villani [116] and Sturm [135,136] introducing the curvature-dimension condition
CD(K,N) for metric measure spaces. This notion is formulated in terms of convexity-type
properties of suitable entropies along optimal transport paths. The relation between Ricci
curvature and convexity-type properties of entropies comes from work of Otto-Villani [124]
and Cordero-Erausquin-McCann-Schmuckenschläger [60]. They showed that, on Riemann-
ian manifolds, the Ricci curvature affects the convexity of certain entropy functionals along
an optimal transport path.

The CD(K,N) theory is consistent with the Alexandrov theory (Cf. Petrunin [127]) and
with the notion of having Ricci bounded below by K and dimension bounded above by N
proposed by Bakry-Émery [32] in the smooth Riemannian setting (as proved by Ambrosio,
Gigli, and Savaré in [18]). Moreover Ricci limit spaces are CD(K,N), being the latter stable
under measured Gromov-Hausdorff convergence.

The so-called reduced curvature dimension condition CD∗(K,N), which is weaker than
the CD(K,N) one, was introduced by Bacher and Sturm [31] to get around the lack of the
local-to-global property for CD(K,N) spaces. It has been a long standing question whether
the two notion does coincide. A positive answer for essentially non-branching spaces with
finite measure was given recently in [46].

Despite the consistency results stated above, the CD(K,N) class of metric measure spaces
is still too large to some extent. For instance, it includes smooth Finsler manifolds (see the
last theorem in [138]) which are known to not appear as Ricci limit spaces after [51]. To
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single out spaces with a Riemannian-like behaviour from this broader class, Ambrosio-Gigli-
Savaré introduced in [17] the RCD(K,∞) notion, adding the request of linearity of the
heat flow to the CD(K,∞) condition. The definition of RCD(K,N) metric measure spaces,
was proposed in [86] as a finite-dimensional counterpart to the RCD(K,∞) condition, and
provides especially a splitting theorem [84] similar to Cheeger-Gromoll’s original result [54].

In [17] it was shown that one of the equivalent formulations of RCD(K,∞) spaces is that
any probability measure with finite second moment is the starting point of an EVIK-gradient
flow of the entropy. This condition is known to imply K-convexity of the entropy along every
geodesic [64]. This along with the result of T. Rajala and T. Sturm in [131] shows that
RCD(K,N) spaces are essentially non-branching and therefore [46] applies guaranteeing the
equivalence between RCD(K,N) and RCD∗(K,N). Where the latter is defined adding to
the CD∗(K,N) condition the requirement of linearity of the heat flow.

Another crucial property of RCD spaces is the characterization via a weak version of
the Bochner inequality. In the infinite-dimensional case this equivalence was studied in
[18], then [77] established equivalence with the dimensional Bochner inequality for the class
RCD∗(K,N) (see also [25]).

We refer to Chapter 1 for a more detailed presentation of RCD spaces.

Structure theory. Given an arbitrary metric measure space, there is a well defined
notion of measured tangent space at a fixed point, as pointed measured Gromov-Hausdorff
limits of a sequence of rescalings of the starting space. In particular, in the case of an
RCD(K,N) metric measure space (X, d,m), we can define, for any 1 ≤ k ≤ N , the k-
dimensional regular set Rk to be the set of those x ∈ X such that x belongs to the support
of m and the tangent space of (X, d,m) at x is the k-dimensional Euclidean space. Better
said, x ∈ Rk if

(X, r−1d,mx
r , x)→ (Rk, dEucl, ckL

k, 0) as r ↓ 0,
where

mx
r :=

(∫
Br(x)

1− d(x, y)
r

dm(y)
)−1

m, ck :=
(∫

B1(0)
(1− |y|) dL k(y)

)−1

and the convergence is understood with respect to the pointed measured Gromov-Hasdorff
topology.

In Chapter 2 we outline the rectifiability result for RCD(K,N) spaces [72,91,95,109,
121], ensuring that regular sets Rk are (m, k)-rectifiable,

m

X \ [N ]⋃
k=1
Rk

 = 0

and the restriction of the reference measure m to Rk is absolutely continuous with respect
to the k-dimensional Hausdorff measure Hk.

Our presentation closely follows the recent paper [40] written by the author in collabo-
ration with E. Pasqualetto and D. Semola, where a simpler approach compared to [121], to
the rectifiability of RCD spaces, via δ-splitting maps, is pursued.

In Chapter 3 we present the so-called constancy of the dimension theorem for RCD(K,N)
spaces, proved by the author in collaboration with D. Semola in [43]. This theorem says
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that, given an RCD(K,N) metric measure space (X, d,m), it holds m(Rk) = 0 for any
k 6= n ∈ [1, N ], where n is called essential dimension of X.

The analogous statement in the setting of Ricci limits was proved by T. Colding and A.
Naber [58] in 2012 closing a conjecture of J. Cheeger and T. Colding that has been open for
twelve years.

The most important ingredient in the proof of the constancy of the dimension theorem
for RCD(K,N) spaces is a new quantitative estimate for flows associated to Sobolev vector
fields. It is known since the works [27,93] that flows associated to Sobolev vector fields exist
and act “almost transitively”, in a suitable measure theoretic sense, on X. In particular,
assuming by contradiction the existence of m < n such that m(Rn) > 0 and m(Rm) > 0, we
can bring a portion of positive m-measure of Rn to Rm by means of a flow map associated
to a Sobolev vector field. Therefore, a strong enough regularity result for these flow maps
(for instance an approximate bi-Lipschitz regularity would suffice) would give the sought
conclusion.

The approximate bi-Lipschitz regularity for flow maps associated to Sobolev vector fields
is a reasonable property, and in the Euclidean setting holds true as a consequence of Crippa-
DeLellis’ estimates [63].

In the joint work with D. Semola [42], we obtain a first result in this regard proving
the analogue of Crippa-DeLellis’ estimates in the setting of Ahlfors regular RCD(K,N)
spaces. Even though this class of spaces is quite wide (it includes non-collapsed Ricci limits
and Alexandrov spaces), it is still too restrictive for applications to the constancy of the
dimension. In order to cover collapsed spaces it is of fundamental importance to get rid of
the Ahlfors regularity assumption in the regularity statement. To do so we change completely
point of view: we measure the approximate Lipschitz regularity of flows by means of a (quasi)-
distance defined in terms of the Green function of the Laplacian. We refer to Section 1 for
further details on this regularity result. Eventually in Section 2 we conclude the proof of the
constancy of the dimension theorem.

Theory of sets with finite perimeter. At this stage of development of the theory
we have reached a good understanding of the structure of RCD(K,N) spaces up to measure
zero sets. It is therefore natural to try to push the theory by further studying codimension-1
structures like boundaries of sets of finite perimeter.

This line of research, which the author has pursued in [7] with L. Ambrosio and D.
Semola, and in [40] with E. Pasqualetto and D. Semola, has lead to the complete general-
ization of De Giorgi’s theory to the setting of RCD spaces, along with a new rigidity result
Theorem 4.4 and a new integration by parts formula.

Let us recall that a set E ⊂ Rd is said to be of finite perimeter if DχE (the distributional
derivative of the characteristic function of E) is a finite Borel measure. De Giorgi introduced
the notions of reduced boundary FE and generalized exterior normal νE of E as measure the-
oretic generalizations of the topological boundary and the exterior normal. He then proved
that, for E ⊂ Rd of finite perimeter, FE is (d− 1)-rectifiable and |DχE| = H d−1 FE.

A crucial step in the proof of De Giorgi’s theorem was the blow-up analysis establishing
that the sequence of rescaled spaces

(
E−x
r

)
r∈(0,1)

converges in L1
loc to the Euclidean half space

orthogonal to νE(x) for any x ∈ FE.
Trying to study the blow up of sets with finite perimeter on RCD(K,N) spaces one

has several difficulties to overcome. The first one is that, neither the definition of reduced
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boundary nor the one of generalized exterior normal can be easily extended to this setting,
since the tangent bundle of the ambient space may be defined just up to negligible sets. This
is a manifestation of the non-smoothness of the ambient space.

In Chapter 4, we present the analysis of blow-ups first obtained in [7]. The approach
therein introduced is based on rigidities in functional inequalities. We establish a new
principle: at |DχE|-a.e. point any blow-up of E satisfies the equality in the Bakry-Émery
inequality with exponent p = 1.

This, along with the characterization of equality cases in the Bakry-Émery inequality
(Cf. Theorem 4.4), and an iterated tangent theorem in the spirit of Preiss, leads to the proof
of the existence of tangent half-spaces at |DχE|-a.e. point.

Aiming at concluding De Giorgi’s analysis, in Chapter 5 we show uniqueness of tangents
as well as rectifiability of reduced boundary of sets with finite perimeter on RCD spaces.

The strategy of proof builds upon several ingredients. The first one is a Gauss-Green for-
mula tailored for RCD(K,N) spaces, where the exterior normal to the set of finite perimeter
E is obtained as an element of the newly defined tangent module L2

|DχE |(TX). This func-
tional space is a variant of the tangent module L2(TX) introduced by Gigli in [87] and its
axiomatization comes from the theory developed in [67]. The Hilbertianity of L2

|DχE |(TX)
allows us to prove strong approximation results for the exterior normal of E, that turn out
to be crucial in the proof of boundary rectifiability.

The second crucial ingredient is the notion of δ-splitting map, δ-orthogonal to the unit
normal of E, which allows to control both the geometry of the ambient space and that of the
reduced boundary. An important technical point is that the combination of δ-orthogonality
and δ-splitting is suitable for propagation at many locations and any scale with maximal
function arguments.

Lusin’s approximation result on infinite dimensional spaces

The class of RCD(K,∞) metric measure structures has been thoroughly studied in the
last ten years, and nowadays it is well understood from the analytical point of view. Never-
theless, nothing is known regarding the fine structure of this spaces. It is an interesting and
completely open question whether infinite dimensional spaces with Ricci curvature bounded
below admit a rectifiable structure, in some generalised sense. The first difficulty one meets
approaching this problem is the lack of compactness of RCD(K,∞) spaces, with respect
to the pmGH topology. In particular it is unclear whether tangent cones to a given point
exist; this seems to be a hard obstacle to get around when trying to adapt the techniques
developed in the previous chapters to study structural properties of RCD(K,N) spaces.

In the last chapter of this thesis we present an analytical result regarding approximation
of Sobolev maps by means of Lipschitz ones in the setting of RCD(K,∞) spaces. Although
it does not give any structural result we believe that it is a very first step toward a structure
theory for this class of spaces. Indeed, as the analysis performed in the previous chapters
shows, Sobolev functions play an important role in building good parametrizations of the
space, and the fact that they are Lipschitz on big sets helps in showing rectifiability results.
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Other papers

In this second part of the introduction we give a short summary of the additional research
made during the PhD studies. We briefly report the results obtained and we refer to the
original papers for a more complete treatment of the problem and the relevant literature.

Singular set and boundary of RCD spaces. Since the first works concerning Ricci
limits [51–53] in the 90’s, the study of the singularities of these spaces has been of great
interest.

Let us denote by S := X \∪kRk the collection of singular points of an RCD(K,N) space
X, i.e. the points having a non-Euclidean space in the tangent cone. When restricting the
attention to non-collapsed spaces [71] ((X, d,m) is said to be a non-collapsed RCD(K,N)
space if m = H N), one can stratify S according to the number of “symmetries” of tangent
cones. Precisely, for k ∈ [0, N ] we say that x ∈ Sk if no tangent space of (X, d,m) at x splits
off isometrically a factor Rk+1.

By means of topological arguments, Cheeger and Colding in [51] proved that, for any
non-collapsed Ricci limit space (X, d,H N), one has SN−1 = ∅. This corresponds to the
rough statement “non-collapsed limits of manifolds with Ricci uniformly bounded below
have no boundary points”. While, concerning Sk for k ≤ N − 2, Cheeger and Colding have
shown that the Hausdorff dimension is smaller than or equal to k. Their proof, based on the
reduction of the dimension argument, has been made quantitative by Cheeger and Naber in
[56], exploiting deep ideas coming from quantitative differentiation.

In the work [29] in collaboration with G. Antonelli and D. Semola, we have adapted the
argument by Cheeger and Naber to the setting of RCD spaces, developing all the needed tools
such as the “almost volume cone implies almost metric cone” and “almost cone splitting”
theorem.

Let us begin by introducing the quantitative stratification, that is built separating points
according to the number of symmetries of balls of a definite size at any point.
Definition 0.1. For any η > 0 and any 0 < r < 1, define the kth-effective stratum Skη,r by

Skη,r := {y |dGH(Bs(y), Bs ((0, z∗))) ≥ ηs for all Rk+1 × C(Z) and all r ≤ s ≤ 1},

where Bs ((0, z∗)) denotes the ball in Rk+1 × C(Z) centered at (0, z∗) with radius s.
Notice that on a smooth Riemannian manifold the strata Sk are all empty, instead the

effective strata Skη,r are non trivial in general. Moreover the singular strata can be recovered
from the effective ones by means of

Sk =
⋃
η

⋂
r

Skη,r.

Let us now state the main result of [29].
Theorem 0.2. Given K ∈ R, N ∈ [2,∞), an integer k ∈ [0, N) and v, η > 0, there exists
a constant c(K,N, v, η) > 0 such that if (X, d,HN) is a non-collapsed RCD(K,N) m.m.s.
satisfying

(1) HN(B1(x))
VK,N(1) ≥ v ∀x ∈ X,
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where VK,N is defined in (1.14), then, for all x ∈ X and 0 < r < 1/2, it holds

HN(Skη,r ∩B1/2(x)) ≤ c(K,N, v, η)rN−k−η.

It is not difficult to see that Theorem 0.2 implies the Hausdorff dimension estimate
dimH(Sk) ≤ k, proven in [71]. Another interesting outcome is a bound of the r-enlargement
of the boundary of non-collapsed RCD(K,N) spaces. In [71] the authors have proposed a
definition of boundary ∂X of a non-collapsed RCD(K,N) m.m.s. X as

∂X := closure of SN−1 \ SN−2.

Corollary 0.3. Given K ∈ R, N ∈ [2,∞) and v, η > 0, there exist c(K,N, v, η) > 0 and
r(K,N) > 0 such that, if (X, d,HN) is a RCD(K,N) m.m.s. satisfying (1), then, for all
x ∈ X and 0 < r < r(K,N), it holds

HN(Tr(∂X) ∩B1/2(x)) ≤ c(K,N, v, η)r1−η.

Where Tr(E) := ∪x∈EBr(x) denotes the r-enlargement of E ⊂ X.

Lipschitz and Whitney type extension theorem. In this section we briefly outline
the results of the author [34] in collaboration with S. Di Marino and F. Strà. It concerns
the study of the Lipschitz extensions in metric measure spaces. More precisely we consider
the extension problem Lip(X;Z)→ Lip(Y ;Z) where X ⊂ Y is a closed subset of a complete
metric space (Y, d) and Z is a Banach space, under hypotheses just on the space X alone
and not on the ambient space Y .

We give two new and very simple proofs of the celebrated result of Lee and Naor.
Theorem 0.4 ([112]). Let X ⊂ (Y, d) be a doubling metric space with doubling constant
λX , and let Z be a Banach space. Then there is an extension T : Lip(X;Z) → Lip(Y ;Z)
such that

Lip(Tf) ≤ C log(λX) Lip(f) ∀f ∈ Lip(X;Z),

where C is a universal constant.
Our approach is based on the notion of random projection, given in terms of optimal

transportation distances, introduced by Ambrosio and Puglisi. We then give a C1-extension
result for infinite dimensional Banach spaces in the spirit of Whitney’s extension theorem.
Theorem 0.5. Let Y be a Banach space whose norm belongs to C1(Y \ {0}) and let X ⊂ Y
be a closed subset with doubling constant λ. Given two continuous functions f : X → R and
L : X → Y ∗, define the remainder

R(x, y) = f(y)− f(x)− Lx(y − x) for x, y ∈ X, x 6= y

and assume that the function

(x, y) 7→ R(x, y)
|y − x|

can be extended to a continuous function on X×X that takes the value 0 where y = x. Then
there exists an extension f̃ ∈ C1(Y ) such that df̃x = Lx for all x ∈ X.

Moreover, the extension operator (f, L) 7→ f̃ is linear.
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DiPerna-Lions-Ambrosio theory. In the last thirty years, a big interest has grown
on the study of the transport equation
(Tr) ∂tu(t, x) + b(t, x) · ∇u(t, x) = 0 with t ∈ [0, T ], x ∈ Rd

and the ODE problem

(ODE) d
dtX(t, x) = b(t,X(t, x)), X(0, x) = x

under mild regularity assumptions on the velocity field b.
Apart from the theoretical importance of such an investigation, the main motivation

comes from the study of many nonlinear PDEs of the mathematical physics such as systems
of conservation laws, the Euler equation, the Navier-Stokes equation, the Vlasov-Poisson
equation, and many others.

Two pioneering contributions to this topic are [5,76], where it has been proved the well-
posedness in L∞([0, T ]×Rd) for (Tr) and the existence and uniqueness of regular Lagrangian
flows assuming the Sobolev and BV regularity of the velocity field and the L∞-bound of the
divergence. The regular Lagrangian flow is a suitable selection of trajectories of the related
ODE satisfying additional compressibility properties:
Definition 0.6. The map X : [0, T ] × Rd → Rd is said to be a regular Lagrangian flow
associated to a velocity field b : [0, T ]× Rd → Rd if it satisfies:

(i) for L d-a.e. x ∈ Rd the curve t→ X(t, x) solves (ODE);
(ii) X(t, ·)∗L d ≤ LL d for any t ∈ [0, T ].
A long-standing open question is whether the uniqueness of the regular Lagrangian flow

is a corollary of the uniqueness of the trajectory of the ODE for L d-a.e. initial datum. A
recent result of Crippa-Caravenna [62] gives a positive answer in the case of W 1,p velocity
fields with p > d and bounded divergence. In [33] the author in collaboration with M.
Colombo and C. De Lellis has given a complete answer to the question above by showing
that L d-a.e. uniqueness of trajectories does not hold for W 1,p velocity fields with p < d.
Theorem 0.7. For every d ≥ 2, p < d, s < ∞ and every T > 0 there is a divergence-free
vector field b ∈ C([0, T ],W 1,p(Td,Rd)∩Ls) such that the following holds for every Borel map
v with b = v L d+1-a.e.: there is a measurable A ⊆ Td with positive Lebesgue measure such
that for every x ∈ A there are at least two integral curves of v starting at x.

The proof builds upon Ambrosio’s superposition principle and a new ill-posedness result
for positive solutions of the transport equation (Tr).
Theorem 0.8. Let d ≥ 2, q ∈ (1,∞), p ∈ [1,∞] be such that

1
p

+ 1
q
> 1 + 1

d

and denote by q′ the dual exponent of q, i.e. 1
q

+ 1
q′

= 1. Then for every T > 0 there
exists a divergence-free vector field b ∈ C([0, T ],W 1,p(Td,Rd) ∩ Lq′) and a nonconstant u ∈
C([0, T ], Lq(T)) such that (Tr) holds with initial data u(0, ·) = 1 and for which u ≥ c0 for
some positive constant c0.

Theorem 0.8 is based on a convex integration type scheme introduced by C. De Lellis and
L. Székelyhidi [68], [69] in the study of Euler equation and recently adapted to the setting
of linear transport equations by Modena and Székelyhidi [120].
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In the second part of [33] we introduce a new class of asymmetric Lusin-Lipschitz inequal-
ities and use them to prove the uniqueness of positive solutions of the transport equation in
an integrability range which goes beyond the DiPerna-Lions theory [76].

At the quantitative level there are important differences between smooth and non-smooth
framework. On the one hand it is well-known that solutions to the transport equation and
ODE flows inherit the Lipschitz regularity from the velocity field. But, on the other hand,
recent examples [1,104] show instantaneous loss of Sobolev regularity when the vector field
is Sobolev regular. More precisely, one can build a Sobolev vector field and a solution to the
transport equation that is smooth at time t = 0 but does not belong to any Sobolev space,
even of fractional order, at any time t > 0.

These new phenomena give rise to two natural questions that the author has investigated
in collaboration with Q.-H. Nguyen:

(i) Does some propagation of regularity survive?
(ii) What is the minimal regularity property on the velocity field that guarantees a

propagation of Sobolev regularity?
In the work [35] we give a satisfactory answer to the first question, proving sharp regu-

larity results in the scale of log-Sobolev spaces.
Theorem 0.9. Let b ∈ L1([0, T ],W 1,p(Rd,Rd)) with p > 1 and ‖div b‖L∞ ≤ L. Then∫

B1/3

∫
Rd

|ut(x+ h)− ut(x)|2
|h|d log(1/|h|)1−p dx dh .p,d,L

(∫ t

0
‖∇bs‖Lp ds

)p
+ C(u0, p),

where u ∈ L∞t,x is a solution to (Tr) with ‖u‖L∞ = 1.
For any p ≥ 1, there exist b ∈ L1([0, T ],W 1,p(Rd,Rd)) and u0 ∈ W 1,d(Rd) ∩ L∞, such

that ∫
B1/3

∫
Rd

|ut(x+ h)− ut(x)|2
|h|d log(1/|h|)1−q dx dh =∞, ∀t > 0, ∀q > p,

where u ∈ L∞ solves (Tr).
The positive part of this theorem generalizes the result in [113] using completely different

techniques. Our approach is Lagrangian in spirit and exploits a variant of the strategy
introduced by Crippa and De Lellis in [63], as well as an abstract lemma relating two different
notions of having a “logarithm of the derivative” in Lp. In [37] we further investigate the
topic of log-Sobolev spaces proving Sobolev embeddings, approximation results in the sense
of Lusin, and interpolation inequalities. The counterexample in Theorem 0.9 is obtained
following the strategy in [1].

In the work [36] we answer the question (ii), proving that a sought condition is the
exponential integrability of the gradient of the velocity field b.

Under this assumption, we prove a propagation of regularity result in Sobolev spaces
whose regularity index coarsens with time. It is worth remarking that this kind of propaga-
tion has been observed several time by different authors in the study of transport equations
with “almost” Lipschitz drift and nonlinear equations of the fluid mechanics. We then show,
by means of three different examples, that the exponential integrability of ∇b cannot be
relaxed significantly in order to hope for some propagation of Sobolev regularity. We even-
tually give an application to the study of Yudovich solutions of the 2-D Euler equation with
initial vorticity in fractional Sobolev spaces.



xviii INTRODUCTION

Advection-diffusion equation and enhanced dissipation. In the work [38], written
in collaboration with Q.-H. Nguyen, we have studied advection diffusion equations associated
to incompressible Sobolev velocity fields. More precisely, given a divergence free vector field
b ∈ L1([0, T ],W 1,p(Td,Rd)), for p > 1, and an initial datum u0 ∈ L∞(Td) we consider the
Cauchy problem associated to the advection-diffusion equation

(Eν)

∂tu
ν + b · ∇uν − ν∆uν = 0 on Td × (0, T ]

uν(0, x) = u0(x),

above, ν > 0 is a constant molecular diffusivity.
Recent developments in the topic of dissipation enhancement by mixing [59, 61] have

shown that, very often, solutions to (Eν) dissipate the energy ‖uνt ‖L2 faster than e−νt, the
rate at which the heat equation dissipates energy. More rigorously, we give the following
definition.
Definition 0.10. Let r : (0, ν0)→ (0, 1) be an increasing function satisfying

lim
ν→0

ν

r(ν) = 0.

We say that a divergence free vector field b is diffusion enhancing of rate r(ν), if for any
ν ∈ (0, ν0) there exists tν > 0 such that

‖uνt ‖
2
L2 ≤ Ce−r(ν)t ‖u0‖2

L2 for every t ≥ tν , and u0 ∈ W 1,2.

The constant C > 0 above depends only on b.
It is nowadays well known that, at least in the setting of smooth velocity fields, mixing

in the diffusion free case is a responsible of diffusion enhancing [59,61]. The picture is less
clear in the non-smooth setting, where very few and highly non-optimal results are available.
Other important open questions in the field regard the study of upper bounds on the diffusion
enhancing rate and lower bounds on L2 norms of solutions to (Eν).

Aiming at better understanding these questions, the key quantity to study is the energy
dissipation rate

2ν
∫ t

0
‖∇uνs‖

2
L2 ds = ‖u0‖2

L2 − ‖uνt ‖
2
L2 .

In the Sobolev setting we have proven the following “almost” sharp estimate.
Theorem 0.11. Let b ∈ L∞([0, T ],W 1,p(Td,Rd)) be a divergence free vector field for some
p > 2. Any solution uν to (Eν) with u0 ∈ W 1,2(Td) ∩ L∞ satisfies

ν
∫ t

0
‖∇uνs‖

2
L2 ds ≤ C(‖u0‖2

W 1,2 + ‖u0‖2
L∞)

νt+
tp ‖∇b‖pL∞t Lpx + 1

log
(

1
νt

+ 2
)p−1

 ∀ t ≥ 0,

where C = C(p, d). In particular, for any t > 0, we have

ν
∫ t

0
‖∇uνs‖

2
L2 ds ≤ C log(1/ν)−p+1 for every ν ∈ (0, 1/5).

Here C = C(p, d, t, ‖u0‖2
W 1,2 + ‖u0‖2

L∞ , ‖∇b‖L∞t Lpx) > 0.
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Moreover, for any p > 2 there exist a divergence free b ∈ L∞([0, 1],W 1,p(Td,Rd)) and
u0 ∈ W 1,2(Td) ∩ L∞ such that

lim sup
ν→0

log(1/ν)r ν
∫ 1

0
‖∇uνs‖

2
L2 ds =∞

for any r > p (p−1)
p−2 .

Key tools employed in the proof of Theorem 0.11 are a propagation of regularity re-
sult related to Theorem 0.9, and a new theorem connecting the energy dissipation rate to
regularity estimates for transport equations.

Theorem 0.11 has important applications to the study of upper bounds on the enhancing
dissipation rate, lower bounds on the L2 norm of the density and quantitative vanishing
viscosity estimates. Let us just present one of them referring to the original paper [38] for
precise statements and more explanations.
Corollary 0.12. Let b ∈ L∞([0,∞),W 1,p(Td,Rd)) be a divergence free vector field for some
p > 2. Given u0 ∈ W 1,2(Td) ∩ L∞, if there exists r : (0, ν0) → (0,∞) for some 0 < ν0 < 1,
which satisfies

‖uνt ‖
2
L2 ≤ e−r(ν)t ‖u0‖2

L2 for any t > 1/ν0 and ν ∈ (0, ν0),
then

lim sup
ν↓0

r(ν)
log(1/ν)−

p−1
p

<∞.

In other words the upper bound on the enhancing dissipation rate r(ν) ≤ O(log(1/ν)−
p−1
p )

holds in the Sobolev setting.

Maximal characterization of Sobolev functions among BV ones. In the short
note [39], written in collaboration with Q.-H. Nguyen and G. Stefani, we give a charateri-
zation of W 1,1 functions among BV ones by means of the weighted sharp maximal function.
Theorem 0.13. Let f ∈ BV (Rd). Set

Af(x) := sup
r>0

1
r
−
∫
B(x,r)

|f − (f)x,r| dy ∈ [0,∞].

Then
lim inf
λ→∞

λL d
(
{x ∈ Rd : Af(x) > λ}

)
&d |Dsf |(Rd),

where |Dsf |(Rd) denotes the total variation of the singular part of Df .
In particular, f ∈ W 1,1(Rd) if and only if

lim inf
λ→∞

λL d
(
{x ∈ Rd : Af(x) > λ}

)
= 0.

We then show that a quantitative approach for the study of well-posedness for ODEs
with W 1,1 coefficients, developed by Crippa-DeLellis and Jabin, cannot be further extended
to the case of BV velocity fields.





CHAPTER 1

Preliminaries

In this thesis we are concerned with metric measure spaces (X, d,m) where (X, d) is a
complete and separable metric space, while m ≥ 0 is a Borel measure on X that is finite
on balls. Given x ∈ X we denote by Br(x) = {y ∈ X : d(y, x) < r} and Br(x) =
{y ∈ X : d(y, x) ≤ r} the open and closed balls respectively, by Cbs(X) the space of
bounded continuous real valued functions with bounded support, by Lipbs(X) ⊂ Cbs(X)
the subspace of Lipschitz functions. We shall adopt the notation Cb(X) and Lipb(X) for
bounded continuous and bounded Lipschitz functions respectively. For any f ∈ Lip(X) we
shall denote by Lip f its global Lipschitz constant. The space of locally Lipschitz functions
is denoted by Liploc(X).

The Borel σ-algebra is denoted by B(X). We shall denote by M (X) the space of signed
Borel measures with finite total variation on X and by M +(X),M +

loc(X),P(X) the spaces
of nonnegative finite Borel measures, nonnegative measures finite on bounded subsets of
X and probability measures, respectively. We will denote by suppm the support of any
m ∈M +

loc(X).
We will use the standard notation Lp(X,m), Lploc(X,m) for the Lp spaces, whenever m

is nonnegative, and L n,H n for the n-dimensional Lebesgue measure on Rn and the n-
dimensional Hausdorff measure on a metric space, respectively. We shall denote by ωn the
Lebesgue measure of the unit ball in Rn. Given a measure µ and a Borel set E we use the
notation µ E(A) := µ(A ∩ E) to indicate the restriction measure.

Below we list two useful lemmas. The proof of the first one, based on Cavalieri’s formula,
can be found for instance in [18, Lemma 3.3] (notice that since we are assuming that µ and
all µn are probability measures, weak convergence in duality w.r.t. Cbs(Z) and w.r.t. Cb(Z)
are equivalent).
Lemma 1.1. Let (Z, dZ) be a complete and separable metric space. Let (µn) ⊂ P(Z) be
weakly converging in duality with Cbs(Z) to µ ∈P(Z) and let fn be uniformly bounded Borel
functions such that

(1.1) lim sup
n→∞

fn(zn) ≤ f(z) whenever suppµn 3 zn → z ∈ suppµ,

for some Borel function f . Then

lim sup
n→∞

∫
Z
fn dµn ≤

∫
Z
f dµ.

Remark 1.2. If (Z, dZ) is proper, fn and f are continuous, and µn have uniformly bounded
supports, then the uniform bound from above for fn is a direct consequence of (1.1).

The proof of Lemma 1.1 can be easily adapted to the case when we need to estimate the
liminf of

∫
Z fn dµn.

1
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Lemma 1.3. Let (Z, dZ) be a complete and separable metric space. Let (µn) be a sequence of
nonnegative Borel measures on Z finite on bounded sets and assume that µn weakly converge
to µ in duality w.r.t. Cbs(Z). Let (fn) and f be nonnegative Borel functions on Z such that

(1.2) f(z) ≤ lim inf
n→∞

fn(zn) whenever suppµn 3 zn → z ∈ suppµ.

Then ∫
f dµ ≤ lim inf

n→∞

∫
fn dµn.

1. Calculus tools on metric measure spaces

Given a Lipschitz function f : X → R, we will denote by lip(f) : X → [0,∞) its slope,
which is the function defined as

lip(f)(x) := lim sup
y→x

∣∣∣f(x)− f(y)
∣∣∣

d(x, y) for every accumulation point x ∈ X

and lip(f)(x) := 0 elsewhere. Let us now present a brief discussion about Sobolev functions
and Sobolev spaces over an arbitrary metric measure space, referring to [15,16,87] and [9]
(see also the beautiful [6] paper) for a more detailed discussion about this topic.

1.1. Sobolev space H1,p. Following [48], we define the Sobolev space H1,p(X, d,m).
Definition 1.4. For 1 < p <∞ we set

H1,p(X, d,m) :=
{
f ∈ Lp(X,m)

∣∣∣ Chp(f) <∞
}
,

where the Cheeger energy Chp : Lp(X,m) → [0,∞] is the convex, lower semicontinuous
functional

(1.3) Chp(f) := inf
{

lim inf
n→∞

∫
lip(fn)p dm

∣∣∣∣∣ (fn)n ⊆ Lp ∩ Lipb(X) lim
n→∞

‖fn − f‖Lp(m) = 0
}
.

It holds that H1,p(X, d,m) is a Banach space if endowed with the norm ‖ · ‖H1,p(X,d,m),
given by

‖f‖pH1,p(X,d,m) := ‖f‖pLp(m) + Chp(f).
It is worth noticing that H1,p(X, d,m) is dense in Lp(X,m).

Given any f ∈ H1,p(X, d,m), by looking at the optimal approximating sequence in (1.3),
one can select a canonical object |∇f |p ∈ Lp(m) – called the minimal relaxed slope of f – for
which Chp(f) admits the integral representation

Chp(f) =
∫
|∇f |pp dm.

Moreover, the minimal relaxed slope is strongly local, meaning that
(1.4) |∇f |p = |∇g|p m-a.e. on {f = g} for any f, g ∈ H1,p(X, d,m).
This, combined with the integral representation property, ensures that |∇f |p is unique as
class of Lp-equivalent functions.

We further introduce, following [10], the space of functions of bounded variation.
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Definition 1.5. For any f ∈ L1(X,m) and for any open set A ⊂ X we introduce the relaxed
total variation of f over X by

|Df | (A) := inf
{

lim inf
n→∞

∫
A

lip(fn) dm
∣∣∣ fn ∈ Liploc(A), fn → f in L1(A,m)

}
.

Moreover let BV(X, d,m) := {f ∈ L1(X,m) : |Df | (X) <∞} be the space of functions with
bounded variation on (X, d,m).

It is proved in [119] that, for any f ∈ BV(X, d,m), the map A 7→ |Df | (A) is the
restriction to open sets of a finite Borel measure, for which we keep the same notation.
Definition 1.6. Let H1,1(X, d,m) be the space of functions f ∈ BV(X, d,m) with the fol-
lowing property: there exists |∇f |1 ∈ L1(X,m) such that |Df | = |∇f |1 m.

The spaceH1,1(X, d,m) endowed with the norm ‖f‖H1,1 := ‖f‖L1 +‖|∇f |1‖L1 is a Banach
space.

1.1.1. Locally Sobolev functions. It is useful to talk about locally Sobolev functions in
the abstract framework of metric measure spaces. It can be done building upon the strong
locality property (1.4).

For every 1 < p < ∞, we define H1,p
loc (X, d,m) as the space of those f ∈ Lploc(X,m)

such that fη ∈ H1,p(X, d,m) for every η ∈ Lipbs(X). Using the strong locality property of
the minimal relaxed gradient it is possible to define |∇f |p ∈ Lploc(X,m), which retains the
same strong locality property, for every f ∈ H1,p

loc (X, d,m). In an analogous way one can
define the space H1,1

loc (X, d,m), exploiting the strong locality of the relaxed gradient |∇f |1
for f ∈ H1,1(X, d,m).

1.1.2. Sobolev spaces on open sets. Given any open set Ω ⊆ X, we denote by Lipbs(Ω)
the family of all Lipschitz functions f : Ω → R whose support is bounded and satisfies
dist

(
spt(f), X \ Ω

)
> 0.

Definition 1.7. We define H1,p
loc (Ω, d,m) as the space of all those f ∈ Lploc(X,m) such that

ηf ∈ H1,p(X, d,m) holds for every η ∈ Lipbs(Ω).
We define H1,p

0 (Ω, d,m) considering the closure of Lipbs(Ω) in H1,p(X, d,m).
Thanks to the locality property of the minimal relaxed slope, it makes sense to define

|∇f |p ∈ Lploc(X,m) as

|∇f |p :=
∣∣∣∇(ηf)

∣∣∣
p
m-a.e. on {η = 1}, for any η ∈ Lipbs(Ω).

Finally, we define H1,p(Ω, d,m) as the space of all f ∈ H1,p
loc (Ω, d,m) such that f, |∇f |p ∈

Lp(X,m).

1.2. The Sobolev class S2(X, d,m). Another way to characterize Sobolev functions
on the Euclidean space Rn is to require that for almost any line γ in Rn the curve f ◦ γ is
absolutely continuous. In this subsection we present a similar characterization in the setting
of metric measure spaces.

The notion of “almost every line” can be given by introducing the concept of test plan
(Cf. [16, Section 5]).

Let us start by introducing the class of absolutely continuous curves over (X, d):

AC([0, 1], X) :=
{
γ ∈ C([0, 1], X)| ∃g ∈ L1(0, 1) s.t. d(γ(t), γ(s)) ≤

∫ t

s
g(r) dr, s < t

}
.
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Notice that in the Euclidean setting AC coincides with the classical class of absolutely
continuous curves.

The next result shows that absolutely continuous curves on metric spaces have a weak
notion of velocity.
Theorem 1.8 (Metric derivative). For any γ ∈ AC([0, 1], X) there exists |γ′| ∈ L1(0, 1),
called metric derivative, such that

lim
h→0

d(γ(t+ h), γ(t))
|h|

= |γ′|(t) for L -a.e. t ∈ (0, 1)

and
d(γ(t), γ(s)) ≤

∫ t

s
|γ′|(r) dr for any s < t.

Definition 1.9 (Test plan). A probability measure π ∈P(C([0, 1], X)) is said to be a test
plan if it is concentrated on AC([0, 1], X) and satisfies∫ 1

0

∫
|γ′|2(s) dπ(γ) ds <∞,

(et)∗π ≤ Cm for any t ∈ [0, 1],
for some C > 0, where et(γ) := γ(t) is the evaluation map.
Definition 1.10. The Sobolev class S2(X, d,m) is by definition the set of u ∈ L2(X,m) such
that ∫

|u(γ(1))− u(γ(0))| dπ ≤
∫ ∫ 1

0
G(γ(s))|γ′|(s) ds dπ(γ) for any test plan π,

for some function G ∈ L2(X,m). Any such G is called weak upper gradient.
For any u ∈ S2(X, d,m) there exists a unique (up to m-negligible sets) minimal in the

m-a.e. sense weak upper gradient, denoted by |∇f |∗ (see [16, Definition 5.1]).
The next result, taken from [16], ensures that the Sobolev classes S2, H1,2 do coincide.

Theorem 1.11 (Relaxed and weak upper gradients coincide). Let (X, d,m) be a metric
measure space with σ-finite measure. Then S2(X, d,m) = H1,2(X, d,m) and

|∇f |2 = |∇f |∗ m-a.e., for any f ∈ S2(X, d,m).

1.3. Infinitesimal Hilbertian spaces. In the Euclidean space Rn equipped with the
Hilbertian norm | · |2 and the Lebesgue measure L n the 2-Cheeger energy Ch2(f) coincides
with the Dirichlet energy

∫
|∇f |2 dx for any f ∈ H1,2(Rn). In particular Ch2 is a quadratic

form and H1,2(Rn) is a Hilbert space. Simple examples shows that this is not the case
in general. Consider for instance (Rn, | · |q,L n) where |x|qq := |x1|q + . . . + |xn|q for x =
(x1, . . . , xn). It is easily seen that Ch2(f) =

∫
|∇f |2q′ dx where q′ is the conjugate exponent

of q, i.e. 1
q

+ 1
q′

= 1. In particular for q 6= 2 Ch2(f) is not quadratic.
The next definition is due to Nicola Gigli.

Definition 1.12. A metric measure space (X, d,m) is said to be infinitesimally Hilbertian
if H1,2(X, d,m) is a Hilbert space.

On infinitesimally Hilbertian spaces we can adopt the point of view of the well-established
theory of Dirichlet form [82, 117]. It has been indeed proven in [17, 86] that, under the
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infinitesimally Hilbertian assumption, the function

∇f1 · ∇f2 := lim
ε→0

|∇(f1 + εf2)|22 − |∇f1|22
2ε

defines a symmetric bilinear form on H1,2(X, d,m)×H1,2(X, d,m) with values into L1(X,m).
Moreover

E(f1, f2) := 1
2

∫
∇f1 · ∇f2 dm

defines a strongly local Dirichlet form with domain H1,2(X, d,m) ⊂ L2(X,m) and carré du
champ Γ(f1, f2) := ∇f1 · ∇f2.

It is possible to define the Laplacian operator ∆ : D(∆) ⊂ L2(X,m) → L2(X,m) in the
following way.
Definition 1.13. Let D(∆) be the set of those f ∈ H1,2(X, d,m) such that, for some h ∈
L2(X,m), one has

(1.5)
∫
∇f · ∇g dm = −

∫
hg dm ∀g ∈ H1,2(X, d,m)

and in that case we put ∆f = h since h is uniquely determined by (1.5).
It is easy to check that the definition is well-posed and that the Laplacian is linear

(because Ch2 is a quadratic form).
More generally, we say that f ∈ H1,2

loc (X, d,m) is in the domain of the measure valued
Laplacian, and we write f ∈ D(∆), if there exists a Radon measure µ on X such that, for
every g ∈ Lip(X) with bounded support, it holds∫

g dµ = −
∫
∇f · ∇g dm.

In this case we write ∆f := µ. If moreover ∆f � m with L2
loc density we denote by ∆f the

unique function in L2
loc(X,m) such that ∆f = ∆fm and we write f ∈ Dloc(∆).

Let us now define the Laplacian operator on open subsets Ω ⊂ X.
Definition 1.14. A function f ∈ H1,2(Ω, d,m) belongs to D(∆,Ω) if there exists g ∈
L2(Ω,m) satisfying∫

Ω
∇f · ∇h dm = −

∫
Ω
f g dm for any h ∈ H1,2

0 (Ω, d,m).

With a slight abuse of notation we write ∆f = g in Ω.
It is easily seen that, if f ∈ D(∆,Ω) and η ∈ Lipbs(Ω, d) ∩D(∆), ∆η ∈ L∞(X,m) then

ηf ∈ D(∆).

1.4. Heat flow. The heat flow Pt is defined as the L2(X,m)-gradient flow of 1
2Ch2. Its

existence and uniqueness follow from the Komura-Brezis theory which is briefly outlined
below.

Let (H, 〈 , 〉) be a Hilbert space and F : H → [0,∞] be a convex and lower semicontinuous
function. We denote by D(F ) := {x ∈ H | F (x) <∞} its finiteness domain.

In the classical theory of gradient flows, the Komura-Brezis theorem ensures that, for any
starting point x ∈ D(F ), there exists a unique absolutely continuous curve (x(t))t>0 ⊂ H
such that limt→0 |x(t)− x| = 0 and
(1.6) x′(t) ∈ −∂F (x(t)) for L 1-a.e. t > 0
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where ∂F denotes the sub-differential of F
(1.7) ∂F (x) := {p ∈ H |f(y) ≥ f(x) + 〈p, y − x〉 ∀y ∈ H}.
The curve (x(t))t>0 is called gradient flow of F starting from x.

Being 1
2Ch2 lower semicontinuous and convex, and D(1

2Ch2) = H1,2(X, d,m) = L2(X,m)
we can apply the Komura-Brezis theory to get a family of maps

Pt : L2(X,m)→ L2(X,m) for any t ≥ 0
such that (Ptu)t>0 := (ut)t>0 is the gradient flow of 1

2Ch2 starting from u ∈ L2(X,m).
When (X, d,m) is infinitesimally Hilbertian (Definition 1.12) the heat flow provides a

linear, continuous and self-adjoint contraction semigroup in L2(X,m). It can equivalently
be characterized by saying that for any u ∈ L2(X,m) the curve t 7→ Ptu ∈ L2(X,m) is locally
absolutely continuous in (0,∞) and satisfies

(1.8) d
dtPtu = ∆Ptu for L 1-a.e. t ∈ (0,∞), lim

t↓0
Ptu = u in L2(X,m).

This is a consequence of the identity

∂
1
2Ch2(f) :=

{{∆f} whenever f ∈ D(∆)
∅ otherwise.

We recall the following regularization properties of Pt, ensured by the theory of gradient
flows and maximal monotone operators:

(1.9) ‖Ptf‖L2 ≤ ‖f‖L2 , Ch2(Ptf) ≤ ‖f‖
2
L2

2t and ‖∆Ptf‖L2 ≤
‖f‖L2

t
,

for any t > 0 and for any f ∈ L2(X,m).
Let us finally mention that Pt extends to a linear, continuous and mass preserving oper-

ator, still denoted by Pt , in all the Lp spaces for 1 ≤ p <∞.

2. Curvature-dimension condition via optimal transport

Let us start by recalling some notions of optimal transport theory. We refer to [137,
Chapter 7], [138, Chapter 6] for more details.

Given a complete and separable metric space (X, d) we denote by P(X) the class of
Borel probability measures and by P2(X) the subclass of those with finite second moment.
Definition 1.15. For µ0, µ1 ∈ P2(X) the quadratic Wasserstein distance W2(µ0, µ1) is
defined by

W 2
2 (µ0, µ1) := inf

π

∫
X×X

d2(x, y) dπ(x, y),

where the infimum runs over all π ∈P(X ×X) with µ0 and µ1 as the first and the second
marginal, i.e. π(A×X) = µ0(A) and π(X × A) = µ1(A) for any Borel subset A ⊂ X.

A very important tool in optimal transport and metric geometry is the duality formula
1
2W

2
2 (µ0, µ1) = sup

{∫
Q1f dµ1 −

∫
f dµ0

∣∣∣ f ∈ Lipb(X, d)
}

where

(1.10) Qtf(x) := inf
y∈X

{
f(y) + d2(x, y)

2t

}
for any (x, t) ∈ X × (0,∞),
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denotes the so-called Hopf-Lax semigroup (see [9, 15] for a detailed discussion about its
properties).

The Wassertein space (P2(X),W2) is a metric space that inherits many geometrical
properties of (X, d). Before discussing them let us give a definition.
Definition 1.16. Let (X, d) a metric spaces. A curve γ : [0, 1]→ X is said to be a (constant
speed minimizing) d-geodesic if

d(γ(t), γ(s)) = |t− s|d(γ(1), γ(0)) for any s, t ∈ [0, 1].

We denote by Geo(X) the space of d-geodesics on (X, d), parametrized on [0, 1], endowed
with the sup distance.

A metric space (X, d) is said to be a geodesic space if for any x, y ∈ X there exists
γ ∈ Geo(X) such that γ(0) = x and γ(1) = y. If (X, d) is a geodesic space (P2(X),W2) is a
geodesic space as well. Moreover, it turns out that any W2-geodesic µt ∈ Geo(P2(X)) can
be lifted to a measure Π ∈ P(Geo(X)), that we shall call optimal geodesic plan, in such a
way that (et)∗Π = µt for any t ∈ [0, 1]. Here we denoted by et : Geo(X)→ X the evaluation
map defined by et(γ) := γ(t). We refer to [12, Theorem 2.10] for more details.

2.1. CD condition. The curvature-dimension condition CD(K,N) is a notion of having
Ricci curvature bounded below by K and dimension bounded above by N for metric measure
spaces. Its introduction dates back to the seminal and independent works [116] and [135,
136].

Before presenting the CD notion we give a motivating result due to D. Cordero-Erausquin,
R. McCann and M. Schmuckenschläger [60, Theorem 6.2] and K.-T. Sturm and, M.-K. Von
Renesse [132, Theorem 0.1].
Theorem 1.17. Let (M, g) be a smooth Riemannian manifold endowed with the canonical
Riemannian distance dg and volume measure mg. Then the following properties are equiva-
lent:

(i) Ricg ≥ K,
(ii) let µ0, µ1 ∈P2(M) be absolutely continuous with respect to mg. For anyW2-geodesic

(µt)t∈[0,1] connecting µ0 and µ1 it holds

Entmg(µ(1−λ)s+λt) ≤ (1− λ)Entmg(µs) + λEntmg(µt)−K
λ(1− λ)

2 W 2
2 (µs, µt)

for any 0 ≤ s ≤ t ≤ 1 and λ ∈ [0, 1]. Here

(1.11) Entmg(µ) :=


∫
ρ log ρ dmg if µ = ρmg ∈P2(M)
∞ otherwise.

denotes the Shannon entropy relative to mg.
In other words, on smooth manifolds, the lower bound on the Ricci curvature is equivalent

to the K-convexity of the Shannon Entropy. Notice that the condition (ii) does not require
any smooth structure to be introduced. This motivates the next definition due to K.-T.
Sturm.
Definition 1.18 (Curvature bound). Let (X, d,m) be a complete and separable metric mea-
sure space satisfying the volume growth condition: for some x ∈ X there exist c0 and c1
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positive such that
(1.12) m(Br(x)) ≤ c0e

c1r2 for every r > 0.
For any K ∈ R, we say that (X, d,m) is a CD(K,∞) space if for any µ0, µ1 ∈ P2(X),
absolutely continuous with respect to m, there exists a W2-geodesic (µt)t∈[0,1] such that

Entm(µt) ≤ (1− t)Entm(µ0) + tEntm(µ1)−Kt(1− t)
2 W 2

2 (µ0, µ1)

for any 0 ≤ t ≤ 1.
The volume growth condition (1.12) ensures that Entm(µ) is well defined for any µ ∈

P2(X). The CD(K,∞) encodes the lower bound on the Ricci curvature, in order to in-
troduce an upper bound on the dimension we need to replace the Shannon Entropy with a
so-called Rényi entropy

SNm (µ) =

−
∫
ρ1− 1

N dm if µ = ρmg ∈P(X)
∞ otherwise.

In this presentation we closely follow [31].
Definition 1.19 (Curvature dimension bounds). Let K ∈ R and 1 ≤ N <∞. We say that
a m.m.s. (X, d,m) is a CD(K,N) space if, for any µ0, µ1 ∈ P(X) absolutely continuous
w.r.t. m with bounded support, there exists an optimal geodesic plan Π ∈P(Geo(X)) such
that for any t ∈ [0, 1] and for any N ′ ≥ N we have

SN ′m (µt)

≤ −
∫ {

τ
(1−t)
K,N ′ (d(γ(0), γ(1)))ρ−

1
N′

0 (γ(0)) + τ
(t)
K,N ′(d(γ(0), γ(1)))ρ−

1
N′

1 (γ(1))
}

dΠ(γ),

where (et)∗Π = ρtm, µ0 = ρ0m, µ1 = ρ1m and the distortion coefficients τ tK,N(·) are defined
as follows. First we define the coefficients [0, 1]× [0,∞) 3 (t, θ) 7→ σ

(t)
K,N(θ) by

σ
(t)
K,N(θ) :=



∞ if Kθ2 ≥ Nπ2,
sin(tθ
√
K/N)

sin(θ
√
K/N)

if 0 < θ < Nπ2,

t if Kθ2 = 0,
sinh(tθ

√
K/N)

sinh(θ
√
K/N)

if Kθ2 < 0,

then we set τ (t)
K,N(θ) := t1/Nσ

(t)
K,N−1(θ)1−1/N .

Notice that the CD(0, N) condition is equivalent to convexity of Rényi’s entropy along
a W2-geodesic for every choice of the end points among probabilities measures absolutely
continuous w.r.t. m.

2.2. Bishop-Gromov inequality and doubling property. A very important geo-
metric property of CD(K,N) metric measure spaces is the Bishop-Gromov inequality (see
[136,138] for a more detailed discussion). That is to say

(1.13) m(B(x,R))
m(B(x, r)) ≤

VK,N(R)
VK,N(r) ,
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for any 0 < r < R and for any x ∈ X, where

(1.14) VK,N(r) :=



∫ r

0
sin(t

√
K/(N − 1))N−1 dt if K > 0,

rN if K = 0,∫ r

0
sinh(t

√
−K/(N − 1))N−1 dt if K < 0,

stands for the volume of the ball of radius r in the model space for the curvature-dimension
condition CD(K,N).

When K ≥ 0, (1.13) implies that (X, d,m) is doubling with doubling constant 2N , i.e.

(1.15) m(B(x, 2r)) ≤ 2Nm(B(x, r)) for any x ∈ X and for any r > 0.

In the case of a possibly negative lower Ricci curvature bound we can achieve the weaker
conclusion that (X, d,m) is locally uniformly doubling, that is to say, for any R > 0 there
exists CR > 0 such that

(1.16) m(B(x, 2r)) ≤ CRm(B(x, r)) for any x ∈ X and for any 0 < r < R.

As a consequence of (1.16), any CD(K,N) m.m.s. is proper.
2.2.1. Maximal function. We recall that, when the space (X, d,m) is doubling, the max-

imal operator

(1.17) Mf(x) := sup
r>0
−
∫
B(x,r)

|f(z)| dm(z), ∀x ∈ suppm,

where
−
∫
B(x,r)

f(z) dm(z) := 1
m(B(x, r))

∫
B(x,r)

f(z) dm(z),

is bounded from Lp(X,m) into itself for any 1 < p ≤ ∞. However if X satisfies only the local
doubling condition (1.16) the following local version of this fact holds. Let us fix 1 < p ≤ ∞
and a compact set P ⊂ X. Then, there exists a constant C > 0, depending only on the
diameter of P and the local doubling constant of the space, such that for every f ∈ Lp(X,m)
with supp f ⊂ P , it holds

(1.18) ‖Mf‖Lp(P ) ≤ C ‖f‖Lp(X) .

2.3. Local Poincaré inequality. The local Poincaré inequality is a very important
analytic tool in the study of metric measure spaces (see for instance [102], [48], [98]). In
the setting of CD spaces its validity has been proven by T. Rajala [129].
Theorem 1.20. Any CD(K,N) space, with N <∞, supports the weak local (1, 1)-Poincaré
inequality

(1.19) −
∫
B
|f − fB| dm ≤ C(N)re

√
2(N−1)K−r−

∫
2B

lip(f) dm for any f ∈ Lipbs(X)

where B ⊂ X is any ball of radius r, fB := −
∫
B f dm, and K− is the negative part of K.

Remark 1.21. Let 1 < p <∞. From (1.19) and Definition 1.7 we get

−
∫
B
|f − fB| dm ≤ C(N)re

√
2(N−1)K−r

(
−
∫

2B
|∇f |pp dm

)1/p
for any f ∈ H1,p(2B, d,m).
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While for p = 1, (1.19) and Definition 1.5 imply∫
B
|f − fB| dm ≤ C(N)re

√
2(N−1)K−r|Df |(2B) for any f ∈ BV(X, d,m).

In particular CD(K,N) spaces support the (1, p)-Poincaré inequality according to Defi-
nition 1.67.

3. Riemannian curvature-dimension condition

The just introduced CD notion does not rule out purely Finslerian structures, as the
following result due to D. Cordero-Erausquin, K.T.-Sturm and C. Villani, shows. We refer
to [138, p. 912 ] for its proof.
Example 1.22. Let N ∈ N be positive. The space (RN , | · |∞,L N) is a CD(0, N) space.
Here |x|∞ := max{|x1|, . . . , |xN |} denotes the ∞-norm.

In order to single out Riemannian structures among possible Finslerian ones the notion
of RCD(K,N) m.m.s. was proposed in [86] (see also [25, 77]), as a finite dimensional
counterpart to RCD(K,∞) m.m. spaces which were introduced and firstly studied in [17]
(see also [13], dealing with the case of σ-finite reference measures).
Definition 1.23. We say that a metric measure space (X, d,m) satisfies the Riemannian
CD(K,N) condition (it is an RCD(K,N) m.m.s. for short) for some K ∈ R and 1 ≤ N <∞
if it is a CD(K,N) m.m.s. and the Banach space H1,2(X, d,m) is Hilbert.

Notice that, if (X, d,m) is an RCD(K,N) m.m.s., then so is (suppm, d,m), hence in the
following we will always tacitly assume that suppm = X.

Let us point out that, in the last few years, many results have been proven for spaces satis-
fying the so-called reduced curvature dimension condition CD∗(K,N) or reduced Riemannian
curvature-dimension condition RCD∗(K,N), which were known to have better localization
and tensorization properties since the work [31]. However, one of the main consequences of
the recent work [46] is that the classes of RCD∗(K,N) and RCD(K,N) spaces do actually
coincide provided m(X) <∞.

In Proposition 1.24 below we collect some results concerning the improved regularity
of W2-geodesics on RCD(K,N) metric measure spaces. The results are mainly taken from
[83–85,130].
Proposition 1.24. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 < N <
∞. Let µ0, µ1 ∈ P2(X) be absolutely continuous w.r.t. m, with bounded densities and
bounded supports. Then:

(i) there exists a unique W2-geodesic (µt)t∈[0,1] joining µ0 and µ1. Moreover, it holds
µt ≤ Cm for any t ∈ [0, 1] for some C > 0;

(ii) letting ρt be the density of µt w.r.t. m, it holds that, for any t ∈ [0, 1] and for any
sequence (tk)k∈N converging to t, there exists a subsequence (tnk)k∈N such that

ρtnk → ρt m-a.e. as k →∞.

3.1. Consequences of the RCD condition on the first order Sobolev calculus.
On RCD(K,∞) spaces the minimal relaxed slope |∇f |p is independent of p, for any 1 < p <

∞. More precisely in [90] the authors proved the following.
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Theorem 1.25. Let (X, d,m) be an RCD(K,∞) spaces with K ∈ R. For any p, q ∈ (1,∞),
if f ∈ H1,p

loc (X, d,m) satisfies |∇f |p ∈ Lq(X,m), then

f ∈ H1,q
loc (X, d,m) and |∇f |p = |∇f |q m-a.e..

Moreover when (X, d) is proper the same conclusion holds for p = 1 and/or q = 1.
The second conclusion of Theorem 1.25 can be applied to RCD(K,N) spaces since, as

we have already remarked, they are proper.
The next deep identification result was first proven by J. Cheeger in the seminal paper

[48] in the context of metric measure spaces satisfying doubling and Poincaré inequalities.
We refer to [9, Theorem 8.4] for the present formulation and for a different proof. We remark
that Theorem 1.26 applies in particular to RCD(K,N) spaces since, they are locally doubling
(see (1.16) above) and satisfy a local Poincaré inequality (see Section 2.3).
Theorem 1.26. Let (X, d,m) be a m.m.s. with m doubling, suppm = X and supporting a
weak (1, p)-Poincaré inequality for some 1 < p < ∞ (see Definition 1.67). Then, for any
f ∈ H1,p(X, d,m) ∩ Liploc(X), it holds lip(f) = |∇f |p m-a.e. on X.

3.2. Heat flow on RCD spaces. The infinitesimally Hilbertian condition (see (1.12))
implies that the heat semigroup Pt is linear for any t ≥ 0. In [13,17] it has been proved
that, for RCD(K,∞) metric measure spaces, the dual semigroup P ∗t : P2(X) →P2(X) of
Pt, defined by ∫

f dP ∗t µ :=
∫
Ptf dµ ∀µ ∈P2(X), ∀f ∈ Lipb(X),

is well-defined, maps probability measures into probability measures absolutely continuous
w.r.t. m, and is K-contractive, i.e.

W2(P ∗t µ, P ∗t µ) ≤ e−tKW2(µ, ν) for any µ, ν ∈P2(X) and t ≥ 0.
Then, for any t > 0, we can introduce the so called heat kernel pt : X ×X → [0,∞) by

pt(x, ·)m := P ∗t δx.

From now on, for any f ∈ L∞(X,m) we will denote by Ptf the pointwise representative
defined by

Ptf(x) =
∫
f(y)pt(x, y) dm(y) for any x ∈ X.

Since RCD(K,N) spaces are locally doubling, as we have already remarked, and they
satisfy a local Poincaré inequality the general theory of Dirichlet forms as developed in [134]
guarantees that we can find a locally Hölder continuous representative of p onX×X×(0,∞).

Moreover in [106] the following finer properties of the heat kernel over RCD(K,N) spaces,
have been proved. There exist constants C1 > 1 and c ≥ 0 such that
(1.20)

1
C1m(B(x,

√
t))

exp
{
−d2(x, y)

3t − ct
}
≤ pt(x, y) ≤ C1

m(B(x,
√
t))

exp
{
−d2(x, y)

5t + ct

}
for any x, y ∈ X and for any t > 0. Moreover it holds

(1.21) |∇pt(x, ·)| (y) ≤ C1√
tm(B(x,

√
t))

exp
{
−d2(x, y)

5t + ct

}
for m-a.e. y ∈ X,
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for any t > 0 and for any x ∈ X. In (1.20) and (1.21) one can take c = 0 whenever (X, d,m)
is an RCD(0, N) metric measure space.

Let us now present three fundamental regularizing properties of the heat semigroup on
RCD(K,∞) spaces referring again to [13,17] for the proofs of these results.

(i) Bakry-Émery contraction estimate:

(1.22) |∇Ptf |2 ≤ e−2KtPt |∇f |2 m-a.e., for any t > 0 and f ∈ H1,2(X, d,m).

This contraction estimate can be generalized to the whole range of exponents 1 <
p <∞, let us focus on the strongest one, the inequality relative to p = 1, which has
been proven in [90] assuming that (X, d) is proper.

(1.23) |DPtf | ≤ e−KtP ∗t |Df | m-a.e., for any t > 0 and f ∈ BV(X, d,m).

(ii) L∞ − Lip regularization of the heat flow: for any f ∈ L∞(X,m), we have Ptf ∈
Lip(X) with

(1.24)
√

2I2K(t) Lip(Ptf) ≤ ‖f‖L∞ , for any t > 0,

where IL(t) :=
∫ t

0 e
Lr dr and Lip(Ptf) denotes the Lipschitz constant of Ptf .

(iii) Sobolev to Lipschitz property: for any f ∈ H1,2(X, d,m) it holds

(1.25) |∇f | ∈ L∞(X,m) =⇒ Lip(f) ≤ ‖∇f‖∞
up to modifying f on a m-negligible set.

The local version of the Sobolev to Lipschitz property reads as follows. Any
f ∈ H1,2

loc (X, d,m) with |∇f | ∈ L∞(B(x, 2r),m) for some x ∈ X and r > 0, admits
a Lipschitz representative f̄ in B(x, r) such that Lip

(
f̄|B(x,r)

)
≤ ‖∇f‖L∞(B(x,2r),m).

3.3. Bochner inequality. RCD spaces can be studied both from the Lagrangian point
of view, the one developed so far, and the Eulerian point of view which we are going to
describe in this section. The latter is based on the Γ-calculus and aims at characterized
these spaces via Bochner inequality.

In the infinite dimensional case this equivalence was studied in [17], then [77] established
equivalence with the dimensional Bochner inequality for the so-called class RCD∗(K,N) (see
also [24]). Equivalence between RCD∗(K,N) and RCD(K,N) has been eventually achieved
in [46].

Let us start by recalling the Bochner inequality in the smooth setting. We consider
(M, g) a Riemannian manifold, for any f ∈ C∞c (M) it holds

(1.26) 1
2∆|∇f |2 −∇f · ∇(∆f) = |Hess(f)|2 + Ric(∇f,∇f),

where ∆ is the Laplace-Beltrami operator and |Hess(f)| denotes the Hilbert-Schmidt norm
of Hess(f). Observe now that, when Ricg ≥ K, (1.26) gives the inequality

(1.27) 1
2∆|∇f |2 −∇f · ∇(∆f) ≥ K|∇f |2 ∀f ∈ C∞c (M).

Moreover it is not difficult to see that the validity of (1.27) implies in turn the lower bound
Ricg ≥ K.
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If now we take into account both the lower bound on the Ricci curvature, Ricg ≥ K and
the upper bound on the dimension dimM ≤ N , from (1.26) we can deduce

(1.28) 1
2∆|∇f |2 −∇f · ∇(∆f) ≥ (∆f)2

N
+K|∇f |2 ∀f ∈ C∞c (M),

where we have used the inequality

|Hess(f)|2 ≥ (∆f)2

dimM
≥ (∆f)2

N
.

Again, it is simple to verify that if (1.28) holds then Ricg ≥ K and dimM ≤ N . In
other words the curvature-dimension condition is equivalent to the validity of the Bochner
inequality (1.28) over smooth Riemannian manifolds. Let us now present a similar result for
non-smooth spaces.
Theorem 1.27. Let K ∈ R and N ∈ N ∪ {∞}. A metric measure space (X, d,m) is
RCD(K,N) if and only if the following condition hold:

(i) there exist c1, c2 > 0 such that m(Br(x)) ≤ c1e
c2r2 for some x ∈ X and every r > 0;

(ii) the Sobolev-to-Lipschitz property (1.25);
(iii) the Bochner inequality

(1.29) 1
2∆|∇f |2 −∇f · ∇(∆f) ≥ (∆f)2

N
+K|∇f |2

holds in the distributional sense for any f ∈ D(∆)∩L∞(X,m) with ∆f ∈ L∞(X,m).
We refer to [77] for the proof of this result, pointing out that it has been originally proven

for the RCD∗ class, and after [46] we know that it coincides with the RCD class (actually
the equivalence has been proven under the additional assumption m(X) < ∞, but due to
the local nature of the argument, it is thought that the equivalence holds in full generality).

4. Measured Gromov-Hausdorff convergence and stability results

We dedicate this section to an overview of the subject of convergence and stability for
Sobolev functions defined on converging sequences of metric measure spaces. The main
references for this part are [92] and [19,20].
Definition 1.28. A sequence {(Xi, di,mi, xi)}i∈N of pointed m.m.s. is said to converge in
the pmGH topology to (Y, %, µ, y) if there exist a complete separable metric space (Z, dZ)
and isometric embeddings

Ψi : (suppmi, di)→ (Z, dZ) ∀i ∈ N,
Ψ : (suppµ, %)→ (Z, dZ),

such that for every ε > 0 and R > 0 there exists i0 such that for every i > i0

Ψ(BY
R (y)) ⊂ [Ψi(BXi

R (xi))]ε, Ψi(BXi
R (xi)) ⊂ [Ψ(BY

R (y))]ε,
where [A]ε := {z ∈ Z : dZ(z, A) < ε} for every A ⊂ Z. Moreover (Ψi)∗mi ⇀ Ψ∗µ, where
the convergence is understood in duality with Cbs(Z).

In the case of a sequence of uniformly locally doubling m.m.s. (Xi, di,mi, xi) (as in
the case of RCD(K,N) spaces), the pointed measured Gromov-Hausdorff convergence to
(Y, %, µ, y) can be equivalently characterized asking for the existence of a proper metric
space (Z, dZ) such that all the metric spaces (Xi, di) are isometrically embedded into (Z, dZ),
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xi → y and mi ⇀ µ in duality with Cbs(Z). This is the so called extrinsic approach, that we
shall adopt in the rest of this thesis.
Remark 1.29. It is clear from Definition 1.28 that the notion of pmGH convergence re-
gards equivalence classes of pointed metric measure spaces modulo isomorphism. Here
(X1, d1,m1, x1) is said to be isomorphic to (X2, d2,m2, x2) if there exists an isometry Ψ :
(suppm1, d1)→ (suppm2, d2) such that Ψ(x1) = x2 and Ψ∗m1 = m2.

It is useful to introduce a distance on the space of equivalence classes of pointed metric
measure spaces, which is denoted by dpmGH, that induces the pmGH topology. We refer to
[92] for more details on its definition.

4.1. Stability results for RCD spaces. In this section we provide stability and com-
pactness results related to the CD(K,N) and RCD(K,N) condition for K ∈ R and N ∈
[1,∞].

Let us start by presenting the stability result for RCD spaces, which will play a central
role in the sequel. We refer to [17,92] for its proof.
Theorem 1.30. Let K ∈ R and N ∈ [1,∞] be fixed. If a sequence ((Xn, dn,mn, xn))n∈N of
RCD(Kn, Nn) pointed m.m.s. converge to (Y, %, µ, y) in the pmGH topology, and Kn → K
and Nn → N , then (Y, %, µ, y) is an RCD(K,N) metric measure space.

Let us remark in passing that the same statement of Theorem 1.30 holds replacing
RCD(K,N) with CD(K,N) (Cf. [92,116,136]). Nevertheless the stability of RCD spaces is
not an easy consequence of the one for CD spaces since the infinitesimally Hilbertian assump-
tion is not stable in general. This is actually not surprising since it is a first order notion.
The crucial point in Theorem 1.30 is that, when the infinitesimally Hilbertian condition is
combined with the CD assumption then the resulting notion is stable.

The compactness of the classes of CD(K,N) and RCD(K,N) spaces is related to the
local doubling property.
Definition 1.31. We say that a family of metric measure spaces {(Xn, dn,mn)}n∈N is uni-
formly locally doubling if there exists a nondecreasing function C : [0,∞) → [0,∞) such
that for any R > 0 it holds

mn(B2r(xn)) ≤ C(R)mn(Br(xn)) for any xn ∈ Xn, r ∈ (0, R) and n ∈ N.
We say that a pointed metric measure space (X, d,m, x) is normalized if∫

B1(x)
(1− d(x, y)) dm(y) = 1.

Sequence of normalized uniformly locally doubling m.m.s. are precompact in the pmGH
topology. It can be shown by the standard argument of Gromov: the measures are uni-
formly doubling, hence balls of given radius around the reference points are uniformly totally
bounded and thus compact in the GH-topology. Then weak compactness of the measures
follows using the doubling condition again and the fact that they are normalized.

Since, as we have already observed in (1.16), CD(K,N) spaces are uniformly locally
doubling when N <∞, we conclude that they are precompact in the pmGH topology (and
therefore compact in view of Theorem 1.30.
Theorem 1.32. Let K ∈ R and N ∈ [1,∞) be fixed. Any sequence ((Xn, dn,mn, xn))n∈N of
normalized CD(K,N) m.m.s. admits a convergent subsequence in the pmGH topology.
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4.2. Convergence of functions defined on varying spaces. This section aims at
studying convergence results for sequence of functions defined on varying spaces.

From now until the end of the section we always assume that (Xi, di,mi) are RCD(K,N)
metric measure spaces for any i ∈ N.
Definition 1.33. Let (Xi, di,mi, xi) be pointed m.m.s. converging in the pmGH topology
to (Y, %, µ, y) and let fi : Xi → R, f : Y → R. Assume the convergence to be realized into a
common metric space (Z, dZ) as above. Then we say that fi → f pointwise if fi(xi)→ f(x)
for every sequence of points xi ∈ Xi such that xi → x in Z. If moreover for every ε > 0
there exists δ > 0 such that |fi(xi)− f(x)| ≤ ε for every i ≥ δ−1 and every xi ∈ Xi, x ∈ Y
with dZ(xi, x) ≤ δ, then we say that fi → f uniformly.

The next proposition is a version of the Ascoli–Arzelà compactness theorem. We omit
the proof, that can be obtained arguing as in the case of a fixed space.
Proposition 1.34. Let (Xi, di,mi, xi) and (Y, ρ, µ, y) be as above and R > 0, L > 0 fixed.
Then, for any sequence of equi-continuous functions fi : BR(xi)→ R, with supi

∣∣∣fi(xi)∣∣∣ <∞
there exists a subsequence that converges uniformly to some function f : BR(y)→ R.
Remark 1.35. If the sequence (fi) in Proposition 1.34 is uniformly L-Lipschitz, then the
limit function is L-Lipschitz too. Moreover it is not difficult to see (Cf. [21, Proposition
3.2]) that sequences of equi-continuous, uniformly bounded functions converge also in the
weak/strong L2 sense, according to the definitions below.

We recall below the notions of convergence in Lp and Sobolev spaces for functions defined
over converging sequences of metric measure spaces. We will be concerned only with the
cases p = 2 and p = 1 in the rest of the thesis. We refer again to [19,92] for a more general
treatment and the proofs of the results we state below.
Definition 1.36. We say that fi ∈ L2(Xi,mi) converge in L2-weak to f ∈ L2(Y, µ) if
fimi ⇀ fµ in duality with Cbs(Z) and supi ‖fi‖L2(Xi,mi) <∞.
We say that fi ∈ L2(Xi,mi) converge in L2-strong to f ∈ L2(Y, µ) if fimi ⇀ fµ in duality
with Cbs(Z) and limi ‖fi‖L2(Xi,mi) = ‖f‖L2(Y,µ).
Definition 1.37. We say that fi ∈ H1,2(Xi, di,mi) are weakly convergent to f ∈ H1,2(Y, %, µ)
if they converge in L2-weak and supi Chi(fi) < ∞. Strong H1,2-converge is defined asking
that fi converge to f in L2-strong and limi Chi(fi) = Ch(f).

Let us present the notions of L1-strong and BV-strong convergence for sequences of
functions fi : Xi → R, as introduced in [19].
Definition 1.38. We say that a sequence (fi) ⊂ L1(Xi,mi) converges L1-strongly to f ∈
L1(Y, µ) if

σ ◦ fimi ⇀ σ ◦ fµ and
∫
Xi
|fi| dmi →

∫
Y
|f | dµ,

where σ(z) := sign(z)
√
|z| and the weak convergence is understood in duality with Cbs(Z).

Equivalently, if σ ◦ fi L2-strongly converge to σ ◦ f .
We say that fi ∈ BV(Xi,mi) converge in energy in BV to f ∈ BV(Y, µ) if fi converge

L1-strongly to f and

lim
i→∞
|Dfi|(Xi) = |Df |(Y ).
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Remark 1.39. The presence of the function σ in the definition of L1-strong convergence is
necessary due to the lack of reflexivity of L1. Indeed the counterpart of Definition 1.36 in
the case p = 1 is easily seen to be not equivalent to convergence in L1 norm when all the
spaces coincide.

The following useful stability result is part of [19, Proposition 3.3].
Proposition 1.40. Let p ∈ {1, 2}. If fi ∈ Lp(Xi,mi) converge in Lp-strong to f ∈ Lp(Y, µ)
then ϕ ◦ fi converge to ϕ ◦ f in Lp-strong for any ϕ ∈ Lip(R) such that ϕ(0) = 0. In
particular, if gi are uniformly bounded in L∞ and L1-strongly convergent to g then

lim
i→∞
‖gi‖Lp(Xi,mi) = ‖g‖Lp(Y,µ) .

Moreover,
(i) For any fi, gi ∈ Lp(Xi,mi) such that fi → f ∈ Lp(Y, µ) and gi → g ∈ Lp(Y, µ)

strongly in Lp one has fi + gi → f + g strongly in Lp.
(ii) If fi → f and gi → g in L2-strong then figi → fg in L1-strong.
(ii) If fi → f in L1-strong and supi∈N ‖fi‖L∞(Xi,mi) <∞ then ‖fi‖L2(Xi,mi) → ‖f‖L2(Y,µ).

In particular fi → f in L2-strong.
The following localized lower semicontinuity result is taken from [19, Lemma 5.8].

Proposition 1.41. Let fi ∈ H1,2(Xi, di,mi) be weakly converging in H1,2 to f ∈ H1,2(Y, %, µ).
Then

lim inf
i→∞

∫
Z
g |∇fi| dmi ≥

∫
Z
g |∇f | dµ, for any nonnegative g ∈ Lipbs(Z).

Below we quote a compactness criterion borrowed from [92, Theorem 6.3] (see also [19,
Theorem 7.4]).
Theorem 1.42. Let fi ∈ H1,2(Xi, di,mi) be such that

sup
i

{∫
Z
|fi|2 dmi + Chi(fi)

}
<∞

and

lim
R→∞

lim sup
i→∞

∫
Z\BR(z̄)

|fi|2 dmi = 0,

for some (and thus for all) z̄ ∈ Z. Then (fi) has a L2-strongly convergent subsequence to
f ∈ H1,2(Y, %, µ).

Next we pass to a stability/compactness criterion in H1,2. The two statements below are
taken from [19, Corollary 5.5], [19, Theorem 5.7].
Proposition 1.43. (a) If fi ∈ H1,2(Xi, di,mi), fi ∈ D(∆i) converge in L2-strong to f

and ∆ifi are uniformly bounded in L2, then f ∈ D(∆), ∆ifi converge in L2-weak to
∆f and fi converge in H1,2-strong to f ;

(b) for all t > 0, P i
t fi converge in H1,2-strong to Ptf whenever fi converge in L2-strong

to f .
Theorem 1.44. Let vi, wi ∈ H1,2(Xi, di,mi) be strongly convergent in H1,2 to, respectively,
v, w ∈ H1,2(Y, %, µ). Then ∇vi · ∇wi converge L1-strongly to ∇v · ∇w.
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4.2.1. Stability/compactness for functions defined on balls. Let us now introduce the
notion of local H1,2-convergence.
Definition 1.45. We say that fi ∈ H1,2(BR(xi), di,mi) are weakly convergent in H1,2 to
f ∈ H1,2(BR(y), %, µ) on BR(y) if fi are L2-weakly (or L2-strongly, equivalently) to f on
BR(y) with supi∈N ‖fi‖H1,2 <∞. Strong convergence in H1,2 on BR(y) is defined by requiring

lim
i→∞

∫
BR(xi)

|∇fi|2 dmi =
∫
BR(y)

|∇f |2 dµ.

Let us now collect results from [20] that will play a role in this thesis.
Lemma 1.46 ([20, Lemma 2.10]). For any f ∈ Lipbs(BR(y), %) there exist fi ∈ Lipc(BR(xi))
satisfying

sup
i∈N
‖|∇fi|‖L∞(Xi,mi) <∞

and strongly convergent to f in H1,2.
Theorem 1.47 ([20, Theorem 4.4]). Let fi ∈ D(∆, BR(xi)) with

sup
i∈N

∫
BR(xi)

(|fi|2 + |∇fi|2 + (∆fi)2) dmi <∞,

and let f be an L2-strong limit function of fi on BR(y). Then:
(i) f ∈ D(∆, BR(y));
(ii) ∆fi → ∆f on BR(y) weakly in L2;
(iii) |∇fi|2 → |∇f |2 on Br(y) strongly in L1 for any r < R.

Proposition 1.48 ([20, Corollary 4.12]). Let f ∈ H1,2(BR(y), %, µ) be a harmonic func-
tion (i.e., f ∈ D(∆, BR(y)) with ∆f = 0). Then, for any 0 < r < R there exist fi ∈
H1,2(Br(xi), di,mi) harmonic such that fi → f on Br(y) strongly in H1,2.

Let us conclude this section by presenting a stability result for heat kernels taken from
[21, Theorem 3.3].
Theorem 1.49. The heat kernel pi of (Xi, di,mi) satisfy

lim
i→∞

piti(xi, yi) = pYt (x, y),

whenever suppmi × suppmi × (0,∞) 3 (xi, yi, ti)→ (x, y, t) ∈ suppµ× suppµ× (0,∞).

5. Normed modules

We begin by briefly recalling the definitions of normed module over (X, d,m), which have
been introduced in [87] and are in turn inspired by the theory developed in [139].

Let R be either L∞(m) or L0(m). Let M be a module over the commutative ring R. Then
an Lp-pointwise norm on M , for some p ∈ {0} ∪ [1,∞), is any mapping | · | : M → Lp(m)
such that

|v| ≥ 0 for every v ∈M , with equality if and only if v = 0,
|v + w| ≤ |v|+ |w| for every v, w ∈M ,

|fv| = |f ||v| for every f ∈ R and v ∈M ,

(1.30)

where all (in)equalities are in the m-a.e. sense. We shall consider two classes of normed
modules:
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• Lp(m)-normed L∞(m)-modules, with p ∈ [1,∞). A module M p over L∞(m)
endowed with an Lp-pointwise norm | · | such that ‖v‖M p :=

∥∥∥|v|∥∥∥
Lp(m)

is a complete
norm on M p.
• L0(m)-normed L0(m)-modules. A module M 0 over L0(m) endowed with an L0-
pointwise norm | · | such that dM 0(v, w) :=

∫
min

{
|v − w|, 1

}
dm′ (where m′ is any

probability measure that is mutually absolutely continuous with m) is a complete
distance on M 0.

We refer to [88] for an account of the abstract normed modules theory on metric measure
spaces.

Assume (X, d,m) is infinitesimally Hilbertian, i.e., its Sobolev space H1,2(X, d,m) is
Hilbert (see Definition 1.12). Then a key example of normed module on X is represented
by the tangent module L0(TX), which is characterized as follows: there is a unique cou-
ple

(
L0(TX),∇

)
, where L0(TX) is an L0(m)-normed L0(m)-module and ∇ : H1,2(X) →

L0(TX) is a linear gradient map, such that the following hold:
|∇f | coincides with the minimal relaxed slope of f for every f ∈ H1,2(X),{

n∑
i=1

χEi∇fi
∣∣∣∣∣ (Ei)ni=1 Borel partition of X, (fi)ni=1 ⊂ H1,2(X)

}
is dense in L0(TX).

For any exponent p ∈ [1,∞], we set Lp(TX) :=
{
v ∈ L0(TX) : |v| ∈ Lp(m)

}
. It can be

readily checked that the space Lp(TX) has a natural Lp(m)-normed L∞(m)-module structure
(for p <∞).
Definition 1.50 (Hilbert modules). We say that an L2(m)-module M is a Hilbert module
provided that M seen as Banach space is a Hilbert space.

Over Hilbert modules it is defined the pointwise scalar product

v · w := 1
2
(
|v + w|2 − |v|2 − |w|2

)
and a version of Riesz theorem holds.
Proposition 1.51 (Riesz theorem for Hilbert modules). Let M be an L2(m)-module. Then
the dual module

M ∗ :=
{
L : M → L1(m) linear, continuous and L(fv) = fv ∀f ∈ L∞(m), v ∈M

}
endowed with

|L|∗ := ess sup {|L(v)| | v ∈M , |v| ≤ 1 m-a.e.}
is isomorphic to M trough A : M →M ∗, where Av : M ∗ → L1(m) is defined as Av(w) :=
v · w for any v, w ∈M . Moreover |A(v)|∗ = |v|.

The module L2(TX) inherits the Hilbertian structure from H1,2(X, d,m) and therefore
it is isomorphic to its dual L2(T ∗X), the so-called cotangent module over (X, d,m).

Exploiting the Hilbertian structure we can define the following notions of divergence.
Definition 1.52. We declare that v ∈ L2(TX) belongs to D(div) provided there exists a
(uniquely determined) function div(v) ∈ L2(X,m) such that∫

∇f · v dm = −
∫
f div(v) dm for every f ∈ H1,2(X, d,m).
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The domain D(div) is a vector subspace of L2(TX) and the operators div : D(div) →
L2(X,m) is linear.

It can be readily checked that a given function f ∈ H1,2(X, d,m) belongs to D(∆) if and
only if its gradient ∇f belongs to D(div). In this case, it also holds that ∆f = div(∇f).

5.1. Tangent vectors and derivations. We begin by introducing derivations over
metric measure spaces.
Definition 1.53 (Derivation). Let (X, d,m) be a metric measure space. Then a derivation
on X is a linear map b : Lipbs(X)→ L0(m) such that the following properties are satisfied:

i) Leibniz rule. b(fg) = b(f)g + fb(g) for every f, g ∈ Lipbs(X).
ii) Weak locality. There exists G ∈ L0(m) such that

(1.31) |b(f)| ≤ G lipa(f)1 m-a.e. for every f ∈ Lipbs(X).
The least function G (in the m-a.e. sense) with this property is denoted by |b|.

The space of all derivations onX is denoted by Der(X). Given any derivation b ∈ Der(X),
we define its support supp(b) ⊂ X as the essential closure of {|b| 6= 0}. For any open set
U ⊂ X, we write supp(b) b U if supp(b) is bounded and dist(supp(b), X \U) > 0. Given any
b ∈ Der(X) with |b| ∈ L1

loc(X), we say that div(b) ∈ Lp(m) – for some exponent p ∈ [1,∞]
– provided there exists a function h ∈ Lp(m) such that

(1.32) −
∫
b(f) dm =

∫
fh dm for every f ∈ Lipbs(X).

The function h is uniquely determined, thus it can be unambiguously denoted by div(b). We
set

Derp(X) :=
{
b ∈ Der(X)

∣∣∣ |b| ∈ Lp(m)
}
,

Derp,p(X) :=
{
b ∈ Derp(X)

∣∣∣ div(b) ∈ Lp(m)
}

for any p ∈ [1,∞]. The set Derp(X) is a Banach space if endowed with the norm ‖b‖p :=
‖|b|‖Lp(m).
Remark 1.54. We claim that for every b ∈ Derp,p(X) – where p ∈ [1,∞] – it holds that

(1.33) supp
(
div(b)

)
⊂ supp(b).

In order to prove it, fix any open bounded subset U of X \ supp(b). Then formula (1.32)
guarantees that

∫
f div(b) dm = −

∫
b(f) dm = 0 for every f ∈ Lipbs(U), whence accordingly

div(b) = 0 holds m-a.e. on U . By arbitrariness of U , we conclude that the claim (1.33) is
verified.

We often use the notation b · ∇f in place of b(f). The following identification result is
due to Gigli [87].
Theorem 1.55 (Derivation and vector fields). For any vector field v ∈ L2(TX) the map

A(v) : Lipbs(X)→ L2(X,m), A(v)(f) := v · ∇f
is a derivation. Viceversa, given any derivation b there exists v ∈ L2(TX) such that b(f) :=
v · ∇f for any f ∈ Lipbs(X).

1where lipa(f)(x) := limr→0 supd(x,y)<r
|f(x)−f(y)|

d(x,y) is the so-called asymptotic Lipschitz constant.
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The following technical result, taken from [75, Proposition 6.5], will play a role in the
sequel.
Proposition 1.56. Let (X, d,m) be an infinitesimally Hilbertian metric measure space.
Let us denote by D the closure in Der2(X) of the pre-Hilbert space D :=

(
Der2,2(X), ‖ ·

‖2
)
. Then D has a natural structure of Hilbert L2(m)-normed L∞(m)-module and the map

A : L2(TX)→ D, defined as
A(v)(f) := v · ∇f for every v ∈ L2(TX) and f ∈ Lipbs(X),

is a normed module isomorphism between L2(TX) and D.
Moreover, it holds A

(
D(div)

)
= D and

div(A(v)) = div(v) for every v ∈ D(div).

5.2. Second order calculus over RCD spaces. Gigli in [87] developed a second
order calculus for RCD(K,∞) metric measure spaces. The notions of Hessian and covariant
derivative have been introduced as bilinear forms on L2(TX). It is worth pointing out
that the RCD condition plays a central role in this theory, it provides good regularization
properties of the heat semigroup that gives in turn a rich class of test objects to work with.

Let us start by introducing the algebra of test functions.

Test(X, d,m) :=
{
f ∈ D(∆) ∩ L∞(m)

∣∣∣∣ |∇f | ∈ L∞(m), ∆f ∈ H1,2(X, d,m)
}
.

Thanks to the Sobolev-to-Lipschitz property (1.25), we know that any test function admits
a Lipschitz representative. Moreover, it holds that Test(X, d,m) is dense in H1,2(X, d,m)
and that ∇f · ∇g ∈ H1,2(X, d,m) for every f, g ∈ Test(X, dm). We refer to [87, Section 3.2]
for a proof of these results.

Let us present a useful approximation result.
Lemma 1.57. For any f ∈ Lip(X) there exists a sequence (fn) ⊂ Test(X, d,m) with

|fn|+ |∇fn| ≤ C(K,Lip(f))
converging to f in H1,2(X, d,m). Moreover if f is nonnegative then fn can be taken nonneg-
ative as well.

We are now ready to introduce the Sobolev spaces W 2,2(X, d,m), H2,2(X, d,m).
Definition 1.58. We say that f ∈ H1,2(X, d,m) belongs to W 2,2(X, d,m) if there exists
an element of the tensor product L2(T ∗X) ⊗ L2(T ∗X) (cf. [87, Section 1.5]), denoted by
Hess(f), such that

2
∫
hHess(f)(∇g1 ⊗∇g2) dm

=−
∫
∇f · ∇g1 div(h∇g2) +∇f · ∇g2 div(h∇g1) +∇f · ∇(∇g1 · ∇g2) dm

holds for every h, g1, g2 ∈ Test(X, d,m). The pointwise norm
∣∣∣Hess(f)

∣∣∣ of Hess(f) belongs
to L2(m). We endow W 2,2(X, d,m) with the norm

‖f‖2
W 2,2 := ‖f‖2

H1,2 + ‖|Hess(f)|‖2
L2 .

The space H2,2(X, d,m) ⊂ W 2,2(X, d,m) is defined as the W 2,2-closure of Test(X, d,m).
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Let us now present the improved version of the Bochner inequality, taking into account
the Hessian, in the RCD(K,N) setting, referring to [99, Theorem 3.3] for its proof.
Theorem 1.59. Let (X, d,m) be an RCD(K,N) metric measure space. Then

(1.34) 1
2∆|∇f |2 −∇f · ∇(∆f) ≥ |Hess(f)|2 +K|∇f |2 ∀f ∈ Test(X, d,m).

As proved in [87, Proposition 3.3.18], we have the inclusion
(1.35) D(∆) ⊂ H2,2(X, d,m).
Moreover, when (X, d,m) is an RCD(K,N) m.m.s., one has the local estimate∫

B1(x)
|Hess(f)|2 dm(1.36)

≤ CN,K

(∫
B2(x)

|∆f |2 dm + inf
m∈R

∫
B2(x)

∣∣∣|∇f |2 −m∣∣∣ dm
)
−K

∫
B2(x)

|∇f |2 dm,

that can be checked integrating the improved Bochner inequality (1.34) against a good cut-off
function.
Lemma 1.60 (Good cut-off functions [24,121]). Let (X, d,m) be an RCD(K,N) space. Let
Ω ⊆ X be an open set and K ⊆ Ω a compact set. Then there exists η ∈ Test(X, d,m) with
∆η ∈ L∞(X,m) such that 0 ≤ η ≤ 1 on X, the support of η is compactly contained in Ω,
and η = 1 on some open neighbourhood of K.

Let us recall that the Hessian enjoys the following locality property that has been proved
in [87, Proposition 3.3.24].
Proposition 1.61. Given f1, f2 ∈ H2,2(X, d,m) it holds

|Hess(f)1| = |Hess(f)2| m-a.e. in {f1 = f2} .
In addition we shall use the following inequality that has been proved in [87, Proposition

3.3.22].
(1.37) |∇(∇f · ∇g)| ≤ |Hess(f)| |∇g|+ |Hess g| |∇f | for any f, g ∈ H2,2(X, d,m).

The next definition introduced the Hessian of functions defined on open sets.
Definition 1.62. Given an open set Ω ⊆ X and a function f ∈ D(Ω,∆) ∩ Lip(X) one can
define (the modulus of) its Hessian as follows:
(1.38)∣∣∣Hess(f)

∣∣∣ :=
∣∣∣Hess(ηf)

∣∣∣ m-a.e. on {η = 1}, for every η ∈ Test(X) with spt(η) ⊆ Ω.

The function
∣∣∣Hess(f)

∣∣∣ : Ω → [0,∞) is well defined thanks to Proposition 1.61 and the
fact that ηf ∈ Test(X, d,m) for every η as in (1.38).

Below we introduce the class of Sobolev vector fields with covariant derivative in L2.
Definition 1.63. The Sobolev space W 1,2

C (TX) ⊂ L2(TX) is the space of all v ∈ L2(TX)
for which there exists an element of the tensor product L2(T ∗X) ⊗ L2(T ∗X), denoted by
∇v, such that it holds∫

h∇v(∇g1,∇g2) dm = −
∫
v · ∇g2 div(hg1) + hHess(g2)(v,∇g1) dm
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for any choice of h, g1, g2 ∈ Test(X, d,m). We endow the space W 1,2
C (TX) with the norm

‖v‖2
W 1,2
C

:= ‖v‖2
L2 + ‖|∇v|‖2

L2 .

The space H1,2
C (X, d,m) ⊂ W 1,2

C (X, d,m) is defined as the W 1,2
C -closure of TestV(X, d,m).

Here TestV(X, d,m) is the class of test vector fields defined as follows.

(1.39) TestV(X, d,m) :=
{

n∑
i=1

gi∇fi
∣∣∣ gi, fi ∈ Test(X, d,m), n ∈ N

}
Remark 1.64. In the framework of RCD spaces it is still unknown whether H2,2(X, d,m) =
W 2,2(X, d,m) and H1,2

C (X, d,m) = W 1,2
C (X, d,m). We refer to [87] for a discussion on this

question.
Let us finally introduce the class of velocity fields with divergence and symmetric covari-

ant derivative in L2.
Definition 1.65. The Sobolev space W 1,2

C,s(TX) ⊂ L2(TX) is the space of all v ∈ L2(TX)
with div v ∈ L2(X,m) for which there exists an element of the tensor product L2(T ∗X) ⊗
L2(T ∗X), denoted by ∇symv, such that it holds∫

h∇symv(∇g1,∇g2) dm(1.40)

= 1
2

∫
{−v · ∇g2 div(h∇g1)− v · ∇g1 div(h∇g2) + div(hv)∇g1 · ∇g2} dm,

for any choice of h, g1, g2 ∈ Test(X, d,m). We endow the space W 1,2
C,s(TX) with the norm

‖v‖2
W 1,2
C,s

:= ‖v‖2
L2 + ‖|∇symv|‖2

L2 .

Remark 1.66. It easily follows from the definition that the symmetric covariant derivative
of any vector field in W 1,2

C,s(TX) is a symmetric tensor. Moreover, one can prove that any
v ∈ W 1,2

C (TX) with div v ∈ L2(X,m) belongs to W 1,2
C,s(TX), and ∇symv is the symmetric

part of the covariant derivative ∇v.

5.3. Module with respect to the capacity measure. We present a variant of the
notion of L0-normed L0-module – where the Borel measure m is replaced by the capacity –
which has been proposed in [67]. This technical construction has the aim to go toward a
“more pointwise notion” of vector field. Observe indeed that, as we have seen in Section 5.1,
vector fields over a metric measure space (X, d,m) are elements of the tangent module
L2(TX), therefore they are defined up to m-negligible sets. The capacity introduced below,
under suitable assumptions on the ambient space, behaves as a codimension-2 measure (Cf.
Section 5.3.1). Hence, element of a tangent module with respect to the capacity are defined
up to codimension-2 subsets.

Our interest on this theory is motivated by the study of codimension-1 structures, such
as boundaries of sets with finite perimeter. See Chapter 4 and Chapter 5

5.3.1. Capacity. Let us begin by recalling some basic result concerning the capacity on
metric measure spaces.

Fix a metric measure space (X, d,m). The capacity of a given set E ⊂ X is defined as

Cap(E) := inf
{
‖f‖2

H1,2(X)

∣∣∣∣ f ∈ H1,2(X, d,m), f ≥ 1 m-a.e. on some neighbourhood of E
}
.
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It turns out that Cap is a submodular outer measure on X, finite on all bounded sets,
such that the inequality m(E) ≤ Cap(E) holds for any Borel set E ⊂ X. Any function
f : X → [0,∞] can be integrated with respect to the capacity via Cavalieri’s formula:∫

f dCap :=
∫ ∞

0
Cap

(
{f > t}

)
dt.

The function t 7→ Cap
(
{f > t}

)
is non-increasing, thus in particular it is Lebesgue measur-

able. The integral operator f 7→
∫
f dCap is subadditive as a consequence of the submod-

ularity of Cap. Given any set E ⊂ X, we shall use the shorthand notation
∫
E f dCap :=∫

χEf dCap.

The natural setting to study properties of Cap is the one of PI spaces.
Definition 1.67. (X, d,m) satisfies a weak local (1, p)-Poincaré inequality with constants
CP > 0 and λ ≥ 1 if it holds
(1.41)

−
∫
Br(x)

∣∣∣f − (f)x,r
∣∣∣ dm ≤ CP r

(
−
∫
Bλr(x)

|∇f |pp dm
) 1
p

for all f ∈ H1,p(X), x ∈ X, r > 0,

where

(1.42) (f)x,r := −
∫
Br(x)

f dm.

A PI space is a locally doubling metric measure space (see (1.16)) supporting a weak
local (1, p)-Poincaré inequality.

Let us now introduce the codimension-α Hausdorff measure.
Definition 1.68. Given a locally doubling metric measure space (X, d,m), for any α > 0
we set

hα(Br(x)) := m(Br(x))
rα

for any x ∈ X, r ∈ (0,∞).

The codimension-α Hausdorff measure H hα is the Borel regular outer measure built from
hα with the Carathéodory construction. We will denote by H hα

δ the pre-measure with
parameter δ.

Let us now prove two results connecting the codimension-α Hausdorff measure and the
capacity. Their proofs are inspired by those given for the analogous results in the Euclidean
setting in [78].
Lemma 1.69. Let (X, d,m) be a locally doubling m.m.s.. Let f ∈ L1(X,m), f ≥ 0 be given.
Then for any exponent α > 0 it holds that

H hα(Λα) = 0, where we set Λα :=
{
x ∈ X

∣∣∣∣ lim sup
r↘0

rα(f)x,r > 0
}
.

Proof. By Lebesgue differentiation theorem we know that the limit limr↘0(f)x,r exists and
is finite for m-a.e. x ∈ X, thus for any α > 0 we have that lim supr↘0 r

α(f)x,r = 0 holds for
m-a.e. x ∈ X. This means that m(Λα) = 0. Calling

Λk
α :=

{
x ∈ X

∣∣∣∣ lim sup
r↘0

rα(f)x,r ≥ 1/k
}

for every k ∈ N,
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we see that Λα = ⋃
k Λk

α, thus in particular m(Λk
α) = 0 for every k ∈ N. Given that

f ∈ L1(X,m), for any ε > 0 there exists δ > 0 such that
∫
A f dm ≤ ε for any Borel set

A ⊂ X satisfying m(A) < δ. Fix k ∈ N and pick an open set U ⊂ X such that Λk
α ⊂ U and

m(U) < δ. Let us define

F :=
{
Br(x)

∣∣∣∣∣ x ∈ Λk
α, r ∈ (0, ε), Br(x) ⊂ U,

∫
Br(x)

f dm ≥ m
(
Br(x)

)
/(rαk)

}
.

Therefore by applying the Vitali covering theorem we can find a sequence (Bi)i∈N ⊂ F of
pairwise disjoint balls Bi = Bri(xi) such that Λk

α ⊂
⋃
iB5ri(xi). Being m locally doubling,

there exists a constant CD ≥ 1 such that m
(
B5r(x)

)
≤ CDm

(
Br(x)

)
holds for every x ∈ X

and r < ε. Consequently, one has that

H hα
10ε (Λk

α) ≤ 1
5α

∞∑
i=1

m
(
B5ri(xi)

)
rαi

≤ CD
5α

∞∑
i=1

m(Bi)
rαi

≤ CDk

5α
∞∑
i=1

∫
Bi
f dm ≤ CDk

5α
∫
U
f dm

≤ CDk

5α ε.

By letting ε ↘ 0 we conclude that H hα(Λk
α) = 0, whence H hα(Λα) = limk H hα(Λk

α) =
0. �

Theorem 1.70. Let (X, d,m) be a PI space. Then it holds that H hα � Cap for every
α ∈ (0, 2).

Proof. Fix α ∈ (0, 2) and a set A ⊂ X with Cap(A) = 0. We aim to prove that H hα(A) = 0.
By definition of capacity, we can find a sequence (fi)i ⊂ H1,2(X) such that fi ≥ 1 on some
neighbourhood of A and ‖fi‖H1,2(X) ≤ 1/2i for every i ∈ N. Since ∑∞i=1 ‖fi‖H1,2(X) <∞, one
has that g := ∑∞

i=1 fi is a well-defined element of the Banach space H1,2(X). For any k ∈ N
it clearly holds that g ≥ k on some neighbourhood of A, whence for any x ∈ A we have
(g)x,r ≥ k for every r < dist

(
x, {g < k}

)
and accordingly

(1.43) lim
r↘0

(g)x,r =∞ for every x ∈ A.

Furthermore, we claim that

(1.44) lim sup
r↘0

rα−
∫
Br(x)

|Dg|2 dm =∞ for every x ∈ A.

In order to prove it, we argue by contradiction: suppose that

lim sup
r↘0

rα−
∫
Br(x)

|Dg|2 dm <∞

for some x ∈ A, so that there exists a constant M > 0 such that

(1.45) rα−
∫
Br(x)

|Dg|2 dm ≤M for every r ∈ (0, 1).
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Call CD the doubling constant of m (for r < 1/2). Therefore, for every r < 1/(2λ) we have
that ∣∣∣(g)x,r − (g)x,2r

∣∣∣ = 1
m
(
Br(x)

)∣∣∣∣∣
∫
Br(x)

g − (g)x,2r dm
∣∣∣∣∣

≤ CD−
∫
B2r(x)

∣∣∣g − (g)x,2r
∣∣∣ dm

(1.41)
≤ 2CD CP r

(
−
∫
B2λr(x)

|Dg|2 dm
) 1

2

(1.45)
≤ (21−α2 CD CP λ

−α2 M
1
2 ) r1−α2 .

Let us set C := 21−α2 CD CP λ
−α2 M

1
2 and θ := 1−α/2 ∈ (0, 1). Then the previous computa-

tion gives ∑∞i=2

∣∣∣(g)x,2−i − (g)x,2−i+1

∣∣∣ ≤ C
∑∞
i=2(2θ)−i <∞, contradicting (1.43). This proves

(1.44).
Finally, it immediately follows from (1.44) that A is contained in the set of all points

x ∈ X that satisfy lim supr↘0 r
α−
∫
Br(x) |Dg|2 dm > 0, which is H hα-negligible by Lemma 1.69.

Therefore, we conclude that H hα(A) = 0, thus completing the proof of the statement. �

The space of all Borel functions on X – considered up to Cap-a.e. equality – is denoted
by L0(Cap). If continuous functions are strongly dense in H1,2(X, d,m) (this condition is
met, for instance, if the space is infinitesimally Hilbertian), then there exists a unique “quasi-
continuous representative” map QCR : H1,2(X)→ L0(Cap) that is characterized as follows:
QCR is a continuous map, and for any f ∈ H1,2(X) it holds that QCR(f) is (the equivalence
class of) a quasi-continuous function that is m-a.e. coinciding with f itself. Let us recall
that a function f : X → R is said to be quasi-continuous if for any ε > 0 there exists a set
E ⊂ X with Cap(E) < ε such that f : X \ E → R is continuous. We refer to [67, Theorem
1.20] for a proof of this result.

5.3.2. Module w.r.t. Cap. Given a module MCap over the ring L0(Cap), we say that a
mapping | · | : MCap → L0(Cap) is a pointwise norm provided it satisfies the (in)equalities in
(1.30) in the Cap-a.e. sense for any choice of v, w ∈MCap and f ∈ L0(Cap). Then the space
MCap is said to be an L0(Cap)-normed L0(Cap)-module if it is complete when endowed with
the distance

dMCap(v, w) :=
∑
k∈N

1
2k max

{
Cap(Ak), 1

} ∫
Ak

min
{
|v − w|, 1

}
dCap,

where (Ak)k is any increasing sequence of open subsets of X having finite capacity that is
chosen in such a way that any bounded set B ⊂ X is contained in Ak for some k ∈ N
sufficiently big.

Let us recall, since this fact plays a crucial role in the discussion below, that |∇f |2 ∈
H1,2(X) for any f ∈ Test(X), and thus |∇f | ∈ H1,2(X) as well (see [67]). In particular, for
any f ∈ Test(X), |∇f | admits a quasi-continuous representative.
Theorem 1.71 (Tangent L0(Cap)-module [67]). Let (X, d,m) be an RCD(K,∞) space.
Then there exists a unique couple

(
L0

Cap(TX), ∇̃
)
, where L0

Cap(TX) is an L0(Cap)-normed
L0(Cap)-module and ∇̃ : Test(X)→ L0

Cap(TX) is a linear operator, such that the following
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hold:
|∇̃f | = QCR(|∇f |) in the Cap-a.e. sense for every f ∈ Test(X),{∑

n∈N

χEn∇̃fn
∣∣∣∣∣ (En)n Borel partition of X, (fn)n ⊂ Test(X)

}
is dense in L0

Cap(TX).

The space L0
Cap(TX) is called capacitary tangent module on X, while ∇̃ is the capacitary

gradient.
Remark 1.72. The tangent L0(Cap)-module L0

Cap(TX) is a Hilbert module; cf. [67, Propo-
sition 2.8].

Fix any Radon measure µ on a m.m.s. (X, d,m) and suppose that µ� Cap. Then there
is a natural projection πµ : L0(Cap) → L0(µ). Given an L0(Cap)-normed L0(Cap)-module
MCap, we define an equivalence relation ∼µ on MCap as follows: given any v, w ∈MCap, we
declare that

v ∼µ w ⇐⇒ |v − w| = 0 holds µ-a.e. on X.
Then the quotient M 0

µ := MCap/ ∼µ inherits a natural structure of L0(µ)-normed L0(µ)-
module. Call π̄µ : MCap → M 0

µ the canonical projection. Moreover, for any exponent
p ∈ [1,∞) we define

(1.46) M p
µ :=

{
v ∈M 0

µ

∣∣∣ |v| ∈ Lp(µ)
}
.

It turns out that M p
µ is an Lp(µ)-normed L∞(µ)-module. Notice that |π̄µ(v)| = πµ(|v|) holds

in the µ-a.e. sense for every v ∈MCap.
Lemma 1.73. Let (X, d,m) be a m.m.s., MCap an L0(Cap)-normed L0(Cap)-module. Fix
a finite Borel measure µ ≥ 0 on X such that µ� Cap. Let V be a linear subspace of MCap
such that |v| admits a bounded Cap-a.e. representative for every v ∈ V and

V :=
{∑
n∈N

χEnvn

∣∣∣∣∣ (En)n∈N Borel partition of X, (vn)n∈N ⊂ V

}
is dense in MCap.

Then for any p ∈ [1,∞) it holds that

W :=
{

n∑
i=1

χEi π̄µ(vi)
∣∣∣∣∣ n ∈ N, (Ei)ni=1 Borel partition of X, (vi)ni=1 ⊂ V

}
is dense in M p

µ .

Proof. Fix v ∈M p
µ and ε > 0. Since |v|p ∈ L1(µ), there is δ > 0 such that

( ∫
E |v|p dµ

) 1
p ≤

ε/3 holds for any Borel set E ⊂ X with µ(E) < δ. Choose any v̄ ∈ MCap such that
π̄µ(v̄) = v. We can find (v̄k)k ⊂ V so that |v̄k − v̄| → 0 in L0(Cap). Hence

∣∣∣π̄µ(v̄k) −
π̄µ(v̄)

∣∣∣ = πµ
(
|v̄k − v̄|

)
→ 0 in L0(µ). Thanks to Egorov theorem, there exists a compact

set K ⊂ X with µ(X \ K) < δ such that (possibly taking a not relabeled subsequence)
it holds that

∣∣∣π̄µ(v̄k) − v
∣∣∣ → 0 uniformly on K. Consequently, by dominated convergence

theorem we see that χK π̄µ(v̄k)→ χKv in M p
µ . Then we can pick k ∈ N so that the element

w̄ := v̄k satisfies
∥∥∥χK π̄µ(w̄) − χKv

∥∥∥
M p
µ

≤ ε/3. If w̄ is written as ∑n∈N χEnw̄n, then we have
χK π̄µ(w̄) = ∑

n∈N χK∩En π̄µ(w̄n). By dominated convergence theorem we know that forN ∈ N
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sufficiently big the element z := ∑N
n=1 χK∩En π̄µ(w̄n) ∈ W satisfies

∥∥∥z − χK π̄µ(w̄)
∥∥∥

M p
µ

≤ ε/3.
Therefore, we conclude that

‖z − v‖M p
µ
≤
∥∥∥z − χK π̄µ(w̄)

∥∥∥
M p
µ

+
∥∥∥χK π̄µ(w̄)− χKv

∥∥∥
M p
µ

+ ‖χX\Kv‖M p
µ
≤ ε,

thus proving the statement. �

In Chapter 5 we apply the above presented construction with µ = Per(E, ·), when E ⊂
X is of finite perimeter. This is possible thanks to the fact that Per(E, ·) is absolutely
continuous with respect to H h1 , and that H h1 � Cap as a consequence of the results in
Section 5.3.1.

6. Flows of Sobolev velocity fields

6.1. Regular Lagrangian flows and Sobolev vector fields. In this section we
present the notion of regular Lagrangian flow (RLF for short), firstly introduced in the
Euclidean setting by Ambrosio in [5], inspired by the earlier work of Di Perna and Lions
[76]. It was defined as a generalized notion of flow in order to study ordinary differential
equations associated to weakly differentiable vector fields. It is indeed well-known that, in
general, it is not possible to define in a unique way a flow associated to a non Lipschitz
vector field, since the trajectories starting from a given point might be non unique.

The theory of existence and uniqueness for regular Lagrangian flows in the context of
RCD(K,∞) metric measure spaces was developed by Ambrosio and Trevisan in [27]. The
authors work with a very weak notion of symmetric covariant derivative for a vector field
(see [28, Definition 5.4]) and prove existence and uniqueness of the RLF associated to any
bounded vector field b with symmetric derivative in L2 and bounded divergence, over an
RCD(K,∞) space (actually the results in [27] cover also more general settings).

Having the notion of derivation (see Section 5.1) at hand, time dependent vector fields
over (X, d,m) can be introduced in the natural way.
Definition 1.74. Let us fix T > 0 and p ∈ [1,∞]. We say that b : [0, T ] → Lp(TX) is a
time dependent vector field if, for every f ∈ H1,q(X, d,m) (where q is the dual exponent of
p), the map

(t, x) 7→ bt · ∇f(x)
is measurable with respect to the product sigma-algebra L 1 ⊗ B(X). We say that b is
bounded if

‖b‖L∞ := ‖|b|‖L∞([0,T ]×X) <∞,
and that b ∈ L1((0, T ), Lp(TX)) if ∫ T

0
‖bs‖Lp ds <∞.

In the sequel we shall stress the dependence of a vector field b on the time variable only
in case it is relevant for the sake of clarity.

In the context of RCD(K,∞) spaces the definition of Regular Lagrangian flow reads as
follows (see [27,28]).
Definition 1.75. Let us fix a time dependent vector field b (see Definition 1.74). We say
that X : [0, T ] × X → X is a Regular Lagrangian flow associated to b if the following
conditions hold true:
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(i) X(0, x) = x and X(·, x) ∈ C([0, T ], X) for every x ∈ X;
(ii) there exists L ≥ 0, called compressibility constant, such that

X(t, ·)∗m ≤ Lm, for every t ∈ [0, T ];
(iii) for every f ∈ Test(X, d,m) the map t 7→ f(X(t, x)) belongs to AC([0, T ]) for m-a.e.

x ∈ X and

(1.47) d
dtf(X(t, x)) = bt · ∇f(X(t, x)) for a.e. t ∈ (0, T ).

The selection of “good” trajectories is encoded in condition (ii), which is added to ensure
that the RLF does not concentrate too much the reference measure m.

We remark that the notion of RLF is stable under modification in a negligible set of
initial conditions, but we prefer to work with a pointwise defined map in order to avoid
technical issues.

Here and in the following we use the shortened notation X t(x) = X(t, x).
Remark 1.76. Under the additional assumption b ∈ L1((0, T );L2(TX)), equality (1.47)
holds true for every g ∈ H1,2(X, d,m) (where it is understood that in this case the map
t 7→ g(X t(x)) belongs to H1,1((0, T )) for m-a.e. x ∈ X) if and only if it holds for every
h ∈ D with D ⊂ H1,2(X, d,m) dense with respect to the strong topology. Indeed, if this
is the case, for any g ∈ H1,2(X, d,m) and every ε > 0 we can find h ∈ D such that
‖g − h‖H1,2(X,d,m) < ε. Hence, since (1.47) holds true for h, we can estimate∫ ∣∣∣∣g(X(t, x))− g(x)−

∫ t

0
bs · ∇g(X(s, x)) ds

∣∣∣∣2 dm(x)

≤2
∫
|g(X(t, x))− h(X(t, x))|2 dm(x) + 2

∫
|g(x)− h(x))|2 dm(x)

+ 2
∫ ∣∣∣∣∫ t

0
bs · ∇(g − h)(X(s, x)) ds

∣∣∣∣2 dm(x)

≤2(L+ 1) ‖g − h‖2
L2(X,m) + 2L ‖g − h‖2

H1,2(X,d,m)

√
t
∫ t

0
‖bs‖2

L2 ds

≤ε2C(L, t, ‖b‖L1((0,T );L2(TX))),

that, together with an application of Fubini’s theorem, implies the validity of (1.47) for g.
Moreover, one can easily prove, via a localization procedure, that also functions in the

class H1,2
loc (X, d,m) are admissible tests in (1.47).

6.2. Existence and uniqueness of regular Lagrangian flows. It is well known that
to obtain an existence and uniqueness theory for regular Lagrangian flows it is necessary to
restrict to a class of sufficiently regular vector fields, even in the case of a smooth ambient
space. Below we introduce a very weak notion of Sobolev vector field with symmetric co-
variant derivative in L2, following [27]. This definition is sufficient to show existence and
uniqueness of RLF, and it is weaker than the notion of vector fields with symmetric covariant
derivative and divergence in L2 presented in Definition 1.65.
Definition 1.77. Let b ∈ L∞(TX) with div b ∈ L∞(X,m). We write |Dsymb| ∈ L2(X,m) if
there exists a constant c > 0 such that

(1.48)
∣∣∣∣∫ Dsymb(∇ϕ,∇ψ) dm

∣∣∣∣ ≤ c ‖∇ϕ‖L4 ‖∇ψ‖L4 ∀ϕ, ψ ∈ Test(X, d,m),
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where ∫
Dsymb(∇ϕ,∇ψ) dm := −1

2

∫
{b · ∇ϕ ∆ψ + b · ∇ψ ∆ϕ− div b ∇ϕ · ∇ψ} dm.

We let ‖Dsymb‖L2 be the smallest c in (1.48). In particular we writeDsymb = 0 if ‖Dsymb‖L2 =
0.

In the next theorem we resume some general result concerning Regular Lagrangian flows
that will be used in the sequel.
Theorem 1.78. Let (X, d,m) be an RCD(K,∞) space for some K ∈ R. For any b ∈
L∞((0, T ), L∞(TX)) with div b ∈ L∞((0, T ), L∞(X,m)) and |Dsymb| ∈ L1((0, T ), L2(X,m)),
according to (1.48), there exists a unique RLF X : [0, T ]×X → X satisfying the bound

(1.49) e−t‖div b‖L∞m ≤ (X t)∗m ≤ et‖div b‖L∞m.

Uniqueness is understood in the following sense: if X and X̄ are Regular Lagrangian flows
associated to b, then for m-a.e. x ∈ X one has X t(x) = X̄ t(x) for any t ∈ [0, T ].

Moreover, if b ∈ L∞(TX) satisfies div b ∈ L∞(X,m) and |Dsymb| ∈ L2(X,m) the unique
regular Lagrangian flow is defined for any t ∈ R, 2 and we have:

(i) X satisfies the semigroup property: for any s ∈ R it holds that, for m-a.e. x ∈ X,

(1.50) X(t,X(s, x)) = X(t+ s, x) ∀t ∈ R.

(ii) For any ū ∈ L1(X,m) ∩ L∞ there exists u ∈ L∞loc(R, L1(X,m) ∩ L∞) such that
(X t)∗ (um) = utm and it solves the continuity equation, i.e. for any ϕ ∈ Test(X)
the map t 7→

∫
ϕut dm is locally absolutely continuous with distributional derivative

d
dt

∫
ϕut dm =

∫
(b · ∇ϕ)ut dm;

(iii) if div b = 0 and Dsymb = 0 then X t admits a representative which is a measure-
preserving isometry, i.e.

d(X t(x),X t(y)) = d(x, y) ∀x, y ∈ X and (X t)∗m = m,

for any t ∈ R. Furthermore in this case the semigroup property (1.50) is satisfied
pointwise.

Proof. (i) and (ii) immediately follow from the results in [27] (see Theorem 8.3 together
with Theorem 4.3 and Theorem 4.4). Let us prove (iii). From (1.49) we conclude that
(Xt)∗m = m for any t ∈ R. Let us now take ū ∈ H1,2(X, d,m)∩L∞ and u as in (ii). Thanks
to [27, Lemma 5.8] we get that Pαut ∈ Test(X, d,m) is still a solution of the continuity
equation for any α ∈ (0, 1). Then we can compute

d
dt

1
2

∫
|∇Pαut|2 dm = − d

dt
1
2

∫
Pαut∆Pαut dm = −

∫
b · ∇∆Pαut Pαut dm.

Since div b = 0 and ∇symb = 0, we deduce

−
∫
b · ∇∆Pαut Pαut dm =

∫
b · ∇Pαut Pα∆ut dm = 0,

2To be more precise, there exist unique Regular Lagrangian flows X+,X− : [0,∞)×X → X associated
to b and −b respectively and we let Xt = X+

t for t ≥ 0 and Xt = X−−t for t ≤ 0.
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therefore

(1.51)
∫
|∇Pαut|2 dm =

∫
|∇Pαū|2 dm ∀t ∈ R, ∀α ∈ (0, 1).

Taking the limit in (1.51) as α → 0 it easily follows that ut ∈ H1,2(X, d,m) for any t ∈ R
and that

∫
|∇ut|2 dm does not depend on t ∈ R. Using the identity ut(x) = ū(X(−t, x))

(which can be checked using the semigroup property (1.50) and
(
X t

)
∗
m = m) we deduce

that, for any t ∈ R,

Ch(ū ◦X t) = Ch(ū) ∀ū ∈ H1,2(X, d,m) ∩ L∞,

and (iii) follows from arguments that have been used several times in the literature, as in
[84, Proposition 4.20]. �

7. Splitting theorem and δ-plitting maps

In [84] Gigli proved that in RCD(0, N) spaces the splitting theorem still holds, extend-
ing to this abstract framework the results obtained by Cheeger-Gromoll [54] and Cheeger-
Colding [50] for smooth Riemannian manifolds and Ricci limit spaces, respectively.
Theorem 1.79. Let (X, d,m) be an RCD(0, N) m.m.s. containing a line, that is to say a
curve γ : R→ X such that

d(γ(s), γ(t)) = |t− s| , ∀s, t ∈ R.

Then there exists a m.m.s. (X ′, d′,m′) such that (X, d,m) is isomorphic as a m.m.s. to

(X ′, d′,m′)× (R, dEucl,L
1).

Furthermore:
(i) If N ≥ 2 then (X ′, d′,m′) is an RCD(0, N − 1);
(ii) if N ∈ [1, 2) then X ′ is a point.

Moreover, γ(t) = (x′, t) for any t ∈ R, for some x′ ∈ X ′.

7.1. Splitting maps on RCD spaces. This section is devoted to the study of δ-
splitting maps. Let us recall that their introduction in the study of spaces with lower
Ricci curvature bounds dates back to [50]. Here we follow [41].
Definition 1.80. Let (X, d,m) be an RCD(−1, N) metric measure space, x ∈ X and δ > 0
be fixed. We say that u := (u1, . . . , uk) : Br(x) → Rk is a δ-splitting map provided it is
harmonic (meaning that ua ∈ D(∆, Br(x)) with ∆ua = 0 for any a = 1, . . . , k) and satisfies:

(i) ua is CN -Lipschitz for any a = 1, . . . , k;
(ii) r2−

∫
Br(x) |Hessua|2 dm < δ for any a = 1, . . . , k;

(iii) −
∫
Br(x) |∇ua · ∇ub − δa,b| dm < δ for any a, b = 1, . . . , k.

Remark 1.81. Let us clarify the meaning of |Hessu| when u : Br(x)→ R is harmonic and
not necessarily globally defined. For any ball B2s(y) ⊂ Br(x) we take a good cut-off function
η according to Lemma 1.60 that satisfies η = 1 in Bs(y) and η = 0 in X \ B2s(y). As we
already remarked after Definition 1.14, one has ηu ∈ D(∆), therefore ηu ∈ H2,2(X, d,m) as
a consequence of (1.35). We can now set |Hessu| := |Hess(ηu)| in Bs(y). Observe that this
is a good definition thanks to the locality of the Hessian (see Proposition 1.61).
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Remark 1.82. With respect to the definition of δ-splitting map which is nowadays adopted
within the theory of Ricci limits (see for instance [57, Definition 1.20]) the main difference is
condition (i). Therein the sharper bound |∇u| ≤ 1 + δ is imposed in the definition though,
as they observe, it can be obtained as a consequence of the bound |∇u| ≤ CN and of the
other defining properties (when working in the smooth framework).

The power of δ-splitting maps in the theory of lower Ricci bounds is that, roughly speak-
ing, they allow to pass from analysis to geometry and vice-versa. Namely, the existence of a
δ-splitting map with k components on a Riemannian manifold with Ricci bounded below by
−δ can be turned into ε-GH closeness (in the scale invariant sense) to a space which splits
a factor Rk and vice-versa (see [50] and [57, Lemma 1.21]).

The first result presented below, Proposition 1.83, corresponds to the rough statement
“the existence of a δ-splitting map with k components implies that the m.m.s. is ε-close to
a product Rk × Z”. The second one, Proposition 1.85, ensures that, over an RCD(−ε,N)
space ε-close to a product Rk × Z, one can build a δ-splitting map with k components.

In order to shorten the notation for the rest of the paper we write (Rk × Z, (0k, z)) to
denote the pointed metric measure space (Rk × Z, dEucl × dZ ,L k × mZ , (0k, z)). We recall
that dpmGH denote a distance that induces the pmGH convergence (cf. Remark 1.29).
Proposition 1.83. Let N > 1 be fixed. Then, for any ε > 0, there exists δ = δN,ε > 0
such that, for any RCD(−δ,N) m.m.s. (X, d,m) and for any x ∈ X, if there exists a map
u : Bδ−1(x)→ Rk such that u is a δ-splitting map over Bs(x) for any 0 < s < δ−1, then

dpmGH
(
(X, d,m, x), (Rk × Z, (0k, z))

)
< ε

for some pointed RCD(0, N − k) metric measure space (Z, dZ ,mZ , z).

Proof. We wish to prove the sought conclusion arguing by contradiction. To this aim let
us suppose that, for any n ≥ 1, there exist an RCD(−1/n,N) m.m.s. (Xn, dn,mn), a point
xn ∈ Xn and a map un : Bn(xn) → Rk which is a 1/n-splitting map when restricted to
Bs(xn) for any 0 < s < n. Up to extracting a subsequence, that we do not relabel, we
can assume that (Xn, dn,mn, xn) converge in the pmGH-topology to an RCD(0, N) p.m.m.s.
(X∞, d∞,m∞, x∞). Here we have used the stability and compactness property of RCD(K,N)
spaces, cf. Section 4.1. We claim that X∞ splits off a factor Rk. Observe that, if this is
the case, then we reach the sought contradiction. The rest of this proof is dedicated to
establishing the claim.

We wish to prove that there exists a function v : X∞ → Rk such that, letting v :=
(v1, . . . , vk), it holds that vi is Lipschitz, harmonic and with vanishing Hessian for any
i = 1, . . . , k and ∇vi · ∇vj = δij m∞-a.e. for any i, j = 1, . . . , k. The function v will be
obtained as a limit function of the 1/n-splitting maps un : Bn(xn) → Rk. Indeed, since by
the assumption in the defining condition of a δ-splitting map the un are CN -Lipschitz for any
n ∈ N and we can assume without loss of generality that un(xn) = 0k for any n ∈ N, by a
generalized version of the Ascoli–Arzelà theorem (Proposition 1.34) we can infer the existence
of v : X∞ → Rk such that un converge to v locally uniformly on BR(xn) for any R > 0. As
a consequence, it is easy to check that un converge strongly in L2 (see Definition 1.36) to v
on BR(xn) for any R > 0. Since the functions un are harmonic on B2R(xn), at least for n
sufficiently large, by Theorem 1.47 and Proposition 1.40 it follows that v is harmonic and
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that, for any R > 0 and i, j = 1, . . . , k,

−
∫
BR(x∞)

∣∣∣∇vi · ∇vj − δij∣∣∣ dm∞ = lim
n→∞

−
∫
BR(xn)

∣∣∣∇uin · ∇ujn − δij∣∣∣ dmn = 0.

Hence ∇vi · ∇vj = δij m∞-a.e. on X∞.
Since (X∞, d∞,m∞) is an RCD(0, N) m.m.s., from ∆vi = 0 and |∇vi|2 = 1 we infer by

(1.36) that Hess vi = 0, for any i = 1, . . . , k. All in all we get by a standard argument (cf.
the proof of [29, Lemma 1.21]) that X∞ splits a factor Rk, as we claimed. �

Corollary 1.84. Let N > 1 and K ∈ R be fixed. For any ε > 0 there exists δ > 0 such
that, for any r > 0, for any RCD(K,N) m.m.s. (X, d,m) and for any x ∈ X, if there exists
u : Br(x) → Rk such that u : Bs(x) → Rk is a δ-splitting map for any 0 < s < r, then for
any (Y, %, µ, y) ∈ Tanx(X, d,m) there exists an RCD(0, N − k) p.m.m.s. (Z, dZ ,mZ , z) such
that

dpmGH
(
(Y, %, µ, y), (Z × Rk, (z, 0k))

)
< ε.

Proof. Choose δ = δ(K,N, ε/2) given by Proposition 1.83. If (Y, %, µ, y) ∈ Tanx(X, d,m)
then there exists t > 0 such that t−1r > δ−1, t2 |K| ≤ δ and

(1.52) dpmGH
(
(X, t−1d,mt

x, x), (Y, %, µ, y)
)
< ε/2.

Thanks to Proposition 1.83, applied to (X, t−1d,mt
x, x), there exists an RCD(0, N − k)

p.m.m.s. (Z, dZ ,mZ , z) such that

(1.53) dpmGH
(
(X, t−1d,mt

x, x), (Z × Rk, (z, 0k))
)
< ε/2.

The conclusion follows from (1.52) and (1.53) by the triangle inequality. �

Proposition 1.85. Let N > 1 be fixed. For any δ > 0 there exists ε = εN,δ > 0 such that,
if (X, d,m) is an RCD(−ε,N) m.m.s., x ∈ X and

dpmGH
(
(X, d,m, x) ,

(
Rk × Z, (0k, z)

))
< ε

for some pointed RCD(0, N − k) metric measure space (Z, dZ ,mZ , z), then there exists a
δ-splitting map u : B5(x)→ Rk.
Proof. Suppose the conclusion to be false, then we could find a sequence (Xn, dn,mn, xn)
of pointed RCD(−1/n,N) m.m. spaces such that, for some RCD(0, N − k) pointed m.m.s.
(Z, dZ ,mZ , z) it holds that

dpmGH
(
(Xn, dn,mn, xn) ,

(
Rk × Z, (0k, z)

))
< 1/n

for any n ≥ 1. Furthermore there should be δ0 > 0 such that there is no δ0-splitting map
over B5(xn) for any n ≥ 1.

Let v : Z × Rk → Rk be defined by v(p, x) = x and denote by v1, . . . , vk its components
(they are the coordinate functions of the split factor). Observe that ∆vi = 0 for any
i = 1, . . . , k and ∇vi · ∇vj = δij for any i, j = 1, . . . , k. In particular, vi is harmonic on
B10((z, 0k)). Hence we can apply Proposition 1.48 to get harmonic functions vin : B9(xn)→ R
that converge strongly in H1,2 to vi on B9((z, 0k)).

Observe that, thanks to [105, Theorem 1.1], we can assume that vin is CN -Lipschitz for
any n ∈ N and for any i = 1, . . . , k. We wish to prove that vn = (v1

n, . . . , v
k
n) is a δ0-splitting

map on B5(xn) for n sufficiently big.
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To this aim let us recall that Theorem 1.47 yields strong L1-convergence of ∇vin · ∇vjn
to δij on B9((z, 0k)) and on B5((z, 0k)) for any i, j = 1, . . . , k (as a consequence of the L1

convergence of ∇vin · ∇vin and of ∇(vin + vjn) · ∇(vin + vjn)). In particular, due to the uniform
boundedness of the gradients we obtained above, we get

lim
n→∞

−
∫
BR(xn)

∣∣∣∇vin · ∇vjn − δij∣∣∣ dmn = 0,

for any i, j = 1, . . . , k and for any R = 5, 9. The choice R = 5 gives that the second
defining condition of δ-splitting map is satisfied for n sufficiently large and we are left with
the verification of the third one. We wish to prove that

lim
n→∞

∫
B5(xn)

∣∣∣Hess vin
∣∣∣2 dmn = 0

for any i = 1, . . . , k. To this aim we choose cut-off functions ηn for the pairs B5(xn) ⊂ B9(xn)
as in Lemma 1.60 and, taking into account (1.36)

(1.54)
∫
B9(xn)

∆ηn
(∣∣∣∇vin∣∣∣2 − 1

)
dmn + CN

mn(B9(xn))
n

≥
∫
B5(xn)

∣∣∣Hess vin
∣∣∣2 dmn

for any i = 1, . . . , k and for any n ≥ 1. Since, |∆ηn| ≤ CN by construction and as we already
observed, |∇vin|

2 − 1 converge to 0 in L1(B9) and they are uniformly bounded, we get that
the left-hand side in (1.54) converges to 0 as n→∞. Hence

lim
n→∞

−
∫
B5(xn)

∣∣∣Hess vin
∣∣∣2 dmn = 0,

as we claimed. �

Arguing by scaling starting from Proposition 1.85, it is possible to obtain the following
statement.
Corollary 1.86. If (X, d,m) is an RCD(K,N) m.m.s., r2 |K| ≤ ε and

dpmGH
((
X, r−1d,mr

x, x
)
,
(
Rk × Z, (0k, z)

))
< ε

for some pointed RCD(0, N − k) metric measure space (Z, dZ ,mZ , z), then there exists a
δ-splitting map u : B5r(x)→ Rk.





CHAPTER 2

Structure of RCD spaces: rectifiability

In the last ten years many efforts have been aimed at understanding the structure of
RCD(K,N) spaces. After [121] by Mondino-Naber, we know that they are rectifiable as
metric spaces and later, in the three independent works by De Philippis-Marchese-Rindler,
Kell-Mondino and Gigli-Pasqualetto [72, 95, 109], the analysis was sharpened taking into
account the behaviour of the reference measure and getting rectifiability as metric measure
spaces. The development of this theory was inspired in turn by the results obtained for Ricci
limit spaces in the seminal papers by Cheeger-Colding [51–53]. In this chapter we give an
overview of these rectifiability results following the simple approach proposed in [40].
Definition 2.1. Given an RCD(K,N) space (X, d,m), a point x ∈ X and a radius r ∈ (0, 1),
we define the normalised measure mx

r on X as

mx
r := m

C(x, r) , where C(x, r) :=
∫
Br(x)

1− d(·, x)
r

dm.

The set of all tangent cones Tanx(X, d,m) is defined as the family of all those spaces
(Y, %, n, y) such that

lim
n→∞

dpmGH
(
(X, d/rn,mx

rn , x), (Y, %, n, y)
)

= 0

for some sequence (rn)n ⊆ (0, 1) of radii with rn ↘ 0.
We recall the following scaling property: if (X, d,m) is an RCD(K,N) space, then

(X, d/r, λm) is an RCD(r2K,N) space for any choice of r, λ > 0. Hence, it follows from
the compactness and stability property of RCD spaces (see Theorem 1.32, Theorem 1.30)
that Tanx(X, d,m) 6= ∅ and any element is a pointed RCD(0, N) space.

1. Existence of Euclidean tangent cones

In this section we briefly outline the argument presented in [91] leading to the following
existence result.
Theorem 2.2 (Euclidean tangents to RCD spaces). Let (X, d,m) be an RCD(K,N) space.
Then for m-a.e. point x ∈ X there exists k ∈ N with k ≤ N such that(

Rk, dEucl, ckL
k, 0k

)
∈ Tanx(X, d,m),

where we set ck := L k
(
B1(0k)

)
/(k + 1) for every k ∈ N.

The proof builds upon two ingredients. The first one (see [91, Lemma 3.1]) is a result
ensuring that for m-a.e. x ∈ X there exists a geodesic γ ∈ Geo(X) such that x = γ(1/2),
provided X is not a singleton.

The second ingredient is a version of the iterated tangent theorem by Preiss [128], we
refer to [91, Theorem 3.5] for its proof.

35
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Theorem 2.3 (Iterated tangent property). Let (X, d,m) be an RCD(K,N) space. Then for
m-a.e. point x ∈ X it holds that

Tanz(Y, %, n) ⊆ Tanx(X, d,m) for every (Y, %, n, y) ∈ Tanx(X, d,m) and z ∈ Y.
Let us briefly explain how the combination of these ingredients leads to the proof of

Theorem 2.2. First we recall that given any point x ∈ X and any k ∈ N, we say that an
element (Y, %, n, y) ∈ Tanx(X, d,m) splits off a factor Rk provided

(Y, %, n, y) ∼=
(
Rk × Z, dEucl × dZ ,L k ⊗mZ , (0k, z)

)
for some pointed RCD(0, N − k) space (Z, dZ ,mZ , z).

The first observation is that at any x ∈ X such that γ(1/2) = x for some γ ∈ Geo(X),
every element of the tangent cone (Y, %, n, y) ∈ Tanx(X, d,m) contains a line, and therefore
splits off a factor R (see Section 7 for the statement of the splitting theorem). This can be
checked as follows. Given (Y, %, n, y) ∈ Tanx(X, d,m) we consider a sequence of radii rn ↓ 0
such that
(2.1) lim

n→∞
dpmGH

(
(X, d/rn,mx

rn , x), (Y, %, n, y)
)

= 0.

Let γn : [− 1
2rn ,

1
2rn ] → (X, d/rn) be defined as γn(t) := γ(rnt + 1/2). Notice that γn is a

constant speed geodesic in (X, d/rn) with velocity independent of n, and satisfying γn(0) = x.
Let (Z, dZ) be a metric space realizing (2.1). Thanks Proposition 1.34 it is not difficult to
show that γn → γ∞ locally uniformly in (Z, dZ), where γ∞ : R→ (Y, %) is a line.

In particular we have shown that, at m-a.e. x ∈ X each tangent space splits of an
Euclidean factor. Now the sought conclusion follows by iterating this procedure exploiting
Theorem 2.3. We refer to [91] for details.

2. Uniqueness of tangent cones

Let (X, d,m) be an RCD(K,N) space. Then we define

Rk :=
{
x ∈ X

∣∣∣∣ Tanx(X, d,m) =
{

(Rk, dEucl, ckL
k, 0k)

}}
∀ k ∈ N, k ≤ N.

The elements of Rk are said to be the k-regular points in X.
The main result of this section is the following.

Theorem 2.4 (Uniqueness of tangents). Let (X, d,m) be an RCD(K,N) space. Then it
holds

m

(
X \

⋃
k≤N
Rk

)
= 0.

In other words m-a.e. x ∈ X is a regular point.
The proof of Theorem 2.4 heavily relies on analytical and geometrical properties of δ-

splitting maps discussed in Section 7.1. The crucial technical ingredient is the following
observation: the property of being δ-splitting at some scale and location automatically en-
forces to many other scales and locations. This can be proven by exploiting a maximal
argument, see Proposition 2.5 below.
Proposition 2.5 (Propagation of the δ-splitting property). Let N > 1 be given. Then there
exists a constant CN > 0 such that the following property holds. If (X, d,m) is an RCD(K,N)
space and u : B2r(p) → Rk is a δ-splitting map for some p ∈ X, r > 0 with r2|K| ≤ 1, and
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δ ∈ (0, 1), then there exists a Borel set G ⊆ Br(p) such that m
(
Br(p)\G

)
≤ CN

√
δm

(
Br(p)

)
and

u : Bs(x)→ Rk is a
√
δ-splitting map, for every x ∈ G and s ∈ (0, r).

Proof. Thanks to a scaling argument, it is sufficient to prove the claim in the case in which
r = 1 and |K| ≤ 1. Let us define G ⊆ B1(p) as G := ⋂k

a=1Ga ∩
⋂k
a,b=1Ga,b, where we set

Ga :=
{
x ∈ B1(p)

∣∣∣∣∣ sup
s∈(0,1)

−
∫
Bs(x)

∣∣∣Hess(ua)
∣∣∣2 dm ≤

√
δ

}
,

Ga,b :=
{
x ∈ B1(p)

∣∣∣∣∣ sup
s∈(0,1)

−
∫
Bs(x)

∣∣∣∇ua · ∇ub − δab∣∣∣2 dm ≤
√
δ

}
.

It holds that u : Bs(x) → Rk is a
√
δ-splitting map for all x ∈ G and s ∈ (0, 1). To prove

the claim, it remains to show that m
(
B1(p) \Ga

)
,m
(
B1(p) \Ga,b

)
≤ CN

√
δm

(
B1(p)

)
for all

a, b = 1, . . . , k.
Given any x ∈ B1(p) \Ga, we can choose sx ∈ (0, 1) such that

−
∫
Bsx (x)

∣∣∣Hess(ua)
∣∣∣2 dm >

√
δ.

By using Vitali covering lemma, we can find a sequence (xi)i ⊆ B1(p) \ Ga such that{
Bsxi

(xi)
}
i
are pairwise disjoint and B1(p) \Ga ⊆

⋃
iB5sxi (xi). Therefore, it holds that

m
(
B1(p) \Ga

)
≤
∑
i∈N

m
(
B5sxi (xi)

)
≤ CN

∑
i∈N

m
(
Bsxi

(xi)
)
≤ CN√

δ

∑
i∈N

∫
Bsxi (xi)

∣∣∣Hess(ua)
∣∣∣2 dm

≤
CNm

(
B2(p)

)
√
δ

−
∫
B2(p)

∣∣∣Hess(ua)
∣∣∣2 dm ≤ CN

√
δm

(
B1(p)

)
,

where we used the doubling property of m, the defining property of sxi , and the fact that u
is a δ-splitting map on B2(p). An analogous argument shows that

m
(
B1(p) \Ga,b

)
≤ CN

√
δm

(
B1(p)

)
for all a, b = 1, . . . , k, thus the statement is achieved. �

2.1. Proof of Theorem 2.4. The proof is divided in three steps.
Step 1. Fix any k ∈ N with k ≤ N . We define the auxiliary sets Ak, A′k ⊆ X as follows:

i) Ak is the collection of all points x ∈ X such that

(Rk, dEucl, ckL
k, 0k) ∈ Tanx(X, d,m),

but no other element of Tanx(X, d,m) splits off a factor Rk.
ii) A′k is the family of all points x ∈ X which satisfy

(Rk, dEucl, ckL
k, 0k) ∈ Tanx(X, d,m)

and (R`, dEucl, c`L `, 0`) /∈ Tanx(X, d,m) for every ` ∈ N with ` > k.
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Observe that Rk ⊆ Ak ⊆ A′k. The m-measurability of the sets Rk, Ak, A
′
k can be proven by

adapting the proof of [121, Lemma 6.1]. It also follows from Theorem 2.2 that

m
(
X \

⋃
k≤N

A′k
)

= 0.

Step 2. We aim to prove that m(A′k \ Ak) = 0. We argue by contradiction: suppose
m(A′k \Ak) > 0. Then we can find a point x ∈ A′k \Ak where the iterated tangent property
of Theorem 2.3 holds. Since x /∈ Ak, there exists a pointed RCD(0, N − k) space (Y, %, n, y)
with diam(Y ) > 0 such that(

Rk × Y, dEucl × %,L k ⊗ n, (0k, y)
)
∈ Tanx(X, d,m).

Theorem 2.2 yields the existence of z ∈ Y such that (R`, dEucl, c`L `, 0`) ∈ Tanz(Y, %, n), for
some ` ∈ N with 0 < ` ≤ N − k. This implies that

(Rk+`, dEucl, ck+`L
k+`, 0k+`) ∈ Tan(0k,z)(Rk × Y, dEucl × %,L k ⊗ n).

Therefore, Theorem 2.3 guarantees that

(Rk+`, dEucl, ck+`L
k+`, 0k+`) ∈ Tanx(X, d,m),

which contradicts the fact that x ∈ A′k. Consequently, we have proven that m(A′k \Ak) = 0,
as desired.

Step 3. In order to complete the proof of the statement, it suffices to show that

(2.2) m
(
BR(p) ∩ (Ak \ Rk)

)
= 0 for every p ∈ X and R > 0.

Let p ∈ X and R, η > 0 be fixed. Choose any δ ∈ (0, η) associated with η as in Corollary 1.84.
Moreover, choose any ε ∈ (0, 1/7) associated with δ2 as in Corollary 1.86. Given a point
x ∈ Ak, we can find rx ∈ (0, 1) such that 4r2

x|K| ≤ ε and

dpmGH

((
X, d/(2rx),mx

2rx , x
)
, (Rk, dEucl, ckL

k, 0k)
)
≤ ε.

By applying Vitali covering lemma to the family
{
Brx(x) : x ∈ Ak ∩ BR(p)

}
, we obtain a

sequence (xi)i ⊆ Ak ∩ BR(p) such that
{
Brxi

(xi)
}
i
are pairwise disjoint and Ak ∩ BR(p) ⊆⋃

iB5rxi (xi). For any i ∈ N, we know from Corollary 1.86 that there exists a δ2-splitting
map ui : B10rxi (xi)→ Rk. Furthermore, Proposition 2.5 guarantees the existence of a Borel
set Gi

η ⊆ B5rxi (xi) such that m
(
B5rxi (xi) \ G

i
η

)
≤ CNδm

(
B5rxi (xi)

)
and ui : Bs(x) → Rk is

a δ-splitting map for every x ∈ Gi
η and s ∈ (0, 5rxi). Hence, Corollary 1.84 guarantees that

for any x ∈ Gi
η the following property holds:

Given any element (Y, %, n, y) ∈ Tanx(X, d,m), there exists
a pointed RCD(0, N − k) space (Z, dZ ,mZ , z) such that

dpmGH

(
(Y, %, n, y),

(
Rk × Z, dEucl × dZ ,L k ⊗mZ , (0k, z)

))
≤ η.

(2.3)
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Then let us define Gη := ⋃
iG

i
η. Clearly, each element of Gη satisfies (2.3). Moreover, it

holds
m
(
BR(p) ∩ (Ak \Gη)

)
≤
∑
i∈N

m
(
B5rxi (xi) \G

i
η

)
≤ CNδ

∑
i∈N

m
(
B5rxi (xi)

)
≤ CNη

∑
i∈N

m
(
Brxi

(xi)
)
≤ CNηm

(
BR+1(p)

)
.

(2.4)

Now consider the Borel set
G :=

⋂
i

⋃
j

G1/2i+j .

It follows from (2.4) that m
(
BR(p) ∩ (Ak \G)

)
= 0.

Moreover, let x ∈ Ak ∩ G and (Y, %, n, y) ∈ Tanx(X, d,m) be fixed. Then by using (2.3)
we can find a sequence

{
(Zi, dZi ,mZi , zi)

}
i
of pointed RCD(0, N − k) spaces such that

(2.5)
(
Rk × Zi, dEucl × dZi ,L k ⊗mZi , (0k, zi)

) pmGH−→ (Y, %, n, y) as i→∞.

Up to a not relabelled subsequence, we can suppose that
(Zi, dZi ,mZi , zi)→ (Z, dZ ,mZ , z) in the pmGH-topology

for some pointed RCD(0, N − k) space (Z, dZ ,mZ , z). Consequently, (2.5) ensures that
(Y, %, n, y) is isomorphic to

(
Rk × Z, dEucl × dZ ,L k ⊗ mZ , (0k, z)

)
. Given that x ∈ Ak,

we deduce that Z must be a singleton. In other words, we have proven that any element
of Tanx(X, d,m) is isomorphic to (Rk, dEucl, ckL k, 0k), so that x ∈ Rk. This shows that
Ak ∩G ⊆ Rk, whence the claim (2.2) follows. The statement is finally achieved.

2.2. Lower semi-continuity of the dimension. By combining Theorem 2.4 with the
properties of δ-splitting maps discussed in Section 7.1, we can give a direct proof of the
following result, that was proved for the first time in [110]:
Theorem 2.6. Let (X, d,m) be an RCD(K,N) space. Let k ∈ N, k ≤ N be the maximal
number such that m(Rk) > 0. Then for any x ∈ X and ` > k we have that no element of
Tanx(X, d,m) splits off a factor R`. In particular, it holds that R` = ∅ for every ` > k.

Proof. First of all, we claim that for any given ` > k there exists ε > 0 such that

(2.6) dpmGH

(
(Rj, dEucl, cjL

j, 0j),
(
R` × Z, dEucl × dZ ,L ` ⊗mZ , (0`, z)

))
> ε

for every j ≤ k and for every pointed RCD(0, N − `) space (Z, dZ ,mZ , z). This can be easily
checked arguing by contradiction.

We prove the main statement by contradiction: suppose there exist x ∈ X and ` > k
such that
(2.7)

(
R` × Z, dEucl × dZ ,L ` ⊗mZ , (0`, z)

)
∈ Tanx(X, d,m)

for some pointed RCD(0, N − `) space (Z, dZ ,mZ , z). Consider ε > 0 associated with ` as in
(2.6). Choose δ > 0 associated with ε as in Corollary 1.84, then η > 0 associated with δ2 as
in Corollary 1.86. It follows from (2.7) that there is r > 0 such that r2|K| ≤ η and

dpmGH

(
(X, d/r,mx

r , x),
(
R` × Z, dEucl × dZ ,L ` ⊗mZ , (0`, z)

))
≤ η.
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Then Corollary 1.86 guarantees the existence of a δ2-splitting map u : B5r(x)→ R`. There-
fore, by Propositions 2.5 and Corollary 1.84 we know that there exists a Borel set G ⊆ Br(x)
with m(G) > 0 satisfying the following property: for any point y ∈ G, it holds that each
element of Tany(X, d,m) is ε-close (with respect to the distance dpmGH) to some space that
splits off a factor R`. Given that X \ (R1 ∪ · · · ∪ Rk) has null m-measure by Theorem 2.4,
there must exist y ∈ G and j ≤ k for which (Rj, dEucl, cjL j, 0j) is the only element of
Tany(X, d,m). Consequently, we have that

dpmGH

(
(Rj, dEucl, cjL

j, 0j),
(
R` × Z ′, dEucl × dZ′ ,L ` ⊗mZ′ , (0`, z′)

))
≤ ε

for some pointed RCD(0, N − `) space (Z ′, dZ′ ,mZ′ , z
′). This is in contradiction with (2.6).

�

Actually, Theorem 2.6 above is an instance of a more general result that can be proved
arguing in a similar manner: the essential dimension of RCD(K,N) spaces is lower semicon-
tinuous with respect to pointed measured Gromov-Hausdorff convergence. This statement
has been proved for the first time in [110, Theorem 4.10]. Below we just sketch how our
techniques can provide a slightly more direct proof, still based on the same ideas and on the
theory of convergence of Sobolev functions on varying spaces developed in [19,20].
Definition 2.7. The essential dimension dim(X, d,m) of an RCD(K,N) metric measure
space is the maximal n ∈ N such that m(Rn) > 0.

As we will see in Chapter 3 the essential dimension can be characterized as the unique
n ∈ N such that m(Rn) 6= 0.
Theorem 2.8. Let (Xn, dn,mn, xn) and (X, d,m, x) be pointed RCD(K,N) metric measure
spaces and assume that (Xn, dn,mn, xn) converge to (X, d,m, x) in the pointed measured
Gromov-Hausdorff sense. Then

dim(X, d,m) ≤ lim inf
n→∞

dim(Xn, dn,mn).

Proof. Let k := dim(X, d,m). We need to prove that, for n sufficiently large, it holds
k ≤ dim(Xn, dn,mn).

Up to scaling of the distance d on X, we can assume that K ≥ −1 and by Corol-
lary 1.86 we find y ∈ X and a δ-splitting map u : B2(y) → Rk. Arguing as in the proof
of Proposition 1.85, relying on the convergence and stability results of Section 4.2, we can
find 1 < r < 2, points Xn 3 yn → y ∈ X and 2δ-splitting maps un : Br(yn) → Rk, for any
n sufficiently large (it suffices to approximate the components of u in the strong H1,2-sense
with harmonic functions).

Next, Proposition 2.5 provides sets Gn ⊂ Br/2(yn) such that

mn(Br(yn) \Gn) ≤ CN
√

2δmn(Br/2(yn))
and

un : Bs(x)→ Rk is a
√

2δ-splitting map, for every x ∈ Gn and s ∈ (0, r/2),
for any n sufficiently large.

Now it suffices to choose δ such that
√

2δ ≤ δε given by Corollary 1.84 to get that, at any
point in Gn, any tangent is ε-close to a space splitting a factor Rk. Choosing ε small enough
and arguing as in the proof of Theorem 2.6 above we obtain that dim(Xn, dn,mn) ≥ k for
sufficiently large n. �
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3. Metric rectifiability of RCD spaces

Aim of this section is to exploit δ-splitting maps to show that RCD(K,N) spaces are
metrically rectifiable, in the following sense.
Definition 2.9. Given a metric measure space (X, d,m), k ∈ N and ε > 0, we say that a
Borel set E ⊆ X is (m, k, ε)-rectifiable provided there exists a sequence

{
(Gn, un)

}
n
, where

Gn ⊆ X are Borel sets satisfying m
(
X \ ⋃nGn

)
= 0 and the maps un : Gn → Rk are

(1 + ε)-biLipschitz with their images.
Rectifiability of RCD(K,N) spaces in the above sense was first proved in [121, Theorem

1.1]. Below we provide a different proof, more in the spirit of the Cheeger-Colding theory
for Ricci limits (cf. [53]) and relying on the connection between δ-splitting maps and ε-
isometries.
Lemma 2.10. Let N > 1 be given. Then for any η > 0 there exists δ = δN,η > 0 such that
the following property holds. If (X, d,m) is an RCD(K,N) space and u : Br(x) → Rk is a
δ-splitting map for some radius r > 0 with r2|K| ≤ 1 and some point x ∈ X satisfying

dpmGH
(
(X, d/r,mx

r , x), (Rk, dEucl, ckL
k, 0k)

)
< δ2,

then it holds that u : Br(x)→ Rk is an ηr-GH isometry, meaning that∣∣∣∣∣∣∣u(y)− u(z)
∣∣∣− d(y, z)

∣∣∣∣ ≤ ηr for every y, z ∈ Br(x).

Proof. Thanks to a scaling argument, it suffices to prove the statement for r = 1 and |K| ≤ 1.
We argue by contradiction: suppose there exist η > 0, a sequence of spaces (Xn, dn,mn, xn)
and a sequence of maps un : B1(xn)→ Rk, such that the following properties are satisfied.

i) (Xn, dn,mn) is an RCD(K,N) space.
ii) un is a 1/n-splitting map with un(xn) = 0k.

iii) It holds that dpmGH
(
(Xn, dn,mn, xn), (Rk, dEucl, ckL k, 0k)

)
≤ 1/n.

iv) un is not an η-GH isometry, so that there exist points yn, zn ∈ B1(xn) such that

(2.8)
∣∣∣∣∣∣∣un(yn)− un(zn)

∣∣∣− dn(yn, zn)
∣∣∣∣ > η.

Observe that item iii) guarantees that (Xn, dn,mn, xn)→ (Rk, dEucl, ckL k, 0k) in the pmGH-
topology. Possibly taking a not relabelled subsequence, it holds that un → u∞ strongly in
H1,2 on B1(0k), for some limit map u∞ : B1(0k) → Rk (cf. Section 4.2 for the theory of
convergence on varying spaces). We also deduce from item ii) above that Hess(u∞a ) = 0 and
∇u∞a · ∇u∞b = δab on B1(0k) for all a, b = 1, . . . , k (further details are discussed in the proof
of Proposition 1.83), whence u∞ is the restriction to B1(0k) of an orthogonal transformation
of Rk. This gives a contradiction since, by letting n→∞ in (2.8), we obtain that∣∣∣∣∣∣∣u∞(y∞)− u∞(z∞)

∣∣∣− |y∞ − z∞|∣∣∣∣ ≥ η,

where y∞, z∞ ∈ B1(0k) stand for the limit points of (yn)n and (zn)n, respectively (notice
that x∞ 6= y∞ as a consequence of (2.8) and (i) in Definition 1.80). �
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Let (X, d,m) be an RCD(K,N) space. Let k ∈ N be such that k ≤ N . Then we define

(Rk)r,δ :=
{
x ∈ Rk

∣∣∣∣ dpmGH
(
(X, d/s,mx

s , x), (Rk, dEucl, ckL
k, 0k)

)
< δ ∀s < r

}
for every r, δ > 0. Observe that for any given δ > 0 it holds that (Rk)r,δ ↗ Rk as r ↘ 0.
Theorem 2.11 (Rectifiability of RCD spaces). Let (X, d,m) be an RCD(K,N) space. Let
k ∈ N be such that k ≤ N . Then the k-regular set Rk of X is (m, k, ε)-rectifiable for every
ε > 0.

Proof. We claim that for any ε > 0 there exists an (m, k, ε)-rectifiable set Gε ⊂ Rk such that
m(Rk \Gε) < ε. Notice that the statement follows from the claim above observing that

m
(
Rk \

∞⋃
n=1

Gε/n
)

= 0.

Let us prove the claim in two steps.
Step 1. We claim that for any η > 0 there exists δ = δN,η ∈ (0, 1) such that the following

property holds: if (X, d,m) is an RCD(K,N) space and u : B5r(p)→ Rk is a δ-splitting map
for some radius r > 0 satisfying r2|K| ≤ 1 and some point p ∈ (Rk)2r,δ, then there exists a
Borel set G ⊆ Br(p) such that m

(
Br(p) \G

)
≤ CNηm

(
Br(p)

)
and

(2.9)
∣∣∣∣∣∣∣u(x)− u(y)

∣∣∣− d(x, y)
∣∣∣∣ ≤ η d(x, y) for every x, y ∈ (Rk)2r,δ ∩G.

To prove it, choose any δ ∈ (0, η2) so that
√
δ is associated with η as in Lemma 2.10.

Now let us consider an RCD(K,N) space (X, d,m) and a δ-splitting map u : B5r(p) → Rk,
for some r > 0 with r2|K| ≤ 1 and p ∈ (Rk)2r,δ. By Proposition 2.5, we can find a Borel set
G ⊆ Br(p) such that m

(
Br(p) \ G

)
≤ CNηm

(
Br(p)

)
and u : Bs(x) → Rk is a

√
δ-splitting

map for all x ∈ G and s ∈ (0, 2r). Then Lemma 2.10 guarantees that the map u : Bs(x)→ Rk

is an ηs-GH isometry for every x ∈ (Rk)2r,δ ∩G and s ∈ (0, 2r) (here we used the fact that
x ∈ (Rk)2r,δ ⊆ (Rk)s,δ).

Fix any x, y ∈ (Rk)2r,δ ∩ G. Since d(x, y) < 2r, we know that u : Bd(x,y)(x) → Rk is an
η d(x, y)-GH isometry, thus in particular

∣∣∣|u(x) − u(y)| − d(x, y)
∣∣∣ ≤ η d(x, y). This yields

(2.9).
Step 2. Fix x̄ ∈ X, R > 0, ε > 0. We aim to build an (m, k, ε)-rectifiable set G satisfying

m(BR(x̄) ∩Rk \G) < ε. Note that this easily implies our claim.
Let η < ε to be chosen later, δ = δN,η according to Step 1, ε̄ ∈ (0, δ) associated to δ as

in Corollary 1.86 and r > 0 satisfying r2|K| ≤ 1 and m(BR(x̄) ∩ (Rk \ (R)2r,ε̄)) ≤ ε/2. By
Vitali covering lemma, we find points x1, . . . , x` ∈ BR(x̄) ∩ (Rk)2r,ε̄ for which

{
Br/5(xi)

}`
i=1

are pairwise disjoint and BR(x̄)∩ (Rk)2r,ε̄ ⊆ Br(x1)∪ · · ·∪Br(x`). Corollary 1.86 guarantees
the existence of a δ-splitting map ui : B5r(xi)→ Rk for every i = 1, . . . , `. Therefore Step 1
yields Borel sets Gi ⊆ Br(xi) such that m

(
Br(xi) \Gi

)
≤ CNηm

(
Br(xi)

)
and∣∣∣|ui(x)− ui(y)| − d(x, y)

∣∣∣ ≤ η d(x, y) for every x, y ∈ (Rk)2r,ε̄ ∩Gi, for every i = 1, . . . , `.
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Since η < ε, we deduce that ui is (1 + ε)-biLipschitz with its image when restricted to
(Rk)2r,ε̄ ∩Gi, whence G := (Rk)2r,ε̄ ∩

⋃`
i=1Gi is (m, k, ε)-rectifiable. Observe that

m
((
BR(x̄) ∩ (Rk)2r,ε̄

)
\G

)
≤
∑̀
i=1

m
(
Br(xi) \Gi

)
≤ CNη

∑̀
i=1

m
(
Br(xi)

)

≤ CNη
∑̀
i=1

m
(
Br/5(xi)

)
≤ CNηm

(
BR+1(x̄)

)
.

Choosing η > 0 such that CNηm
(
BR+1(x̄)

)
< ε/2 we get the sought conclusion. �

4. Behaviour of the reference measure under charts

Aim of this section is to prove absolute continuity of the reference measure m of an
RCD(K,N) metric measure space (X, d,m) with respect to the relevant Hausdorff measure.
This result was first proved in the three independent works [72,95,109], heavily relying on
[73]. The strategy of our proof is essentially taken from [95], the main technical simplification
being that the charts providing rectifiability in our case are harmonic (indeed they are δ-
splitting maps), while in [95] they were distance functions.

We refer to Section 5 for the notation regarding normed modules. Let X, Y be Polish
spaces. Fix a finite Borel measure µ ≥ 0 on X and a Borel map φ : X → Y . We shall denote
by φ∗ the pushforward operator, which sends finite Borel measures on X into finite Borel
measures on Y . Then we define

(2.10) Prφ(f) := dφ∗(fµ)
dφ∗µ

for every f ∈ L1(µ),

where we adopted the usual notation of geometric measure theory for the density of a measure
absolutely continuous with respect to another measure. The resulting map Prφ : L1(µ) →
L1(φ∗µ) is linear and continuous. Given any p ∈ (1,∞], it holds that Prφ maps continuously
Lp(µ) to Lp(φ∗µ). The essential image of a Borel set E ⊆ X is defined as Imφ(E) :={
Prφ(χE) > 0

}
⊆ Y .

Let us also recall that in the framework of weighted Euclidean spaces, we have another
notion of tangent module at our disposal. Given a Radon measure ν ≥ 0 on Rk, we denote
by L2(Rk,Rk; ν) the space of all L2(ν)-maps from Rk to itself. It turns out that L2(Rk,Rk; ν)
is an L2(ν)-normed L∞(ν)-module generated by

{
∇f : f ∈ C∞c (Rk)

}
, where ∇f : Rk → Rk

stands for the “classical” gradient of f .
In the statement below, for the sake of clarity, we emphasise the dependence on the

reference measure of differential operator.
Proposition 2.12 (Differential of an Rk-valued Lipschitz map). Let (X, d, µ) be an infinites-
imally Hilbertian m.m.s. such that µ is finite. Let φ : X → Rk be a Lipschitz map. Then
there exists a unique linear and continuous operator Dφ : L2

µ(TX) → L2(Rk,Rk;φ∗µ) such
that

(2.11)
∫
F
∇f · Dφ(v) dφ∗µ =

∫
φ−1(F )

∇µ(f ◦ φ) · v dµ

for every f ∈ C∞c (Rk), v ∈ L2
µ(TX), F ⊆ Rk Borel. In particular, if v ∈ D(divµ), then the

distributional divergence of Dφ(v) is given by Prφ
(
divµ(v)

)
.
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Moreover, if the map φ is biLipschitz with its image when restricted to some Borel set
E ⊆ X and v1, . . . , vk ∈ L2

µ(TX) are independent on E, then the vectors

Dφ(χE v1)(y), . . . ,Dφ(χE vk)(y)
constitute a basis of Rk for φ∗µ-a.e. point y ∈ Imφ(E).

Proof. Existence of the map Dφ is proven in [95]: with the terminology used therein, it
suffices to define Dφ := ι ◦ Prφ ◦ dφ. The fact that this map satisfies (2.11) follows from
[95, Proposition 2.7] and the very definition of ι (we do not need to require properness of φ,
as µ is a finite measure). Uniqueness of Dφ follows from the fact that

{
∇f : f ∈ C∞c (Rk)

}
generates L2(Rk,Rk;φ∗µ). Now suppose v ∈ D(divµ). Then for every f ∈ C∞c (Rk) it holds
that f ◦ φ ∈ H1,2(X, d, µ), whence∫

∇f · Dφ(v) dφ∗µ
(2.11)=

∫
∇µ(f ◦ φ) · v dµ = −

∫
f ◦ φ divµ(v) dµ

= −
∫
f dφ∗

(
divµ(v)µ

) (2.10)= −
∫
f Prφ

(
divµ(v)

)
dφ∗µ.

This shows that the distributional divergence of Dφ(v) is represented by Prφ
(
divµ(v)

)
. Fi-

nally, the last claim of the statement follows from [95, Proposition 2.2] and [95, Proposition
2.10]. �

Theorem 2.13 (Behaviour of m under charts). Let (X, d,m) be an RCD(K,N) space. Con-
sider a δ-splitting map u : Br(p)→ Rk which is (1 + ε)-bi-Lipschitz with its image (for some
ε < 1/k) when restricted to some compact set K ⊆ Br(p). Then it holds that

u∗(m|K)� L k.

In particular, for any k ∈ N, k ≤ N , m|Rk is absolutely continuous with respect to the
k-dimensional Hausdorff measure on (X, d).
Remark 2.14. Denote by

(2.12) R∗k := {x ∈ Rk : ∃ lim
r→0+

m(B(x, r))
ωkrk

∈ (0,∞)}.

By means of Theorem 2.13 and standard tools from geometric measure theory one can prove
that m(Rk \ R∗k) = 0. Moreover mxR∗k and HkxR∗k are mutually absolutely continuous and

lim
r→0+

m(B(x, r))
ωkrk

= dmxR∗k
dHkxR∗k

(x),

for m-a.e. x ∈ R∗k.
We refer to [21, Theorem 4.1] for details on this.

Proof of Theorem 2.13. First of all, fix a good cut-off function η : X → R for the pair K ⊆
Br(p), in the sense of Lemma 1.60. Define µ := m|Br(p) and φ := ηu : X → Rk. Observe
that the components φ1, . . . , φk of φ are test functions and φ|K is (1 + ε)-biLipschitz with
its image. Consider the differential Dφ : L2

µ(TX) → L2(Rk,Rk;φ∗µ) defined in Proposition
2.12. Fix a sequence (ψi)i of compactly-supported, Lipschitz functions ψi : X → [0, 1] that
pointwise converge to χK . We then set

via := Dφ(ψi∇µφa) ∈ L2(Rk,Rk;φ∗µ) for every i ∈ N and a = 1, . . . , k.
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Note that ψi∇µφa ∈ D(divµ) by the Leibniz rule for divergence and the fact that φa ∈ D(∆µ),
whence Proposition 2.12 ensures that the distributional divergence of each vector field via
is an L2(φ∗µ)-function. Hence, it holds that Iia := via φ∗µ is a normal 1-current in Rk (see
[95, Corollary 2.12]). Note also that

−→
Iia = χ{|via|>0}

via
|via|

and ‖Iia‖ = |via|φ∗µ for every i ∈ N and a = 1, . . . , k.

Call Ai the set of y ∈ Rk such that vi1(y), . . . , vik(y) form a basis of Rk. Since (φ∗µ)|Ai � ‖Iia‖
holds for all a = 1, . . . , k, by applying [73, Corollary 1.12] we deduce that
(2.13) (φ∗µ)|Ai � L k for every i ∈ N.
Now define va := Dφ(χK∇µφa) ∈ L2(Rk,Rk;φ∗µ) for every a = 1, . . . , k. It can readily
checked that ∇µφ1, . . . ,∇µφk are independent on K (here the assumption ε < 1/k plays a
role), whence the vectors v1(y), . . . , vk(y) are linearly independent for φ∗µ-a.e. y ∈ Imφ(K)
by Proposition 2.12.

Furthermore, for any given j = 1, . . . , k, we can see (by using dominated convergence
theorem) that ψi∇µφa → χK∇µφa in L2

µ(TX) as i→∞, thus via → va in L2(Rk,Rk;φ∗µ) as
i→∞ by continuity of Dφ. In particular, possibly passing to a not relabelled subsequence,
we can assume that limi v

i
a(y) = va(y) for φ∗µ-a.e. y ∈ Rk. This implies that (φ∗µ)

(
Imφ(K)\⋃

iAi
)

= 0, thus (2.13) yields (φ∗µ)|Imφ(K) � L k. Since Imφ(K) =
{
Prφ(χK) > 0

}
by

definition, we conclude that

u∗(m|K) = φ∗(µ|K) = dφ∗(χKµ)
dφ∗µ

φ∗µ = Prφ(χK)φ∗µ� L k.

Therefore, the first part of the statement is finally achieved.
The second part of the statement follows from the first one, the inner regularity of m and

(the proof of) Theorem 2.11. �





CHAPTER 3

Constancy of the dimension

In Chapter 2 we proved that any RCD(K,N) metric measure space can be covered
with regular sets Rk of dimension k ∈ N ∩ [1, N ], up to a m-negligible set. A very natural
question left open is whether two non negligible regular sets of different dimension may exist.
Let us mention that in the framework of Ricci limit spaces Cheeger and Colding in [51]
conjectured that there should be exactly one k-dimensional regular set Rk having positive
measure. However, it took more than ten years before the work [58], where Colding-Naber
affirmatively solved this conjecture.

The analogous problem in the abstract framework of RCD(K,N) metric measure spaces
remained open since the work of Mondino-Naber and has been recently solved in [43] by the
author in collaboration with D. Semola.
Theorem 3.1 (Constancy of the dimension). Let (X, d,m) be an RCD(K,N) for some
K ∈ R and 1 < N < ∞. Then, there is exactly one regular set Rk having positive m-
measure in the Mondino-Naber decomposition of (X, d,m).

Let us first explain why it seems hard to adapt the strategy pursued by Colding-Naber
to the case of RCD(K,N) spaces and after present the heuristic standing behind our new
approach.

The technique developed in [58] is based on fine estimates on the behaviour of balls of
small radii centered along the interior of a minimizing geodesic over a smooth Riemannian
manifold that are stable enough to pass through the possibly singular Gromov-Hausdorff
limits. When dealing with an abstract RCD(K,N) space there is no smooth approximating
sequence one can appeal on. Nevertheless, one could try to reproduce their main estimate
(see [58, Theorem 1.3]) directly at the level of the given metric measure space but, up to
our knowledge, the calculus tools available at this stage, although being quite powerful (see
for instance [87]), are still not sufficient to such an issue. The study of the flow of a suitably
chosen vector field, which was at the technical core of the proof in the case of Ricci limit
spaces, will be the starting point in our approach too. A key idea is the following: one would
expect the geometry to change continuously along a flow and that, as a consequence, flow
maps might be a useful tool to prove that the space has a certain “homogeneity” property.
As we have already seen in Chapter 1, any metric measure space has a first order differential
structure. Furthermore in [87], Gigli proved that any RCD(K,∞) metric measure space has
also a second order differential structure. Roughly speaking, this turns into the possibility of
finding many functions with second order derivatives in L2. At the level of vector fields, which
are by themselves first order differential objects, this has the outcome that one can define
a notion of covariant derivative and that the class of Sobolev vector fields with covariant
derivative in L2 is a rich one.

Moreover, as we have already seen in Section 6.1, after [27] we have a notion of flow
associated to Sobolev vector fields over RCD spaces. The following weak transitivity property

47
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of flow maps is an instance of the fact that such a class of vector fields is rich. Given any two
probability measures µ0, µ1 absolutely continuous and with bounded densities with respect
to m, we can find a Sobolev vector field such that, calling F its regular Lagrangian flow at
t = 1, it holds F∗µ0 = µ1. To be precise, we are able to prove that F maps a “big portion”
of µ0 to µ1, that is still enough for our purposes. In Section 2.2 below, we will see how the
Lewy-Stampacchia inequality, proved in this abstract framework by Gigli-Mosconi in [93],
leads to the proof of this weak transitivity result.

With the weak transitivity of flows at hand it is natural to investigate regularity properties
of flow maps. This is a natural strategy to prove “homogeneity”properties of the space that
may rule out the possibility of having pieces of different dimensions.

Unfortunately, the study of regularity for Lagrangian flows associated to Sobolev vector
fields is far from being trivial also in the Euclidean setting. The first result in this direction
was obtained by Crippa-De Lellis in [63] building upon some ideas that have previously
appeared in [23].

Let us explain the reasons behind these difficulties and why they required some new ideas
to be settled in the case of a Riemannian manifold and a change of perspective in the case
of an RCD(K,N) metric measure space.

Let b : Rd → Rd be a vector field and denote by X : [0, T ]×Rd → Rd its flow map, that
we assume to be well-defined for every t ∈ [0, T ] and for every x ∈ Rd. A natural way to
measure the regularity of X is in terms of Lipschitz continuity and it is a rather elementary
fact that, whenever b is Lipschitz, the flow map X t is Lipschitz as well. Indeed, willing
to control the distance between trajectories starting from different points x, y ∈ Rd, it is
sufficient to compute

(3.1) d
dt |X t(x)−X t(y)| ≤ |b(X t(x))− b(X t(y))| ≤ Lip(b)|X t(x)−X t(y)|,

to obtain that
|X t(x)−X t(y)| ≤ etLip b|x− y|, for any t ∈ [0, T ].

Lowering the regularity assumption on the vector field from Lipschitz to Sobolev, the
second inequality in (3.1) fails and we cannot expect Lipschitz regularity for the regular La-
grangian flow X t that, in general, might even be discontinuous. However, in the aforemen-
tioned paper, Crippa-De Lellis obtained a Lusin-Lipschitz regularity result for Lagrangian
flows associated to vector fields b ∈ H1,p(Rd;Rd) for p > 1. That is to say, they proved that,
for every bounded K ⊂ Rd and for every ε > 0, there exist C = C(ε, ‖b‖H1,p , K) > 0 and
E ⊂ K with L d(K \ E) < ε such that X t is C-Lipschitz over E, for any t ∈ [0, T ].

The key tool exploited by Crippa-De Lellis seeking for an analogue of (3.1) is the so-called
maximal estimate for Sobolev functions: there exists Cd > 0, such that any f ∈ H1,p(Rd;R)
admits a representative, still denoted by f , such that
(3.2) |f(x)− f(y)| ≤ Cd(M |∇f |(x) +M |∇f |(y)) |x− y| , for any x, y ∈ X,
where M |∇f | is the maximal operator applied to |∇f |. Observe that, if p > 1, then
‖M |∇f |‖Lp ≤ Cp,d ‖|∇f |‖Lp for some constant Cp,d > 0. Moreover, since on Rd a vector field
is Sobolev if and only if its components are so, (3.2) holds true also for any b ∈ H1,p(Rd;Rd).

This being said, the replacement of (3.1) in the Sobolev case is

(3.3) d
dt |X t(x)−X t(y)| ≤ C {M |∇b|(X t(x)) +M |∇b|(X t(y))} |X t(x)−X t(y)|.



3. CONSTANCY OF THE DIMENSION 49

The sought regularity for X t does not follow any more applying Gronwall lemma to (3.3).
However, one might think of (3.3) as a quantitative infinitesimal version of the regularity
result for the Lagrangian flow.

Having such a perspective in mind, the situation changes significantly passing from the
Euclidean space to an RCD(K,N) metric measure space or, more simply, to a smooth Rie-
mannian manifold. Indeed, while the maximal estimate for real valued Sobolev functions
(3.2) is a very robust result, which holds true in every doubling metric measure space satis-
fying the Poincaré inequality and in a relevant class of non-doubling spaces (see [8,9]), we
are not aware of any intrinsic way to lift it to the level of vector fields.

Therefore we chose for an alternative approach to the problem. Let us introduce the
more appealing notation d for the distance function but still think, for sake of simplicity
to the Euclidean case. Trying to turn the Sobolev regularity of the vector field into some
bound for the right hand side in the expression

(3.4) d
dtd(X t(x),X t(y)) = b · ∇dXt(x)(X t(y)) + b · ∇dXt(y)(X t(x)),

a natural attempt could be to appeal to the interpolation

(3.5) b · ∇dx(y) + b · ∇dy(x) =
∫ 1

0
∇symb(γ′(s), γ′(s)) ds,

where γ : [0, 1] → Rd is the geodesic joining x to y and ∇symb is the symmetric part of the
covariant derivative of b. However, when the bounds on ∇symb are only of integral type, it is
not clear how to obtain useful estimates from (3.5) without deeply involving the Euclidean
structure, that is something to be avoided in view of the extensions to the metric setting.

The starting point of the study in our previous paper [42] was, instead, the following
observation: suppose that d ≥ 3, then, calling G the Green function of the Laplacian on Rd,
it holds G(x, y) = cdd(x, y)2−d. This implies in turn that controlling the distance between two
trajectories of the flow is the same as controlling the Green function along them. Moreover,
computing the rate of change of the Green function along the flow, we end up with the
necessity to find bounds for the quantity

b · ∇Gx(y) + b · ∇Gy(x),
that, assuming div b = 0 for sake of simplicity, we can formally rewrite as

b · ∇Gx(y) + b · ∇Gy(x) = −
∫
Rd
b(w) · ∇Gx(w) d∆Gy(w)−

∫
Rd
b(w) · ∇Gy(w) d∆Gx(w)

= 2
∫
Rd
∇symb(∇Gx,∇Gy) dm.(3.6)

Observe that, being (3.6) in integral form, we can expect it to fit better than (3.5) with the
assumption ∇symb ∈ L2 and this expectation is confirmed by the validity, for some C > 0,
of the key estimate

(3.7)
∫
Rd
f |∇Gx||∇Gy| dm ≤ CG(x, y)(Mf(x) +Mf(y)), for any x, y ∈ X

and for any Borel function f : Rd → [0,∞), see Proposition 3.11 below.
Starting from this idea, in [42] we obtained the first extension of the Lusin-Lipschitz

regularity estimate for Lagrangian flows of Sobolev vector fields outside from the Euclidean
setting, covering the case of Ahlfors regular, compact RCD(K,N) spaces. In that case,
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which includes for instance Riemannian manifolds, Alexandrov spaces and non-collapsed
RCD(K,N) spaces (see [71]), a uniform control over the volume growth of balls turns into a
global comparison between the Green function, that was introduced as an intermediate tool,
and a negative power of the distance, by means of which we wanted to measure regularity.

In the general case we prove that a version of Crippa-De Lellis’ result holds true if we
understand Lusin-Lipschitz regularity, with respect to a newly defined quasi-metric dG =
1/G, G being the minimal positive Green function of the Laplacian over (X, d,m).

Let us point out, just at a speculative level, that having at our disposal a perfect extension
of Crippa-De Lellis’ result to the metric setting, it would have been rather easy to exclude the
possibility of regular sets of different dimensions with positive measure in the Mondino-Naber
decomposition of an RCD(K,N) metric measure space, just building on the transitivity result
and the observation that, given k < n, it is impossible to find a Lipschitz map Φ : Rk → Rn

such that Φ∗L k � L n.
Here we exploit a modification of this idea. We start observing that it is possible to catch,

in a quantitative way, the asymptotic behaviour of the Green function near to regular points
of the metric measure space in terms of distance, measure and dimension (see Lemma 3.32).
This allows to find a counterpart for the “preservation of the Hausdorff dimension via biLips-
chitz maps” formulated just in terms of Green functions (see Theorem 3.33) and to complete
the proof of Theorem 3.1, the spirit being that a control over two among distance, reference
measure and Green function gives in turn a control over the remaining one.

1. G-egularity of Lagrangian flows

This section is dedicated to establish a regularity results for Lagrangian flows of Sobolev
vector fields. Regularity is understood with respect to a newly defined quasi-metric dG =
1/G, where G is the Green function of the Laplacian. A natural setting to have existence of
a positive Green function is that one of RCD(0, N) metric measure spaces satisfying suitable
volume growth conditions (see assumptions Assumption 1 and Assumption 2 below). Under
these assumptions, in Section 1.3 we prove that (X, dG,m) is a doubling quasi-metric space
and in Section 1.4 we exploit this structural result, together with the maximal estimate
(3.37), to implement Crippa-De Lellis’ scheme.

In Section 1.5 we show how this strategy can be adapted to cover the case of a possibly
negative lower Ricci curvature bound.

1.1. Key properties of the Green function. In this section we study the properties
of the Green function, that is a central object in our work. From now on we assume that
(X, d,m) is an RCD(0, N) metric measure space. Further assumptions on the space will be
added in the sequel.

We set
G(x, y) :=

∫ ∞
0

pt(x, y) dt

and, for every ε > 0,

(3.8) Gε(x, y) :=
∫ ∞
ε

pt(x, y) dt.

We shall adopt in the sequel also the notation Gx(·) := G(x, ·) (and analogously for Gε).
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Before going on let us observe that, at least at a formal level, the Green function is the
fundamental solution of the Laplace operator. Indeed

∆yGx(·) = ∆y

(∫ ∞
0

pt(x, ·) dt
)

=
∫ ∞

0
∆ypt(x, ·) dt

=
∫ ∞

0

d
dtpt(x, ·) dt = [pt(x, ·)]∞0 = −δx.

In order to get the good definition of both G and Gε, up to the end of this section, unless
otherwise stated, we will work under the following assumption.
Assumption 1. There exists x ∈ X such that

(3.9)
∫ ∞

1

s

m(B(x, s)) ds <∞.

Recall that, for a non compact Riemannian manifold with nonnegative Ricci curvature, it
was proved by Varopoulos that (3.9) is a necessary and sufficient condition for the existence
of a positive Green function of the Laplacian (and this condition is known as non-parabolicity
in the literature).
Remark 3.2. Let us observe that all the metric measure spaces obtained as tensor products
between an arbitrary RCD(0, N) m.m.s. (X, d,m) and an Euclidean factor (Rk, dRk ,L

k) for
k ≥ 3 do satisfy Assumption 1.

We now introduce functions F, H : X × (0,∞)→ (0,∞) by

(3.10) F (x, r) :=
∫ ∞
r

s

m(B(x, s)) ds

and

(3.11) H(x, r) :=
∫ ∞
r

1
m(B(x, s)) ds.

They are the objects we will use to estimate the Green function and its gradient (see [97]
for analogous results in the smooth setting). As for the Green function, we will often write
Fx(r) or Hx(r) in place of F (x, r) and H(x, r).
Remark 3.3. Let us remark that both F and H are continuous w.r.t. the first variable. It
can be seen recalling that spheres are negligible on doubling m.m.s and using the continuity
of the function x 7→ m(B(x, r)) (with r > 0 fixed).

The next proposition has the aim to provide estimates for the Green function and its
gradient, in terms of Fx(d(x, y)) and Hx(d(x, y)) that are simpler objects to work with.
Proposition 3.4 (Main estimates for G). Let (X, d,m) be an RCD(0, N) m.m.s. satisfying
Assumption 1. Then there exists a constant C2 ≥ 1, depending only on N , such that, for
any x ∈ X,

(3.12) 1
C2
Fx(d(x, y)) ≤ Gx(y) ≤ C2Fx(d(x, y)) for any y ∈ X.

Moreover for any x ∈ X it holds that Gx ∈ H1,1
loc (X, d,m) and

(3.13) |∇Gx|(y) ≤
∫ ∞

0
|∇pt(x, ·)|(y) dt ≤ C2Hx(d(x, y)), for m-a.e. y ∈ X.
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Before giving the proof of Proposition 3.4 let us state and prove some technical lemmas.
The first one deals with the integrability properties of the maps y 7→ Fx(d(x, y)) and y 7→
Hx(d(x, y)). Since its formulation and its proof do not require any regularity assumption for
the metric measure space, apart from the validity of Assumption 1, we state it in this great
generality.
Lemma 3.5. Let (X, d,m) be a m.m.s. satisfying Assumption 1. Then for every x ∈ X,
the functions y 7→ Fx(d(x, y)) and y 7→ Hx(d(x, y)) belong to L1

loc(X,m). Moreover the map
(w, z) 7→ H(w, d(w, z)) belongs to L1

loc(X ×X,m×m).

Proof. Let g : R→ [0,∞) be a Borel function, define f(r) :=
∫∞
r g(s) ds. Observe that

(3.14)
∫
B(x,R)

f(dx(w)) dm(w) =
∫ R

0
g(s)m(B(x, s)) ds+f(R)m(B(x,R)), for any R > 0,

as an application of Fubini’s theorem shows. Fix now any x ∈ X. Applying (3.14), first with
g(s) = s

m(B(x,s)) and then with g(s) = 1
m(B(x,s)) , we get

(3.15)
∫
B(x,R)

Fx(dx(w)) dm(w) = R2

2 + Fx(R)m(B(x,R)),

and

(3.16)
∫
B(x,R)

Hx(dx(w)) dm(w) = R +Hx(R)m(B(x,R)),

that imply in turn that y 7→ Fx(d(x, y)) and y 7→ Hx(d(x, y)) belong to L1
loc(X,m).

We now prove the local integrability of (w, z) 7→ H(w, d(w, z)). It suffices to show that∫
B(x̄,R)

∫
B(x̄,R)

H(w, d(w, z)) dm(z) dm(w) <∞, ∀R > 0, ∀x̄ ∈ X.

Observe that for every w ∈ B(x̄, R) it holds B(x̄, R) ⊂ B(w, 2R). Hence∫
B(x̄,R)

∫
B(x̄,R)

H(w, d(w, z)) dm(z) dm(w)

≤
∫
B(x̄,R)

∫
B(w,2R)

H(w, d(w, z)) dm(z) dm(w)

=
∫
B(x̄,R)

[2R + m(B(w, 2R))Hw(2R)] dm(w)

≤2Rm(B(x̄, R)) + m(B(x̄, 3R))
∫
B(x̄,R)

Hw(2R) dm(w),

where we used (3.16) passing from the second to the third line above. Since B(x̄, s/2) ⊂
B(w, s) for every w ∈ B(x̄, R) and s > 2R, we obtain∫

B(x̄,R)
Hw(2R) dm(w) =

∫ ∞
2R

∫
B(x̄,R)

1
m(B(w, s)) dm(w) ds

≤
∫ ∞

2R

∫
B(x̄,R)

1
m(B(x̄, s/2)) dm(w) ds

=m(B(x̄, R))
∫ ∞

2R

1
m(B(x̄, s/2)) ds <∞.

�
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The following lemma deals with the regularity properties of Gε
x, that is a regular approx-

imation of Gx.
Lemma 3.6. Let (X, d,m) be an RCD(0, N) space satisfying Assumption 1 and fix x ∈ X.
For every 0 < ε < 1 the function Gε

x belongs to Lipb(X) ∩ Dloc(∆) and it holds ∆Gε
x =

−pε(x, ·). Moreover Gx ∈ H1,1
loc (X, d,m) and

(3.17) lim
ε→0

Gε
x = Gx in H1,1

loc (X, d,m).

Proof. First of all let us prove that Gε
x ∈ L∞(X,m). Using (1.20) and Assumption 1 we have

Gε
x(y) =

∫ ∞
ε

pt(x, y) dy ≤
∫ ∞
ε

C1

m(B(x,
√
t))

dt = 2C1

∫ ∞
√
ε

t

m(B(x, t)) dt <∞.

The proof of the regularity statement Gε
x ∈ Lipb(X) will follow after proving that the identity

Gα+t
x = PtG

α
x holds true for any α, t ∈ (0,∞) by the regularization properties of the heat

semigroup (since we proved that Gα ∈ L∞). To this aim, for any x, y ∈ X and for any
t, α > 0, we compute

PtG
α
x(y) =

∫
pt(y, z)Gα

x(z) dm(z) =
∫ ∞
α

∫
pt(y, z)ps(x, z) dm(z) ds

=
∫ ∞
α

pt+s(x, y) ds =
∫ ∞
α+t

ps(x, y) ds = Gα+t
x (y).

In order to prove that Gε
x ∈ Dloc(∆) and ∆Gε

x = pε(x, ·) we consider a function f ∈
Test(X, d,m) and we compute∫

Gε
x(w)∆f(w) dm(w) =

∫ ∞
ε

Pt∆f(x) dt = −Pεf(x),

where the last equality follows from the observation that Prf → 0 pointwise as r → ∞ for
any f ∈ L1 ∩L2(X,m), that is a consequence of the estimates for the heat kernel (1.20) and
the fact that m(X) =∞.

Let us prove (3.17). We preliminary observe that Gε
x → Gx in L1

loc(X,m), since Gx−Gε
x ≥

0 and∫
{Gx(y)−Gε

x(y)} dm(y) =
∫ ∫ ε

0
pt(x, y) dt dm(y) =

∫ ε

0

∫
pt(x, y) dm(y) dt = ε.

To conclude the proof it suffices to show that Gε
x is a Cauchy sequence in W 1,1

loc (X, d,m). We
claim that, for every 0 < ε1 < ε2 < 1,

(3.18) |∇(Gε1
x −Gε2

x )|(y) = Lip(Gε1
x −Gε2

x )(y) ≤
∫ ε1

ε2
Lip pt(x, ·)(y) dt, for m-a.e. y ∈ X.

As a consequence of the Bishop-Gromov inequality (1.15) we get

sup
t>0

∫ e−
d2(x,y)

5t

m(B(x,
√
t))

dm(y) = sup
t>0

1
m(B(x,

√
t))

∫ ∫ ∞
d2(x,y)/t

e−s/5

5 ds dm(y)

= sup
t>0

∫ ∞
0

e−s/5

5
m(B(x,

√
st))

m(B(x,
√
t))

ds

≤
∫ ∞

0

e−s/5

5 max{s, 1}N/2 ds <∞,
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that, together with the estimates for the gradient of the heat kernel (1.21), implies

∫ 1

0

∫
|∇pt(x, ·)|(y) dm(y) dt ≤

∫ 1

0

C2√
t

∫ e−
d2(x,y)

5t

m(B(x,
√
t))

dm(y) dt <∞,

therefore (3.18) will yield the desired conclusion. This being said let us pass to the verification
of (3.18). Observe that the m-a.e. identifications between slopes and minimal weak upper
gradients above follow from the local Lipschitz regularity of the heat kernel and Gε

x for ε > 0
thanks to Theorem 1.26. Observe that the very definition of Gε grants that

(3.19) Lip(Gε1
x −Gε2

x )(y) ≤ lim sup
z→y

∫ ε1

ε2

|pt(x, y)− pt(x, z)|
d(y, z) dt, for every y ∈ X.

Moreover, for any r < 1
2d(x, y), the gradient estimate for the heat kernel (1.21) yields

(3.20) |∇pt(x, ·)|(w) ≤ C1e
− r

2
5t

√
tm(B(x,

√
t))

for m-a.e w ∈ B(y, r).

Hence pt(x, ·) is Lipschitz in B(y, r/2) with Lipschitz constant bounded from above by the
right hand side of (3.20), thanks to a local version of the Sobolev to Lipschitz property.
Summarizing we obtain the bound

|pt(x, y)− pt(x, z)|
d(y, z) ≤ C1e

− r
2

5t
√
tm(B(x,

√
t))
,

for every z ∈ B(y, r/2) and every t ∈ (0,∞). Hence we can apply Fatou’s lemma and pass
from (3.19) to (3.18). �

Remark 3.7. Proceeding as in the proof of Lemma 3.6 above, one can prove that, for any
η ∈ Test(X, d,m) with compact support, it holds that ηGε

x ∈ Test(X, d,m) for any x ∈ X
and for any ε > 0.

We state another technical lemma, its elementary proof can be obtained with minor
modifications to the proof of [97, Lemma 5.50].
Lemma 3.8. Let ϕ : (0,∞)→ (0,∞) be monotone increasing and set

ψ(r) :=
∫ ∞

0

1
ϕ(
√
t)

exp
(
−r

2

t

)
dt.

If ϕ satisfies the local doubling property

ϕ(2r) ≤ C(R)ϕ(r) for any 0 < r < R,

for some non decreasing function C : (0,∞) → (0,∞), then there exists a non decreasing
function Λ : (0,∞)→ (0,∞), whose values depend only on the function C, such that

(3.21) 1
Λ(R)

∫ ∞
r

s

ϕ(s) ds ≤ ψ(r) ≤ Λ(R)
∫ ∞
r

s

ϕ(s) ds,

for any 0 < r < R and for any R ∈ (0,∞). Moreover, when C is constant, we can choose Λ
to be constant.
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Proof of Proposition 3.4. The proof of (3.12) follows from the estimates for the heat kernel
(1.20) applying Lemma 3.8 with ϕ(r) := m(B(x, r)).

In order to prove (3.13) we observe that, arguing exactly as in the proof of (3.17), one
can prove that, for any ε > 0 and any x ∈ X,

(3.22) |∇Gε
x| (y) ≤

∫ ∞
ε
|∇pt(x, ·)|(y) for m-a.e. y ∈ X.

The sought conclusion follows from (3.17). The proof of the inequality∫ ∞
0
|∇pt(x, ·)|(y) dt ≤ C2Hx(d(x, y)), for m-a.e. y ∈ X

follows from the gradient estimate for the heat kernel (1.21), applying Lemma 3.8 with choice
ϕ(r) := rm(B(x, r)). �

Remark 3.9. It is clear from the proof of Proposition 3.4 that the regularized functions Gε

satisfy

|∇Gε
x|(y) ≤

∫ ∞
ε
|∇pt(x, ·)|(y) dt ≤ C2Hx(d(x, y)), for m-a.e. y ∈ X.

Remark 3.10. As a consequence of (3.13) and of the continuity of the map x 7→ Hx(r),
by exploiting the monotonicity w.r.t. r of H and a local version of the Sobolev to Lipschitz
property, one can prove that Gx is continuous in X \ {x}.

1.2. Green maximal estimate. Let us state and prove a maximal estimate that, as
we anticipated in the introduction, is a key tool to bound the rate of change of the Green
function along trajectories of a Lagrangian flow. It will be crucial in the proof of the vector-
valued maximal estimate Proposition 3.19.
Proposition 3.11 (Maximal estimate, scalar version). Let (X, d,m) be an RCD(0, N) metric
measure space satisfying Assumption 1. Then there exists CM > 0, depending only on N ,
such that, for any Borel function f : X → [0,∞), it holds

(3.23)
∫
f(w) |∇Gx(w)| |∇Gy(w)| dm(w) ≤ CMG(x, y) (Mf(x) +Mf(y)) ,

for every x, y ∈ X.

Proof. Fix two different points in x, y ∈ X. Thanks to (3.13) we can estimate the left hand
side of (3.23) with

C2
2

∫ ∞
0

∫ ∞
0

∫
f(w) 1B(x,r)(w)

m(B(x, r))
1B(y,s)(w)
m(B(y, s)) dm(w) ds dr.

By splitting the domain (0,∞)× (0,∞) into A1, A2 and A3, with A1 := {(s, r)| d(x, y) + s ≤
r}, A2 := {(s, r)| d(x, y) + r ≤ s} and A3 := {(s, r)| d(x, y) > |r − s|} we are left with the
estimates of the following quantities:

I1 :=
∫
A1

∫
f(w) 1B(x,r)(w)

m(B(x, r))
1B(y,s)(w)
m(B(y, s)) dm(w) ds dr,

I2 :=
∫
A2

∫
f(w) 1B(x,r)(w)

m(B(x, r))
1B(y,s)(w)
m(B(y, s)) dm(w) ds dr
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and

I3 :=
∫
A3

∫
f(w) 1B(x,r)(w)

m(B(x, r))
1B(y,s)(w)
m(B(y, s)) dm(w) ds dr.

In order to estimate I1, we observe that B(y, s) ⊂ B(x, r) for every (s, r) ∈ A1, thus

I1 =
∫
A1

1
m(B(x, r))−

∫
B(y,s)

f(w) dm(w) ds dr

≤Mf(y)
∫ ∞

d(x,y)

∫ r−d(x,y)

0

1
m(B(x, r)) ds dr

≤Mf(y)
∫ ∞

d(x,y)

r

m(B(x, r)) dr

≤C2G(x, y)Mf(y).

By symmetry we get
I2 ≤ C2G(x, y)Mf(x).

To estimate I3 let us observe that, if r + s < d(x, y), then B(x, r) ∩ B(y, s) = ∅. Thus the
integration can be restricted to the smaller domain B := {(s, r)| d(x, y) > |r − s|, r + s ≥
d(x, y)} that we split once more into B1 := {(s, r)| d(x, y) > r − s, r + s ≥ d(x, y), r ≥ s}
and B2 := {(s, r)| d(x, y) > s− r, r + s ≥ d(x, y), r < s}. Therefore we have

I3 =
∫
B

∫
f(w) 1B(x,r)(w)

m(B(x, r))
1B(y,s)(w)
m(B(y, s)) dm(w) ds dr

=
∫
B1

∫
f(w) 1B(x,r)(w)

m(B(x, r))
1B(y,s)(w)
m(B(y, s)) dm(w) ds dr

+
∫
B2

∫
f(w) 1B(x,r)(w)

m(B(x, r))
1B(y,s)(w)
m(B(y, s)) dm(w) ds dr

=:I1
3 + I2

3 .

We now deal with I1
3 . Using the rough estimate 1B(x,r) ≤ 1 we obtain

I1
3 ≤

∫
B1

1
m(B(x, r))−

∫
B(y,s)

f(w) dm(w) ds dr

≤Mf(y)
∫ ∞

d(x,y)/2

∫ r

|d(x,y)−r|

1
m(B(x, r)) ds dr

≤Mf(y)
∫ ∞

d(x,y)/2

r

m(B(x, r)) dr

=Mf(y)1
4

∫ ∞
d(x,y)

r

m(B(x, r/2)) dr.

With a simple application of (1.15) and (3.12) we conclude that

I1
3 ≤ C(C2, N)Mf(y)G(x, y).

By symmetry we also have I2
3 ≤ C(C2, N)Mf(x)G(x, y). Putting all these estimates together

we obtain the desired result. �
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Remark 3.12. It is clear from the proof of Proposition 3.11 and from Remark 3.9 that the
same estimate holds true if one puts ∇Gε

x and ∇Gε
y in place of ∇Gx and ∇Gy at the left

hand side of (3.23). More precisely it holds that

(3.24)
∫
f(z) |∇Gε

x(z)|
∣∣∣∇Gε

y(z)
∣∣∣ dm(z) ≤ CMG(x, y) (Mf(x) +Mf(y)) ,

for every x, y ∈ X.

1.3. The Green quasi-metric. This section is devoted to the study of the following
function

(3.25) dG(x, y) :=


1

G(x,y) if x 6= y,
0 otherwise.

Our aim is to prove that dG is a quasi-metric on X (i.e. it satisfies an approximated triangle
inequality, see Proposition 3.14 below) and that m is still a doubling measure over (X, dG)
(see Proposition 3.17 below for a precise statement). The terminology, quite common in the
literature about analysis on metric spaces, is borrowed from [100, Chapter 14]. In order
to do so we will need to impose an assumption stronger than Assumption 1 to the m.m.s.
(X, d,m).
Assumption 2. There exists an RCD(0, N − 3) metric measure space (X̄, d̄, m̄) such that
(X, d,m) is the tensor product between (X̄, d̄, m̄) and (R3, dR3 ,L 3).

First of all observe that dG is symmetric and positive whenever x 6= y. Moreover, for
every x ∈ X, the map y 7→ dG(x, y) is continuous. Indeed, thanks to the continuity of Gx

in X \ {x} (see Remark 3.10 above), we need only to show that dG(x, ·) is continuous at x,
and this is the content of the following lemma.
Lemma 3.13. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying Assumption 2. Then for
any x ∈ X it holds that dG(x, y)→ 0 if and only if d(x, y)→ 0.

Proof. Suppose that dG(x, y)→ 0. Then, by the very definition of dG, it must be G(x, y)→
∞. Hence, since we have the uniform control G(x, y) ≤ C2F (x, d(x, y)) and F (x, ·) is
bounded away from 0, we conclude d(x, y)→ 0.

In order to prove the converse we observe that, if d(x, y) → 0, then F (x, d(x, y)) → ∞.
Indeed, under our assumptions, s 7→ s/m(B(x, s)) is not integrable at 0 and to conclude we
just need to exploit the bound G(x, y) ≥ 1/C2F (x, d(x, y)) (see Proposition 3.4 above). �

Proposition 3.14 (Almost triangle inequality). Let (X, d,m) be an RCD(0, N) space sat-
isfying Assumption 1. Then there exists a constant CT ≥ 1, depending only on N , such
that
(3.26) dG(x, y) ≤ CT (dG(x, z) + dG(z, y)) for any x, y and z ∈ X.

The core of the proof of Proposition 3.14 is contained in the following elementary lemma.
Lemma 3.15. Let (X, d,m) be a doubling metric measure space satisfying Assumption 1.
Then there exists a constant C, depending only on the doubling constant of (X, d,m), such
that

Fx(d(x, z))Fy(d(y, z)) ≤ C(Fx(d(x, y))Fy(d(y, z)) + Fy(d(x, y))Fx(d(x, z))),
for any x, y, z in X.
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Proof. Let us fix x, y, z in X. We can assume without loss of generality that they are all
different. Starting from the identity

Fx(d(x, z))Fy(d(y, z)) =
∫ ∞

d(x,z)

∫ ∞
d(y,z)

t

m(B(x, t))
s

m(B(y, s)) dt ds,

and exploiting the inclusion
{d(x, z) < t, d(y, z) < s} ⊂ {d(x, y) < 2t, d(y, z) < s} ∪ {d(x, y) < 2s, d(x, z) < t},

we get

Fx(d(x, z))Fy(d(y, z)) ≤
∫ ∞

d(x,y)/2

∫ ∞
d(y,z)

t

m(B(x, t))
s

m(B(y, s)) dt ds

+
∫ ∞

d(x,z)

∫ ∞
d(x,y)/2

t

m(B(x, t))
s

m(B(y, s)) dt ds

=Fx(d(x, y)/2)Fy(d(y, z)) + Fy(d(x, y)/2)Fx(d(x, z)).
To conclude, observe that Fw(r/2) ≤ CFw(r) for any r > 0 and w ∈ X, where C depends
only on the doubling constant of m. �

Proof of Proposition 3.14. The desired conclusion (3.26) is equivalent to
Gx(z)Gy(z) ≤ CTG(x, y)(Gx(z) +Gy(z)),

that follows from Lemma 3.15 taking into account Proposition 3.4. �

We introduce the notation
(3.27) BG(x, r) := {y ∈ X|dG(x, y) < r}
to denote the balls with respect to the quasi-metric dG. The next result of this short section
is about the doubling property of the measure m in the quasi-metric space (X, dG).
Lemma 3.16 (Reverse Bishop-Gromov inequality). Let (X̄, d̄, µ) be a doubling m.m.s. with
doubling constant Cµ and denote by (X, d,m) the tensor product between (X̄, d̄, µ) and
(Rk, dRk ,L

k) for some k ≥ 1. Then

(3.28) m(B(x,R))
m(B(x, r)) ≥

1
Cµ
√

2k
(
R

r

)k
,

for every 0 < r < R and for any x ∈ X.
Proof. The following chain of inclusions holds true for any x ∈ X, any v ∈ Rk and any r > 0:

B(x, r/
√

2)×B(v, r/
√

2) ⊂ B((x, v), r) ⊂ B(x, r)×B(v, r).
It follows that

m(B(x, v), R)
m(B(x, v), r) ≥

m(B(x,R/
√

2)×B(v,R/
√

2))
m(B(x, r)×B(v, r)) = 1

√
2k
µ(B(x,R/

√
2))

µ(B(x, r))

(
R

r

)k

≥ 1
√

2k
µ(B(x, r/2))
µ(B(x, r))

(
R

r

)k
≥ 1
Cµ
√

2k
(
R

r

)k
.

�

We finally state and prove the doubling property of m with respect to the new quasi-
metric dG.
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Proposition 3.17 (Doubling property). Assume that (X, d,m) is an RCD(0, N) m.m.s.
satisfying Assumption 2. Then there exists a constant CG > 0, depending only on N , such
that

(3.29) m(BG(x, 2r)) ≤ CGm(BG(x, r)),

for every x ∈ X and every r > 0.

Proof. We begin by observing that, under Assumption 2, an application of Lemma 3.16 yields
the existence of constants a > 1 and b < 1 such that Fx(aR) ≤ bFx(R) for any x ∈ X and
for any R > 0. It follows that

Fx(R) = Fx(aR) +
∫ aR

R

s

m(B(x, s)) ds ≤ bFx(R) + a
R2

m(B(x,R)) ,

for any x ∈ X and R > 0, thus we get

(3.30) Fx(R) ≤ a

1− b
R2

m(B(x,R)) for any x ∈ X and for any R > 0.

The inequality in (3.30) yields the existence of α > 0 such that r 7→ rαFx(r) is nonincreasing
on (0,∞) (just take α := (1− b)/a and differentiate w.r.t. r). Hence we can find γ < 1 such
that

(3.31) Fx(2R) ≤ γFx(R) for any x ∈ X and for any R > 0.

Inequality (3.31) implies in turn that

(3.32) F−1
x (γR) ≤ 2F−1

x (R) for any x ∈ X and for any R > 0.

The last ingredient we need are the estimates, valid for any λ > 0 and for any x ∈ X:

(3.33) m({Gx > λ}) ≤ m({Fx(dx) > λ/C2}), m({Fx(dx) > λ}) ≤ m({Gx > λ/C2}),

where C2 is the constant appearing in (3.12).
In order to conclude let us show that

(3.34) m

(
BG

(
x,

1
γMC2

r

))
≤ 2M ·Nm(BG(x,C2r)),

for every r > 0, x ∈ X and M ∈ N.
Using (3.33), the definition of BG and the fact that F−1

x is non-increasing we find

m

(
BG

(
x,

1
γMC2

r

))
= m

({
Gx >

C2γ
M

r

})
≤ m

({
Fx(dx) >

γM

r

})
= m

(
B
(
x, F−1

x

(
γM/r

)))
.

Applying first M -times (3.32) and then the doubling inequality (1.15) in the RCD(0, N)
m.m.s. (X, d,m), we get

m

(
BG

(
x,

1
C2γM

r

))
≤ m(B(x, 2MF−1

x (1/r))) ≤ 2M ·Nm(B(x, F−1
x (1/r)))

= 2M ·Nm({Fx(dx) > 1/r}).
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Using again (3.33), we obtain:

(3.35) m

(
BG

(
x,

1
C2γM

r

))
≤ 2M ·Nm({Gx >

1
C2r
}) = 2M ·Nm(BG(x,C2r)).

Setting s := C2r in (3.35), we have that

m

(
BG

(
x,

1
C2

2γ
M
s

))
≤ 2(M+1)Nm(BG(x, s)),

for any s > 0, any x ∈ X and every real number M > 1. Choosing M = logγ−1(2C2
2) we

eventually obtain (3.29). �

The last lemma of this subsection deals with the integrability properties of the maximal
function associated to the quasi metric dG.
Lemma 3.18. Assume that (X, d,m) is an RCD(0, N) m.m.s. satisfying Assumption 2.
Then there exists a constant C > 0, depending only on N , such that for any f ∈ L1

loc(X,m)
it holds
(3.36) MGf(x) ≤ CMf(x), ∀x ∈ X,
where MGf(x) := supr>0 −

∫
BG(x,r) |f | dm and Mf is the Hardy Littlewood maximal function

associated to f .
In particular MG is a bounded operator from L2(X,m) into itself.

Proof. Exploiting the inclusions (see (3.12))
{Fx(dx) > C2r} ⊂ BG(x, r) ⊂ {Fx(dx) > r/C2},

we get

−
∫
BG(x,r)

|f | dm ≤ m(B(x, F−1
x (r/C2)))

m(B(x, F−1
x (C2r)))

Mf(x).

Using the Bishop-Gromov inequality (1.13) and (3.31) we get

m(B(x, F−1
x (r/C2)))

m(B(x, F−1
x (C2r)))

≤
(
F−1
x (r/C2)
F−1
x (C2r)

)N
≤ C(γ, C2, N).

Recalling that C2 and γ are constants depending only on N , (3.36) follows.
Finally observe that the maximal operator M maps L2(X,m) into itself since (X, d,m)

is a doubling m.m.s., this property is inherited by MG thanks to (3.36). �

1.4. A Lusin-type regularity result. This section is dedicated to the study of the
regularity of a flow X t associated to a time dependent Sobolev vector field b. The regularity
will be understood with respect to the newly introduced quasi-metric dG.

Let us begin with a crucial maximal estimate for vector fields.
Proposition 3.19 (Maximal estimate, vector-valued version). Fix an RCD(0, N) m.m.s
space (X, d,m) satisfying Assumption 1. Assume that b ∈ W 1,2

C,s(TX) (Cf. Definition 1.65)
is compactly supported and bounded. Then, setting g := |∇symb|+ | div b|, it holds
(3.37) |b · ∇Gx(y) + b · ∇Gy(x)| ≤ 2CMG(x, y)(Mg(x) +Mg(y)),
for m×m-a.e. (x, y) ∈ X ×X, where M stands for the maximal operator.
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Proof. Let us first explain the heuristic standing behind this result. Assuming that b is
divergence free we can formally compute

b · ∇Gx(y) + b · ∇Gy(x) =−
∫
b · ∇Gx(w) d∆Gy(w)−

∫
b · ∇Gy(w) d∆Gx(w)

=2
∫
∇symb(w)(∇Gx(w),∇Gy(w)) dm(w),

so that, taking the moduli and applying Proposition 3.11, we would reach the desired con-
clusion.

The proof of this result will be divided into two steps: in the first one we are going to
prove an estimate for the regularized functions Gε; in the second one the sought conclusion
will be recovered by an approximation procedure.

Step 1 We start proving that, for every ε ∈ (0, 1) and for every x, y ∈ X, it holds

(3.38)
∣∣∣∣∫ {

b · ∇Gε
x∆Gε

y + b · ∇Gε
y∆Gε

x

}
dm
∣∣∣∣ ≤ 2CMG(x, y) (Mg(x) +Mg(y)) .

To this aim, we choose a cut-off function with compact support η ∈ Test(X, d,m) such that
η ≡ 1 on supp b (the existence of such function follows from Lemma 1.60). Applying (1.40)
with h = η, f = ηGε

x and g = ηGε
y (observe that they are admissible test function in the

definition of symmetric covariant derivative thanks to Remark 3.7) we obtain:∣∣∣∣ ∫ {
b · ∇Gε

x∆Gε
y + b· ∇Gε

y∆Gε
x

}
dm
∣∣∣∣

≤
∣∣∣∣∫ {

b · ∇Gε
x∆Gε

y + b · ∇Gε
y∆Gε

x − div b ∇Gε
x · ∇Gε

y

}
dm
∣∣∣∣

+
∣∣∣∣∫ div b ∇Gε

x · ∇Gε
y dm

∣∣∣∣
=2

∣∣∣∣∫ ∇symb (∇Gε
x,∇Gε

y) dm
∣∣∣∣+ ∣∣∣∣∫ div b ∇Gε

x · ∇Gε
y dm

∣∣∣∣
≤2

∫
g(w)|∇Gε

x(w)||∇Gε
y(w)| dm(w).

The estimate in (3.38) follows from the inequality we just obtained applying (3.24).
Step 2 The second step of the proof aims into proving that, as ε→ 0, it holds

(3.39)
∣∣∣∣∫ {

b · ∇Gε
x∆Gε

y + b · ∇Gε
y∆Gε

x

}
dm
∣∣∣∣→ |b · ∇Gx(y) + b · ∇Gy(x)|

in L1
loc(X ×X,m × m). This will allow us to get (3.37) by choosing a sequence εi ↓ 0 such

that the convergence in (3.39) holds true m × m-a.e. on X × X and exploiting what we
proved in the first step.

In order to prove (3.39), we start recalling that ∆Gε
y(w) = −pε(y, w) for any ε > 0 (see

Lemma 3.6). Thus

(3.40)
∫
b · ∇Gε

x∆Gε
y dm = −Pε(b · ∇Gε

x)(y) for any x, y ∈ X.

Moreover for our purposes it suffices to check that∫
K

∫
K
|Pε(b · ∇Gε

x)(y)− b · ∇Gx(y)| dm(x) dm(y)→ 0
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as ε → 0, for every compact K ⊂ X. Adding and subtracting Pε(b · ∇Gx)(y) (that is well
defined since b · ∇Gx ∈ L1(X,m)), we obtain∫

K

∫
K
|Pε(b · ∇Gε

x)(y)− b · ∇Gx(y)| dm(x) dm(y)

≤
∫
K
‖Pε(b · ∇(Gε

x −Gx))‖L1(X,m) dm(x) +
∫
K
‖Pε(b · ∇Gx)− b · ∇Gx‖L1(X,m) dm(x).

Using the L1-norm contractivity property of the semigroup Pε, we deduce that

‖Pε(b · ∇(Gε
x −Gx))‖L1(X,m) ≤ ‖b · ∇(Gε

x −Gx)‖L1(X,m) for any x ∈ X.

Hence, for any x ∈ X,

‖Pε(b · ∇(Gε
x −Gx))‖L1(X,m) → 0 as ε ↓ 0,

sinceGε
x → Gx inH1,1

loc (X, d,m) by Proposition 3.4 and b has compact support by assumption.
Also the term ‖Pε(b · ∇Gx)− b · ∇Gx‖L1(X,m) goes to zero for every x ∈ X since, as just
remarked, b · ∇Gx ∈ L1(X,m). Moreover both these terms are uniformly bounded by
the function x 7→ C ‖b‖L∞ ‖Hx(dx(·))‖L1(supp(b),m) that is locally integrable, since the map
(x, y) 7→ H(x, d(x, y)) belongs to L1

loc(X ×X,m×m) in view of Lemma 3.5. The conclusion
of (3.39) can now be recovered applying the dominated convergence theorem. �

Up to the end of this section we let (X, d,m) be an RCD(0, N) m.m.s. satisfying As-
sumption 2.

Let us fix T > 0 and let bt ∈ L∞((0, T )×X) be a time dependent vector field with compact
support, uniformly w.r.t. time. We further assume that bt ∈ W 1,2

C,s(TX) (Cf. Definition 1.65)
for a.e. t ∈ (0, T ) and that |∇symbt| ∈ L1((0, T ), L2(X,m)) and div bt ∈ L1((0, T ), L∞(X,m)).
Under these assumptions, the theory developed in [27] guarantees existence and uniqueness
of the regular Lagrangian Flow (X t)t∈[0,T ] of b. We shall denote by L ≥ 0 its compressibility
constant (Cf. Theorem 1.78)

Our aim is to implement a strategy very similar to the one adopted in [63] (in the
Euclidean setting) and in [42], in order to prove a Lusin-type regularity result for RLFs in
terms of the newly defined quasi-metric dG.

Let us spend some words to explain the very simple idea behind the just mentioned
strategy. Having in mind the standard Gronwall argument explained in the introduction
(see (3.1)), it is natural to try to estimate the time derivative of dG(X t(x),X t(y)). In order
to do so, we use Corollary 3.39 and Proposition 3.19 obtaining

(3.41)
∣∣∣∣∣ d
dtG(X t(x),X t(y))

∣∣∣∣∣ ≤ 2CMG(X t(x),X t(y)) {Mg(X t(x)) +Mg(X t(y))} ,

for L 1-a.e. t ∈ (0, T ) and for m×m-a.e. (x, y) ∈ X ×X.
Integrating with respect to the time variable and recalling that dG := 1/G, we get, for

any t ∈ [0, T ],

(3.42) dG(X t(x),X t(y)) ≤ dG(x, y) exp
{∫ T

0
Mg(Xs(x)) ds+

∫ T

0
Mg(Xs(y)) ds

}
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for m × m-a.e. (x, y) ∈ X ×X. Note that the function g∗(x) :=
∫ T

0 Mg(Xs(x)) ds belongs
to L2 with

(3.43) ‖g∗‖L2 ≤ CL
∫ T

0
‖|∇bs|+ | div bs|‖L2 ds,

where C is a universal constant and L is as in Definition 1.75. Putting (3.42) and (3.43)
together, we get a weak version of the sought Lusin-Lipschitz estimate, since the inequality
in (3.42) is not point-wise but it holds only m × m-almost everywhere. In order to fix this
issue we adopt a slightly different approach (borrowed from [63]). We consider the family
of functionals

(3.44) Φt,r(x) := −
∫
BG(x,r)

log
(

1 + dG(X t(x),X t(y))
r

)
dm(y),

for r ∈ (0,∞) and t ∈ [0, T ] and we bound its time derivative performing the same estimate
in (3.41).

This gives an L2 bound on the function

(3.45) Φ∗(x) := sup
0≤t≤T

sup
0<r<∞

Φt,r(x),

that will play the role of g∗ in (3.42). Let us remark that in order to perform such a plan
we need to use the doubling and quasi-metric property of dG (see Section 1.3).
Proposition 3.20. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying Assumption 2. Let
moreover b, (X t)t∈[0,T ] and L be as in the discussion above. Then for any compact P ⊂ X
there exists a constant C = C(T,m(P ), N) such that

(3.46) ‖Φ∗‖L2(P,m) ≤ C

[
1 + L

∫ T

0
‖|∇symbs|+ | div bs|‖L2(X,m) ds

]
.

Proof. By Corollary 3.39 we can say that, for m × m-a.e. (x, y) ∈ X × X, the map t 7→
G(X t(x),X t(y)) belongs to H1,1((0, T )) and its derivative is given by
(3.47)

d
dtG(X t(x),X t(y)) = bt · ∇GXt(x)(X t(y)) + bt · ∇GXt(y)(X t(x)) for L 1-a.e. t ∈ (0, T ).

It follows that, for m-a.e. x ∈ X, the map t 7→ Φt,r belongs to H1,1((0, T )) as well (and
actually it is absolutely continuous, since it is continuous) and it holds

Φt,r(x) =Φ0,r(x) +
∫ t

0

d
dsΦs,r(x) ds

≤Φ0,r(x) +
∫ t

0
−
∫
BG(x,r)

| d
dsG(Xs(x),Xs(y))|
G(Xs(x),Xs(y)) · 1

G(Xs(x),Xs(y))r + 1 dm(y) ds

≤Φ0,r(x) +
∫ t

0
−
∫
BG(x,r)

|bs · ∇GXs(x)(Xs(y)) + bs · ∇GXs(y)(Xs(x))|
G(Xs(x),Xs(y)) dm(y) ds.

Applying Proposition 3.19 and observing that Φ0,r ≤ log 2, we conclude that

Φt,r(x) ≤ log 2 +
∫ t

0
−
∫
BG(x,r)

{Mgs(Xs(x)) +Mgs(Xs(y))} dm(y) ds for m-a.e. x ∈ X,
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where gs := |∇symbs|+ | div bs|. We can finally estimate Φ∗ obtaining that, for m-a.e. x ∈ X,
it holds

Φ∗(x) ≤ log 2 + sup
0≤t≤T

sup
0<r<∞

∫ t

0
−
∫
BG(x,r)

{Mgs(Xs(x)) +Mgs(Xs(y))} dm(y) ds

≤ log 2 +
∫ T

0
Mgs(Xs(x)) ds+

∫ T

0
MGMgs(Xs(·))(x) ds,

where MG is the maximal operator associated to the quasi-metric dG (while M still denotes
the maximal operator associated to the m.m.s. (X, d,m)).

We remark that MG maps L2(X,m) into itself (see Lemma 3.18).
Passing to the L2(m)-norms over P and taking into account the assumption that the

RLF has compressibility constant L <∞ we obtain (3.46). �

Below we state and prove our main regularity result for Regular Lagrangian flows.
Theorem 3.21. Let (X, d,m), b, (X t)t∈[0,T ] and L be as in the assumptions of Proposi-
tion 3.20 above. Then there exists C = C(N) such that, for any x, y ∈ X and for any
t ∈ [0, T ], it holds

(3.48) dG(X t(x),X t(y)) ≤ CeC(Φ∗(x)+Φ∗(y))dG(x, y),
where Φ∗ was defined in (3.45).

Moreover, for any compact P ⊂ X, the following property holds: for every ε > 0 there
exists a Borel set E ⊂ P such that m(P \ E) < ε and

(3.49) dG(X t(x),X t(y)) ≤ C exp
(

2C
‖Φ∗‖L2(P,m)√

ε

)
dG(x, y) for any x, y ∈ E,

for every t ∈ [0, T ]. We remark that this last statement is meaningful since, under our
regularity assumptions on b, Proposition 3.20 grants that ‖Φ∗‖L2(P,m) <∞.

Proof. Fix x, y ∈ X such that x 6= y and set r := dG(x, y). Exploiting Proposition 3.14 and
the subadditivity and monotonicity of s 7→ log(1 + s), we obtain that, for any z ∈ X, it
holds

log
(

1 + dG(X t(x),X t(y))
CT r

)
≤ log

(
1 + dG(X t(x),X t(z))

r

)

+ log
(

1 + dG(X t(z),X t(y))
r

)
.

Taking the mean value w.r.t. the z variable of the above written inequality over BG(x, r)
and exploiting the inclusion BG(x, r) ⊂ BG(y, 2CT r) which follows from Proposition 3.14,
we obtain

log
(

1+dG(X t(x),X t(y))
CT r

)

≤ −
∫
BG(x,r)

log
(

1 + dG(X t(x),X t(z))
r

)
dm(z)

+−
∫
BG(x,r)

log
(

1 + dG(X t(z),X t(y))
r

)
dm(z)
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≤Φ∗(x) + m(BG(y, 2CT r))
m(BG(x, r)) −

∫
BG(y,2CT r)

log
(

1 + dG(X t(z),X t(y))
r

)
dm(z).

Thanks to Proposition 3.17 we can estimate m(BG(y,2CT r))
m(BG(x,r)) with a constant depending only on

CG and CT . Hence, there exists C = C(N) (recall that CT and CG depend only on N) such
that

(3.50) log
(

1 + dG(X t(x),X t(y))
CTdG(x, y)

)
≤ C(Φ∗(x) + Φ∗(y)),

for any x, y ∈ X such that x 6= y and for any t ∈ [0, T ] and it is easily seen that (3.50)
implies (3.48).

Letting now E := {x ∈ P : Φ∗(x) ≤ ‖Φ∗‖L2(P,m) /
√
ε}, by Chebyshev inequality we

deduce that m(P \ E) < ε. Conclusion (3.49) directly follows now from (3.48). �

1.5. Extension to the case of an arbitrary lower Ricci bound. The aim of this
section is to provide regularity results for regular Lagrangian Flows of Sobolev vector fields
over RCD(K,N) metric measure spaces in the case of a possibly negative lower Ricci bound
K. The main difference with respect to the previously treated case of nonnegative lower Ricci
curvature bound is that the regularity has to be understood in terms of the fundamental
solution of an elliptic operator different from the Laplacian.

The spirit of this part will be to show how to adapt the estimates of Section 1.1 and
Section 1.4 above to this more general setting up to pay the price that they become local
and less intrinsic.
Assumption 3. Throughout this section we assume that (X, d,m) is the tensor product
between an arbitrary RCD(K,N − 3) m.m.s. for some K ∈ R and 4 < N < ∞ and a
Euclidean factor (R3, dR3 ,L 3).

Let us stress once more that, for the purposes of the upcoming Section 2, it will be
not too restrictive to have a regularity result for Regular Lagrangian flows just over spaces
satisfying Assumption 3.

Let c ≥ 0 be the constant appearing in (1.20) and (1.21) and set

Ḡ(x, y) :=
∫ ∞

0
e−ctpt(x, y) dt for any x, y ∈ X,

and, in analogy with (3.8),

Ḡε(x, y) :=
∫ ∞
ε

e−ctpt(x, y) for any ε > 0 and any x, y ∈ X.

As in the case of the Green function G, we shall adopt in the sequel also the notation
Ḡx(·) = Ḡ(x, ·) (and analogously for Ḡε).

Observe that, assuming that c > 0, Ḡx is well defined and belongs to L1(X,m) for every
x ∈ X. Indeed an application of Fubini’s theorem yields

(3.51)
∫
Ḡx(w) dm(w) =

∫ ∞
0

e−ct
∫
pt(x,w) dm(w) dt =

∫ ∞
0

e−ct dt <∞.

We can also remark that the above stated conclusion holds true without any extra hypothesis
on the RCD(K,N) m.m.s. (X, d,m). Nevertheless, the validity of Assumption 3 will be
crucial in order to obtain meaningful estimates for Ḡ and its gradient in terms of the functions
F and H introduced in (3.10), (3.11).
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At least at a formal level one can check that Ḡ solves the equation ∆Ḡx = −δx + cḠx.
Indeed

∆yḠx(·) =∆y

(∫ ∞
0

e−ctpt(x, ·) dt
)

=
∫ ∞

0
e−ct∆ypt(x, ·) dt =

∫ ∞
0

e−ct
d
dtpt(x, ·) dt

= [pt(x, ·)]∞0 + c
∫ ∞

0
e−ctpt(x, ·) dt = −δx + cḠx(·).

To let the above computation become rigorous, one can proceed as in the proof of
Lemma 3.6 and check firstly that Ḡε

x ∈ Lipb ∩Dloc(∆) for any x ∈ X and any ε > 0,
with

(3.52) ∆Ḡε
x(y) = −e−cεpε(x, y) + cḠε

x(y), for m-a.e. y ∈ X,

and then that

(3.53) lim
ε→0

Ḡε
x → Ḡx in H1,1(X, d,m).

Our primary goal is now to obtain useful local estimates for Ḡ and its gradient in terms
of F and H.
Proposition 3.22 (Main estimates for Ḡ). Let (X, d,m) be an RCD(K,N) m.m.s. satisfying
Assumption 3. Then, for any compact P ⊂ X, there exists C̄ = C̄(P ) ≥ 1 such that

(3.54) 1
C̄
Fx(d(x, y)) ≤ Ḡx(y) ≤ C̄Fx(d(x, y)) for any x, y ∈ P .

Moreover for any x ∈ X it holds Ḡx ∈ H1,1
loc (X, d,m) and, for any x ∈ P ,

(3.55) |∇Ḡx|(y) ≤
∫ ∞

0
e−ct|∇pt(x, ·)|(y) dt ≤ C̄Hx(d(x, y)) for m-a.e. y ∈ P .

Proof. Applying the estimates for the heat kernel (1.20) we find out that

(3.56) 1
C1

∫ ∞
0

e−2cte−
d(x,y)2

3t

m(B(x,
√
t))

dt ≤ Ḡx(y) ≤ C1

∫ ∞
0

e−
d(x,y)2

5t

m(B(x,
√
t))

dt for any x, y ∈ X.

Exploiting (1.16) and Lemma 3.8, we obtain from (3.56) that

(3.57) Ḡx(y) ≤ C1Λ(R)Fx(
d(x, y)√

5
) for any x, y such that d(x, y) < R,

where Λ is the function in the statement of Lemma 3.8. The bound from above in (3.54)
follows from (3.57) together with the following observation, that will play a role also in the
sequel: for any compact P ⊂ X, for any R > 0 and for any λ < 1, there exists C(P,R, λ) ≥ 0
such that

(3.58) Fx(λr) ≤ C(P,R, λ)Fx(r) for any x ∈ P and any 0 < r < R.

Indeed (3.58) can be checked splitting

(3.59) Fx(λr) =
∫ λR

λr

s

m(B(x, s)) ds+
∫ ∞
λR

s

m(B(x, s)) ds,
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(3.60) Fx(r) =
∫ R

r

s

m(B(x, s)) ds+
∫ ∞
R

s

m(B(x, s)) ds

and using the local doubling property (1.16) together with a change of variables to bound the
first term in (3.59) with the first one in (3.60) and the continuity of x 7→ Fx(R) to compare
the second terms (here the compactness of P comes into play).

To obtain the lower bound in (3.54) we proceed as follows. Starting from the lower
bound in (3.56), exploiting the elementary inequality e−d2/3t ≥ e−1/31[d,∞](

√
t) and changing

variables, we obtain
∫ ∞

0

e−2cte−
d(x,y)2

3t

m(B(x,
√
t))

dt ≥ e−1/3
∫ ∞

d(x,y)
e−2ct2 t

m(B(x, t)) dt.

To conclude it suffices to observe that, splitting the integral in two parts and using a continu-
ity argument, as in the verification of (3.58) above, it is possible to find a constant C(P ) > 0
such that∫ ∞

d(x,y)
e−2ct2 t

m(B(x, t)) dt ≥ C(P )
∫ ∞

d(x,y)

t

m(B(x, t)) dt = C(P )Fx(d(x, y)),

for any x, y ∈ P .
The proof of (3.55) can be obtained with arguments analogous to those one we presented

above, starting from (1.21) and following the strategy we adopted to prove (3.13). �

Another crucial ingredient to perform the regularity scheme by Crippa-De Lellis in the
case of nonnegative lower Ricci curvature bound was the scalar maximal estimate we obtained
in Proposition 3.11. In Proposition 3.23 below we prove that an analogous result holds true,
in local form, also in the case of an arbitrary lower Ricci bound.
Proposition 3.23 (Maximal estimate, scalar version). Let (X, d,m) be an RCD(K,N)
m.m.s. satisfying Assumption 3. For any compact P ⊂ X, there exists CM(P ) > 0 such
that, for any Borel function f : X → [0,∞) supported in P , it holds

(3.61)
∫
f(w)

∣∣∣∇Ḡx(w)
∣∣∣ ∣∣∣∇Ḡy(w)

∣∣∣ dm(w) ≤ C̄M(P )Ḡ(x, y) (Mf(x) +Mf(y)) ,

for any x, y ∈ P .

Proof. We begin by recalling that, as an intermediate step in the proof of Proposition 3.11,
we obtained the following inequality:

∫
f(w)Hx(d(x,w))Hy(d(y, w)) dm(w)

(3.62)

≤ C

(
Fx

(
d(x, y)

2

)
+ Fy

(
d(x, y)

2

)
+ Fx(d(x, y)) + Fy(d(x, y))

)
(Mf(x) +Mf(y)) ,

for any x, y ∈ X, for some numerical constant C > 0 (the assumptions concerning the m.m.s.
(X, d,m) played no role in that part of the proof).

Let us observe then that, thanks to (3.55),

(3.63)
∫
f(w)

∣∣∣∇Ḡx(w)
∣∣∣ ∣∣∣∇Ḡy(w)

∣∣∣ dm(w) ≤ C̄(P )2
∫
f(w)Hx(d(x,w))Hy(d(y, w)) dm(w)
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for any x, y ∈ P . Exploiting (3.58) with λ = 1/2, (3.62) and (3.63), we obtain that, up to
increasing the constant C̄(P ), it holds
(3.64)∫

f(w)
∣∣∣∇Ḡx(w)

∣∣∣ ∣∣∣∇Ḡy(w)
∣∣∣ dm(w) ≤ C̄(P ) (Fx(d(x, y)) + Fy(d(x, y))) (Mf(x) +Mf(y))

for any x, y ∈ P . The sought conclusion (3.61) follows from (3.64) and the lower bound in
(3.54). �

Remark 3.24. It follows from the proof of Proposition 3.23 above that also the estimate

(3.65)
∫
f(w)

∣∣∣∇Ḡε
x(w)

∣∣∣ ∣∣∣∇Ḡε
y(w)

∣∣∣ dm(w) ≤ C̄M(P )Ḡ(x, y) (Mf(x) +Mf(y))

holds true, for any ε > 0 and for any x, y ∈ P .
By analogy with (3.25), we introduce a function dḠ, that we will use to measure the

regularity of RLFs, in the following way:

(3.66) dḠ(x, y) :=


1

Ḡ(x,y) if x 6= y,
0 otherwise.

It is immediate to check that is symmetric, nonnegative and that dḠ(x, y) = 0 if and only if
x = y. Moreover, following verbatim the proof of Lemma 3.13 and exploiting the two-sided
bounds in (3.54), it is easy to prove that, for any x ∈ X, the map y → dḠ(x, y) is continuous
with respect to d.

By analogy with (3.27), we introduce the notation BḠ for the “balls” associated to dḠ,
that is to say, for any x ∈ X and for any r > 0, let

BḠ(x, r) := {y ∈ X : dḠ(x, y) < r}.

The aim of Proposition 3.25 and Proposition 3.27 below is to show that, at least locally,
dḠ is a quasi-metric on X and that (X, dḠ,m) is a locally doubling quasi-metric measure
space.
Proposition 3.25 (Local almost triangle inequality). Let (X, d,m) be an RCD(K,N) m.m.s.
satisfying Assumption 3. Then, for any compact P ⊂ X, there exists a constant C̄T (P ) ≥ 1
such that

(3.67) dḠ(x, y) ≤ C̄T (P )(dḠ(x, z) + dḠ(z, y)) for any x, y, z ∈ P .

Proof. Recall that, as an intermediate step in the proof of Lemma 3.15, we proved that,
without any further assumption on the m.m.s. (X, d,m), it holds

(3.68) Fx(d(x, z))Fy(d(y, z)) ≤ Fx(d(x, y)/2)Fy(d(y, z)) + Fy(d(x, y)/2)Fx(d(x, z)),

for any x, y, z ∈ X.
Applying (3.58) with λ = 1/2 and exploiting the two-sided bounds in (3.54), we pass

from (3.68) to the sought (3.67). �

Remark 3.26. A first non completely trivial consequence of Proposition 3.25 is that any
compact P ⊂ X is bounded w.r.t. the dḠ quasi-metric.
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Proposition 3.27 (Local doubling property). Let (X, d,m) be an RCD(K,N) m.m.s. sat-
isfying Assumption 3. Then, for any compact P ⊂ X and for any R > 0, there exists a
constant C̄Ḡ(P,R) > 0 such that

(3.69) m(BḠ(x, 2r)) ≤ C̄Ḡm(BḠ(x, r)), for any x ∈ P and for any 0 < r < R.

Proof. The conclusion can be obtained arguing as in the proof of Proposition 3.17, exploiting
the fact that (X, d,m) is locally doubling (see (1.16)) and the local comparison between Ḡ
and F obtained in (3.54). We just indicate here the adjustments one has to do.

First of all, we observe that a local version of Lemma 3.16 holds true, namely if (X̄, d̄, µ)
is a locally doubling m.m.s. with function Cµ : (0,∞) → (0,∞) and (X, d,m) is the tensor
product between (X̄, d̄, µ) and (Rk, dRk ,L

k), it holds

(3.70) m(B(x,R))
m(B(x, r)) ≥

1
Cµ(R)

√
2k
(
R

r

)k
,

for any x ∈ X and for any 0 < r < R.
We wish to obtain a local version of (3.31), that is to say the existence of γ = γ(P,R)

such that

(3.71) Fx(
r

2) ≤ γFx(r), for any x ∈ P and for any 0 < r < R.

This can be obtained arguing as in the proof of (3.31), exploiting the splitting of the inte-
gration intervals we introduced in (3.59), (3.60) and assumption Assumption 3 together with
(3.70) in place of Lemma 3.16.

The validity of (3.70) implies in turn that, for any S > 0, we can find γ < 1 such that

(3.72) F−1
x (γs) ≤ F−1

x (s), for any x ∈ P and for any s > S.

Having (3.72) at our disposal, we can achieve (3.69) exploiting the local version of (3.33),
which is a consequence of (3.54)1. �

We end this introductory discussion about the properties of the modified Green function
Ḡ with a vector valued maximal estimate.
Proposition 3.28 (Maximal estimate, vector-valued version). Let (X, d,m) satisfy Assump-
tion 3 and the RCD(K,N) condition. Let P ⊂ X be a compact set. Then, for any
b ∈ W 1,2

C,s(TX) bounded and with compact support in P , there exists a positive function
F ∈ L2(P,m) such that

(3.73)
∣∣∣b · ∇Ḡx(y) + b · ∇Ḡy(x)

∣∣∣ ≤ Ḡ(x, y)(F (x) + F (y)) for m×m-a.e. (x, y) ∈ P × P ,

and

(3.74) ‖F‖L2(P,m) ≤ CV ‖|∇symb|+ | div b|‖L2(X,m) ,

where CV = CV (P ) > 0.

1In the whole proof we tacitly exploited the fact that any compact subset of X is both d-bounded and
dḠ-bounded, see Remark 3.26 above.
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Proof. The strategy we follow is the same proposed in the proof of Proposition 3.19. First
we are going to prove that there exists F as above such that

(3.75)
∣∣∣∣∫ {

b · ∇Ḡε
x(w)pε(y, w) + b · ∇Ḡε

y(w)pε(x,w)
}

dm(w)
∣∣∣∣ ≤ Ḡ(x, y) (F (x) + F (y)) ,

for any x, y ∈ P and for any 0 < ε < 1. The stated conclusion will then follow from
(3.75), taking into account (3.53) and following verbatim the second step of the proof of
Proposition 3.19.

Recall from (3.52) that pε(x,w) = ecε[−∆Ḡε
x(w) + cḠε

x(w)] for m-a.e. w ∈ X. Hence we
can estimate∣∣∣∣ ∫ b · ∇Ḡε

x(w)pε(y, w) + b · ∇Ḡε
y(w)pε(x,w) dm(w)

∣∣∣∣
=ecε

∣∣∣∣∫ {
b · ∇Ḡε

x(−∆Ḡε
y + cḠε

y) + b · ∇Ḡε
y(−∆Ḡε

x + cḠε
x)
}

dm
∣∣∣∣

≤ecε
∣∣∣∣∫ {

b · ∇Ḡε
x∆Ḡε

y + b · ∇Ḡε
y∆Ḡε

x

}
dm
∣∣∣∣+ cecε

∣∣∣∣∫ {
b · ∇Ḡε

x Ḡ
ε
y + b · ∇Ḡε

y Ḡ
ε
x

}
dm
∣∣∣∣

=:Iε1(x, y) + Iε2(x, y).
Arguing as in the first step of the proof of Proposition 3.19 and applying Remark 3.24, we
obtain that
(3.76)
Iε1(x, y) ≤ ecεC̄M(P )Ḡ(x, y)(Mg(x) +Mg(y)), for any x, y ∈ P and for any 0 < ε < 1,

where g := |∇symb|+ | div b|. Dealing with Iε2 , let us integrate by parts and apply the Leibniz
rule and Proposition 3.25, to obtain that

(3.77) Iε2(x, y) = cecε
∣∣∣∣∫ div b Ḡε

xḠ
ε
y dm

∣∣∣∣ ≤ cecεC̄T (P )Ḡ(x, y)
(∫

gḠx dm +
∫
gḠy dm

)
,

for any x, y ∈ P .
Let us set

F (x) := ecCM(P )Mg(x) + cec
∫
gḠx dm, ∀x ∈ P.

It remains only to show (3.74). To this aim we recall (1.18) and we observe that,

(3.78)
∫ (∫

gḠx dm
)2

dm(x) =
∫ (∫ ∞

0
e−ctPtg(x) dt

)2
dm(x) ≤ c−1 ‖g‖2

L2(X,m)

The proof is complete. �

With Proposition 3.25, Proposition 3.27 and Proposition 3.28 at our disposal we can
develop a regularity theory for Regular Lagrangian flows of Sobolev vector fields in terms of
the quasi-metric dḠ.

To this aim let us fix T > 0 and let bt ∈ L∞((0, T )×X) be a time dependent vector field
with compact support, uniformly w.r.t. time. We further assume that bt ∈ W 1,2

C,s(TX) for
a.e. t ∈ (0, T ), that |∇symbt| ∈ L1((0, T );L2(X,m)) and that div bt ∈ L1((0, T );L∞(X,m)).

Let (X t)t∈[0,T ] be the Regular Lagrangian flow of b, whose existence and uniqueness
follow by the theory developed in [27]. In analogy with the case of nonnegative lower Ricci
curvature bound, we set

(3.79) Φ̄t,r(x) := −
∫
BḠ(x,r)

log
(

1 + dḠ(X t(x),X t(y))
r

)
dm(y),
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for r ∈ (0,∞) and t ∈ [0, T ] and, for any R > 0,
(3.80) Φ̄∗R(x) := sup

0≤t≤T
sup

0<r<R
Φ̄t,r(x).

Below we state the main regularity result of this part. Its proof can be obtained from
the result of this subsection, using Remark 3.40 and recalling (1.18).
Theorem 3.29. Let (X, d,m) be an RCD(K,N) m.m.s. satisfying Assumption 3. Let b and
(X t)t∈[0,T ] be as in the discussion above. Then, for any compact P ⊂ X such that P contains
the (T ‖b‖L∞)-enlargement of supp b, there exist C̄ > 0 and R > 0, depending on P , such
that for any x, y ∈ P and for any t ∈ [0, T ], it holds

dḠ(X t(x),X t(y)) ≤ C̄eC̄(Φ̄∗R(x)+Φ̄∗R(y))dḠ(x, y).
Moreover, Φ̄∗R belongs to L2(P,m) and the following Lusin-approximation property holds: for
every ε > 0 there exists a Borel set E ⊂ P such that m(P \ E) < ε and

dḠ(X t(x),X t(y)) ≤ C̄ exp

2C̄

∥∥∥Φ̄∗R∥∥∥L2(P,m)√
ε

 dḠ(x, y) ∀x, y ∈ P and t ∈ [0, T ].

In analogy with the case of real valued functions (where the Lipschitz regularity is un-
derstood w.r.t. the distance d) we introduce the following.
Definition 3.30. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying Assumption 1. We say
that a map Φ : X → X is dG-Lusin Lipschitz if there exists a family {En : n ∈ N} of Borel
subsets of X such that m(X \ ∪n∈NEn) = 0 and

dG(Φ(x),Φ(y)) ≤ ndG(x, y),
for any x, y ∈ En and for any n ∈ N.

By analogy, if (X, d,m) is an RCD(K,N) m.m.s. satisfying Assumption 3, we say that
Ψ : X → X is dḠ-Lusin Lipschitz if it satisfies the above conditions with dḠ in place of dG.

Let us remark that, with the terminology we just introduced, we can combine Proposi-
tion 3.20 and Theorem 3.21 above to say that the Regular Lagrangian flow of a sufficiently
regular vector field over an RCD(0, N) m.m.s. satisfying Assumption 2 is a dG-Lusin Lips-
chitz map (the RLF of a sufficiently regular vector field over an RCD(K,N) m.m.s. satisfying
Assumption 3 is a dḠ-Lusin Lipschitz map, respectively).

2. Constancy of the dimension

We begin by remarking that the statement of Theorem 3.1 is not affected by taking the
tensor product with Euclidean factors and, by means of this simple observation, we will put
ourselves in position to apply the results of Section 1 and Section 2.1.

In Section 2.1 below we start proving that dG/dḠ-Lusin Lipschitz maps with bounded
compressiblity from an RCD(K,N) m.m.s. into itself are regular enough to carry an infor-
mation about the dimension from their domain to their image. This rigidity result has to be
compared with the standard fact that biLipschitz maps preserve the Hausdorff dimension.
Then we are going to prove that the class of RLFs of Sobolev vector fields, that we know to
be dG/dḠ-Lusin Lipschitz from Section 1, is rich enough to gain “transitivity” at the level
of probability measures with bounded support and bounded density w.r.t. m. Better said,
the primary goal of Section 2.2 below will be to show that any two probability measures
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which are intermediate points of a W2-geodesic joining probabilities with bounded support
and bounded density w.r.t. m can be obtained one from the other via push-forward through
the RLF of a vector field satisfying the assumptions of Theorem 3.21 (or Theorem 3.29).

Eventually in Section 2.3 we will combine all the previously developed ingredients to prove
that the above mentioned “transitivity” is not compatible with the “rigidity” we obtain in
Section 2.1 and the possibility of having non negligible regular sets of different dimensions
in the Mondino-Naber decomposition of (X, d,m).

2.1. A rigidity result for dG-Lusin Lipschitz maps. The aim of this subsection is
to prove a rigidity result for dG and dḠ-Lusin Lipschitz maps (see Definition 3.30) that we
are going to apply later on to regular Lagrangian Flows of Sobolev vector fields.

Roughly speaking, given an RCD(K,N) m.m.s. satisfying Assumption 3, we are going to
prove that a dG/dḠ-Lusin Lipschitz map with bounded compressibility cannot move a part
of dimension n of (X, d,m) into a part of dimension k < n (see Theorem 3.33 below for a
precise statement). Just at a speculative level, let us point out that, in the case of d-Lusin
Lipschitz maps, this conclusion would have been a direct consequence of standard geometric
measure theory arguments. However, a priori, it is not clear how to build non trivial maps
from the space into itself with d-Lusin Lipschitz regularity, while in Section 1 above we were
able to obtain dG-Lusin Lipschitz regularity for a very rich family of maps.

We begin with a Euclidean result. It can be considered in some sense as a much simplified
version of Sard’s lemma.
Proposition 3.31. Fix k, n ∈ N such that 1 ≤ k < n. Let A ⊂ Rn, Φ : A → Rk be such
that

(3.81) lim
r→0+

sup
y∈A∩B(x,r)

|Φ(y)− Φ(x)|
|y − x|

n
k

= 0, for any x ∈ A.

Then Hk(Φ(A)) = 0.

Proof. We wish to prove that Hk
δ (Φ(A)) = 0 for any δ > 0. Let us assume without loss of

generality that A ⊂ P for some compact P ⊂ Rn. Fix now ε > 0. It follows from (3.81)
that, for any x ∈ A, we can find rx < δ/10 such that, for any y ∈ B(x, 5rx) ∩ A, it holds

(3.82) |Φ(y)− Φ(x)| ≤ ε |x− y|
n
k .

Moreover, if ε, δ < 1, then (3.82) grants that Φ(B(x, 5rx) ∩ A) has diameter less than δ, for
any x ∈ A.

Applying Vitali’s covering theorem we can find a subfamily F := {B(xi, ri) : i ∈ N} such
that the balls B(xi, ri) are disjoint and A ⊂ ∪i∈NB(xi, 5ri). Hence {Φ(A∩B(xi, 5ri)) : i ∈ N}
is an admissible covering of Φ(A) in the definition of Hk

δ (Φ(A)). Therefore

Hk
δ (Φ(A)) ≤ ωk5nεk

∞∑
i=0

rni ,

since it follows from (3.82) that Φ(B(xi, 5ri)∩A) ⊂ B(Φ(xi), ε5
n
k r

n
k
i ) for any i ∈ N. Observing

now that ∑∞i=0 ωnr
n
i ≤ Hn(P 1) < ∞, where P 1 is the 1-enlargement of the compact P , we

conclude that Hk
δ (Φ(A)) = 0 for any δ > 0, as we claimed. �

It is a rather classical fact in Riemannian geometry that on an n-dimensional compact
Riemannian manifold with n > 2 the Green function behaves locally like the distance raised
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to the power 2 − n (see [30, Chapter 4]). The comparison is also global on a non compact
manifold with nonnegative Ricci curvature and Euclidean volume growth.
Lemma 3.32. Let (X, d,m) be an RCD(K,N) m.m.s. satisfying Assumption 1. Suppose
that x ∈ R∗k (see (2.12) for the definition of R∗k) for some k ≥ 3 and denote by θk(x) ∈ (0,∞)
the value of the limit appearing in (2.12). Then

lim
r→0+

F (x, r)
1

rk−2
= k − 2
ωkθk(x) .

Proof. Let us observe that
F (x, r)

1
rk−2

= (k − 2)
∫∞
r

s
m(B(x,s)) ds∫∞
r

1
sk−1 ds .

An application of De L’Hopital’s rule yields now

lim
r→0+

F (x, r)
1

rk−2
= lim

r→0+
(k − 2)

r
m(B(x,r))

1
rk−1

= k − 2
ωkθk(x) ,

since, by the very definition of θk(x), it holds limr→0+
m(B(x,r))
ωkrk

= θk(x). �

Let us assume, up to the end of this section that (X, d,m) is an RCD(K,N) metric mea-
sure space satisfying Assumption 3. It is not difficult to check that, under this assumption,
the regular sets Rk of (X, d,m) associated to k = 0, 1 and 2 are empty.
Theorem 3.33. Let (X, d,m) be as in the discussion above. Let Φ : X → X be either a
dG-Lusin Lipschitz or a dḠ-Lusin Lipschitz map (see Definition 3.30 above). Fix µ ∈P(X)
absolutely continuous w.r.t. m and assume that ν := Φ∗µ � m. If µ is concentrated on Rn

for some n ≥ 3, then ν is concentrated on ∪k≥nRk.
Proof. Let us begin by outlining the strategy of proof.

The first step consists in proving that, if we have a dG/dḠ-Lusin Lipschitz map which
maps a subset of R∗n into R∗k for some n > k ≥ 3 and we read it after the composition with
bi-Lipschtiz charts, then we essentially end up with a map from a subset of Rn into Rk which
satisfies the assumptions of Proposition 3.31.

In the second step we show how this information can be used to prove that ν = Φ∗µ
is concentrated over ∪k≥nRk, a formal argument being the following one: suppose that
m(Φ(R∗n) ∩R∗k) = 0, then, neglecting the measurability issues, we could compute

Φ∗µ(R∗k) = µ
(
Φ−1(R∗k)

)
= µ

(
Φ−1(R∗k) ∩R∗n

)
≤ µ

(
Φ−1(R∗k ∩ Φ(R∗n))

)
= Φ∗µ(R∗k ∩R∗n) = 0.

Step 1. Recall from Theorem 2.11 that, for any 3 ≤ l ≤ N , we can find S∗l ⊂ R∗l
such that m(R∗l \ S∗l ) = 0 and S∗l is a countable union of Borel sets which are 2-biLipschitz
equivalent to subsets of Rl. We want to prove that, if P ⊂ S∗n is such that Φ is dG/dḠ-
Lipschitz over P , then Hk(Φ(P ) ∩R∗k) = 0 for any 3 ≤ k < n. Since HkxR∗k and mxR∗k are
mutually absolutely continuous (see (2.12)) and m(R∗k \ S∗k) = 0, it suffices to prove that
Hk(Φ(P ) ∩ S∗k) = 0. Therefore, to prove the claimed conclusion, we can reduce ourselves to
the case when P is contained into the domain of an n-dimensional 2-biLipschitz chart, that
we shall call α, and Φ(P ) is contained in the domain of a k-dimensional 2-biLipschitz chart,
that we shall call β.
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Next, with the aid of Lemma 3.13 and Lemma 3.32 above, we wish to prove that, for any
x ∈ P , it holds

(3.83) lim
r→0+

sup
y∈B(x,r)∩P

d(Φ(x),Φ(y))
d(x, y)

n−2
k−2

<∞.

To this aim we observe that, by the very definition of dG and thanks to the two-sided bounds
we obtained in Proposition 3.4, the dG-Lipschitz regularity assumption can be turned into

lim
r→0+

sup
y∈B(x,r)∩P

F (x, d(x, y))
F (Φ(x), d(Φ(x),Φ(y))) <∞

and the same holds true in case we are working with dḠ, thanks to (3.54). Observe now that
Lemma 3.13 grants that, as d(x, y) → 0, also dG(x, y) → 0 (and an analogous result holds
for dḠ, as we observed after (3.66)). Hence we can apply Lemma 3.32 to obtain, taking into
account the fact that x ∈ R∗n and Φ(x) ∈ R∗k,

lim
r→0+

sup
y∈B(x,r)∩P

d(Φ(x),Φ(y))k−2

d(x, y)n−2 <∞,

which easily yields (3.83).
This being said, observe that, denoting by ϕ := β ◦ Φ ◦ α−1 : α(P ) → β(Φ(P )) (where

we remark that α(P ) ⊂ Rn and β(Φ(P )) ⊂ Rk), the map ϕ satisfies the assumptions
of Proposition 3.31, since (n − 2)/(k − 2) > n/k. Therefore Hk(β(Φ(P ))) = 0. Hence
Hk(Φ(P )) = 0, since β is 2-bi-Lipschitz.

It easily follows that, if Q ⊂ S∗n, Q = ∪i∈NQi where Φ|Qi is dG/dḠ-Lipschitz for any
i ∈ N, then Hk(R∗k ∩ Φ(Q)) = 0 for any 3 ≤ k < n.

Step 2. Suppose by contradiction that

ν

⋃
k<n

Rk

 > 0.

Then we can find k < n such that ν(Rk) > 0. Moreover, thanks to (2.12) and to the
assumption ν � m, we can also say that ν(R∗k) > 0.

We want to prove that, if this is the case, we can find a compact P ⊂ R∗n such that
P = ∪i∈NPi, where Φ

∣∣∣
Pi

is dG/dḠ-Lipschitz for any i ∈ N, Φ(P ) ⊂ R∗k and m(Φ(P )) > 0.
This would contradict what we obtained in step 1 above, since by Theorem 2.11 we know
that m R∗k is absolutely continuous w.r.t. Hk and Hk(Φ(P ) ∩R∗k) = 0.

We are assuming that ν(R∗k) = Φ∗µ(R∗k) > 0, hence µ(Φ−1(R∗k)) = µ(Φ−1(R∗k)∩S∗n) > 0,
since µ is concentrated on Rn and therefore it is concentrated on S∗n. Thus, the inner
regularity of µ and the assumption on Φ grant that we can find a compact P ⊂ Φ−1(R∗k)∩S∗n
such that µ(P ) > 0 and P is the union of countably many subsets where Φ is dG/dḠ-Lipschitz.
It remains to prove that m(Φ(P )) > 0. To this aim, observe that

0 < µ(P ∩ Φ−1(R∗k)) ≤ µ(Φ−1(Φ(P ) ∩R∗k)) = Φ∗µ(Φ(P ) ∩R∗k).

The claimed conclusion m(Φ(P ) ∩R∗k) > 0 follows recalling that ν = Φ∗µ� m. �
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2.2. Regularity of vector fields drifting W2-geodesics. In Theorem 3.34 below,
which is [93, Theorem 3.13], we state a version of the so-called Lewy-Stampacchia inequality.
It will be the key tool in order to apply the regularity theory of Lagrangian Flows we
developed in Section 1 to vector fields drifting W2-geodesics.

Below we will indicate by lK,N : [0,∞)→ [0,∞) the continuous function, whose explicit
expression will be of no importance for our purposes, appearing in the Laplacian comparison
theorem (see [86] and [93, Theorem 3.5]). Qt denotes the Hopf-Lax semigroup, see (1.10).
Theorem 3.34. Let (X, d,m) be an RCD(K,N) metric measure space for some K ∈ R
and 1 < N < ∞. Let µ0, µ1 ∈ P(X) be absolutely continuous w.r.t. m and with bounded
supports, (µt)t∈[0,1] be the W2-geodesic connecting them and φ : X → R be a Kantorovich
potential inducing it (which we can assume to be Lipschitz and with compact support).

Then, for every t ∈ (0, 1), there exists ηt ∈ Lip(X) with compact support, uniformly
w.r.t. time, and such that

(3.84) −Qt(−φ) ≤ ηt ≤ Q(1−t)(−φc),

(tηt)cc(x) = tηt(x) and (−(1− t)ηt)cc(x) = −(1− t)ηt(x) for any x ∈ suppµt
and ηt ∈ D(∆) with

(3.85) ‖∆ηt‖L∞ ≤ max

 lK,N(2
√
t ‖φ‖L∞)
t

,
lK,N(

√
2(1− t) ‖φ‖L∞)

1− t

 .
Remark 3.35. We remark that, passing from the starting potentials to the regularized
potentials ηt, we gain global regularity without modifying the potential in the support of
µt, as it follows from (3.84) recalling that −Qt(−φ) = Q(1−t)(−φc) on suppµt (see [93,
Proposition 3.6]).

In view of the applications of the forthcoming Section 2.3, in Proposition 3.36 below we
collect some consequences of the improved regularity of Kantorovich potentials.
Proposition 3.36. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 < N <
∞. Let µ0, µ1 ∈P(X) be absolutely continuous w.r.t. m with bounded densities and bounded
supports. Then there exists a time dependent vector field (bt)t∈(0,1) such that the following
conditions are satisfied:

(i) for any t ∈ (0, 1) it holds bt ∈ H1,2
C (TX) and

(3.86)
∫ 1−ε

ε

{
‖∇symbs‖L2(X,m) + ‖div bs‖L2(X,m)

}
ds <∞ for any 0 < ε < 1;

(ii) for any 0 < s < 1, denoting by (X t
s)t∈[s,1) the Regular Lagrangian flow of (bt)t∈(s,1),

it holds that
(
X t

s

)
∗
µs = µt for any s ≤ t < 1.

Proof. We claim that the vector field (∇ηs)s∈(0,1) (where ηs are the regularized Kantorovich
potentials we introduced in Theorem 3.34) does the right job.

Observe that, for any s ∈ (0, 1), it holds that ∇ηt is bounded with bounded support,
as it was stated in Theorem 3.34, Moreover, since ηs ∈ D(∆), (1.35) implies that ηs ∈
H2,2(X, d,m) which yields, in turn, ∇ηs ∈ H1,2

C (TX).
Let us check (3.86). To this aim we observe that the construction described in the proof

of [93, Theorem 3.13] guarantees that the regularized potentials can be chosen to have all
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support contained in the same compact set C ⊂ X. Hence∫ 1−ε

ε
‖div bs‖L2 ds

≤
∫ 1−ε

ε
max

 lK,N(2
√
s ‖φ‖L∞)
s

,
lK,N(

√
2(1− s) ‖φ‖L∞)

1− s

m(C) ds <∞.

Dealing with the bound of the Sobolev norm we recall that (1.36) provides the quantitative
bound

(3.87)
∫
|Hess(f)|2HS dm ≤

∫ {
(∆f)2 −K |∇f |2

}
dm

for any f ∈ D(∆). Recalling that the regularized potentials can also be chosen uniformly
Lipschitz on (0, 1), the sought bound for

∫ 1−ε
ε ‖∇symbs‖L2 ds follows applying (3.87) to the

functions ηs, taking into account the L∞-bound for the laplacian (3.85) and the uniform
boundedness of the supports.

Passing to the proof of (ii), observe that the very construction of the regularized Kan-
torovich potentials (see Remark 3.35) ηs grants that (µs, bs)s∈(0,1) is a solution to the con-
tinuity equation with uniformly bounded density (the uniform bound for the densities is
a consequence of Proposition 1.24). Moreover, (3.86) guarantees, via the results of [27],
that, for any 0 < s < t < 1, there exists a unique Regular Lagrangian flow (Xr

s)r∈[s,t] of
(br)r∈(s,t). Observe that, by the very definition of RLF, also r 7→ (Xr

s)∗µs is a solution,
with uniformly bounded density and initial datum µs, to the continuity equation induced
by (br)r∈(s,t). Hence (X t

s)∗µs = µt for any s ≤ t < 1, since the conclusion in (i) implies that
the continuity equation induced by (br)r∈(s,t) has a unique solution with uniformly bounded
density (again by the results of [27]). �

2.3. Proof of Theorem 3.1. As we already observed, the statement is not affected
by tensorization with Euclidean factors. Thus we assume without loss of generality that
(X, d,m) satisfies either Assumption 2 or Assumption 3.

Suppose by contradiction that there exist 3 ≤ k < n such that m(Rk),m(Rn) > 0. Then
we can find η0, η1 ∈ P(X), absolutely continuous w.r.t. m, with bounded densities and
bounded supports, such that η0(Rn) = 1 and η1(Rk) = 1. Let (ηr)r∈[0,1] be the W2-geodesic
joining them and recall from Proposition 1.24 that the measures ηr are absolutely continuous
w.r.t. m, with uniformly bounded densities and uniformly bounded supports. Applying the
second conclusion in Proposition 1.24, we can also conclude that there exist 0 < s < t < 1
such that ηs(Rn) > 1/2 and ηt(Rk) > 1/2. Calling Π ∈ P(Geo(X)) the unique geodesic
plan lifting (ηr)r∈[0,1], it follows from what we just observed that

Π({γ ∈ Geo(X) : γ(s) ∈ Rn and γ(t) ∈ Rk}) > 0.

Hence, setting

A := {γ ∈ Geo(X) : γ(s) ∈ Rn and γ(t) ∈ Rk}, Π̄ := 1
Π(A)ΠxA and µr := (er)∗Π̄,

for any r ∈ [0, 1], we obtain a W2-geodesic (µr)r∈[0,1] which joins probabilities with bounded
support and bounded densities w.r.t. m and such that µs is concentrated on Rn and µt is
concentrated on Rk.
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Next we apply Proposition 3.36 to the W2-geodesic (µr)r∈[0,1] to obtain that, with the
notation therein introduced, Xs

t is the RLF of a Sobolev time dependent vector field sat-
isfying the assumptions of Theorem 3.21 (or Theorem 3.29). Hence Xs

t is a dG/dḠ-Lusin
Lipschitz map such that

(
X t

s

)
∗
µs = µt and, applying Theorem 3.33, we eventually reach a

contradiction.

3. Differentiability of the Green function along flow lines

This section is devoted the proof of a technical result about the structure of regular
Lagrangian flows associated to vector fields with product structure over product spaces. As
a corollary we will obtain that, for m×m-a.e. (x, y) ∈ X×X, the map t 7→ G(X t(x),X t(y))
is differentiable L 1-a.e., with the explicit and expected formula for the derivative we used
in the proof of Proposition 3.20.

Let (X, dX ,mX) and (Y, dY ,mY ) be RCD(K,∞) m.m. spaces. Let Z := X × Y be
endowed with the product m.m.s. structure, namely

d2
Z((x, y), (x′, y′)) := d2

X(x, x′) + d2
Y (y, y′) and mZ := mX ×mY

and recall from [13,17] that (X, dZ ,mZ) is an RCD(K,∞) m.m.s itself.
We will denote by πX and πY the canonical projections from Z ontoX and Y respectively.

This being said we introduce the so-called algebra of tensor products by

A :=


n∑
j=1

gj ◦ πXhj ◦ πY : gj ∈ H1,2
loc ∩ L∞loc(X) and hj ∈ H1,2

loc ∩ L∞loc(Y ) ∀j = 1, . . . , n

 .
Below we state and prove a useful density result concerning the density of the algebra of

tensors.
Theorem 3.37. Let X, Y and Z be as above. Then, for any f ∈ H1,2

loc (Z, dZ ,mZ)∩L∞loc(Z,m)
and for any compact P ⊂ Z, there exists a sequence (f)n∈N in A with ‖fn‖L∞(P ) uniformly
bounded and such that ‖fn − f‖L2(P,mZ) + ‖|∇(fn − f)|‖L2(P,mZ) → 0 as n→∞.

Proof. Let us denote by Ā the set of functions f ∈ H1,2
loc (Z, dZ ,mZ) ∩ L∞loc(Z,m) for which

the statement of the theorem holds true. Let Ad be the smallest subset of Lipb(X) con-
taining truncated distances from points of Z and closed with respect to sum, product and
lattice operations, let Adbs ⊂ H1,2(Z, dZ ,mZ) ∩ L∞(Z,mZ) be the subalgebra of Ad made
by functions with bounded support. In [26, Theorem B.1] it is proved that Adbs is dense in
H1,2(Z, dZ ,mZ) and it is straightforward to check that one can approximate any bounded
function in H1,2(Z, dZ ,mZ) with a sequence of uniformly bounded functions in Adbs. Hence,
to get the stated conclusion, it is sufficient to prove that dZ(z, ·) ∧ k ∈ Ā for any z ∈ Z, for
any k ≥ 0, and the implication f, g ∈ Ā =⇒ f ∧ g ∈ Ā.

Let us first prove that dZ(z, ·) ∈ Ā for any z ∈ Z. For any natural n ≥ 1 let (hkn)k∈N
be a sequence of polynomials converging to t 7→

√
1/n+ t in C1

loc([0,∞)) as k → ∞. Let
us fix z ∈ Z, it is simple to see that hkn(dZ(z, ·)2) converges in H1,2

loc (Z, dZ ,mZ) ∩ L∞loc(Z,mZ)
to
√

1/n+ d2
Z(z, ·) when k →∞ and that

√
1/n+ d2

Z(z, ·)→ dZ(z, ·), in the same topology,
when n→∞. Observe that the very definition of dZ yields dZ(z, w)2 = dX(πX(z), πX(w))2 +
dY (πY (z), πY (w))2 for any w ∈ Z, therefore hkn(dZ(z, ·)2) ∈ A.
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Let us now prove the implication g ∈ Ā =⇒ |g| ∈ Ā. With this aim, let us fix
g ∈ Ā and a sequence gm ∈ A converging to g in H1,2

loc (Z, dZ ,mZ) ∩ L∞loc(Z,mZ) when
m → ∞. Set gkn,m := hkn ◦ g2

m, we have gkn,m ∈ A and it is easy to check that it converges
to
√

1/n+ g2
m in H1,2

loc (Z, dZ ,mZ) ∩ L∞loc(Z,mZ) as k → ∞. Moreover
√

1/n+ g2
m → |gm| in

H1,2
loc (Z, dZ ,mZ)∩L∞loc(Z,mZ) when n→∞ and eventually |gm| → |g|, in the same topology,

when m→∞. By a diagonal argument, we recover the sought approximating sequence.
Finally we exploit the identity

a ∧ b = |a+ b| − |a− b|
2 , ∀a, b ∈ [0,∞),

to deduce that dZ(z, ·) ∧ k ∈ Ā for any z ∈ Z, for any k ≥ 0 and the implication f, g ∈
Ā =⇒ f ∧ g ∈ Ā. �

Let us consider now bXt ∈ L1((0, T );L2(TX)) and bYt ∈ L1((0, T );L2(TY )). We introduce
the “product” vector field bZt by saying that, for every f ∈ H1,2(Z, dZ ,mZ),

bZt · ∇f(x, y) := bXt · ∇fy(x) + bYt · ∇fx(y),

for mZ-a.e. (x, y) ∈ Z, where fx(y) := f(x, y), fy(x) := f(x, y) and we are implicitly
exploiting the tensorization of the Cheeger energy (see [13,17]). It is simple to check that
bZt ∈ L1((0, T );L2

loc(Z,mZ)) and

|bZt |2(x, y) ≤ |bXt |2(x) + |bYt |2(y), for m×m-a.e. (x, y) ∈ X × Y.

Proposition 3.38. Let bXt and bYt be as above and XX
t and XY

t be regular Lagrangian flows
associated to bXt and bYt , respectively. Then

XZ
t (x, y) := (XX

t (x),XY
t (y))

is a regular Lagrangian flow associated to bZt .

Proof. We need to check the validity of the three defining conditions in Definition 1.75.
The first one is trivial and the bounded compressibility property of XZ

t is a direct con-
sequence of the bounded compressibility property of XX

t and XY
t .

Dealing with the third one, we observe that, thanks to Theorem 3.37 and Remark 1.76, it
is sufficient to check its validity testing it for any f ∈ A. Moreover, by the linearity of (1.47)
w.r.t. the test function, we can assume without loss of generality that f = g ◦ πXh ◦ πY ,
with g ∈ H1,2

loc (X, dX ,mX) ∩ L∞loc(X,mX) and h ∈ H1,2
loc (Y, dY ,mY ) ∩ L∞loc(Y,mY ). We need to

prove that for mZ-a.e. (x, y) ∈ X × Y the map z 7→ f(XZ
t (z)) belongs to H1,1((0, T )) and

has derivative given by

(3.88) d
dtf(XZ

t (z)) = bZt · ∇Zf(X t(z)) for L 1-a.e. t ∈ (0, T ).

To this aim we observe that, since XX
t and XY

t are regular Lagrangian flows of bXt and bYt
respectively, it holds that the maps t 7→ g(XX

t (x)) and t 7→ h(XY
t (y)) are bounded and

belong to H1,1((0, T )) for mX-a.e. x ∈ X and mY -a.e. y ∈ Y respectively. Moreover
d
dtg(XX

t (x)) = bXt · ∇g(XX
t (x)) and d

dth(XY
t (y)) = bYt · ∇h(XY

t (y))
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for L 1-a.e. t ∈ (0, T ), for mX-a.e. x ∈ X and mY -a.e. y ∈ Y , respectively. Applying
Fubini’s theorem and the Leibniz rule we obtain that, for mX ×mY -a.e. (x, y) ∈ X × Y , the
map t 7→ g(XX

t (x))h(XY
t (y)) belongs to H1,1((0, T )), moreover

d
dt
(
g(XX

t (x))h(XY
t (y))

)
=
(

d
dtg(XX

t (x))
)
h(XY

t (y)) + g(XX
t (x))

(
d
dth(XY

t (y))
)

=h(XY
t (y))bXt · ∇g(XX

t (x)) + g(XX
t (x))bYt · ∇h(XY

t (y))
=bZt · ∇f(XZ

t (x, y)),

for L 1-a.e. t ∈ (0, T ), which implies (3.88). �

The following corollary of Proposition 3.38 plays an important role in the proof of Propo-
sition 3.20.
Corollary 3.39. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying Assumption 1. Let more-
over b ∈ L1((0, T );L2(TX)) and X t be a regular Lagrangian flow associated to b. Then, the
map

t 7→ G(X t(x),X t(y))
belongs to H1,1((0, T )) for m×m-a.e. (x, y) ∈ X ×X and its derivative is given by

d
dtG(X t(x),X t(y)) = bt · ∇GXt(x)(X t(y)) + bt · ∇GXt(y)(X t(x)),

for L 1-a.e. t ∈ (0, T ).

Proof. Let us start observing that Gε ∈ H1,2
loc (X ×X) for any ε > 0 (actually it has locally

bounded weak upper gradient as one can prove with the same techniques introduced in the
proof of Proposition 3.4, taking into account also Remark 3.3).

It follows from Proposition 3.38, applied with X = Y and bX = bY =: b, that

(3.89) Gε(X t(x),X t(y))−Gε(x, y) =
∫ t

0

{
bs · ∇Gε

Xs(x)(Xs)(y) + bs · ∇Gε
Xs(y)(Xs(x))

}
ds,

for m× m-a.e. (x, y) ∈ X ×X for every t ∈ [0, T ]. We wish to pass to the limit as ε ↓ 0 in
(3.89) to obtain that for any t ∈ [0, T ] it holds

(3.90) G(X t(x),X t(y))−G(x, y) =
∫ t

0

{
bs · ∇GXs(x)(Xs(y)) + bs · ∇GXs(y)(Xs(x))

}
ds,

for m × m-a.e. (x, y) ∈ X × X. The sought conclusion would easily follow. To this aim
let us observe that the left hand side in (3.89) converges to G(X t(y),X t(x)) − G(x, y) in
L1

loc(X×X,m×m). Thus, it suffices to prove that the right hand side in (3.89) converges to∫ t

0

{
bs · ∇GXs(x)(Xs(y)) + bs · ∇GXs(y)(Xs(x))

}
ds in L1

loc(X ×X,m×m).

To this aim we fix z ∈ X such that d(Xs(z), z) ≤ ‖b‖L∞ t for every s ∈ [0, t] (observe that
this property holds true for m-a.e. point). The triangle inequality yields

d(Xs(z),Xs(y)) ≤ 2t ‖b‖L∞ + d(z, y), for m-a.e. y ∈ X.

Thus, setting B := B(z,R), for some R > 0, and B̄ := B(z, R + 2t ‖b‖L∞), we have
(3.91) (Xs)∗(1Bm) ≤ L1B̄m.
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The bounded compressibility property of the RLF allows us to estimate∫
B×B

∣∣∣∣∫ t

0
bs · ∇Gε

Xs(x)(Xs(y)) ds−
∫ t

0
bs · ∇GXs(x)(Xs(y)) ds

∣∣∣∣ dm(x) dm(y)

≤
∫ t

0

∫
B

∫
B
|bs|(Xs(y)) · |∇(Gε

Xs(x) −GXs(x))|(Xs(y)) dm(y) dm(x) ds

≤L2t ‖b‖L∞
∫
B̄
‖∇(Gε

x −Gx)‖L1(B̄) dm(x).

The last term goes to zero, as a simple application of dominated convergence theorem shows
(for more details about this step we refer to the proof of Proposition 3.19, where we dealt
with a similar term). Arguing similarly for the term

∫ t
0 bs ·∇Gε

Xs(y)(Xs(x)) ds we obtain the
sought conclusion. �

Remark 3.40. A conclusion analogous to the one stated in Corollary 3.39 holds true with
Ḡ in place of G assuming that (X, d,m) is an RCD(K,N) m.m.s. satisfying assumption
Assumption 3. To get this result it suffices to argue as in the proof of Corollary 3.39 using
Proposition 3.22 instead of Proposition 3.4.



CHAPTER 4

Tangents to sets of finite perimeter

In the previous chapters we have proven that RCD(K,N) spaces are rectifiable as metric
measure spaces with a constant dimension in the almost everywhere sense. This being the
state of the art, we have reached a good understanding of the structure of these spaces up
to measure zero. It is therefore quite natural to try to push the study further, investigating
their structure, both from the analytic and from the geometric points of view, up to sets of
positive codimension.

In this perspective in the last two years there have been some remarkable developments.
We wish to mention a few of them below, without the aim of being complete in this list.

• In the setting of non collapsed Ricci limit spaces, Cheeger-Jiang-Naber have ob-
tained in [55] rectifiability for the singular sets of any codimension. Let us also
mention [57] where deep ideas on the study of singular sets have been introduced.
We point out also [29] where some estimates are proved for the singular strata of
non collapsed RCD spaces.
• There have been some efforts aimed at defining a notion of boundary for metric
measure spaces and relating it with the singular set of codimension 1. See [108]
and the very recent [107].
• One of the main contributions of [87] was the development of the language of tensor
fields defined almost everywhere (with respect to the reference measure) on RCD
spaces. In [67] the notion of tensor field defined “2-capacity-almost everywhere” is
defined and it is proved that Sobolev vector fields on RCD spaces have a represen-
tative in this class.

The most natural codimension one structures on non-smooth spaces are boundaries of sets
with finite perimeter. Indeed, on the one hand the coarea formula (Theorem 4.2) provides
plenty of sets of finite perimeter even in the non-smooth context, on the other one there is
no hope to have a notion of smooth hypersurface within this setting.

One of the most fundamental results of geometric measure theory, that eventually led
to the Federer-Fleming theory of currents [80], is De Giorgi’s structure theorem for sets E
of finite perimeter on the Euclidean space. De Giorgi’s theorem, established in [65, 66],
provides the representation

|DχE| = H n−1 FE

of the perimeter measure |DχE| as the restriction of H n−1 to a suitable measure-theoretic
boundary FE of E. In addition, it provides a description of E on small scales, showing
that for all x ∈ FE the rescaled set r−1(E − x) is close, for r > 0 sufficiently small, to an
halfspace orthogonal to νE(x).

The analysis performed in the next two chapters has the ambitious goal to provide the
extension of this result to the setting of RCD(K,N) metric measure spaces.

81
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As in De Giorgi’s theory the first step in the analysis of fine properties of sets with finite
perimeter consists in studying blow-ups. This is the main goal of the present chapter.

We follows the approach of [7] which builds upon a new splitting theorem for spaces ad-
mitting a rigid function in the Bakry-Émery inequality. Namely RCD(0, N) spaces endowed
with a scalar function f satisfying
(4.1) |∇Ptf | = Pt|∇f | m-a.e. in X, for every t ≥ 0.
The rigidity result, stated in Theorem 4.4, shows that (4.1) implies the splitting of the m.m.s.
as Z×R, in addition with a monotonic dependence on f on the split real variable. This result
could be considered as “dual” to the classical splitting theorem, since the basic assumption
is not the existence of a curve with a special property (namely an entire geodesic), but rather
the existence of a function satisfying (4.1). However, our proof builds on Gigli’s splitting
theorem and is achieved in these steps:

(i)) by first variations in (4.1) we prove that the unit vector fields bt = ∇Ptf/|∇Ptf |
are independent of t, divergence-free and with symmetric part of derivative in L2,
in a suitable weak sense;

(ii) because of this, the theory of flows developed in [27] applies, and provides a measure-
preserving semigroup of isometries X t;

(iii) we use X t to show in Proposition 4.14 that (Psf) ◦X−t is a value function, more
precisely

Psf(X−t(x)) = min
Bt(x)

Psf ∀x ∈ X, s > 0, t ≥ 0.

In the proof of this fact we have been inspired by the analysis of isotropic Hamilton-
Jacobi equations made in [122], even though our proof is self-contained. Using
this representation of (Psf) ◦X−t it is not hard to prove that all flow curves t 7→
X t(x) are lines and, in particular, Gigli’s theorem [84] applies. Even though this
refinement does not play a role in the second part of the paper, we also prove that
the validity of |∇Ptf | = Pt|∇f | for some t > 0 implies the validity for all t ≥ 0,
namely (4.1).

Now, let us explain the relation between (4.1) and the fine structure of sets of finite
perimeter. In De Giorgi’s proof and its many extensions to currents and other complex ob-
jects, the normal direction νE coming out of the blow-up analysis is identified by looking at
the polar decomposition DχE = νE|DχE| of the distributional derivative (choosing approxi-
mate continuity points of νE, relative to |DχE|). In turn, the polar decomposition essentially
depends on the particular structure of the tangent bundle of the Euclidean space. In the
RCD theory, as in Cheeger’s theory of PI spaces, the tangent bundle is defined only up to
m-negligible sets, not in a pointwise sense. So, it could in principle be used to write a polar
decomposition analogous to the Euclidean theory only for vector-valued (in a suitable sense)
measures absolutely continuous w.r.t. m. We bypass this difficulty by establishing this new
principle: at |DχE|-a.e. point x, any tangent set F to E at x in any tangent, pointed, metric
measure structure (Y, %, µ, y) has to satisfy the condition
(4.2) |∇PtχF |µ = P ∗t |DχF | ∀t ≥ 0.
Notice that |DχF |, the semigroup Pt and its dual P ∗t in (4.2) have, of course, to be understood
in the tangent metric measure structure. The proof of this principle, given in Theorem 4.31,
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ultimately relies on the lower semicontinuity of the perimeter measure |DχE| (as it happens
for the powerful principle that lower semicontinuity and locality imply asymptotic local mini-
mality, see [79,140], and [48]) and gradient contractivity. From (4.2), gradient contractivity
easily yields that all functions f = PsχF satisfy (4.1), this leads to a splitting both of (Y, %, µ)
and F , and to the identification of a “tangent halfspace” F to E at x. Using these ideas we
can prove the following structure results for sets of finite perimeter E in RCD(K,N) m.m.s.:
first, in Theorem 4.32, we prove that E admits a Euclidean half-space as tangent at x for
|DχE|-a.e. x ∈ X.

The chapter is organized as follows. We begin by introducing sets of finite perimeter
on metric measure spaces along with their basic properties in Section 1. In Section 2 we
present the rigidity result for the Bakry-Émery inequality on RCD(0, N) spaces. We dedicate
Section 3 to the study of the behaviour of sequences of sets Ei in m.m.s. (Xi, di,mi) conver-
gent in the measured Gromov-Hausdorff sense to (X, d,m). In particular, using appropriate
notions of compactness for sequences of functions and measures in varying metric measure
structures, we focus on compactness and lower semicontinuity of the perimeter measure. We
apply these results in Section 4, where we specialize our analysis to the case when (Xi, di,mi)
arise from the rescaling of a pointed metric measure space. Then, using the splitting prop-
erty and the principle that “tangents to a tangent are tangent”, we are able to recover the
above mentioned structure results of sets of finite perimeter. Finally, Section 5 is devoted
to a self-contained proof of the iterated tangents principle, adapting the argument of Preiss’
seminal paper [128] (see also [22,91]).

1. Sets of finite perimeter

Let us begin by introducing the notion of sets with finite perimeter on a metric measure
space (X, d,m) and by listing a few properties.
Definition 4.1 (Perimeter and sets of finite perimeter). Given a Borel set E ⊂ X and an
open set A the perimeter Per(E,A) is defined as

Per(E,A) := inf
{

lim inf
n→∞

∫
A

lip(un) dm : un ∈ Liploc(A), un → χE in L1
loc(A,m)

}
.

We say that E has finite perimeter if Per(E,X) <∞. In that case it can be proved that the
set function A 7→ Per(E,A) is the restriction to open sets of a finite Borel measure Per(E, ·)
defined by

Per(E,B) := inf {Per(E,A) : B ⊂ A, A open} .
Let us remark for the sake of clarity that E ⊂ X with finite m-measure is a set of finite

perimeter if and only if χE ∈ BV(X, d,m) and that Per(E, ·) = |DχE| (·). In the following
we will say that E ⊂ X is a set of locally finite perimeter if χE is a function of locally
bounded variation, that is to say ηχE ∈ BV(X, d,m) for any η ∈ Lipbs(X, d).

The following coarea formula for functions of bounded variation on metric measure spaces
is taken from [119, Proposition 4.2], dealing with locally compact spaces and its proof works
in the more general setting of metric measure spaces.
Theorem 4.2 (Coarea formula). Let v ∈ BV(X, d,m). Then, {v > r} has finite perimeter
for L 1-a.e. r ∈ R and, for any Borel function f : X → [0,∞], it holds

(4.3)
∫
f d |Dv| =

∫ ∞
−∞

(∫
f d Per({v > r}, ·)

)
dr.
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By applying the coarea formula to the distance function we obtain immediately that,
given x ∈ X, the ball Br(x) has finite perimeter for L 1-a.e. r > 0, and in the sequel this
fact will also be used in the quantitative form provided by (4.3).

We also recall (see for instance [3,4]) that the perimeter is local and sets of locally finite
perimeter are an algebra, more precisely:

(i) Per(E,A) = P (F,A) whenever m(A ∩ (E∆F )) = 0;
(ii) Per(E ∪ F,A) + Per(E ∩ F,A) ≤ Per(E,A) + Per(F,A);
(iii) Per(E,A) = Per(X \ E,A).
We will need also the following localized version of the coarea formula, which is an easy

consequence of [119, Remark 4.3].
Corollary 4.3. Let v ∈ BV(X, d,m) be continuous and nonnegative. Then, for any Borel
function f : X → [0,∞], it holds

(4.4)
∫
{s≤v<t}

f d |Dv| =
∫ t

s

(∫
f d Per({v > r}, ·)

)
dr, 0 ≤ s < t <∞.

2. Rigidity of the Bakry-Émery inequality and splitting theorem

Our aim in this section is to prove a rigidity result for RCD(0, N) spaces admitting a non
constant function satisfying the equality in the Bakry-Émery inequality for exponent p = 1
(1.23). Our investigation of the consequences of this rigidity property was motivated by the
study of blow-ups of sets of finite perimeter (see Theorem 4.31 below).
Theorem 4.4. Let (X, d,m) be an RCD(0, N) m.m.s.. Assume that there exist a non con-
stant function f ∈ Lipb(X) and s > 0 satisfying
(4.5) |∇Psf | = Ps|∇f | m-a.e. in X.
Then there exists a m.m.s. (X ′, d′,m′) such that X is isomorphic, as a metric measure space,
to X ′ × R. Furthermore:

(i) if N ≥ 2 then (X ′, d′,m′) is an RCD(0, N − 1) m.m.s.;
(ii) if N ∈ [1, 2) then X ′ is a point.

Moreover, the function f written in coordinates (x′, t) ∈ X ′×R depends only on the variable
t and it is monotone.
Remark 4.5. Let us point out that the action of the heat semigroup in L∞(X,m) can be
defined by means of

Ptf(x) :=
∫
f(y)pt(x, y) dm(y),

where pt is the heat kernel. Using an approximation argument it is possible to see that, for
any f ∈ L∞(X,m) and every ϕ ∈ L1(X,m) the map t→

∫
ϕPtf dm is absolutely continuous

with derivative
d
dtϕ

∫
Ptf dm =

∫
ϕ∆Ptf dm,

in other words Ptf is still a solution of the heat equation.
Remark 4.6. The assumption f ∈ Lipb(X) in Theorem 1.79 can be replaced with the more
general f ∈ Lip(X), provided we extend the action of the heat semigroup to the class of
Borel functions with at most linear growth at infinity, i.e.

|f(x)| ≤ C(1 + d(x, x0)) for any x ∈ X



2. RIGIDITY OF THE BAKRY-ÉMERY INEQUALITY AND SPLITTING THEOREM 85

for some x0 ∈ X and C ≥ 0. Even though under the RCD(0, N) condition the Gaussian
estimates for the heat kernel provide this extension, we shall consider only the case f ∈
Lipb(X) that is enough for our purposes.

In order to better motivate the statement of Theorem 4.4 let us spend a few words about
the rigidity case in the Bakry Émery inequality for p = 2. Assume that (Mn, dg, e−VVolg) is
a smooth weighted Riemannian manifold with nonnegative generalized N -Ricci tensor RicN ,
where

RicN := Ric + HessV − ∇V ⊗∇V
N − n

,

and the last term is defined to be 0 when V is constant and N = n. Let f : M → R be such
that |∇Ptf |2 = Pt |∇f |2 for some t > 0. Then we can compute

0 =Pt |∇f |2 − |∇Ptf |2 =
∫ t

0

d
dsPs |∇Pt−sf |

2 ds

=2
∫ t

0
Ps

(
|HessPt−sf |2 + RicN(∇Pt−sf,∇Pt−sf) + (∇V · ∇Pt−sf)2

N − n

)
ds,

where the second equality follows from the generalized Bochner identity and ∆ is the weighted
Laplacian. Therefore Hess(f) ≡ 0, (∇V · ∇f)2 ≡ 0. Thus ∆f ≡ 0 since

(∆f)2

N
≤ |Hess(f)|2 + (∇V · ∇f)2

N − n
= 0.

Using a standard argument we obtain that Mn splits isometrically as L × R for some Rie-
mannian manifold L. Taking into account the fact that ∆f = 0 we can prove that also the
measure splits.

Furthermore, denoting by z, t the coordinates on L and R respectively, it holds that
Psf(z, t) = f(z, t) = αt for any s ≥ 0 and for any t ∈ R, for some constant α 6= 0.

Passing to the study of the case p = 1, any function f : Rn → R such that |∇Ptf | ≡
Pt |∇f | is of the form f(z) = φ(z · v) for some monotone function φ : R → R and some
v ∈ Rn. This is due to the commutation between gradient operator and heat flow on the
Euclidean space and to the characterization of the equality case in Jensen’s inequality. More
in general, thanks to the tensorization property of the heat flow, it is possible to check that
on any product m.m.s. X = X ′ × R, any function f depending only on the variable t ∈ R
in a monotone way satisfies |∇Ptf | = Pt |∇f | almost everywhere. Basically Theorem 4.4 is
telling us that, in the setting of RCD(0, N) spaces, this is the only possible case.

About the strategy of the proof let us observe that, as the examples above illustrated
show, in the rigidity case for p = 1 it is not necessarily true that the rigid function has
vanishing Hessian. Therefore we cannot directly use Psf as a splitting function. Still our
strategy relies on the properties of the normalized gradient ∇Psf/ |∇Psf |. First we will
prove that it has vanishing symmetric covariant derivative and then that its flow lines are
metric lines. The conclusion will be eventually achieved building upon the splitting theorem.

Let us start proving that if the rigidity condition (4.5) holds for some s > 0 then it must
hold for any s ≥ 0.
Lemma 4.7. Let (X, d,m) be an RCD(0, N) metric measure space and f ∈ Lipb(X). If
there exists s > 0 such that

(4.6) |∇Psf | = Ps|∇f | m-a.e. in X,
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Then |∇Prf | = Pr|∇f | for any r ≥ 0.

Proof. It is simple to check that |∇Prf | = Pr|∇f | for any 0 ≤ r ≤ s. Indeed, using (4.6)
and the Bakry-Émery inequality (1.23), we have

0 ≤ Ps−r (Pr|∇f | − |∇Prf |) = Ps|∇f | − Ps−r|∇Prf | = |∇Psf | − Ps−r|∇Prf | ≤ 0.

Let us now fix ϕ ∈ Test(X, d,m) with compact support and set

(4.7) F (r) :=
∫

((Pr|∇f |)2 − |∇Prf |2)ϕ dm.

We claim that F (r) is a real analytic function in (0,∞). Observe that the claim, together
with the information F ≡ 0 in (0, s), implies F (r) = 0 for any r ≥ 0 and thus our conclusion,
due to the arbitrariness of the test function.

Integrating by parts the right hand side in (4.7) and using (1.8), we can write

F (r) =
∫

(Pr|∇f |)2ϕ dm + 1
2

d
dr

∫
(Prf)2ϕ dm− 1

2

∫
(Prf)2∆ϕ dm,

so the claim is a consequence of Lemma 4.8 below. �

Lemma 4.8. Let (X, d,m) be an RCD(K,N) m.m.s.. For any g ∈ L∞(X,m) and any
ϕ ∈ L1(X,m) the map t 7→

∫
(Ptg)2ϕ dm is real analytic in (0,∞).

Proof. Exploiting a well-known analyticity criterion for real functions, it is enough to show,
for any [a, b] ⊂ (0,∞), the existence of a constant C = C(K,N, a, b) such that

(4.8)
∣∣∣∣∣ dn
dtn

∫
(Ptg)2ϕ dm

∣∣∣∣∣ ≤ Cn ‖g‖2
L∞ ‖ϕ‖L1 ∀t ∈ (a, b), ∀n ∈ N.

Observe that (4.8) can be checked commuting the operators Pt and ∆ and using iteratively
the estimate
(4.9) ‖∆Ptg‖L∞ ≤ C ′ ‖g‖L∞ ∀t ∈ (a, b),
where C ′ > 0 depends only on N , K, a and b.

Let us prove (4.9) arguing by duality. For any ψ ∈ L1 ∩ L2(X,m), we have∣∣∣∣∫ ∆Ptg ψ dm
∣∣∣∣ =

∣∣∣∣∫ ∇Pt/2g · ∇Pt/2ψ dm
∣∣∣∣

≤
∥∥∥∇Pt/2g∥∥∥

L∞

∥∥∥∇Pt/2ψ∥∥∥
L1

≤C ′′ ‖g‖L∞ C ′′ ‖ψ‖L1 ,

where the last inequality is a consequence of the following fact: there exists C ′′(N,K, a, b) > 0
such that
(4.10) ‖∇Pth‖Lp ≤ C ′′ ‖h‖Lp ∀t ∈ (a, b), ∀h ∈ Lp(X,m) with 1 ≤ p ≤ ∞.

In order to check (4.10) we use the Gaussian estimates for the heat kernel and its gradient
(1.20), (1.21) obtaining that there exists a constant α > 1 such that

|∇Pth|(x) ≤ C ′′Pαt |h| (x), for m-a.e. x ∈ X, ∀t ∈ (a, b),
and we take the Lp norm both sides. �
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Let us introduce the most important object of our investigation. For any s > 0 we
consider the vector field

(4.11) bs := ∇Psf
Ps|∇f |

,

that, since Ps |∇f | > 0 m-a.e., is well defined and satisfies
(4.12) |bs| = 1 m-a.e. in X, ∀s > 0,
thanks to (4.5).

The first important ingredient of the proof of Theorem 4.4 is the following proposition.
Its proof is inspired by an analogous result in [84].
Proposition 4.9 (Variation formula, version 1). For any s > 0, t ≥ 0 and any g ∈
Test(X, d,m) it holds
(4.13) bt+s · ∇Ptg = Pt(bs · ∇g), m-a.e. in X.

Before proving Proposition 4.9 we need to state a simple lemma.
Lemma 4.10. For any s ≥ 0 the function Psf satisfies
(4.14) |∇Pt+sf | = Pt|∇Psf |, m-a.e. in X, ∀t ≥ 0.

Proof. Using first the Bakry-Émery inequality (1.23) and then twice (4.5) we get
|∇Pt+sf | ≤ Pt|∇Psf | = Pt+s|∇f | = |∇Pt+sf |,

that proves our claim. �

Proof of Proposition 4.9. Let s > 0, t ≥ 0 be fixed. The idea of the proof is to obtain (4.13)
as the Euler equation associated to the functional

Ψ(h) :=
∫

(Pt|∇h| − |∇Pth|)ϕ dm h ∈ Lip(X),

where ϕ ∈ Lipbs is a fixed nonnegative cut-off function. Indeed, thanks to Lemma 4.10 and
the Bakry-Émery contraction estimate (1.23), we know that Psf is a minimum of Ψ. Thus

d
dε |ε=0Ψ(Psf + εg) = 0 ∀g ∈ Test(X, d,m).

Notice that the differentiability of ε 7→ Ψ(Psf + εg) at ε = 0 can be easily checked using
|∇Psf | = Ps|∇f | > 0. Then we compute

0 = d
dε |ε=0Ψ(Psf + εg)

= d
dε |ε=0

∫
(Pt|∇Psf + ε∇g| − |∇(Pt+sf + εPtg)|)ϕ dm

=
∫ (

Pt

(
∇Psf
|∇Psf |

· ∇g
)
− ∇Pt+sf
|∇Pt+sf |

· ∇Ptg
)
ϕ dm

=
∫

(Pt(bs · ∇g)− bt+s · ∇Ptg)ϕ dm.

The conclusion follows from the arbitrariness of ϕ. �

As a first consequence of Proposition 4.9 we get the following.
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Proposition 4.11. For any s > 0 it holds div bs = 0 and ∇symbs = 0 according to Defini-
tion 1.77.

In particular, there exists a regular Lagrangian flow Xs : R×X → X of bs with
(Xs

t)∗m = m, d(Xs
t(x),Xs

t(y)) = d(x, y) ∀t ∈ R, ∀x, y ∈ X.

Proof. Let g ∈ Test(X, d,m) with compact support be fixed. Using (4.13) we obtain∣∣∣∣∫ bs · ∇g(x) dm(x)
∣∣∣∣ =

∣∣∣∣∫ Pt(bs · ∇g)(x) dm(x)
∣∣∣∣

=
∣∣∣∣∫ bt+s · ∇Ptg(x) dm(x)

∣∣∣∣
≤
∫
|∇Ptg|(x) dm(x).

To get div bs = 0 it suffices to show that

(4.15) lim
t→∞

∫
|∇Ptg|(x) dm(x) = 0,

for any nonnegative g ∈ Test(X, d,m) with compact support. To this aim we use the
Gaussian estimates for the heat kernel and its gradient (1.20), (1.21) concluding that there
exist a constant C = C(N) > 0 and α > 1 such that

(4.16) |∇Ptg|(x) ≤ C√
t
Pαtg(x), for m-a.e. x ∈ X,

which yields
lim
t→∞

∫
|∇Ptg|(x) dm(x) ≤ lim sup

t→∞

C√
t

∫
g(x) dm(x) = 0.

Let us prove that ∇symbs = 0 for any s > 0. First observe that, since bs is divergence-free
we have

(4.17)
∫
bt+s · ∇Ptg Ptg dm = 1

2

∫
bt+s · ∇(Ptg)2 dm = 0,

for any g ∈ Test(X, d,m), for any s > 0 and t ≥ 0. Using again (4.13) and (4.17) we deduce

0 = d
dt
∣∣∣
t=0

∫
bt+s · ∇Ptg Ptg dm = d

dt
∣∣∣
t=0

∫
Pt (bs · ∇g)Ptg dm

=
∫

∆(bs · ∇g) g dm +
∫
bs · ∇g∆g dm

=2
∫
bs · ∇g ∆g dm,

that, by polarization, implies our claim.
The second part of the statement follows from (iii) in Theorem 1.78. �

We are now in position to show that bs does not depend on s > 0.
Lemma 4.12 (Variation formula, version 2). The vector field b := bs does not depend on
s > 0. In particular, it holds
(4.18) b · ∇Ptg = Pt(b · ∇g) m-a.e.,
for every g ∈ Test(X, d,m) and every t ≥ 0.

The most important ingredient in the proof of Lemma 4.12 is the following lemma.
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Lemma 4.13. Let (X, d,m) be an RCD(K,∞) m.m.s. and let T : X → X be a measure
preserving isometry. Then, for any f ∈ L2(X,m), it holds
(4.19) Pt(f ◦ T )(x) = (Ptf) ◦ T (x),
for any t > 0 and for m-a.e. x ∈ X.

Proof. We just provide a sketch of the proof since the result is quite standard in the field.
First we observe that, since T is a measure preserving isometry, it holds that f ∈

H1,2(X, d,m) if and only if f ◦ T ∈ H1,2(X, d,m) and in that case Ch(f ◦ T ) = Ch(f). From
this observation we deduce (4.19), since the heat flow is the gradient flow of the Cheeger
energy in L2(X,m).

�

Proof of Lemma 4.12. Let s > 0 and let Xs, the regular Lagrangian flow associated to bs,
be fixed.

We know from Proposition 4.11 that for any t ∈ R the flow map Xs
t is a measure

preserving isometry of X. Therefore, for any r ≥ 0 and any g ∈ Test(X, d,m), using (4.19)
with T = Xs

t and (4.13), we get

(bs · ∇Prg) ◦Xs
t = d

dtPr(g) ◦Xs
t = d

dtPr(g ◦Xs
t)

=Pr((bs · ∇g) ◦Xs
t) = Pr(bs · ∇g) ◦Xs

t

=(br+s · ∇Prg) ◦Xs
t .

Since g is arbitrary, the first conclusion in the statement follows. The second one is a direct
consequence of Proposition 4.9. �

Let us denote by X the regular Lagrangian flow of b from now on, choosing in particular
the “good representative” of Theorem 1.78 (iv). Our next aim is to prove that for any x ∈ X
the curve t 7→ X t(x) is a line. This will yield the sought conclusion about the product
structure of (X, d,m) by means of the splitting theorem Theorem 1.79.
Proposition 4.14. For all s > 0 the identity
(4.20) Psf(X−t(x)) = min

Bt(x)
Psf

holds true for any t ≥ 0 and any x ∈ X.
Before then passing to the proof we wish to explain the heuristic standing behind it with

a formal computation:
d
dtPsf(X−t(x)) = −∇Psf ·

∇Psf
|∇Psf |

(X−t(x)) = − |∇Psf | (X−t(x)) = − |∇ (Psf ◦X t)| (x).

Therefore, setting u(t, x) := Psf(X−t(x)), it holds that
(4.21) ∂tu(t, x) + |∇xu(t, x)| = 0
and it is well known that the Hopf-Lax semigroup

Qtu0(x) := min
Bt(x)

u0

provides a solution of (4.21), and the unique viscosity solution (see [122]). Proposition 4.14
is just telling us that u(t, x) = Psf(X−t(x)) is precisely the Hopf-Lax semigroup solution.
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Proof of Proposition 4.14. Let us denote by u(t, x) the left hand side in (4.20). Since
d(X−t(x), x) ≤ t,

the inequality ≥ in (4.20) is obvious.
Now, we claim that for all γ ∈ Lip1([0,∞);X) the function t 7→ u(t, γ(t)) is nonincreasing.

In order to prove the claim, first we observe that t 7→ u(t, x) = Psf(X−t(x)) is of class
C1, since its derivative is −Ps|∇f |(X−t(x)) that is a continuous function. Indeed, the
validity of this condition for m-a.e. x ∈ X follows from the defining conditions of RLF
and we can extend it to all x ∈ X by continuity of the maps (t, x) 7→ u(t, x) and (t, x) 7→
−Ps |∇f | (X−t(x)). Then taking into account the Leibniz rule in [14, Lemma 4.3.4], it
suffices to show that

lim sup
h→0+

|u(t, γ(t+ h))− u(t, γ(t))|
h

≤ Ps|∇f |(X−t(γ(t))).

This inequality follows easily from Lemma 4.15 below and the inequality |∇Psf | ≤ Ps|∇f |,
since

|u(t, γ(t+ h))− u(t, γ(t))|
h

≤ −
∫ t+h

t
Ps|∇f |(X−t(γ(r))) dr,

(here we also used that r 7→X−t(γ(r)) is 1-Lipschitz), by taking the limit as h ↓ 0.
From the claim, the converse inequality in (4.20) follows easily, because for all x ∈ X and

all minimizers x̄ of Psf in Bt(x) the geodesic property of (X, d) guarantees the existence of
γ ∈ Lip1([0,∞);X) with γ(t) = x and γ(0) = x̄. It follows that

u(t, x) = u(t, γ(t)) ≤ u(0, γ(0)) = u(0, x̄) = Psf(x̄) = min
Bt(x)

Psf.

�

Lemma 4.15. Let (X, d,m) be an RCD(K,∞) m.m.s. and u ∈ Lip(X). Assume that |∇u|
has a continuous representative in L∞(X,m). Then

(4.22) |u(γ(t))− u(γ(s))| ≤
∫ t

s
|∇u|(γ(r)) |γ′| (r) dr,

for any s < t and for any Lipschitz curve γ : R → X (where we denoted by |∇u| the
continuous representative of the minimal relaxed slope of u).
Proof. To get the sought conclusion we argue by regularization via heat flow as in the proof
of [17, Theorem 6.2].
Let

(
µλr
)
r∈R

be defined by µλr := (Pλ)∗ δγ(r). Contractivity yields now that

|Pλu (γ(t))− Pλu(γ(s))| ≤
∫ t

s

(∫
|∇u|2 dµλr

) 1
2 ∣∣∣µ̇λr ∣∣∣ dr

≤e−Kλ
∫ t

s

(∫
|∇u|2 dµλr

) 1
2
|γ̇r| dr(4.23)

=e−Kλ
∫ t

s

(
Pλ |∇u|2 (γ(r))

) 1
2 |γ̇r| dr,

for any λ > 0 and for any s, t ∈ R. Passing to the limit as λ ↓ 0 both the first and the
last expression in (4.23) and taking into account the continuity of u and |∇u|, we obtain
(4.22). �



3. CONVERGENCE AND STABILITY RESULTS FOR SETS OF FINITE PERIMETER 91

By means of Proposition 4.14 we can easily prove the following.
Corollary 4.16. For any x ∈ X the curve t 7→X t(x) is a line, that is to say

d(X t(x),Xs(x)) = |t− s| ∀s, t ∈ R.

Proof. Let us start observing that any xt ∈ Bt(x) such that

min
y∈Bt(x)

Psf(y) = Psf(xt)

has to satisfy d(x, xt) = t. Otherwise we might replace xt with X−ε(xt) (that belongs to
Bt(x) for ε sufficiently small) and, since Psf is strictly increasing along the flow lines of X,
we would get a contradiction.

Furthermore X t(x) ∈ Bt(x) since |b| = 1. Thus it follows from (4.20) that d(X−t(x), x) =
t for any t ≥ 0. Using the semigroup property and the fact that X t is an isometry for any
t ∈ R (see Proposition 4.11) we get the sought conclusion. �

Proof of Theorem 4.4. As we anticipated the conclusion that X is isomorphic to X ′ ×R for
some RCD(0, N − 1) m.m.s. (X ′, d′,m′) follows from Corollary 4.16 applying Theorem 1.79.

Let us deal with the second part of the statement.
First of all we claim that all the flow lines of X are vertical lines in X, that is to say,
denoting by (z, s) ∈ X ′ × R the coordinates on X, X t(z, s) = (z, t + s) for any z ∈ X ′ and
for any s, t ∈ R. Indeed, since we proved that all integral curves of b are lines in (X, d),
the construction provided by the splitting theorem shows that this is certainly true for a
fixed z̄ ∈ X ′. Let us consider any other z ∈ X ′ and call X t((z, 0)) =

(
X1

t ((z, 0)),X2
t (z, 0)

)
.

Taking into account the semigroup property (1.50) and the fact that X t is an isometry for
any t ∈ R, for any τ ∈ R we can compute

τ 2 + d2
Z(z̄, z) =d2 (Xτ ((z̄, 0)), (z, 0)) = d2 (X t+τ ((z̄, 0)),X t((z, 0)))

=d2
(
(z̄, t+ τ), (X1

t ((z, 0)),X2
t ((z, 0)))

)
=
∣∣∣(X2

t ((z, 0))− t)− τ
∣∣∣2 + d2

Z

(
z̄,X1

t ((z, 0))
)
.

Since τ is arbitrary, it easily follows that X2
t ((z, 0)) = t for any t ∈ R and therefore

X1
t ((z, 0)) = z for any t ∈ R, as we claimed.
From what we just proved it follows that ∇Psf is trivial in the z variable and we can

conclude that Psf depends only on the t-variable for any s > 0 thanks to the tensorization
of the Cheeger energy (see [17, Theorem 6.19]). Passing to the limit as s ↓ 0 we obtain that
the same holds true also for f .

Knowing that f depends only on the t-variable, the monotonicity in this variable can be
immediately checked. �

3. Convergence and stability results for sets of finite perimeter

In this section we establish some useful compactness and stability results for sequences of
sets of finite perimeter defined on a pmGH converging sequence of RCD(K,N) m.m. spaces.
Most of the results we present here adapt and extend to the case of our interest those of
[19].
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Until the end of this section we fix a sequence {(Xi, di,mi, xi)}i∈N of pointed RCD(K,N)
m.m. spaces converging in the pmGH topology to (Y, %, µ, y) and a proper metric space
(Z, dZ) that realizes this convergence according to Definition 1.28.

Since in the rest of the note we will be mainly interested on the case of indicator func-
tions, let us observe that, in that case, we can rephrase the notion of L1-strong convergence
introduced in Definition 1.38 in the following way.
Definition 4.17. We say that a sequence of Borel sets Ei ⊂ Xi such that mi(Ei) < ∞ for
any i ∈ N converges in L1-strong to a Borel set F ⊂ Y with µ(F ) < ∞ if χEimi ⇀ χFµ in
duality with Cbs(Z) and mi(Ei)→ µ(F ).

We also say that a sequence of Borel sets Ei ⊂ Xi converges in L1
loc to a Borel set F ⊂ Y

if Ei ∩BR(xi)→ F ∩BR(y) in L1-strong for any R > 0.
Remark 4.18. The L1-strong convergence implies L1

loc-strong convergence as a consequence
of Lemma 4.22 and the following observation:

χBR(xi) → χBR(y) in L1-strong, for any R > 0.
This convergence property follows from the already remarked fact that spheres have vanishing
measure on RCD(K,N) spaces.
Remark 4.19. It follows from the very definition of L1-convergence that, if a sequence of
sets Ei → F in L1, then χEi → χF in L2-strong.

Let us begin with a compactness result which adapts [19, Proposition 7.5] to the case
of our interest (basically, we add the uniform L∞ bound and this allows to remove the
assumption on the existence of a common isoperimetric profile).
Proposition 4.20. Let (Xi, di,mi, xi), (Y, %, µ, y), and (Z, dZ) be as above and fix r > 0.
For any sequence of functions fi ∈ BV(Xi,mi) such that supp fi ⊂ Br(xi) for any i ∈ N and

sup
i∈N

{
|Dfi|(Xi) + ‖fi‖L∞(Xi,mi)

}
<∞,

there exist a subsequence i(k) and f ∈ L∞(Y, µ)∩BV(Y, %, µ) with supp f ⊂ Br(y) such that
fi(k) → f in L1-strong.

As a corollary, a truncation and a diagonal argument provide a compactness result for
sequences of sets with locally uniformly bounded perimeters.
Corollary 4.21. For any sequence of Borel sets Ei ⊂ Xi such that

(4.24) sup
i∈N

Per(Ei, BR(xi)) <∞ ∀R > 0

there exist a subsequence i(k) and a Borel set F ⊂ Y such that Ei(k) → F in L1
loc.

We postpone the proof of Proposition 4.20 and Corollary 4.21 after a technical lemma
that will play a role also in the sequel.
Lemma 4.22. Let (Xi, di,mi, xi), (Y, %, µ, y), and (Z, dZ) be as above and Ei, Ẽi ⊂ Xi satisfy
mi(Ei) + mi(Ẽi) <∞. If Ei → F and Ẽi → F̃ in L1-strong, for some Borel sets F, F̃ ⊂ Y ,
then Ei ∩ Ẽi → F ∩ F̃ in L1-strong.

Proof. Observing that

χEi∩Ẽi = χEi · χẼi = 1
4
[
(χEi + χẼi)

2 − (χEi − χẼi)
2
]
,
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the conclusion follows from Proposition 1.40. �

Proof of Corollary 4.21. We claim that, possibly extracting a subsequence that we do not
relabel, there exist radii R` ↑ ∞ as `→∞ with the following property
(4.25) sup

i∈N
Per(BR`(xi), Xi) <∞ ∀l ∈ N.

Indeed, applying the coarea formula in the localized version of Corollary 4.3 to the functions
d(xi, ·) and recalling that |∇d(xi, ·)|i = 1 mi-a.e. for any i, we obtain∫ R

0
Per(Br(xi), Xi) dr = mi(BR(xi)) for any R > 0 and i ∈ N.

Observing that for any R > 0 it holds mi(BR(xi)) → µ(BR(y)), an application of Fatou’s
lemma yields now

(4.26)
∫ R

0
lim inf
i→∞

Per(Br(xi), Xi) dr ≤ lim inf
i→∞

mi(BR(xi)) = µ(BR(y)) for any R > 0.

The claimed conclusion (4.25) can be obtained from (4.26) via a diagonal argument.
For any ` ∈ N we can now estimate

sup
i∈N

Per(Ei ∩BR`(xi), X) ≤ sup
i∈N

Per(Ei, BR`+1(xi)) + sup
i∈N

Per(BR`(xi), X) <∞,

thanks to the locality and subadditivity of perimeters for the first inequality and to (4.24),
(4.25) for the second one. Thus for any ` ∈ N we can apply Proposition 4.20 to the functions
fi := χEi∩BR` (xi). Observing that L1-strong limits of characteristic functions are charac-
teristic functions (as a consequence of Proposition 1.40), we can use a diagonal argument
together with Lemma 4.22 to recover the global limit set. �

Proof of Proposition 4.20. Let us fix t > 0. For any i ∈ N we write fi = P i
t fi + (fi − P i

t fi)
where, for any i ∈ N, P i

t denotes the heat semigroup on (Xi, di,mi). Observe that, as a
consequence of the regularizing estimates (1.9), it holds that

(4.27) sup
i∈N

{∫
Z
|P i
t fi|2 dmi + Chi(P i

t fi)
}
<∞,

where Chi is the Cheeger energy on (Xi, di,mi). Moreover, we claim that

(4.28) lim sup
R→∞

sup
i∈N

∫
Z\BR(xi)

|P i
t fi|2 dmi = 0 ∀t > 0.

Indeed, using both the Gaussian estimates for the heat kernel in (1.20), we get∫
Z\BR(xi)

|P i
t fi|2 dmi

≤‖fi‖L∞(Xi,mi)

∫
Z\BR(xi)

P i
t |fi| dmi

≤C ‖fi‖L∞(Xi,mi)

∫
Z\BR(xi)

∫
Br(xi)

e−
d2(x,y)

5t +ct

mi(B√t(x)) |fi(y)| dmi(y) dmi(x)

≤Ce−
(R−r)2

10t ‖fi‖L∞(Xi,mi)

∫
Z\BR(xi)

∫
Br(xi)

e−
d2(x,y)

10t +ct

mi(B√t(x)) |fi(y)| dmi(y) dmi(x)
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≤Cte−
(R−r)2

10t ‖fi‖L∞(Xi,mi)

∫
Z
P i
αt|fi| dmi

≤Cte−
(R−r)2

10t ‖fi‖L∞(Xi,mi) ‖fi‖L1(Xi,mi) ,

where α > 0 is a constant depending only on K and N .
Taking into account (4.27) and (4.28), we can apply Theorem 1.42 to get that P i

t fi admits
a subsequence converging in L1-strong. In order to conclude the proof it suffices to observe
that

lim
t→0+

sup
i∈N

∫
Xi
|P i
t fi − fi| dmi = 0,

as it follows from the inequality∫
Xi
|P i
t fi − fi| dmi ≤ C(K, t)|Dfi|(Xi),

with C(K, t) ∼
√
t as t→ 0 (see for instance [19, Proposition 6.3]). �

Let us pass to a lower semicontinuity result for the total variations.
Proposition 4.23. Let (Xi, di,mi, xi) be RCD(K,N) m.m. spaces converging in the pmGH
topology to (Y, %, µ, y) and (Z, dZ) realizing the convergence as above. Let fi ∈ BV(Xi,mi)
converge in L1-strong to f ∈ L1(Y, µ). If supi |Dfi| (Xi) <∞ then f ∈ BV(Y, %, µ) and
(4.29) lim inf

i→∞
|Dfi|(Xi) ≥ |Df |(Y ).

Furthermore, if
(4.30) sup

i∈N
‖fi‖L∞(Xi,mi) <∞,

then

(4.31) lim inf
i→∞

∫
Xi
g d|Dfi| ≥

∫
Y
g d|Df |, for all g ∈ Lipbs(Z) nonnegative.

Before than proving Proposition 4.23 we state and prove a simple corollary of it.
Corollary 4.24. Let (Xi, di,mi, xi) be RCD(K,N) m.m.s. converging in the pmGH topology
to (Y, %, µ, y) and (Z, dZ) realizing the convergence as above. For any fi ∈ BV(Xi, di,mi)
convergent in energy in BV to f ∈ BV(Y, %, µ) such that supi ‖fi‖L∞(Xi,mi) < ∞, it holds
that |Dfi|⇀ |Df | in duality with Cbs(Z).

Proof of Corollary 4.24. From (4.31) we can deduce with a standard measure theoretic ar-
gument that
(4.32) lim inf

i→∞
|Dfi|(A) ≥ |Df |(A) ∀A ⊂ Z open and bounded.

Let ν be any weak limit point of |Dfi|, in the weak topology induced by Cbs(Z), along some
subsequence i(k) (the sequence |Dfi|(Xi) is bounded and therefore the family {|Dfi|}i is
weakly compact). For any open and bounded set A ⊂ Z such that ν(∂A) = 0, it holds
limk |Dfi(k)|(A) = ν(A). Hence, taking into account also (4.32), we get |Df |(A) ≤ ν(A).
Thus |Df | ≤ ν, as measures in Z. On the other hand, since the evaluation on open sets
is lower semicontinuous w.r.t. the weak convergence induced by Cbs(Z), by definition of
convergence in energy in BV, we have ν(Z) ≤ lim infk |Dfi(k)|(Z) = |Df |(Z) and therefore
ν = |Df |. �



3. CONVERGENCE AND STABILITY RESULTS FOR SETS OF FINITE PERIMETER 95

Proof of Proposition 4.23. The first part of the statement has been proved in [20, Theorem
6.4]. Let us deal with the second one. Fix any t > 0 and observe that P i

t fi → Ptf in H1,2

according to Definition 1.37. Indeed, the L1-strong convergence of fi to f , combined with
(4.30), yields that fi converge in L2-strong to f by Proposition 1.40. Therefore we can apply
Proposition 1.43 to obtain the claimed conclusion. Hence Proposition 1.41 applies, yielding
that

(4.33) lim inf
i→∞

∫
Z
g|∇P i

t fi| dmi ≥
∫
Z
g|∇Ptf | dµ, for all g ∈ Lipbs(Z) nonnegative.

In order to prove (4.31) starting from its regularized version (4.33), we argue as in the proof
of [20, Lemma 5.8]. Taking into account the Bakry-Émery contraction estimate |∇Pth| ≤
e−KtP ∗t |Dh| (see (1.23)) and the estimate

‖Ptg − g‖L∞ ≤ C(K,N, t)Lip(g), with C(K,N, t) ∼
√
t as t→ 0

which is available over any RCD(K,N) m.m.s. (and can be proved using the Gaussian
estimates for the heat kernel (1.20)), we obtain

lim inf
i→∞

∫
Z
g d |Dfi| ≥ lim inf

i→∞

∫
Z
P i
t g d |Dfi| − lim sup

i→∞

∫
Z
|P i
t g − g| d |Dfi|

(4.34)

≥eKt lim inf
i→∞

∫
Z
g
∣∣∣∇P i

t fi
∣∣∣ dmi − C(K,N, t)Lip(g) lim sup

i→∞
|Dfi| (Xi)

≥eKt
∫
Z
g |∇Ptf | dµ− C(K,N, t)Lip(g) lim sup

i→∞
|Dfi| (Xi).

The sought conclusion (4.31) can be obtained passing to the lim inf as t → 0 in (4.34),
recalling that |∇Ptf |µ ⇀ |Df | in duality with Cbs(Z) as t ↓ 0. �

The next result deals with the possibility of approximating in BV energy a set of fi-
nite perimeter in the limit space with a sequence of sets of finite perimeter defined on the
approximating spaces.
Proposition 4.25. Let (Xi, di,mi, xi) be RCD(K,N) m.m. spaces converging in the pmGH
topology to (Y, %, µ, y) and let (Z, dZ) be realizing the convergence as above. Let F ⊂ Y be a
bounded set of finite perimeter. Then there exists a subsequence (ik) and (uniformly bounded)
sets of finite perimeter Eik ⊂ Xik such that χEik → χF in energy in BV as k →∞.

Proof. Let us begin observing that the first part of [19, Theorem 8.1] provides existence of
a sequence (gi) ⊂ BV(Xi,mi) strongly converging in BV to χF . Since by assumption F b
BR(y) for some R > 0, we can find a Lipschitz function η : Z → [0, 1] with support contained
in B2R(y) such that η|BR(y) ≡ 1 and it is easy to check that the sequence fi := ηgi still
converges in L1-weak to χF and satisfies |Dfi| → Per(F ) as i → ∞. Furthermore, possibly
composing with ϕ(z) := (z∧1)∨0, using Proposition 1.40 and observing that |Dϕ ◦ fi| (Xi) ≤
|Dfi| (Xi) for any i ∈ N while |Dϕ ◦ χF | (Y ) = |DχF | (Y ), we can assume that 0 ≤ fi ≤ 1
for any i ∈ N. In particular supi∈N ‖fi‖L∞(Xi,mi) < ∞. Therefore, Proposition 4.20 applies
and we obtain that, possibly extracting a subsequence that we do not relabel, fi converge in
BV energy to χF .

Let us assume, possibly extracting one more subsequence, that (fi)#(χB2R(y)mi) weakly
converge to some measure σ in [0, 1]. Under this assumption, we claim that χ{fi>λ} still
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converge to χF in L1-strong for L 1-a.e. λ ∈ (0, 1).
In order to prove this claim, we fix λ ∈ (0, 1) that is not an atom of σ, so that
(4.35) lim

ε→0
lim
i→∞

mi({λ− ε < fi ≤ λ}) = 0.

From (4.35), using Proposition 1.40, it is immediate to get the L1-strong convergence of
χ{fi>λ} to χF : indeed, it suffices to observe that for all ε ∈ (0, λ) the functions ψε ◦ fi still
L1-strongly converge to ψε◦χF = χF for any ψ continuous, identically equal to 0 on [0, λ−ε]
and identically equal to 1 on [λ, 1]. From the L1-strong convergence we get, in particular,
(4.36) lim inf

i→∞
Per({fi > λ}, Xi) ≥ Per(F, Y ) for L 1-a.e. λ ∈ (0, 1).

On the other hand, the coarea formula Theorem 4.2 and the strong convergence of fi yield

(4.37) lim sup
i→∞

∫ 1

0
Per({fi > λ}, Xi) dλ = lim sup

i→∞
|Dfi|(Xi) = Per(F, Y ).

Thanks to Scheffè’s lemma, the combination of (4.36) and (4.37) gives that Per({fi > λ}, Xi)
converge in L1(0, 1) to the constant Per(F, Y ). Extracting a subsequence (i(k)) pointwise
convergent on (0, 1) \ I with L 1(I) = 0 and setting Ek = {fi(k) > λ} ⊂ B2R(y) with
λ ∈ (0, 1) \ I and σ({λ}) = 0, the conclusion is achieved. �

Let us conclude this section with a convergence result for quasi-minimal sets of finite
perimeter. It will play a key role in the study of blow-ups of sets of finite perimeter we are
going to perform in Section 4. The strategy of the proof is classical (Cf. [2, Theorem 4.8])
and slightly different from the one in the original paper [7] which has a small gap. The
author is grateful to Nicola Gigli and Camillo Brena for pointing this out.
Proposition 4.26. Let (Xi, di,mi, xi) be RCD(K,N) m.m. spaces converging in the pmGH
topology to (Y, %, µ, y) and let (Z, dZ) be realizing the convergence as above. For any i ∈ N,
let λi ≥ 1 and let Ei ⊂ Xi be a set of finite perimeter satisfying the following λi-minimality
condition: there exists Ri > 0 such that

Per(Ei, BRi(xi)) ≤ λi Per(E ′, BRi(xi)) ∀E ′ ⊂ Xi such that Ei∆E ′ b BRi(xi).
Assume that, as i → ∞, Ei → F in L1

loc for some set F ⊂ Y of locally finite perimeter,
λi → 1 and Ri →∞. Then

(i) F is an entire minimizer of the perimeter (relative to (Y, %, µ)), namely
Per(F,Br(y)) ≤ Per(F ′, Br(y)) whenever F∆F ′ b Br(y) b Y and r > 0;

(ii) |DχEi |⇀ |DχF | in duality with Cbs(Z).
Proof. Let us fix ȳ ∈ Y and let F ′ ⊂ Y be a set of locally finite perimeter satisfying
F∆F ′ b Br(ȳ). Let x̄i ∈ Xi converging to ȳ in Z and R > 0 be such that the following
properties hold true:
(4.38) sup

i∈N
Per(BR(xi), Xi) <∞ and Br(x̄i) b BR(xi) ∀i ∈ N.

Using Proposition 4.25 we can find a sequence of sets of finite perimeter E ′i ⊂ Xi converging
to F ∩BR(y) in BV energy (note that F ∩BR(y) is a set of finite perimeter thanks to (4.38)).

Let ν be any weak limit of the sequence of measures with uniformly bounded mass |DχEi|.
We claim that there exists r′ < r such that
(4.39) ν(Bs(ȳ)) ≤ Per(F ′, Bs(ȳ)) for L 1-a.e. s ∈ (r′, r).
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Before proving (4.39) let us illustrate how to use it to conclude the proof. First of all, notice
that (4.32) gives ν ≥ |DχF |. If we apply (4.39) with F ′ = F we conclude that ν = |DχF |
locally and then globally, achieving the conclusion (ii) in the statement. The validity of the
local minimality condition (i) follows combining the identification ν = |DχF | with (4.39),
letting s ↑ r.

Let us pass to the proof of (4.39). We fix a parameter s ∈ (0, r) with ν(∂Bs(ȳ)) = 0,
Per(F ′, ∂Bs(ȳ)) = 0 and set

Ẽs
i := (E ′i ∩Bs(xi)) ∪ (Ei \Bs(xi)) .

Using the locality of the perimeter and the λi-minimality of Ei (notice that Ri ≥ r for i big
enough), we get
Per(Ei, Bs(x̄i)) = Per(Ei, Br(x̄i))− Per(Ei, Br(x̄i) \Bs(x̄i))

≤λi Per(Ẽs
i , Br(x̄i))− Per(Ei, Br(x̄i) \Bs(x̄i))

=λi Per(Ẽs
i , Bs(x̄i)) + λi Per(Ẽs

i , ∂Bs(x̄i))
+ λi Per(Ẽs

i , Br(x̄i) \Bs(x̄i))− Per(Ei, Br(x̄i) \Bs(x̄i))
=λi Per(E ′i, Bs(x̄i)) + λi Per(Ẽs

i , ∂Bs(x̄i)) + (λi − 1) Per(Ei, Br(x̄i) \Bs(x̄i))
Observe that, taking the limit as i→∞, thanks to our choice of s, it holds that:

(λi − 1) Per(Ei, Br(x̄i) \Bs(x̄i))→ 0, Per(Ei, Bs(x̄i))→ ν(Bs(ȳ)),
and eventually

λi Per(E ′i, Bs(x̄i))→ Per(F ′, Bs(ȳ)),
since χE′i → χF ′∩BR(y) in BV energy and therefore Corollary 4.24 applies. It remains only to
prove that
(4.40) lim inf

i→∞
Per(Ẽs

i , ∂Bs(x̄i)) = 0, for L 1-a.e. s ∈ (r′, r).

Applying (4.43) of Lemma 4.27 below with f = χE′i − χEi we get

Per(Ẽs
i , X\Bs(x̄i)) ≤

∫
Xi
|χE′i−χEi | d|DχBs(x̄i)|+Per(Ei, X\Bs(x̄i)) for L 1-a.e. s ∈ (0, r),

that, together with the strong locality of the perimeter, yields

(4.41) P (Ẽs
i , ∂Bs(x̄i)) ≤

∫
Xi
|χE′i − χEi | d|DχBs(x̄i)|, for L 1-a.e. s ∈ (0, r).

Using Fatou’s lemma, (4.41), the local version of the coarea formula of Corollary 4.3 and
eventually Lemma 4.22 to prove that χE′i − χEi → χF − χF ′ in L1-strong, we conclude that∫ r

r′
lim inf
i→∞

Per(Ẽs
i , ∂Bs(x̄i)) ds ≤ lim inf

i→∞

∫ r

r′
Per(Ẽs

i , ∂Bs(x̄i)) ds

≤ lim inf
i→∞

∫ r

r′

∫
Xi
|χE′i − χEi | d|DχBs(x̄i)|

= lim inf
i→∞

∫
Br(x̄i)\Br′ (x̄i)

|χE′i − χEi | dmi

= µ((F∆F ′) ∩Br′(ȳ))
therefore, choosing r′ < r such that F∆F ′ ⊂ Br′(ȳ) we get (4.40). �
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Lemma 4.27 (Leibniz rule in BV). Let (X, d,m) be an RCD(K,∞) m.m.s. and let x ∈ X.
For any f ∈ BV(X, d,m) ∩ L∞(X,m) and L 1-a.e. r ∈ (0,∞) it holds

(4.42)
∣∣∣D(fχBr(x)

)∣∣∣(X) ≤
∫
|f | d|DχBr(x)|+ |Df |(Br(x))

and therefore locality gives

(4.43)
∣∣∣D(fχBr(x)

)∣∣∣(X \Br(x)) ≤
∫
|f | d|DχBr(x)|, for L 1-a.e. r ∈ (0,∞).

Proof. Let us begin observing that the stated conclusion makes sense since, in view of the
coarea formula Theorem 4.2,

∫
|f | d|DχBr(x)| is well defined for L 1-a.e. r ∈ (0,∞).

We divide the proof into two intermediate steps. In the first one we are going to prove
that (4.42) holds true under the assumption f ∈ Lipb(X, d). In the second one we prove
the sought inequality passing to the limit the inequalities for regularized functions that we
obtained previously.

Step 1. More generally in this step we are going to prove, arguing by regularization on g,
that, for any f ∈ Lipb(X, d) and for any nonnegative function g ∈ BV(X, d,m)∩L∞(X,m),
it holds

(4.44) |D (fg)| (X) ≤
∫
|f | d |Dg|+

∫
|g| |∇f | dm.

Observe that, if g ∈ Lipb(X, d) then (4.44) follows from the Leibniz rule. Hence, by the
L∞ − Lip regularization of the heat semigroup it follows that, for any t > 0,

(4.45)
∣∣∣D(fPtg)∣∣∣(X) ≤

∫
|f | |∇Ptg| dm +

∫
Ptg |∇f | dm.

The convergence of Ptg to g in L1(X,m) as t → 0, the lower semicontinuity of the total
variation and the Bakry-Émery contraction estimate allow us to pass to the lim inf at the
left hand-side and to the limit at the right hand-side in (4.45) to get (4.44) (see also the
proof of the second step for further details on the limiting procedure).

Step 2. It follows from what we just proved and from the L∞ − Lip regularization
property of the heat flow on RCD(K,∞) m.m. spaces that, for any t > 0,

(4.46)
∣∣∣D(PtfχBr(x)

)∣∣∣(X) ≤
∫
|Ptf | d|DχBr(x)|+ |DPtf |(Br(x)) for L 1-a.e. r ∈ (0,∞).

Next we observe that PtfχBr(x) → fχBr(x) in L1(X,m) as t→ 0+ and therefore, by the lower
semicontinuity of the total variation w.r.t. L1 convergence it holds

(4.47)
∣∣∣D(fχBr(x)

)∣∣∣(X) ≤ lim inf
t→0+

∣∣∣D(PtfχBr(x))
∣∣∣(X).

Furthermore, the L1(X,m) convergence of Ptf to f and the coarea formula Theorem 4.2 grant
that we can find a sequence ti ↓ 0 in such a way that Ptif converges in L1(X, |DχBr(x)|) to f
for L 1-a.e. r ∈ (0,∞). Eventually, let us observe that, due to the Bakry-Émery contraction
estimate (1.23),

lim sup
t→0+

|DPtf | (Br(x)) ≤ lim sup
t→0+

e−KtP ∗t |Df | (Br(x)) ≤ |Df | (Br(x)), ∀r ∈ (0,∞).

Passing to the lim inf as ti ↓ 0 at the left hand-side of (4.46) taking into account (4.47) and
to the limit at the right hand-side taking into account what we observed above, we get the
sought estimate (4.42). �
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Let us now introduce the notion of strong BV convergence for sets of finite perimeter
and prove a compactness result which builds upon tools developed in this section.
Definition 4.28. We say that a sequence of sets with locally finite perimeter Ei ⊂ Xi

converges locally strongly in BV to a set of locally finite perimeter F ⊂ Y if Ei → F in L1
loc

and |DχEi | → |DχF | in duality with Cbs(Z).
Proposition 4.29. Let Ei ⊂ Xi be sets of finite perimeter satisfying

sup
i∈N

Per(Ei, B1(xi)) <∞.

Then there exists F ⊂ Y of finite perimeter such that, up to extract a subsequence, Ei ∩
B1(xi)→ F ∩B1(y) in L1-strong and
(4.48)

lim inf
i→∞

∫
g d|DχEi | ≥

∫
g d|DχF |, ∀ g ∈ C(Z), nonnegative with supp(g) ⊂ B̄1/2(y).

If we further assume that
(4.49) lim

i→∞
|DχEi | (B1/2(xi)) = |DχF | (B1/2(y)),

then (4.48) improves to

(4.50) lim
i→∞

∫
g d|DχEi| =

∫
g d|DχF |, for any g ∈ C(Z) with supp(g) ⊂ B1/2(y).

Proof. The convergence Ei ∩ B1(xi) → F ∩ B1(y) in L1-strong up to subsequence can be
obtained arguing as in the proof of Corollary 4.21.

Inequality (4.48) follows from Proposition 4.23 along with a localization argument that
we sketch briefly. For any i ∈ N, using Lemma 1.60 we build a good cut-off function
ηi ∈ Lip(Xi, di) satisfying ηi = 1 in B1/2(xi) and ηi = 0 in Xi\B3/4(xi). By Proposition 1.34,
up to extract a subsequence, we can assume that ηi → η∞ ∈ Lip(Y, ρ) uniformly and in L2-
strong. It is easily seen that η∞ = 1 in B1/2(y) and η∞ = 0 in Y \ B1(y). The sequence
(ηiχEi)i satisfies

ηiχEi → η∞χF in L1-strong and sup
i∈N
|D(ηiχEi)|(Xi) <∞,

thanks to Proposition 1.40(ii) and standard calculus rules. Applying Proposition 4.23 to the
sequence (ηiχEi)i we get (4.48).

Inequality (4.50)) is a weak convergence result in the ball B1/2(y) ⊂ Z, which can be
proved arguing as in the proof of Corollary 4.24 taking into account (4.48) and (4.49). �

4. Tangents to sets of finite perimeter in RCD spaces

In this section we study the structure of blow-ups of sets of finite perimeter over RCD
metric measure spaces. Before stating the main results we introduce a definition of tangent
for sets of finite perimeter in this abstract setting.
Definition 4.30 (Tangents to a set of finite perimeter). Let (X, d,m) be an RCD(K,N)
metric measure space, x ∈ X and let E ⊂ X be a set of locally finite perimeter. We denote
by Tanx(X, d,m, E) the collection of quintuples (Y, %, µ, y, F ) satisfying the following two
properties:

(a) it holds (Y, %, µ, y) ∈ Tanx(X, d,m) and ri ↓ 0 are such that the rescaled spaces
(X, r−1

i d,mri
x , x) converge to (Y, %, µ, y) in the pmGH topology;
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(b) F is a set of locally finite perimeter in Y with µ(F ) > 0 and, if ri are as in (a), then
the sequence fi = χE converges in L1

loc to χF according to Definition 4.17.
It is clear that the following locality property of tangents holds:

(4.51) m
(
A ∩ (E∆F )

)
= 0 =⇒ Tanx(X, d,m, E) = Tanx(X, d,m, F ) ∀x ∈ A.

whenever E, F are sets of locally finite perimeter and A ⊂ X is open.
We are ready to state the main results of this section.

Theorem 4.31. Let (X, d,m) be an RCD(K,N) m.m.s. and let E ⊂ X be a set of locally
finite perimeter. For |DχE|-a.e. x ∈ X the set Tanx(X, d,m, E) is not empty and for all
(Y, %, µ, y, F ) ∈ Tanx(X, d,m, E), one has

(4.52) |∇PsχF |µ = P ∗s |DχF | ∀s > 0,

where Ps = P Y
s is the heat semigroup relative to (Y, %, µ). In particular, for all t ≥ 0, all

functions f = PtχF satisfy

|∇Psf | = Ps|∇f | µ-a.e. in Y , for all s > 0.

Moreover, for each x ∈ X as above there exists a pointed m.m.s. (Z, dZ ,mZ , z̄) such that

(Y, %, µ, y, F ) =
(
(Z × R), dZ × dEucl,mZ ×L 1, (z̄, 0), {t > 0}

)
,

where we denoted by t the coordinate of the Euclidean factor in Z × R. Furthermore:
(i) if N ≥ 2 then (Z, dZ ,mZ) is an RCD(0, N − 1) m.m.s.;
(ii) if N ∈ [1, 2) then Z is a point.
A suitable version of the iterated tangent theorem by Preiss (see Theorem 4.38) implies

also the following.
Theorem 4.32. Let (X, d,m) be an RCD(K,N) m.m.s. and let E ⊂ X be a set of locally
finite perimeter. Then E admits a Euclidean half-space as tangent at x for |DχE|-a.e. x ∈ X,
that is to say(

Rk, dEucl, ckL
k, 0k, {xk > 0}

)
∈ Tanx(X, d,m, E), for some k ∈ [1, N ].

Proof of Theorem 4.32. We claim that the stated conclusion holds true at all points x ∈ X
such that both the iterated tangent property of Theorem 4.38 and the rigidity property stated
in Theorem 4.31 are satisfied (observe that |DχE|-a.e. point satisfies these two properties).
Indeed, if (Y, %, µ, y, F ) ∈ Tanx(X, d,m, E), combining Theorem 4.31 with Theorem 4.4, we
can say that (Y, %, µ) is isomorphic to Z × R for some RCD(0, N − 1) m.m.s. (Z, dZ ,mZ).
Furthermore, another consequence of Theorem 4.4 is that F = {t > t0} for some t0 ∈ R,
where we denoted by t the coordinate on the Euclidean factor of Y . Up to a translation we
can also assume that y = (z, 0) for some z ∈ Z.

We go on observing that, if i : Z → Y denotes the canonical inclusion i(z) := (z, 0),
it holds |DχF | = i∗mZ and, for this reason, we shall identify in the sequel |DχF | and mZ .
Moreover, it is easy to check that, if (W, dW ,mW , w̄) ∈ Tanz(Z, dZ ,mZ), then

(W × R, dW × dEucl,mW ×L 1, (w̄, 0), {t > 0}) ∈ Tan(z,0)(Y, %, µ, F ).

The sought conclusion can now be obtained choosing z to be a regular point of (Z, dZ ,mZ)
(recall that mZ-a.e. point of Z is regular), so that W is a Euclidean space of dimension
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k ∈ [0, N − 1] and applying Theorem 4.38 to conclude that
(W × R, dW × dEucl,mW ×L 1, (w̄, 0), {t > 0}) ∈ Tanx(X, d,m, E).

�

The rest of this section is devoted to the proof Theorem 4.31. First, we are going to
prove that tangents are non empty almost everywhere with respect to the perimeter measure,
as a consequence of the compactness results developed in Section 3 and Proposition 4.34.
Then, we will prove that they are rigid, in a suitable sense. This rigidity property will
be achieved building mainly on two ingredients: lower semicontinuity and locality of the
perimeter and the Bakry-Émery inequality, together with the characterization of its equality
cases we obtained in Section 2.

We start by stating an asymptotic minimality result that stems from the lower semi-
continuity of the perimeter. It has been proved, in a slightly weaker form (namely with a
smaller class of competitors E ′), first in [3] under Ahlfors regularity assumption and then,
in [4], for the general case. The basic idea originates, to the authors’ knowledge, in the work
of Fleming [79] (see also [48,140] for variants of this idea in different contexts).
Proposition 4.33 (Asymptotic minimality and doubling). Let (X, d,m) be an RCD(K,N)
m.m.s. and E ⊂ X be a set of locally finite perimeter. For |DχE|-a.e. x ∈ X there exist
rx > 0 and ωx(r) : (0, rx)→ [0,∞) such that ωx(r)→ 0 as r → 0+ and

(4.53) Per(E,Br(x)) ≤ (1 + ωx(r)) Per(E ′, Br(x))
whenever E∆E ′ b Br(x). In addition,

(4.54) lim sup
r→0+

|DχE|(B2r(x))
|DχE|(Br(x)) <∞.

Also the following density estimates are important to prove that tangents are almost
everywhere non empty. We refer again to [3,4] for its proof.
Proposition 4.34. Let (X, d,m) be an RCD(K,N) m.m.s. and E ⊂ X be a set of locally
finite perimeter. For |DχE|-a.e. x ∈ X it holds

(4.55) 0 < lim inf
r→0+

r|DχE|(Br(x))
m(Br(x)) ≤ lim sup

r→0+

r|DχE|(Br(x))
m(Br(x)) <∞,

and

(4.56) lim inf
r→0+

min
{
m(E ∩Br(x))
m(B(x, r)) ; m(Ec ∩Br(x))

m(B(x, r))

}
> 0.

Corollary 4.35. Let (X, d,m) be an RCD(K,N) m.m.s. and let E ⊂ X be a set of lo-
cally finite perimeter. Then, for |DχE|-a.e. x ∈ X one has Tanx(X, d,m, E) 6= ∅ and, if
(Y, %, µ, y, F ) is as in Definition 4.30, the following properties hold true:

(a) F is an entire minimizer of the perimeter (relative to (Y, %, τ)), i.e.
|DχF |(Br(y)) ≤ |DχF ′ |(Br(y)) whenever F∆F ′ b Br(y) b Y ;

(b) realizing the convergence in a proper metric space (Z, dZ), the perimeters |DiχE|
weakly converge, in duality with Cbs(Z), to |DχF |. In particular Ei → F locally
strongly in BV according to Definition 4.28.
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Proof. Let us consider x ∈ X such that the statements of Proposition 4.33 and Proposi-
tion 4.34 hold true and a sequence of radii ri → 0 such that (X, r−1d, µrx, x)→ (Y, %, µ, y) in
the pmGH topology. Thanks to (4.55) and Corollary 4.21 with χEi = χE, possibly extracting
a subsequence we can assume that there exists a set F ⊂ Y with locally finite perimeter
such that χE → χF in L1

loc. Note that µ(F ) > 0 thanks to (4.56). This implies that
(Y, %, µ, y, F ) ∈ Tan(E, x). To achieve (a) and (b) it is enough to apply Proposition 4.26,
recalling (4.53). �

The next key result to prove Theorem 4.31 is Proposition 4.37. Before stating and proving
it we need a technical lemma.
Lemma 4.36. Let (Xn, dn,mn) be RCD(K,N) m.m. spaces mGH converging to (Y, %, µ)
and assume that the convergence is realized into a proper metric space (Z, dZ). Let ηn, η be
nonnegative Borel measures giving finite mass to bounded sets, such that supp ηn ⊂ suppmn,
supp η ⊂ suppµ and ηn weakly converge to η in duality with Cbs(Z). Then
(4.57)

P Y
t η(x) ≤ lim inf

n→∞
P n
t ηn(xn), for any t > 0 and for any suppmn 3 xn → x ∈ suppµ.

Proof. Thanks to Theorem 1.49 we know that, denoting by pn and pY the heat kernels of
(Xn, dn,mn) and (Y, %, µ) respectively, it holds
(4.58) lim

n→∞
pnt (xn, yn) = pYt (x, y), for any t > 0,

whenever suppmn × suppmn 3 (xn, yn)→ (x, y) ∈ suppµ× µ. Since

P Y
t η(x) =

∫
pYt (x, y) dη(y) and P n

t ηn(xn) =
∫
pnt (xn, y) dη(y),

the validity of (4.57) follows from Lemma 1.3 and Fatou’s lemma with the obvious choice
for the weakly convergent sequence of measures and fn(·) := pnt (xn, ·), f(·) := pt(x, ·), which
satisfy the lower semicontinuity condition (1.2) in view of (4.58). �

Proposition 4.37. Let E ⊂ X be a set of finite perimeter and let (Y, %, µ, y, F ) be an
element of Tanx(X, d,m, E) for some x ∈ X. Let ri ↓ 0 be a sequence of radii realizing the
convergence in Definition 4.30. Then

|∇iP i
tχE|mi ⇀ |∇Y P Y

t χF |µ in duality with Cbs(Z), for any t > 0.

Proof. Let us begin by proving that, for any suppmi 3 xi → x ∈ suppµ and for any t > 0,
it holds
(4.59) lim

i→∞
P i
tχE(xi) = P Y

t χF (x).

To this aim we first observe that, by the very definition of tangent, it holds that χEmn ⇀ χFµ
in duality with Cbs(Z) and therefore Lemma 4.36 yields
(4.60) P Y

t χF (x) ≤ lim inf
i→∞

P i
tχE(xi).

Moreover, since (1−χE)mn ⇀ (1−χF )µ in duality with Cbs(Z), applying Lemma 4.36 once
more and with a simple algebraic manipulation, we obtain
(4.61) lim sup

i→∞
P i
tχE(xi) ≤ P Y

t χF (x).

Combining (4.60) with (4.61) we obtain (4.59).
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Let us proceed observing that, in view of the quantitative form of the L∞-Lip regulariza-
tion on RCD(K,∞) spaces provided by (1.24), for any t > 0 the functions P i

tχE and P Y
t χF

are uniformly Lipschitz.
Fix now reference points y ∈ Y and Xi 3 xi → y. Building upon Lemma 1.60, for any

R > 0 it is possible to find Lipschitz cut-off functions ηR : Y → [0, 1], ηiR : Xi → [0, 1]
such that supp ηR ⊂ BY

2R(y), supp ηiR ⊂ Bi
2R(xi), ηR|BYR (y) ≡ 1, ηiR|BiR(xi) ≡ 1, uniformly Lips-

chitz, with uniformly bounded laplacians and such that ηiR converge to ηR both pointwise and
L2-strongly. We remark indeed that, in view of Remark 1.35, pointwise and L2-strong conver-
gence are equivalent for uniformly bounded, uniformly continuous and uniformly boundedly
supported functions. Let us observe that, if we are able to prove that

fi := ηiRP
i
tχE → ηRP

Y
t χF =: f strongly in H1,2 for all R > 0,

the conclusion will follow from the locality of the minimal weak upper gradient and Theo-
rem 1.44, which grants the L1-strong convergence of |∇i

(
ηiRP

i
tχE

)
|2 to |∇Y ηRP

Y
t χF |2 (that

we can improve to L1-strong convergence of |∇i
(
ηiRP

i
tχE

)
| to |∇Y ηRP

Y
t χF | in view of the

uniform Lipschitz bounds and of Proposition 1.40).
In order to prove the above claimed convergence, we begin by observing that fi converge

pointwise to f by (4.59) and the very construction of the family of cut-off functions ηiR.
Therefore, taking into account the uniform Lipschitz bounds, the uniform boundedness and
the uniform bounds on the supports, fi → f strongly in L2 by Remark 1.35. To improve the
convergence from L2-strong to H1,2-strong we wish to apply Proposition 1.43. In order to
do so, it remains to prove that ∆fi are uniformly bounded in L2. To this aim we compute

(4.62) ∆fi = ∆ηiRP i
tχE + 2∇ηiR · ∇P i

tχE + ηiR∆P i
tχE

and observe that all the terms at the right hand side in (4.62) are uniformly bounded in L2

in view of the uniform L∞ bounds on values, minimal weak upper gradients and laplacians
of the cut-off functions, the uniform L∞ and Lipschitz bounds on P i

tχE and the regularizing
estimate for the Laplacian under heat flow in (1.9). �

Proof of Theorem 4.31. Let us consider the case when E has finite perimeter. The gener-
alization to sets of locally finite perimeter can be obtained building upon Lemma 4.27 and
(4.51), arguing in a standard way.

Recall that the BV -version (1.23) of the 1-Bakry-Émery contraction estimate gives

|∇PtχE|m ≤ e−KtP ∗t |DχE| ∀t > 0.

Let ht : X → [0, 1] be the density of eKt|∇PtχE|m with respect to P ∗t |DχE|. Then, one has∫
(1− Ptht) d|DχE| = |DχE|(X)−

∫
htdP

∗
t |DχE| = |DχE|(X)− eKt

∫
|∇PtχE| dm,

here and in the sequel we identify the measure P ∗t |DχE| with its density w.r.t. the ambient
measure m. By lower semicontinuity, this proves that gt := 1− Ptht converges to 0 strongly
in L1(|DχE|).

Now, setting for simplicity of notation ν = |DχE|, we claim that

(4.63) lim
t→0

1
ν(BR

√
t(x))

∫
BR
√
t(x)

gt dν = 0 ∀R > 0, for ν-a.e. x ∈ X.
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Thanks to the asymptotic doubling property (4.54), it is sufficient to prove the result ν-a.e.
on a Borel set F with this property: for some L > 0, for all x ∈ F and 0 < r < 1/L one has
ν(B5r(x)) ≤ Lν(Br(x)). By Vitali’s theorem, it follows that the localized maximal function

M |g|(x) :=


sup

r∈(0,1/L)

∫
Br(x) |g| dν
ν(Br(x)) if x ∈ F ;

0 if x ∈ X \ F ;

satisfies

ν({M |g| > τ}) ≤ L

τ

∫
|g| dν ∀τ > 0.

Let us apply this estimate to the functions gt = 1 − Ptht: given ε > 0, for t < t(ε) one has∫
gt dν < ε2, and then ν({Mgt > ε}) ≤ Lε. We obtain that∫

Br(x)
gt dν ≤ εν(Br(x)) for r < 1

L
, t < t(ε)

for all x ∈ Fε ⊂ F , with µ(F \ Fε) smaller than Lε. In particular, on Fε one has

lim sup
t↓0

1
ν(BR

√
t(x))

∫
BR
√
t(x)

gt dν ≤ ε ∀R > 0.

Since ε is arbitrary, we have proved that (4.63) holds ν-a.e. on F .
The claimed conclusion (4.52) will be achieved through two intermediate steps starting

from (4.63). First, let us observe that, for any R, s, t > 0 and for any x ∈ X, it holds
1

ν(BR
√
t(x))

∫
BR
√
t(x)

gts dν(4.64)

= 1
|DtχE| (Bt

R(x))

∫
BtR(x)

P t
s

(
1− eKt |∇

tP t
sχE|

(P t
s)
∗ |DtχE|

)
d|DtχE|,

where we denoted by P t, ∇t, Dt and Bt the heat semigroup, the minimal weak upper
gradients, the total variation measure and the balls associated to the rescaled metric measure
structure (X,

√
t
−1d,m

√
t

x , x) and we are identifying measures absolutely continuous w.r.t. the
reference one with their densities.

Step 1. We claim that, if (Y, %, µ, y, F ) ∈ Tanx(X, d,m, E) and ti ↓ 0 is a sequence
realizing the convergence in Definition 4.30, then

(4.65)
∫
Ps

(
1− |∇PsχF |

P ∗s |DχF |

)
dηR ≤ lim inf

i→∞

∫
P ti
s

1− eKsti |∇
tiP ti

s χE|(
P ti
s

)∗
|DtiχE|

 dηiR,

for L 1-a.e. R > 0, where

ηR := 1
|DχF | (BR(y)) |DχF | BR(y),

ηiR := 1
|DtiχE| (Bti

R(x))
|DtiχE| Bti

R(x).
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In order to prove (4.65), we begin observing that ηiR weakly converges to ηR for L 1-a.e.
R > 0. Therefore, the validity of (4.65) will follow from Lemma 1.3 if we prove that

(4.66) Ps

1− |∇PsχF |(
Ps
)∗
|DχF |

 (w) ≤ lim inf
i→∞

P ti
s

1− eKsti |∇
tiP ti

s χE|(
P ti
s

)∗
|DtiχE|

 (wi),

whenever wi ∈ Xi → w ∈ Y . Let us observe that, for any φ ∈ Cbs(Z), it holds

(4.67) lim sup
i→∞

eKsti
∫
φ
|∇tiP ti

s χE|(
P ti
s

)∗
|DtiχE|

dmi ≤
∫
φ
|∇PsχF |
P ∗s |DχF |

dµ.

Indeed, by Proposition 4.37, |∇tiP ti
s χE|mi weakly converge to |∇PsχF |µ in duality with

Cbs(Z), and the functions

fi := φ(
P ti
s

)∗
|DtiχE|

and f := φ

P ∗s |DχF |

are continuous, have uniformly bounded supports and satisfy the upper semicontinuity prop-
erty (1.1) thanks to Lemma 4.36 (recall that |DtiχE| weakly converge to |DχF | in duality
with Cbs(Z)). Hence (4.66) and then (4.65) follow from Lemma 1.1, taking into account also
Remark 1.2.

Step 2. We can now prove (4.52). If we choose x ∈ X such that (4.63) holds true (we
proved above that |DχE|-a.e. x ∈ X has this property), combining (4.64) with (4.65), we
obtain

(4.68)
∫
BR(y)

Ps

(
1− |∇PsχF |

P ∗s |DχF |

)
d|DχF | ≤ 0.

Observing that, by gradient contractivity on the RCD(0, N) space (Y, %, µ), it holds

(4.69) 1− |∇PsχF |
P ∗s |DχF |

≥ 0 µ-a.e. on Y ,

we can let R→∞ in (4.68) to get

(4.70)
∫
Ps

(
1− |∇PsχF |

P ∗s |DχF |

)
d|DχF | = 0.

Then, using once more the sign property (4.69), we obtain (4.52).
Combining the just proved rigidity (4.52) with Theorem 4.4, we can say that (Y, %, µ)

is isomorphic to Z × R for some RCD(0, N − 1) m.m.s. (Z, dZ ,mZ). Furthermore, another
consequence of Theorem 4.4 is that F = {t > t0} for some t0 ∈ R, where we denoted by t
the coordinate on the Euclidean factor of Y . Up to a translation we can also assume that
y = (z̄, 0) for some z̄ ∈ Z. �

5. Iterated tangent theorem for perimeter measures

In this appendix we prove a version of the iterated tangent theorem by Preiss (see [128]).
The proof is inspired by those of [91, Theorem 3.2] and [22, Theorem 6.4], dealing with
pmGH tangents to RCD(K,N) spaces and tangents to sets of finite perimeters over Carnot
groups, respectively (see also [111] for a previous result regarding pGH-tangents of metric
spaces equipped with a doubling measure).
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Theorem 4.38. Let (X, d,m) be an RCD(K,N) m.m.s. and let E ⊂ X be a set of fi-
nite perimeter. Then for |DχE|-a.e. x ∈ X the following property holds true: for every
(Y, %, µ, y, F ) ∈ Tanx(X, d,m, E) one has

Tany′(Y, %, µ, F ) ⊂ Tanx(X, d,m, E) for every y′ ∈ supp |DχF |.

Thanks to Corollary 4.35 we need only to prove the result at |DχE|-a.e. x ∈ X for all
(Y, %, µ, y, F ) ∈ Tan∗x(X, d,m, E), where Tan∗x(X, d,m, E) is defined adding to the conditions
in Definition 4.30 the condition (b) of Corollary 4.35, namely that the perimeter measures of
the rescaled spaces weakly converge, in the duality with Cbs(X), to the perimeter measure
of F .

Let us briefly recall the notion of outer measure and its main properties. Given a positive
measure µ over a metric space (X, d) we set

(4.71) µ∗(A) := inf{µ(B) : B Borel, A ⊂ B}, ∀A ⊂ X.

It is immediate to see that µ∗ is countably sub-additive. Let us remark that if µ is asymp-
totically doubling then

(4.72) lim
r↓0

µ∗(A ∩Br(x))
µ(Br(x)) = 1 for µ∗-a.e. x ∈ A.

Indeed, we can find a set B ∈ B(X) containing A such that µ(B) = µ∗(A), so that µ∗(C ∩
A) = µ(C ∩B) for every C ∈ B(X). In particular, taking C = Br(x), we have

lim
r↓0

µ∗(A ∩Br(x))
µ(Br(x)) = lim

r↓0

µ(B ∩Br(x))
µ(Br(x)) = 1,

for every x ∈ B of density 1 for the measure µ. Since µ is asymptotically doubling, µ-a.e
x ∈ B has this property and (4.72) follows.
Lemma 4.39. Let (X, d,m) and let E ⊂ X be as in the assumptions of Theorem 4.38. Let
A ⊂ X and x ∈ A be such that

lim
r↓0

|DχE|∗(A ∩Br(x))
|DχE|(Br(x)) = 1,

where |DχE|∗ is the outer measure associated to |DχE| according to (4.71). Assume that
(Y, %, µ, F ) ∈ Tan∗x(X, d,m, E) and consider

Ψi : (X, r−1
i d)→ (Z, dZ) ∀i ∈ N,

Ψ : (Y, dY )→ (Z, dZ),

a family of isometries realizing the pmGH convergence as in Definition 1.28. Then, for any
y′ ∈ supp |DχF |, there exists a sequence (xi) ⊂ A such that

lim
i→∞

dZ(Ψi(xi),Ψ(y′)) = 0.

Roughly speaking, Lemma 4.39 tells us that it is possible to approximate every point in
the support of any tangent by means of points in A, whenever A is “large” in a measure-
theoretic sense.
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Proof of Lemma 4.39. As a first step we show the existence of an auxiliary sequence (xi) ⊂
X, satisfying limi dZ(Ψi(xi),Ψ(y′)) = 0 and

(4.73) lim
i→∞

ri|DχE|(Brri(xi))
C(x, ri)

= |DχF |(Br(y′)), for L 1-a.e. r > 0,

where C(x, ri) was introduced in Definition 2.1.
Let us set Xi := Ψi(X), Ei := Ψi(E) and, with a slight abuse of notation, identity F to

Ψ(F ) and y′ to Ψ(y′). Since by assumption it holds that |DχEi |⇀ |DχF |, we have
lim
i→∞
|DχEi |(BZ

r (y′)) = |DχF |(BZ
r (y′)), for L 1-a.e. r > 0.

This implies that the distance of y′ from Xi is infinitesimal as i → ∞, hence we can find
points zi ∈ Xi converging to y′ in Z satisfying

lim
i→∞
|DχEi |(BZ

r (zi)) = |DχF |(BZ
r (y′)), for L 1-a.e. r > 0.

Let us set xi := Ψ−1
i (zi). Observe that |DχF |(BZ

r (y′)) = |DχF |(BY
r (y′)) and

|DχEi |(BZ
r (zi)) = ri|DχE|(Brri(xi))

C(x, ri)
,

so that we get (4.73).
Let us now argue by contradiction. Assuming the conclusion of the lemma to be false we

might find ε > 0 such that the limit in (4.73) holds with r = ε and
Bεri(xi) ∩ A = ∅ for i sufficiently large,

with xi and ri as in (4.73). Let M > 0 be large enough to grant that
(4.74) Bεri(xi) ⊂ BMri(x)
(it is simple to see that such a constant exists, since the convergence in Z of zi = Ψ(xi)
ensures d(x, xi) = O(ri)). Arguing as in the first part of the proof it is possible to see that

(4.75) lim
i→∞

ri|DχE|(BMri(x))
C(x, ri)

= |DχF |(BM(y′)) for L 1-a.e. M > 0

and from now on we assume, possibly increasing M , that both (4.74) and (4.75) hold true.
Then, in view of (4.74), we have

|DχE|∗(A ∩BMri(x))
|DχE|(BMri(x)) = |DχE|

∗(A ∩ (BMri(x) \Bεri(xi)))
|DχE|(BMri(x)) ≤ 1− |DχE|(Bεri(xi))

|DχE|(BMri(x)) .

Observe that the left hand side converges to 1 as i → ∞, since x is of density 1 for A.
Therefore, to get the sought contradiction, it suffices to show that

lim inf
i→∞

|DχE|(Bεri(xi))
|DχE|(BMri(x)) > 0.

Using (4.73) and (4.75), we get

lim inf
i→∞

|DχE|(Bεri(xi))
|DχE|(BMri(x)) =

limi
ri|DχE |(Bεri (xi))

C(x,ri)

limi
ri|DχE |(BMri

(x))
C(x,ri)

≥ |DχF |(Bε(y′))
|DχF | (BM(y′)) > 0,

where the last inequality holds true since we are assuming that y′ ∈ supp |DχF |. �
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Before passing to the proof of Theorem 4.38 we need to introduce a definition and a
lemma.
Definition 4.40. We shall denote by F(K,N) the set of equivalence classes of quintuples
X = (X, d,m, x, ν) where (X, d,m, x) is a pointed RCD(K,N) m.m.s and ν is a nonnegative
and locally finite Borel measure with supp ν ⊂ suppm, modulo the equivalence relation ∼
defined as follows. We say that (X1, d1,m1, x1, ν1) ∼ (X2, d2,m2, x2, ν2) if there exists an
isometry T : (suppm1, d1)→ (suppm2, d2) such that T∗m1 = m2, T (x1) = x2 and T∗ν1 = ν2.
We shall denote by F the union of the sets F(K,N) for K ∈ R, 1 ≤ N <∞. Observe that
F can be realized as a countable union of sets F(K,N).

Let us introduce a distance in F . Fix X1 = (X1, d1,m1, x1, ν1), X2 = (X2, d2,m2, x2, ν2) in
F , a proper metric measure space (Z, dZ) and isometric embeddings Ψi : (Xi, di)→ (Z, dZ),
i = 1, 2. For any integer n ≥ 1 we define

Dn,Ψ1,Ψ2(X1,X2) :=
dH(Ψ1(X1 ∩B(x1, n)),Ψ2(X2 ∩B(x2, n))) ∧ 1

+
∣∣∣∣∣log

(
m1(B(x1, n))
m2(B(x2, n))

)∣∣∣∣∣ ∧ 1 +WZ
1

(
(Ψ1)∗

χB(x1,n)

m1(B(x1, n))m1, (Ψ2)∗
χB(x2,n)

m2(B(x2, n))m2

)

+
∣∣∣∣∣log

(
ν1(B(x1, n))
ν2(B(x2, n))

)∣∣∣∣∣ ∧ 1 +WZ
1

(
(Ψ1)∗

χB(x1,n)

ν1(B(x1, n))ν1, (Ψ2)∗
χB(x2,n)

ν2(B(x2, n))ν2

)
,

where dH is the Hausdorff distance between compact subsets of Z and WZ
1 is defined as

WZ
1 (µ, ν) := inf

{∫
Z

dZ(x, y) ∧ 1 dπ(x, y) : π ∈ Γ(µ, ν)
}
,

with Γ(µ, ν) ⊂P(X ×X) the set of probability measures having µ and ν as marginals. We
finally define

(4.76) D(X1,X2) := inf
Ψ1,Ψ2

{
dZ(Ψ1(x1),Ψ2(x2)) +

∞∑
n=1

1
2nDn,Ψ1,Ψ2(X1,X2)

}
,

the infimum being taken among all possible proper metric spaces (Z, dZ) and all isometric
embeddings Ψi : (Xi, di)→ (Z, dZ) for i = 1, 2.
Lemma 4.41. D is a distance over F and a sequence (Xi, di,mi, xi, νi) ⊂ F converges to
(Y, %, µ, y, ν) in the topology induced by D if and only if (Xi, di,mi, xi) → (Y, %, µ, y) in the
pmGH topology and νi ⇀ ν in duality with Cbs(Z), where (Z, dZ) is a metric space where
the pmGH convergence is realized. Moreover the subspace

(4.77) F := {(X, d,m, x, ν) ∈ F : ν = hm, with h ∈ L∞(X,m)}

is separable.

Proof. The verification that D is a distance is quite standard, see for instance [92] . The
equivalence between the two notions of convergence can be proved following the same strat-
egy in the proof of [92, Theorem 3.15], the only difference here being the addition to the
quadruple of the measure ν. Let us prove that F is separable. It is enough to prove that,
given K and N , for any k > 0 the set

(4.78) Fk(K,N) := {(X, d,m, x, ν) ∈ F(K,N) : ν = hm, with ‖h‖L∞(X,m) ≤ k}
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is compact. Let us fix a sequence (Xi, di,mi, xi, νi) ⊂ Fk(K,N). We can assume, up to
extract a subsequence, that (Xi, di,mi, xi) → (Y, %, µ, y) in the pmGH topology. Let us fix
a proper metric space (Z, dZ) realizing this convergence. Since νi ≤ kmi and mi ⇀ µ in
duality with Cbs(Z) we deduce that the measures νi are locally bounded in Z, uniformly in
i ∈ N. Therefore, possibly extracting a subsequence, there exists a positive measure ν in Z
such that νi ⇀ ν in duality with Cbs(Z). It is immediate to check that ν � µ, with density
uniformly bounded by k. This concludes the proof. �

Proof of Theorem 4.38. Since tangents are invariant w.r.t. rescaling and closed w.r.t. D-
convergence, it is enough to prove that the set of points x ∈ X such that there exist
(Y, %, µ, y, F ) ∈ Tan∗x(X, d,m, E) and y′ ∈ supp |DχF | such that

(Y, %, µ1
y′ , y

′, F ) /∈ Tanx(X, d,m, E)

is |DχE|∗-negligible, where µy
′

1 := C(y′, 1)−1µ (see Definition 4.30).
Let us fix positive integers k, m and a closed subset U ⊂ F with diameter, measured

w.r.t. the distance D in (4.76), smaller than (2k)−1. Since, according to Lemma 4.41, F is
separable, it is enough to prove that

Ak,m :=
{
x ∈ X : ∃ (Y, %, µ, y, F ) ∈ Tan∗x(X, d,m, E) ∩ U and y′ ∈ supp |DχF | such that

D((Y, %, µ1
y′ , y

′, F ), (X, r−1d,mr
x, x, E)) ≥ 2k−1 ∀r ∈ (0, 1/m)

}
is |DχE|∗-negligible, where we identified the set F with the measure χFµ.

If, by contradiction, |DχE|∗(Ak,m) > 0, then, since |DχE| is asymptotically doubling by
Proposition 4.33, we can find x ∈ Ak,m such that

lim
r↓0

|DχE|∗(Ak,m ∩Br(x))
|DχE|(Br(x)) = 1,

see (4.72). Since x ∈ Ak,m there exist (Y, %, µ, y, F ) ∈ Tan∗x(X, d,m, E) ∩ U and y′ ∈
supp |DχF | such that D((Y, %, µ1

y′ , y
′, F ), (X, r−1d,mr

x, x, E)) ≥ 2k−1 for any r ∈ (0, 1/m)
and Lemma 4.39 grants the existence of a sequence (xi) ⊂ Ak,m such that

lim
i→∞

dZ(Ψi(xi),Ψ(y′)) = 0,

where Ψi, Ψ are the embedding maps of Definition 1.28. Then, by definition of pmGH
convergence, using the space (Z, dZ) we deduce

(X, r−1
i d,mri

x , xi)→ (Y, %, µ, y′).

Since χBZ(z̄,1)(1− dZ(·, z̄)) belongs to Cb(Z) for every z̄ ∈ Z, it is immediate to check that

(X, r−1
i d,mri

xi
, xi)→ (Y, %, µ1

y′ , y
′), in the pmGH topology,

and (Ψ)∗χEmri
xi
⇀ Ψ∗χFµ1

y′ in duality with Cbs(Z), that, thanks to (4.41), is equivalent to

(4.79) D((X, r−1
i d,mri

xi
, xi, E), (Y, %, µ1

y′ , y
′, F ))→ 0,

see Definition 4.40. Since xi ∈ Ak,m we can find (Yi, %i, µi, yi, Fi) ∈ Tan∗xi(X, d,m, E) ∩ U
and y′i ∈ supp |DχFi| such that D((Yi, %i, (µi)1

y′i
, y′i, Fi), (X, r−1d,mr

xi
, xi, E)) ≥ 2k−1 for any

r ∈ (0, 1/m).



110 4. TANGENTS TO SETS OF FINITE PERIMETER

Using (4.79) and taking into account that by construction diam U < (2k)−1, we find the
sought contradiction

2k−1 ≤ D((Yi, %i, (µi)1
y′i
, y′i, Fi), (X, r−1

i d,mri
xi
, xi, E))

≤ D((Y, %, µ1
y′ , y

′, F ), (X, r−1
i d,mri

xi
, xi, E)) +D((Yi, %i, (µi)1

y′i
, y′i, Fi), (Y, %, µ1

y′ , y
′, F ))

≤ D((Y, %, µ1
y′ , y

′, F ), (X, r−1
i d,mri

xi
, xi, E)) + (2k)−1

≤ k−1,

for i large enough. �



CHAPTER 5

Rectifiability of the reduced boundary

One of the main results of Chapter 4 was the existence of a Euclidean half-space as
tangent space to a set of finite perimeter at almost every point (with respect to the perimeter
measure). The state of the theory of sets with finite perimeter at this stage is comparable
to that of the structure theory after Theorem 2.2, where the m-a.e. existence of Euclidean
tangent spaces was proved.

Aim of this chapter is to provide the counterpart in codimension 1 of Theorem 2.11 and
of De Giorgi’s theorem in this setting. Together with uniqueness of tangents (cf. Theo-
rem 5.15) and rectifiability (cf. Theorem 5.21) we also establish a representation formula for
the perimeter measure in terms of the codimension 1 Hausdorff measure (cf. Corollary 5.20).
As an intermediate tool which is of independent interest we prove in Theorem 5.6 a Gauss–
Green integration-by-parts formula for Sobolev vector fields. In this chapter we follow closely
[40]. The proof of uniqueness for blow-ups of sets of finite perimeter follows a strategy quite
similar to that of the uniqueness theorem for tangents to RCD(K,N) spaces adopted in
Theorem 2.4. As in that case, closeness to a rigid configuration (half-space in Euclidean
space) at a certain location and scale, can be turned into closeness to the same configuration
at almost any location and at any scale, yielding uniqueness.

To encode the “closeness information” in analytic terms we rely on the use of harmonic
δ-splitting maps which we have already introduced in Section 7.1 and used in Chapter 2.

In order to explain the strategy and the difficulties in the proof of rectifiability for the
reduced boundary, let us recall how things work on Rn. Therein a crucial role is played by
the exterior normal to the set of finite perimeter, which is an almost everywhere unit valued
vector field providing the representation DχE = νE |DχE| for the distributional derivative of
the set of finite perimeter E. Relying on the properties of the exterior normal one can obtain
a characterization of blow-ups and even get rectifiability of the boundary, proving that sets
where the unit normal is not oscillating too much are bi-Lipschitz to subsets of Rn−1.

When trying to reproduce the Euclidean approach in the non smooth and non flat setting
of RCD spaces, one faces two main difficulties. The first one is due to the fact that the
theory of tangent modules, as developed in [87], allows to talk about vector fields only up
to negligible sets with respect to the reference measure (as the reduced boundary of a set
of finite perimeter is not). The second one is that controlling the behaviour of the normal
vector cannot be enough to control the behaviour of the set in this framework, since the space
itself might “oscillate”. This is a common feature of geometry on metric measure spaces (see
also the introduction of [55]), which can be understood looking at the following example:
let (X, d,m) be any RCD(K,N) m.m.s. and take its product with the Euclidean line. Then
consider the “generalized half-space” {t < 0}, where t denotes the coordinate along the line:
it is easily seen that it is a set of locally finite perimeter and one can identify its reduced
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boundary with X. Moreover, whatever notion of unit normal we have in mind, this will be
non oscillating in this case. Still, rectifiability of (X, d,m) is highly non trivial.

To handle the first difficulty we mentioned above, we rely on the very recent [67], where
a notion of cotangent module with respect to the 2-capacity is introduced and studied.
Building upon the fact that the 2-capacity controls the perimeter measure in great generality,
we introduce the notion of tangent module over the boundary of a set of finite perimeter
(cf. Theorem 5.3). Furthermore we prove that there is a well-defined unit normal to a set of
finite perimeter as an element of this module, that it satisfies the Gauss–Green integration-
by-parts formula and, relying on functional analysis tools, that it can be approximated by
regular vector fields (cf. Theorem 5.6 for a rigorous statement).

The results obtained in the study of the unit normal are then combined with the theory
of δ-splitting maps to prove uniqueness of tangents as well as rectifiability of the reduced
boundary for sets of finite perimeter. Let us mention that the uniqueness results does not
rely on the study of the unit normal to a set of finite perimeter, it just uses analytical
properties of δ-splitting maps. The hardest part of the work, i.e. the rectifiability result,
exploits instead all the ingredients and the notion of δ-orthogonality to the unit normal
for δ-splitting maps. We prove on the one hand that δ-splitting maps δ-orthogonal to the
unit normal control both the geometry of the space and that of the boundary of the set
of finite perimeter (and vice-versa). On the other hand the combination of δ-orthogonality
and δ-splitting is seen to be suitable for propagation at many locations and any scale with
maximal function arguments (cf. Proposition 5.24 and Proposition 5.27).

This chapter is organized as follows. We dedicate Section 1 to constructing the tangent
module over the boundary of a set of finite perimeter and to establishing a Gauss–Green
integration-by-parts formula. Uniqueness of blow-ups is the main outcome of Section 2,
while rectifiability for the reduced boundary is obtained in Section 3.

1. A Gauss-Green formula on RCD spaces

Let us begin by recalling that the codimension-1 measure (Cf. Theorem 1.68) plays a
crucial role in the theory of sets of finite perimeter over RCD(K,N) spaces, since Per(E, ·)�
H h1 for any set of finite perimeter E. This result was proved by Ambrosio in [4, Lemma
5.2].
Lemma 5.1. Let (X, d,m) be a PI space. For any set of locally finite perimeter E ⊂ X it
holds

H h1(B) = 0 =⇒ Per(E,B) = 0 for any Borel set B ⊂ X.

Let us now consider an RCD(K,N) metric measure space (X, d,m) and E ⊂ X a set of
finite perimeter. In view of Lemma 5.1 and the discussion in Section 5.3 it makes sense to
consider the projection

π|DχE | : L
0(Cap)→ L0(|DχE|).

Recall also that QCR : H1,2(X)→ L0(Cap) stands for the “quasi-continuous representative”
operator. Then let us define

trE : H1,2(X)→ L0(|DχE|), trE := π|DχE | ◦ QCR,

the trace operator over the boundary of E. Observe that trE(f) ∈ L∞(|DχE|) holds for
every test function f ∈ Test(X, d,m).
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Remark 5.2. When (X, d,m) is the Euclidean space of dimension n and E ⊂ Rn is open
and smooth, then trE : H1(Rn) → L0(|DχE|) coincides with the canonical trace operator.
Indeed the two operators coincide on smooth functions and they are continuous. In the
case of the canonical trace this is a standard result, while for trE this is a consequence of
[67, Proposition 1.19] and the continuity of π|DχE | : L0(Cap)→ L0(|DχE|).

This being said, let us state the two main results of this section. The first one gives
existence and uniqueness of the tangent module over the boundary of a set of finite perimeter.
The second theorem provides a Gauss–Green formula tailored for finite-dimensional RCD
spaces along with a strong approximation result for the exterior normal of sets with finite
perimeter. This approximation result, whose proof heavily relies on the abstract machinery of
normed modules and on functional-analytic tools, plays a key role in the study of rectifiability
properties for boundaries of sets with finite perimeter that we are going to perform in the
last section of this chapter.
Theorem 5.3 (Tangent module over ∂E). Let (X, d,m) be an RCD(K,N) space. Let E ⊂ X

be a set of finite perimeter. Then there exists a unique couple
(
L2
E(TX), ∇̄

)
– where L2

E(TX)
is an L2(|DχE|)-normed L∞(|DχE|)-module and ∇̄ : Test(X) → L2

E(TX) is linear – such
that:

(i) The equality |∇̄f | = trE(|∇f |) holds |DχE|-a.e. for every f ∈ Test(X, d,m).
(ii)

{∑n
i=1 χEi∇̄fi

∣∣∣ (Ei)ni=1 Borel partition of X, (fi)ni=1 ⊂ Test(X, d,m)
}

is dense in
L2
E(TX).

Uniqueness is intended up to unique isomorphism: given another couple (M , ∇̄′) satisfying
(i), (ii) above, there exists a unique normed module isomorphism Φ : L2

E(TX) → M such
that Φ ◦ ∇̄ = ∇̄′. The space L2

E(TX) is called tangent module over the boundary of E and
∇̄ is the gradient.

Following [67, Definition 2.2] we introduce a notion of “quasi-continuous vector field”
suitable for this context.
Definition 5.4. The class QC(TX) ⊂ L0

Cap(TX) is the dMCap-closure of{
n∑
i=0

QCR(gi) ∇̄fi
∣∣∣∣∣ n ∈ N, (fi)ni=1, (gi)ni=1 ⊂ Test(X, d,m)

}

It has been proven in [67, Proposition 2.12] that |v| ∈ QC(X) whenever v ∈ QC(TX).
As in the scalar case it is well-defined the “quasi-continuous representative” map

¯QCR : H1,2
C (TX)→ L0

Cap(TX),

Cf. [67, Theorem 2.14]. Moreover, with a slight abuse of notation we define

trE : H1,2
C (TX) ∩ L∞(TX)→ L2

E(TX), trE := π̄|DχE | ◦ ¯QCR.

Notice that | trE(v)| = trE(|v|) holds |DχE|-a.e. for every v ∈ H1,2
C (TX) ∩ L∞(TX).

Remark 5.5. Arguing as in Remark 5.2 one can prove that the above defined operator trE
coincides with the canonical trace in the case of smooth domains in Rn.
Theorem 5.6 (Gauss–Green formula on RCD spaces). Let (X, d,m) be an RCD(K,N) space
and E ⊂ X be a set of finite perimeter such that m(E) < ∞. Then there exists a unique
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vector field νE ∈ L2
E(TX) such that |νE| = 1 holds |DχE|-a.e. and

(5.1)∫
E

div(v) dm = −
∫ 〈

trE(v), νE
〉

d|DχE| for all v ∈ H1,2
C (TX)∩D(div) with |v| ∈ L∞(m).

Moreover, there exists a sequence (vn)n ⊂ TestVE(X) of test vector fields over the boundary
of E (see Lemma 5.11 below for the precise definition of this class) such that vn → νE in the
strong topology of L2

E(TX).
Remark 5.7. In the case in which X is a Riemannian manifold and E ⊂ X is a domain
with smooth boundary, it holds that L2

E(TX) is the space of all Borel vector fields over X
which are concentrated on the boundary of E and 2-integrable with respect to the surface
measure and, in this case, ∇̄ is the classical gradient for smooth functions.
Remark 5.8. As we have already remarked in Remark 1.72, the tangent L0(Cap)-module
L0

Cap(TX) is a Hilbert module. Therefore, it is immediate to see by passing to the quotient
that L2

E(TX) is a Hilbert module as well.
The remaining part of this section is dedicated to the proofs of Theorem 5.3 and Theo-

rem 5.6.

1.1. Proof of Theorem 5.3. Uniqueness. CallW the family of elements of L2
E(TX)

considered in item ii). Given any ω = ∑n
i=1 χEi∇̄fi ∈ W , we are forced to set Φ(ω) :=∑n

i=1 χEi∇̄′fi. Well-posedness of such definition stems from the |DχE|-a.e. identity∣∣∣∣∣
n∑
i=1

χEi∇̄′fi
∣∣∣∣∣ =

n∑
i=1

χEi|∇̄′fi| =
n∑
i=1

χEi trE(|∇fi|) =
n∑
i=1

χEi |∇̄fi| = |ω|,

which also shows that Φ preserves the pointwise norm. Then Φ is linear continuous, thus it
can be uniquely extended to a linear continuous map Φ : L2

E(TX)→M by density ofW in
L2
E(TX). By an approximation argument, it is easy to see that the extended Φ preserves the

pointwise norm and is an L∞(|DχE|)-module morphism. Finally, the map Φ is surjective,
because its image is dense (as M satisfies ii)) and closed (as Φ is an isometry). Consequently,
we have proved that there exists a unique normed module isomorphism Φ : L2

E(TX)→M
such that Φ ◦ ∇̄ = ∇̄′.
Existence. Let us consider the tangent L0(Cap)-module L0

Cap(TX) and the relative capaci-
tary gradient operator ∇̃ : Test(X)→ L0

Cap(TX) associated to the space (X, d,m); cf. Theo-
rem 1.71. We define L0

E(TX) as L0
Cap(TX)/ ∼|DχE | and the L2(|DχE|)-normed L∞(|DχE|)-

module L2
E(TX) as in (1.46). Moreover, we define the differential ∇̄ : Test(X)→ L2

E(TX)
as ∇̄ := π̄|DχE | ◦ ∇̃. Clearly, the map ∇̄ is linear by construction. Given any function
f ∈ Test(X), it |DχE|-a.e. holds

|∇̄f | =
∣∣∣π̄|DχE |(∇̃f)

∣∣∣ = π|DχE |(|∇̃f |) = π|DχE |
(
QCR(|∇f |)

)
= trE(|∇f |),

which shows that i) is satisfied. We also set V := Test(X) and the associated space V ⊂
L0

Cap(TX) as in the statement of Lemma 1.73. By the defining property of the cotangent
Cap-module we know that V is dense in L0

Cap(TX), whence Lemma 1.73 ensures that W is
dense in L2

E(TX). This means that property ii) holds. Therefore, the existence part of the
statement is proven.
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1.2. Proof of the Gauss-Green formula. In this section we develop all the tools
needed for the proof of Theorem 5.6. We begin by presenting three technical lemmas and
we go on briefly explaining how the heat equation associated to the Hodge Laplacian can be
used to regularise vector fields. We then apply this result to prove a representation formula
for the total variation via integration by parts. We eventually prove Theorem 5.6.

The first lemma is a byproduct of the proof of Theorem 4.31.
Lemma 5.9. Let (X, d,m) be an RCD(K,N) space. Let E ⊂ X be a set of finite perimeter.
Then

(5.2) lim
t↘0

∫ ∣∣∣∣∣1− eKt |∇PtχE|P ∗t |DχE|

∣∣∣∣∣P ∗t |DχE| dm = 0.

Here P ∗t |DχE| is understood as its density w.r.t. m.
Lemma 5.10. Let (X, d,m) be an RCD(K,N) space. Let E ⊂ X be a set of finite perimeter.
Then
(5.3)

∫
f P ∗t |DχE| dm =

∫
trE(Ptf) d|DχE| for every f ∈ H1,2(X)∩L∞(m) and t > 0.

Moreover, it holds that

(5.4) lim
t↘0

∫
trE(Ptf) d|DχE| =

∫
trE(f) d|DχE| for every f ∈ H1,2(X) ∩ L∞(m).

Proof. First of all, let us prove (5.3). Fix any f ∈ H1,2(X) ∩ L∞(m) and t > 0. We claim
that
(5.5)
∃ (fn)n ⊂ Lipbs(X, d) bounded in L∞(m) : fn → f strongly in H1,2(X), weakly∗ in L∞(m).
Let us prove it. Given any s > 0, the function Psf has a Lipschitz representative (still
denoted by Psf) thanks to the L∞-Lip regularisation of the heat flow. Since {Psf}s>0 is
bounded in L∞(m) by the weak maximum principle and Ps|∇f |2 → |∇f |2 strongly in L1(m),
we can find a functionG ∈ L1(m) and a sequence sn ↘ 0 such that Psn|∇f |2 ≤ G holdsm-a.e.
for all n and Psnf → f weakly∗ in L∞(m). Fix x̄ ∈ X and for any n ∈ N choose a compactly-
supported 1-Lipschitz function ηn : X → [0, 1] such that ηn = 1 on Bn(x̄). Therefore,
standard computations (based on the Leibniz rule ∇(ηnPsnf) = ηn∇Psnf + Psnf∇ηn, the
dominated convergence theorem, and the Bakry-Émery contraction estimate) show that
fn := ηnPsnf ∈ Lipbs(X, d) satisfy (5.5). Now observe that Pt : H1,2(X) → H1,2(X) is
continuous, as a consequence of the Bakry-Émery contraction estimate and the continuity
of Pt : L2(m) → L2(m). This ensures that Ptfn → Ptf strongly in H1,2(X) as n →
∞, whence we know from [67, Propositions 1.12, 1.17 and 1.19] that (possibly passing
to a not relabeled subsequence) QCR(Ptfn) → QCR(Ptf) holds Cap-a.e., and accordingly
trE(Ptfn)→ trE(Ptf) holds |DχE|-a.e.. Moreover, since |Ptfn| ≤ supk ‖fk‖L∞(m) =: C in the
m-a.e. sense for all n ∈ N, we deduce that

∣∣∣QCR(Ptfn)
∣∣∣ ≤ C holds Cap-a.e. for all n ∈ N,

and thus trE(Ptfn) ≤ C holds |DχE|-a.e. for all n ∈ N. All in all, we obtain (5.3) by letting
n→∞ in

∫
fn P

∗
t |DχE| dm =

∫
trE(Ptfn) d|DχE|, which is satisfied thanks to the defining

property of P ∗t |DχE|; here we use the dominated convergence theorem and the L∞-weak∗
convergence fn → f .

Let us now pass to the proof of (5.4). Fix f ∈ H1,2(X)∩L∞(m). By arguing as above, we
see that

∣∣∣ trE(Ptf)
∣∣∣ ≤ ‖f‖L∞(m) holds |DχE|-a.e. for all t > 0, and that any given sequence
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tn ↘ 0 admits a subsequence tni ↘ 0 such that trE(Ptnif) → trE(f) holds |DχE|-a.e..
Therefore, by dominated convergence theorem we conclude that limi

∫
trE(Ptnif) d|DχE| =∫

trE(f) d|DχE|, which yields (5.4). �

Lemma 5.11 (Test vector fields over ∂E). Let (X, d,m) be an RCD(K,N) space. Let E ⊂ X
be a set of finite perimeter and finite mass. We define the class TestVE(X) ⊂ L2

E(TX) of
test vector fields over the boundary of E as

TestVE(X) := trE
(
TestV(X)

)
=
{

n∑
i=1

trE(gi)∇̄fi
∣∣∣∣∣ n ∈ N, (fi)ni=1, (gi)ni=1 ⊂ Test(X)

}
.

Then TestVE(X) is dense in L2
E(TX).

Proof. By item (ii) of Theorem 5.3, it suffices to show that each v ∈ L2
E(TX) of the form

v = χE∇̄f – where E ⊂ X is a Borel set and f ∈ Test(X) – can be approximated by elements
of TestVE(X) with respect to the strong topology of L2

E(TX). Fix ε > 0 and choose a
function h ∈ Lipc(X) such that ‖h − χE‖L2(|DχE |) ≤ ε/(2 Lip(f)). Moreover, by exploiting
Lemma 1.57 we can find a sequence (gn)n ⊂ Test(X) such that supn ‖gn‖L∞(m) < ∞ and
gn → h in H1,2(X). Hence, by using the results in [67] we see that (up to a not relabeled
subsequence) it holds trE(gn)(x) → h(x) for |DχE|-a.e. x ∈ X. Accordingly, by applying
the dominated convergence theorem we conclude that

∣∣∣(trE(gn)− h)∇̄f
∣∣∣→ 0 in L2(|DχE|).

Now choose n ∈ N so big that g := gn satisfies
∥∥∥(trE(g) − h)∇̄f

∥∥∥
L2
E(TX)

< ε/2. Hence, one
has that ∥∥∥ trE(g)∇̄f − v

∥∥∥
L2
E(TX)

≤
∥∥∥(trE(g)− h)∇̄f

∥∥∥
L2
E(TX)

+
∥∥∥(h− χE)∇̄f

∥∥∥
L2
E(TX)

≤ ε

2 + ‖h− χE‖L2(|DχE |) Lip(f) < ε.

Given that trE(g)∇̄f ∈ TestVE(X), the statement is achieved. �

1.2.1. Hodge Laplacian of vector fields on RCD spaces. In this subsection we study the
heat flow associated to the Hodge Laplacian being a fundamental tool to regularise vector
fields in L2(TX).

Let (X, d,m) be an RCD(K,∞) space. Consider the space H1,2
H (TX) ⊂ H1,2

C (X, d,m)
and the Hodge Laplacian ∆H : D(∆H) ⊂ H1,2

H (TX)→ L2(TX), which have been defined in
[87, Definition 3.5.13] and [87, Definition 3.5.15], respectively.

It follows from its definition that the Hodge Laplacian is self-adjoint, namely that

(5.6)
∫
〈∆Hv, w〉 dm =

∫
〈v,∆Hw〉 dm for every v, w ∈ D(∆H).

Let us consider the augmented Hodge energy functional ẼH : L2(TX) → [0,∞], which
is defined in [87, eq. (3.5.16)] (up to identifying L2(T ∗X) with L2(TX) via the musical
isomorphism). Then we denote by (hH,t)t≥0 the gradient flow in L2(TX) of the functional
ẼH. This means that for any vector field v ∈ L2(TX) it holds that t 7→ hH,t(v) ∈ L2(TX) is
the unique continuous curve on [0,∞) with hH,0(v) = v, which is locally absolutely continuous
on (0,∞) and satisfies

hH,t(v) ∈ D(∆H) and d
dthH,t(v) = −∆HhH,t(v) for every t > 0.
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Cf. the discussion that precedes [87, Proposition 3.6.10]. It also holds that

(5.7) hH,t(∇f) = ∇Ptf for every f ∈ H1,2(X) and t ≥ 0.

Finally, we recall that vector fields satisfy the following Bakry-Émery contraction estimate
(see [87, Proposition 3.6.10]):

(5.8) |hH,t(v)|2 ≤ e−2KtPt(|v|2) m-a.e. for every v ∈ L2(TX) and t ≥ 0.
Lemma 5.12 (hH,t is self-adjoint). Let (X, d,m) be an RCD(K,∞) space. Then it holds
that

(5.9)
∫
〈hH,t(v), w〉 dm =

∫
〈v, hH,t(w)〉 dm for every v, w ∈ L2(TX) and t ≥ 0.

Proof. Fix v, w ∈ L2(TX) and t > 0. We define the function φ : [0, t]→ R as

φ(s) :=
∫
〈hH,s(v), hH,t−s(w)〉 dm for every s ∈ [0, t].

Therefore, the function φ is absolutely continuous and satisfies

φ′(s) = −
∫
〈∆HhH,s(v), hH,t−s(w)〉 dm +

∫
〈hH,s(v),∆HhH,t−s(w)〉 dm (5.6)= 0 for a.e. t > 0.

Then φ is constant, thus in particular
∫
〈hH,t(v), w〉 dm = φ(t) = φ(0) =

∫
〈v, hH,t(w)〉 dm.

�

Proposition 5.13. Let (X, d,m) be an RCD(K,∞) space. Then for any v ∈ D(div) it holds
that

hH,t(v) ∈ H1,2
C (TX) ∩D(div) and div(hH,t(v)) = Pt(div(v)) for every t > 0.

Proof. First of all, observe that hH,t(v) ∈ H1,2
H (TX) ⊂ H1,2

C (TX) by [87, Corollary 3.6.4].
Moreover, let f ∈ H1,2(X) be given. Then it holds that∫

〈∇f, hH,t(v)〉 dm (5.9)=
∫
〈hH,t(∇f), v〉 dm (5.7)=

∫
〈∇Ptf, v〉 dm = −

∫
Ptf div(v) dm

= −
∫
fPt(div(v)) dm.

By arbitrariness of f , we conclude that hH,t(v) ∈ D(div) and div(hH,t(v)) = Pt(div(v)). �

1.2.2. Total variation of BV functions via integration by parts. The last ingredient we
need is an improvement of the representation formula obtained by Di Marino (see [74,
Theorem 3.4]) in the special case of RCD(K,∞) spaces. As we are going to see in the
ensuing result, to obtain the total variation of a BV function it is sufficient to restrict
the attention only to those competitors that are Sobolev regular. The proof is based on
a parabolic approximation argument that builds upon the technical results developed in
Section 1.2.1.
Theorem 5.14 (Representation formula for |Df | on RCD spaces). Let (X, d,m) be an
RCD(K,∞) space and f ∈ BV(X). Then it holds that
(5.10)

|Df |(X) = sup
{∫

f div(v) dm
∣∣∣∣∣ v ∈ H1,2

C (TX)∩D(div), |v| ≤ 1 m-a.e., div(v) ∈ L∞(m)
}
.
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Proof. Building upon [74, Theorem 3.4] and Proposition 1.56 (recall that we have b ∈
Der2,2(X) for every b ∈ Der∞,∞(X) such that supp(b) is bounded, thanks to Remark 1.54)
we deduce the following identity
(5.11)

|Df |(U) = sup
{∫

U
fdiv(v) dm

∣∣∣∣∣ v ∈ D(div), |v| ≤ 1 m-a.e., div(v) ∈ L∞(m), supp(v) b U

}
for any f ∈ BV(X, d,m) and any open set U ⊂ X.

We want to prove (5.10) starting from (5.11) by means of a regularization argument.
Call S the right hand side of (5.10). We know by (5.11) that |Df |(X) ≥ S. In order to
prove the converse inequality, fix any ε > 0. The identity (5.11) guarantees the existence
of a vector field v ∈ D(div) – with |v| ≤ 1 in the m-a.e. sense and div(v) ∈ L∞(m) – such
that

∫
f div(v) dm > |Df |(X) − ε/2. Now define vt := eKt hH,t(v) for every t > 0. Notice

that vt ∈ H1,2
C (TX) ∩ D(div) by Proposition 5.13. Since div(v) ∈ L∞(m) and div(vt) =

eKtPt(div(v)), we deduce from the weak maximum principle that div(vt) ∈ L∞(m) as well.
More precisely, one has ‖div(vt)‖L∞(m) ≤ eKt ‖div(v)‖L∞(m) for all t > 0. Moreover, the weak
maximum principle also guarantees that

|vt| = eKt |hH,t(v)|
(5.8)
≤

√
Pt(|v|2) ≤ 1 in the m-a.e. sense.

Given that limt↘0 div(vt) = div(v) in L2(m), we can find tn ↘ 0 such that div(vtn)(x) →
div(v)(x) holds for m-a.e. x ∈ X. Being

(
div(vtn)

)
n
a bounded sequence in L∞(m), we

can finally conclude that limn

∫
f div(vtn) dm =

∫
f div(v) dm by dominated convergence

theorem. Therefore, there exists n ∈ N such that w := vtn satisfies∫
f div(w) dm >

∫
f div(v) dm− ε

2 > |Df |(X)− ε.

This shows that |Df |(X) < S+ε, whence |Df |(X) ≤ S by arbitrariness of ε, as desired. �

Proof of Theorem 5.6. First of all, let us define µt := P ∗t |DχE|m for every t > 0. Recall that
µt ⇀ |DχE| in duality with Cb(X) as t↘ 0. Let us also set

νt := χ{P ∗t |DχE |>0}
∇PtχE
P ∗t |DχE|

∈ L0(TX) for every t > 0.

It follows from the 1-Bakry-Émery estimate (1.23) that |DPtχE| ≤ e−KtP ∗t |DχE| holds m-
a.e., thus accordingly νt ∈ L∞(TX) and |νt| ≤ e−Kt is satisfied in the m-a.e. sense. Call

V :=
{
v ∈ H1,2

C (TX) ∩D(div)
∣∣∣ |v| ∈ L∞(m)

}
and fix v ∈ V . The Leibniz rule for the divergence ensures that φv ∈ D(div) for any
φ ∈ Lipb(X), so the usual integration-by-parts formula yields
(5.12)∫

PtχE div(φv) dm = −
∫
φ 〈∇PtχE, v〉 dm = −

∫
φ 〈v, νt〉 dµt for all φ ∈ Lipb(X).

Moreover, observe that 〈v, νt〉 ∈ L∞(µt) and
∥∥∥〈v, νt〉∥∥∥

L∞(µt)
≤ e−Kt ‖|v|‖L∞(m) for every

t > 0. Let us call σt := 〈v, νt〉µt for all t > 0. Fix any sequence tn ↘ 0. Since µtn ⇀ |DχE|
in duality with Cb(X), we know that (µtn)n is tight by Prohkorov theorem. Given that
supn ‖〈v, νtn〉‖L∞(µtn ) is finite, we deduce that (σtn)n is tight as well. By using Prohkorov
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theorem again, we can thus take a subsequence (tni)i such that σtni ⇀ σ in duality with
Cb(X) for some finite (signed) Borel measure σ on X. Since Lipb(X) is dense in Cb(X) and
the identity in (5.12) gives∫

φ dσ = lim
i→∞

∫
φ dσtni = −

∫
E

div(φv) dm for every φ ∈ Lipb(X),

we see that σ is independent of the chosen sequence (tni)i. Hence, σt ⇀ σ in duality with
Cb(X) as t↘ 0. Given any non-negative function φ ∈ Cb(X), it thus holds that∣∣∣∣∣
∫
φ dσ

∣∣∣∣∣ ≤ lim
t↘0

∫
φ |〈v, νt〉| dµt ≤ e|K| ‖|v|‖L∞(m) lim

t↘0

∫
φ dµt = e|K| ‖|v|‖L∞(m)

∫
φ d|DχE|,

whence σ � |DχE| and its Radon-Nikodým derivative L(v) := dσ
d|DχE | belongs to L

∞(|DχE|).
Consequently, taking into account (5.12) we deduce that

(5.13)
∫
E

div(φv) dm = −
∫
φL(v) d|DχE| for every v ∈ V and φ ∈ Lipb(X).

Furthermore, one also has that

(5.14) lim
t↘0

∫
φ 〈v, νt〉 dµt =

∫
φL(v) d|DχE| for every v ∈ V and φ ∈ Lipb(X).

Observe that for any v ∈ V and φ ∈ Lipb(X), φ ≥ 0 it holds that∣∣∣∣∣
∫
φL(v) d|DχE|

∣∣∣∣∣ (5.14)= lim
t↘0

∣∣∣∣∣eKt
∫
φ 〈v, νt〉 dµt

∣∣∣∣∣
≤ lim

t↘0

(
‖φ‖L∞(m) ‖|v|‖L∞(m)

∫ ∣∣∣1− eKt|νt|∣∣∣ dµt +
∫
φ
〈
v,

νt
|νt|

〉
dµt

)
(5.2)
≤ lim

t↘0

∫
φ |v| dµt

(5.3)= lim
t↘0

∫
trE

(
Pt(φ|v|)

)
d|DχE|

(5.4)=
∫
φ trE(|v|) d|DχE|.

In the last two equalities we used the fact that |v| ∈ H1,2(X). By arbitrariness of φ, we
obtain that |L(v)| ≤ trE(|v|) holds |DχE|-a.e. for all v ∈ V . Let us now define ω : trE(V)→
L1(|DχE|) as

(5.15) ω
(

trE(v)
)

:= L(v) for every v ∈ V .

The operator L : V → L∞(|DχE|) is linear by its very construction, whence by exploiting
the inequality |L(v)| ≤ trE(|v|) we can conclude that ω is well-posed, linear and satisfying∣∣∣ω(v)

∣∣∣ ≤ |v| |DχE|-a.e. for every v ∈ trE(V).

Since TestV(X) ⊂ V and TestVE(X) is dense in L2
E(TX), we infer from Lemma 5.11 that

t̄rE(V) is a dense linear subspace of L2
E(TX). Therefore, we know from [87, Proposition

1.4.8] that ω can be uniquely extended to an element ω ∈ L2
E(T ∗X) := L2

E(TX)∗ satisfying
|ω| ≤ 1 in the |DχE|-a.e. sense. We denote by νE ∈ L2

E(TX) the vector field corresponding
to ω via the Riesz isomorphism. By combining (5.13) (with φ ≡ 1) and (5.15), we conclude
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that (5.1) is satisfied. It only remains to show that |νE| ≥ 1 holds |DχE|-a.e.. In order to
do it, just observe that Theorem 5.14 yields

|DχE|(X) ≤ sup
v∈V,

|v|≤1 m-a.e.

∫
E

div(v) dm (5.1)= sup
v∈V,

|v|≤1 m-a.e.

−
∫ 〈

trE(v), νE
〉

d|DχE| ≤
∫
|νE| d|DχE|

≤ |DχE|(X),

whence each inequality must be an equality. This clearly forces the |DχE|-a.e. equality |νE| =
1. The element νE is uniquely determined by (5.1) as the space trE(V) is dense in L2

E(TX).
Finally, the last part of the statement is an immediate consequence of Lemma 5.11. �

2. Uniqueness of tangents for sets of finite perimeter

In this section we prove a uniqueness theorem (up to negligible sets) for blow-ups of sets
with finite perimeter over RCD(K,N) metric measure spaces. We refer to Definition 4.30
for the notion of tangent to a set of finite perimeter.
Theorem 5.15. Let (X, d,m) be an RCD(K,N) m.m.s. with essential dimension 1 ≤ n ≤
N , E ⊂ X be a set of finite perimeter. Then, for |DχE|-a.e. x ∈ X, there exists k = 1, . . . , n
such that

Tanx(X, d,m, E) =
{

(Rk, dEucl, ckL
k, 0k, {xk > 0})

}
.

Let us explain the strategy of its proof. The starting point of our analysis is Theorem 4.32
that we restate below for the reader’s convenience.
Theorem 5.16. Let (X, d,m) be an RCD(K,N) m.m.s. and E ⊂ X be a set of locally finite
perimeter. Then E admits a Euclidean half-space as tangent at x for |DχE|-a.e. x ∈ X, that
is to say(

Rk, dEucl, ckL
k, 0k, {xk > 0}

)
∈ Tanx(X, d,m, E), for some k ∈ [1, N ].

The existence of a Euclidean half space along a fixed scale is a regularity information
which can be propagated at any location and scale up to a set which is small with respect
to the perimeter measure, yielding uniqueness of tangents. From a technical point of view,
our construction heavily relies on the use of harmonic δ-splitting maps already introduced
in Section 7.1. The propagation of regularity step is a consequence of a weighted maximal
argument which was suggested in [57]. Let us point out that, in order for the whole procedure
to work, the fact that perimeter measures have codimension-1 (see Lemma 5.1) and the fact
that harmonic functions satisfy L2 Hessian bounds play a key role. The strategy would
completely fail if perimeter measures had codimension bigger than or equal to 2.

2.1. Propagation of the δ-splitting property. In the next result we are concerned
with the propagation of the property of being a δ-splitting map. We are going to prove that,
if α ∈ (0, 2), outside a set of small codimension-α content any δ-splitting map at a given
scale is a CN,αδ1/4 splitting map at any scale. The proof is based on a weighted maximal
function argument.
Proposition 5.17. Let α ∈ (0, 2) and N > 1. There exist constants CN > 0 and CN,α > 0
such that, for any 0 < δ < 1, any RCD(−1, N) m.m.s. (X, d,m), any p ∈ X and for any
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δ-splitting map u := (u1, . . . , uk) : B2(p) → Rk, there exists a Borel set G ⊂ B1(p) with
H hα

5 (B1(p) \G) < CN
√
δm(B2(p)) such that for any x ∈ G it holds

(5.16) sup
0<r<1

rα−
∫
Br(x)

|Hessua|2 dm ≤
√
δ for any a = 1, . . . , k,

and
(5.17) u : Br(x)→ Rk is a CN,αδ1/4-splitting map for any 0 < r < 1/2.
Proof. Let us start proving (5.16). To this aim fix any a = 1, . . . , k and denote by CP and
CD the Poincaré and the doubling constants over balls of radius 10 of (X, d,m). To be more
precise CP is a constant in the (1, 2)-Poincaré inequality with λ = 2 as in (1.41). This
inequality is available on RCD(K,N) m.m.s. with constant depending only on K and N . In
particular, since (X, d,m) is an RCD(−1, N), CP depends only on N . The same conclusion
holds for CD thanks to the Bishop-Gromov inequality (1.13).

Set
G :=

{
x ∈ B1(p) : sup

0<r<1
rα−
∫
Br(x)

|Hessua|2 dm ≤
√
δ

}
.

We claim that H hα
5 (B1(p)\G) < CN

√
δm(B2(p)). For any x ∈ B1(p)\G we choose ρx ∈ (0, 1)

satisfying

(5.18) ραx−
∫
Bρx (x)

|Hessua|2 dm >
√
δ.

Observe that the family {Bρx(x)}x∈B1(p)\G covers B1(p) \ G. Using Vitali’s covering lemma
we can find a subfamily of disjoint balls {Bρi(xi)}i∈N such that B1(p) \ G ⊂ ∪i∈NB5ρi(xi).
This gives the sought conclusion

H hα
5 (B1(p) \G) ≤

∑
i∈N

hα(B5ρi(xi)) =
∑
i∈N

m(B5ρi(xi))
(5ρi)α

≤CN
∑
i∈N

m(Bρi(xi))
ραi

≤ CN
∑
i∈N

1√
δ

∫
Bρi (xi)

|Hessua|2 dm

≤CN
1√
δ

∫
B2(p)
|Hessua|2 dm ≤ CN

√
δm(B2(p)),

where we used the definition of H hα
5 , the Bishop-Gromov inequality, (5.18) and the fact

that u is a δ-splitting map.
In order to verify (5.17) we just need to check that, for a, b = 1, . . . , k,

−
∫
Br(x)

|∇ua · ∇ub − δa,b| dm < CN,αδ
1/4 for any x ∈ G, 0 < r < 1.

To this aim let us set fa,b := |∇ua·∇ub−δa,b| and note that |∇fa,b| ≤ CN(|Hessua|+|Hessub|)
as a consequence of Definition 1.80(i) and (1.37). Whence, the Poincaré inequality and (5.16)
yield∣∣∣∣∣−
∫
Br(x)

fa,b dm−−
∫
Br/2(x)

fa,b dm
∣∣∣∣∣ ≤CP r

(
−
∫
B2r(x)

|∇fa,b|2 dm
)1/2

≤CNCP
(
r2−
∫
B2r(x)

|Hessua|2 dm + r2−
∫
B2r(x)

|Hessub|2 dm
)1/2
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≤CNCP δ1/4r1−α/2

for any 0 < r < 1/2. Applying a telescopic argument it is simple to see that∣∣∣∣∣−
∫
B2−1 (x)

fa,b dm−−
∫
B2−k (x)

fa,b dm
∣∣∣∣∣ ≤ CαCNCP δ

1/4, for any k > 1.

Therefore, for any 0 < r < 1/2 we take k ∈ N such that 2−k−1 < r ≤ 2−k and using that
u : B2(p)→ Rk is a δ-splitting map we get

−
∫
Br(x)

fa,b dm ≤CD2N−
∫
B2−k (x)

fa,b dm

≤CD2N
∣∣∣∣∣−
∫
B1/2(x)

fa,b dm−−
∫
Br(x)

fa,b dm
∣∣∣∣∣+ CD2N−

∫
B1/2(x)

fa,b dm

≤2NCDCαCNCP δ1/4 + 8NC2
D−
∫
B2(p)

fa,b dm

≤CN,αδ1/4.

�

For the purposes of this thesis we just need to consider the case α = 1 in Proposition 5.17.
This is related to the fact that boundaries of sets with finite perimeter are codimension-1
objects. In order to ease notation in the sequel we will write h in place of h1.

We are going to use several times the following scale invariant version of Proposition 5.17.
Corollary 5.18. Let (X, d,m, p) be an RCD(K,N) p.m.m.s. and u : B4r(p) → Rk a δ-
splitting map for some r > 0 such that |K|r2 ≤ 4 and r < 1/2. Then there exists G ⊂ B2r(p)
with

H h
5 (B2r(p) \G) ≤H h

10r(B2r(p) \G) ≤ CN
√
δ
m(B2r(p))

2r
such that u : Bs(x)→ Rk is a CNδ1/4-splitting map for any x ∈ G and any 0 < s < r.
Proof. Apply Proposition 5.17 to the rescaled space (X, (2r)−1d,m(B2r(p))−1m, p). �

2.2. Uniqueness of tangents and consequences. Let (X, d,m) be an RCD(K,N)
metric measure space with essential dimension n ≤ N (Cf. Theorem 3.1) and let E ⊂ X be
a set of locally finite perimeter. For any k = 1, . . . , n we define Ak ⊂ X as{
x ∈ X :

(
Rk, dEucl, ckL

k, 0k, {xk > 0}
)
∈ Tanx(X, d,m, E), but for no (Y, %, µ, y) with

diam(Y ) > 0 it holds (Y × Rk, %× dEucl, µ×L k, (y, 0k), {xk > 0}) ∈ Tanx(X, d,m, E)
}
.

With arguments analogous to those in [121, Lemma 6.1] one can show that Ak is a |DχE|-
measurable set for any k = 1, . . . , n.
Lemma 5.19. Under the assumptions above

|DχE|
(
X \

n⋃
k=1

Ak

)
= 0.

Proof. As a consequence of Theorem 4.32 we have

|DχE|
(
X \

n⋃
k=1

A′k

)
= 0,
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where

A′k :=
{
x ∈ X :

(
Rk, dEucl, ckL

k, 0k, {xk > 0}
)
∈ Tanx(X, d,m, E) but

(Rm, dEucl, cmL m, 0m, {xm > 0}) /∈ Tanx(X, d,m, E) for any m > k
}
.

The measurability of the A′k’s can be verified as in the case of the Ak’s.
It is clear that Ak ⊂ A′k, let us prove |DχE|(A′k \ Ak) = 0. We argue by contradiction.

If the claim is false we can find x ∈ A′k \ Ak such that the iterated tangent property of
Theorem 4.38 holds true. Since x ∈ A′k \ Ak we can find (Y, %, µ, y) ∈ RCD(0, N − k) with
diam(Y ) > 0 such that

(Y × Rk, %× dEucl, µ×L k, (y, 0k), {xk > 0}) ∈ Tanx(X, d,m, E).

Moreover Tan(y′,x,0)(Y × Rk, %× dEucl, µ×L k, {xk > 0}) ⊂ Tan(E, x) for any (y′, x) ∈ Y ×
Rk−1, thanks to Theorem 4.38. Thus, choosing (y′, x, 0) ∈ Y × Rk such that Theorem 4.32
holds and y′ is regular in Y we get the sought contradiction, since the essential dimension
of Y is bigger or equal than one (otherwise diam(Y ) = 0). �

We are now in a position to conclude the proof of Theorem 5.15.

Proof of Theorem 5.15. In light of Lemma 5.19 it is enough to prove that Ak coincides up
to a |DχE|-negligible set with{

x ∈ X : Tanx(X, d,m, E) =
{

(Rk, dEucl, ckL
k, 0k, {xk > 0})

}}
.

Let us assume without loss of generality that Ak ⊂ B2(p) for some p ∈ X. We claim that,
for any η > 0, there exists Gη ⊂ Ak with

(5.19) H h
5 (Ak \Gη) ≤ CNη Per(E,B2(p))

such that, for any x ∈ Gη and for any (Y, %, µ, y) ∈ Tanx(X, d,m), there exists a pointed
RCD(0, N − k) m.m.s. (Z, dZ ,mZ , z) satisfying

(5.20) dpmGH((Y, %, µ, y), (Rk × Z, (0, z)) ≤ η.

Observe that the claim implies our conclusion. Indeed if we fix η > 0 and set ηi := η2−i then
Gη := ∪i∈NGηi satisfies H h

5 (Ak\Gη) = 0 and thus Per(E,Ak\Gη) = 0 thanks to Lemma 5.1.
Moreover, for any x ∈ Gη, (5.20) holds. We conclude observing that G := ∩k∈NG2−k still
satisfies Per(E,Ak\G) = 0 and any tangent cone at x ∈ G splits off a factor Rk. By definition
of Ak we deduce that the only tangent at x ∈ G is the Euclidean space of dimension k.

Let us pass to the verification of the claim. Fix δ ∈ (0, 1/2) and take ε > 0 as in
Proposition 1.85. Of course we can assume ε ≤ δ. We wish to prove that there exists a
disjoint family of balls {Bri(xi)}i∈N such that r2

i |K| ≤ ε for any i ∈ N and
(i) Ak ∩B1(p) ⊂ ∪i∈NB5ri(xi);
(ii) dpmGH

(
(X, r−1

i d,mri
x , xi), (Rk, dEucl, ckL k, 0k)

)
≤ ε;

(iii) ωk−1
ωk

(1− ε)m(Bri (xi))
ri

≤ Per(E,Bri(xi)) ≤
ωk−1
ωk

(1 + ε)m(Bri (xi))
ri

.
Indeed, for any x ∈ Ak there exists a sequence of radii ri → 0 such that

lim
i→∞

dpmGH
(
(X, r−1

i d,mri
x , x), (Rk, dEucl,L

k, 0k)
)

= 0 and lim
i→∞

ri Per(E,Bri(x))
m(Bri(x)) = ωk−1

ωk
,
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as a consequence of Theorem 4.32, see also (5.25). Therefore, for any x ∈ Ak we can choose
r2
x|K| ≤ ε such that the pair (x, rx) satisfies (ii) and (iii). In order to get a disjoint family
of balls satisfying (i) we have just to apply Vitali’s Lemma to {Brx(x)}x∈Ak∩B1(p).

Let us now focus the attention on a single ball B20ri(xi) ⊂ X. Corollary 1.86 yields the
existence of a δ-splitting map

ui : B5ri(xi)→ Rk.

Thanks to Corollary 5.18 we can find Gi ⊂ B5ri(xi) with

(5.21) H h
5 (B5ri(xi) \Gi) ≤ CN

√
δ
m(B5ri(xi))

5ri
and such that ui : Bs(x)→ Rk is a CNδ1/4-splitting map for any x ∈ Gi and any 0 < s < 5ri.
Applying Corollary 1.84, up to assuming δ small enough, we deduce that at any x ∈ Gi

(5.20) holds true.
To conclude let us verify that G := ∪i∈NGi satisfies (5.19). Using (iii), (5.21) and the
Bishop-Gromov inequality (1.15) we get

H h
5 (Ak \G) ≤

∑
i∈N

H h1
5 (B5ri(xi) \Gi) ≤

∑
i∈N

CN
√
δ
m(B5ri(xi))

5ri

≤CN
√
δ
∑
i∈N

m(Bri(xi))
ri

≤ CN
√
δ
∑
i∈N

Per(E,Bri(xi))

≤CN
√
δ Per(E,B2(p)).

Since we can assume δ < η2 we get the sought estimate. �

Let (X, d,m) be an RCD(K,N) metric measure space and E ⊂ X a set of locally finite
perimeter. For any k = 1, . . . , n, where n is the essential dimension of (X, d,m), we set

FkE :=
{
x ∈ X : Tanx(X, d,m, E) =

{
(Rk, dEucl, ckL

k, 0k, {xk > 0})
}}

.

We know thanks to Theorem 5.15 that Per(E, ·) is concentrated on FE := ∪nk=1FkE and,
from now on, we shall call FE the reduced boundary of E.

The result about uniqueness of tangents that we just proved allows to obtain a represen-
tation formula for the perimeter measure in terms of the codimension-1 Hausdorff measure.
Corollary 5.20. Let (X, d,m) be an RCD(K,N) m.m.s. with essential dimension n. Let
E ⊂ X be a set of locally finite perimeter. Then

(5.22) |DχE| =
n∑
k=1

ωk−1

ωk
H h FkE.

Proof. Let us begin by proving the identity

(5.23) lim
r→0

sup
x∈Bs(y), s≤r

s |DχE| (Bs(y))
m(Bs(y)) = ωk−1

ωk
for any x ∈ FkE.

First notice that, for x ∈ FkE, we have

lim
r→0

r |DχE| (Br(x))
m(Br(x)) = lim

r→0

r |DχE| (Br(x))
C(x, r) · C(x, r)

m(Br(x)) = lim
r→0

|DrχE| (B1(x))
mr
x(B1(x))

=H k−1(B1(0))
H k(B1(0)) = ωk−1

ωk
,
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where C(x, r) is introduced in Definition 2.1, and the weak convergence of the rescaled
perimeter measures to the perimeter measure of a half-space play a role. This yields the
inequality

lim
r→0

sup
x∈Bs(y), s≤r

s |DχE| (Bs(y))
m(Bs(y)) ≥ ωk−1

ωk
for any x ∈ FkE.

Let us now prove the converse inequality. It suffices to show that, for any sequence of radii
ri → 0 and points xi ∈ Bri(x), it holds

lim sup
i→∞

ri|DχE|(Bri(xi))
m(Bri(xi))

≤ ωk−1

ωk
.

We consider the sequence (X, dr−1
i , C(x, ri)−1m, x), that converges to (Rk, dEucl, ckL k, 0k),

and we assume xi → z ∈ B1(0k). Arguing as above we write

lim sup
i→∞

ri |DχE| (Bri(xi))
m(Bri(xi))

= lim sup
i→∞

ri |DχE| (Bri(xi))
C(xi, ri)

· C(xi, ri)
m(Bri(xi))

= lim
i→∞

|DriχE| (B1(xi))
mri
xi

(B1(xi))
≤

∣∣∣Dχ{xn>0}

∣∣∣ (B1(z))
ωk

≤ ωk−1

ωk
.

Having (5.23) at hand the stated conclusion follows from [118, Theorem 3].
�

3. Rectifiability of the reduced boundary

The main achievement of this section is the rectifiability result for the reduced bound-
ary of sets with finite perimeter. With this theorem we complete the picture about the
generalization of De Giorgi’s theorem to the framework of RCD(K,N) spaces.
Theorem 5.21. Let (X, d,m) be an RCD(K,N) m.m.s. and E ⊂ X be a set of locally finite
perimeter. Then, for any k = 1, . . . , n, FkE is

(
|DχE| , (k − 1)

)
-rectifiable.

Let us recall that a set is
(
|DχE| , `

)
-rectifiable if up to a |DχE|-negligible set it can be

covered by ∪i∈NAi where any Ai is bi-Lipschitz equivalent to a Borel subset of R`.
Remark 5.22. We point out that, given any ε > 0, the maps providing rectifiability of the
reduced boundary in Theorem 5.21 can be taken (1 + ε)-bi-Lipschitz.
Remark 5.23. It is worth mentioning that Theorem 5.21 is stronger than Theorem 2.11.
Indeed, given an RCD(K,N) m.m.s. (Z, dZ ,mZ) we can consider X := Z × R endowed
with the product structure, and the set of finite perimeter E := {(z, t) ∈ Z × R : t > 0}.
Applying Theorem 5.21 to E ⊂ X we get the rectifiability result for Z.

Let us outline the strategy of proof of Theorem 5.21. First of all, up to intersecting
with a ball and thanks to the locality of perimeter and tangents, we can assume that E has
finite measure and perimeter. The bi-Lipschitz maps from subsets of FkE to Rk−1 providing
rectifiability are going to be suitable approximations of the (k− 1) coordinate maps over the
hyperplane where the perimeter concentrates after the blow-up. Better said, they will be the
first (k − 1) components of a (k, δ)-splitting map “δ-orthogonal to the exterior normal νE
to the boundary of E”. Proving existence of these maps requires some technical work which
builds upon the Gauss–Green formula Theorem 5.6. The rigorous statement is as follows.
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Proposition 5.24. Let (X, d,m) be an RCD(K,N) m.m. space and E ⊂ X a set of finite
perimeter and measure. For any δ > 0, r0 > 0 and |DχE|-a.e. x ∈ FkE there exist r =
rx,δ < r0 and a δ-splitting map u = (u1, . . . , uk−1) : Br(x)→ Rk−1 such that

r

m(Br(x))

∫
Br(x)

|νE · ∇uα| d|DχE| < δ, for α = 1, . . . , k − 1.

The second step in the proof of Theorem 5.21 is showing that the map built in Propo-
sition 5.24 is indeed bi-Lipschitz with its image if restricted to suitable subsets of FkE (see
Proposition 5.27 below for the rigorous statement). These subsets are obtained by collecting
points x ∈ FkE such that Bs(x) ∩ E is ε-close, in a suitable sense, to Bs(0k) ∩ {xk > 0} for
any s ≤ r0, where r0 > 0 is a fixed radius.
Definition 5.25. Given ε > 0 and r0 > 0, we define (FkE)r0,ε as the set of points x ∈ FkE
satisfying

(i) dpmGH
((
X, s−1d, m

m(Bs(x)) , x
)
,
(
Rk, dEucl,

1
ωk

L k, 0k
))

< ε for any s ≤ r0;
(ii)

(5.24)
∣∣∣∣∣m(Bs(x) ∩ E)

m(Bs(x)) − 1
2

∣∣∣∣∣+
∣∣∣∣∣s |DχE| (Bs(x))

m(Bs(x)) − ωk−1

ωk

∣∣∣∣∣ < ε for any s ≤ r0.

Remark 5.26. Observe that, if x ∈ Rk, then one has

(5.25) lim
r→0

∫
Br(x)

(
1− d(x,y)

r

)
dm(y)

m(Br(x)) = 1
k + 1 .

Moreover it can be easily checked that x ∈ Rk if and only if

lim
r→0

dpmGH
((

X, r−1d, m

m(Br(x)) , x
)
,
(
Rk, dEucl,

1
ωk

L k, 0k
))

= 0.

As a consequence of Theorem 5.15 and Remark 5.26, for any ε > 0, we have
FkE =

⋃
0<r<1

(FkE)r,ε and (FkE)r,ε ⊂ (FkE)r′,ε for r′ < r.

Hence for any η > 0 there exists r = r(η) > 0 such that

(5.26) |DχE|
(
FkE \ (FkE)s,ε

)
< η, for any 0 < s < r.

Proposition 5.27. Let N > 1, K ∈ R and k ∈ [1, N ] be fixed. For any η > 0 there exists
ε = ε(η,N) < η such that, if (X, d,m) is an RCD(K,N) m.m.s., E ⊂ X is a set of finite
perimeter and finite measure, p ∈ (FkE)2s,ε for some s ∈ (0, |K|−1/2) and there exists an
ε-splitting map u : B2s(p)→ Rk−1 such that

(5.27) s

m(B2s(x))

∫
B2s(x)

|νE · ∇ua| d|DχE| < ε, for any a = 1, . . . , k − 1,

then there exists G ⊂ Bs(p) that satisfies:
(i) G ∩ (FkE)2s,ε is bi-Lipschitz to a Borel subset of Rk−1. More precisely,

(5.28)
∣∣∣|u(x)− u(y)| − d(x, y)

∣∣∣ ≤ CNη d(x, y), ∀x, y ∈ (FkE)2s,ε ∩G;

(ii) H h
5 (Bs(p) \G) < CNη

m(Bs(p))
s

.
Let us now prove Theorem 5.21 assuming Proposition 5.24 and Proposition 5.27.
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Proof of Theorem 5.21. Assume without loss of generality that E has finite perimeter and
measure, and that FkE ⊂ B2(p) for some p ∈ X. We claim that, for any η > 0, we can
decompose FkE = Gη ∪Bη ∪Rη, where Gη is (k − 1)-rectifiable and

(5.29) H h
5 (Bη) + |DχE| (Rη) ≤ CN,K |DχE| (B2(p))η + η.

Observe that the claim easily gives the sought conclusion. Indeed, setting ηi := η2−i, Gη :=
∪iGηi and Rη := ∪i∈NRηi , Gη is still (k − 1)-rectifiable and it holds

H h
5 ((FkE \Gη) \Rη) = 0,

hence, as a consequence of Lemma 5.1, |DχE| (FkE \Gη) \Rη) = 0. Therefore

|DχE| (FkE \Gη) ≤ |DχE| (Rη) ≤ CN |DχE| (B2(p))η + η.

Setting G := ∪i∈NG2−i , we get that G is still (k − 1)-rectifiable and coincides with FkE up
to a |DχE|-negligible set.

Let us now prove the claim. To this aim fix r > 0 and ε > 0. We cover (FkE)r,ε
with balls of radius smaller than r/5 with center in (FkE)r,ε such that the assumptions of
Proposition 5.27 are satisfied. The possibility of building such a covering is a consequence
of Theorem 5.15 and of Proposition 5.24. By Vitali’s lemma, we can extract a disjoint
family

{
Bri/5(xi)

}
i∈N

such that (FkE)r,ε ⊂ ∪iBri(xi). Applying Proposition 5.27 above,
for any i ∈ N we can find Gi ⊂ Bri(xi) such that Gi ∩ (FkE)r,ε is (k − 1)-rectifiable and
H h

5 (Bri(xi) \Gi) < CNη
m(Bri (xi))

ri
. Set Gη

r := (FkE)r,ε ∩ (∪iGi) and observe that

H h
5 ((FkE)r,ε \Gη

r) ≤
∑
i∈N

H h
5 (Bri(xi) \Gi) ≤

∑
i∈N

CNη
m(Bri(xi))

ri

≤CNη
∑
i∈N

m(Bri/5(xi))
ri/5

≤ CN,Kη
∑
i∈N
|DχE| (Bri/5(xi))

≤CN,Kη |DχE| (B2(p)),

where we used the Bishop-Gromov inequality (1.13) and

m(Bri/5(xi))
ri/5

≤ C(k) |DχE| (Bri/5(xi)),

that holds true provided ε is small enough.
Setting Bη

r := (FkE)r,ε \Gη
r , the argument above gives the decomposition

(FkE)r,ε = Gη
r ∪Bη

r ,

where Gη
r is (k−1)-rectifiable and H h

5 (Bη
r ) ≤ CN,Kη |DχE| (B2(p)). Let us now choose r > 0

small enough to have (5.26). This allows us to write

FkE = Gη
r ∪Bη

r ∪ (FkE \ (FkE)r,ε) =: Gη ∪Bη ∪Rη

and to conclude the proof. �
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3.1. Proof of Proposition 5.24. Let us start by recalling that one of the main results
of Section 1 was proving that the exterior normal is indeed an element of L2

E(TX) (see
Theorem 5.6). In the following, to simplify the notation, we shall write v in place of trE(v)
for any v ∈ H1,2

C (TX) ∩D(div).
Definition 5.28. Let (X, d,m) be an RCD(K,N) m.m.s. and E ⊂ X of finite perimeter.
Given x ∈ X and a sequence ri ↓ 0 we say that

{
uri := (uri1 , . . . , urik−1) : Bri(x)→ Rk−1

}
i∈N

is a good approximation of the boundary of E at x if the following conditions hold true:
(i) there exists a sequence δi → 0 such that uri : Bri(x) → Rk−1 is a δi-splitting map

with uri(x) = 0;
(ii) there exists (Z, dZ) that realizes the convergences

(X, r−1
i d,mri

x , x)→ (Rk, dEucl, ckL
k, 0k) and Eri → {xk > 0} locally strongly in BV

and r−1
i uriα → xα in H1,2-strong on B1(0k) along the sequence

(X, r−1
i d,mri

x , x)→ (Rk, dEucl, ckL
k, 0k),

for any α = 1, . . . , k − 1.
Lemma 5.29. Let (X, d,m) be an RCD(K,N) m.m. space and E ⊂ X a set of finite perime-
ter and finite measure. Then for any p ∈ X and for any ε > 0 there exists V ∈ TestV(X)
such that ∫

B2(p)
|νE − V |2 d|DχE| ≤ ε,

where νE is the exterior normal of E.
Moreover, there exists G ⊂ B1(p) with H h(B1(p) \ G) ≤ CK,N

√
ε and such that, for any

x ∈ G, it holds
lim sup
r→0

r

m(Br(x))

∫
Br(x)

|νE − V |2 d|DχE| ≤
√
ε.

Proof. The first conclusion follows from Theorem 5.6, where we proved that the normal is
an element of L2

E(TX), and Lemma 5.11, yielding density of trE (TestV(X)) in L2
E(TX).

To prove the second part of the statement we set

G :=
{
x ∈ B1(p) : lim sup

r↓0

r

m(Br(x))

∫
Br(x)

|νE − V |2 d|DχE| ≤
√
ε

}
.

Then, for any r0 > 0 and for any x ∈ B1(p) \G, there exists rx < r0 such that
rx

m(Brx(x))

∫
Brx (x)

|ν − V |2 d|DχE| >
√
ε.

Hence, applying Vitali’s covering theorem we can find a disjoint set of balls {Bri(xi)} such
that {B5ri(xi)} is a covering of B1(p) \G. Now we can estimate, for any r0 > 0,

H h
5r0(B1(p) \G) ≤

∞∑
i=0

m(B5ri(xi))
5ri

≤ CK,N
∞∑
i=0

m(Bri(xi))
ri

≤ CK,N√
ε

∞∑
i=0

∫
Bri (xi)

|ν − V |2 d|DχE| ≤
CK,N√

ε

∫
B2(p)
|ν − V |2 d|DχE|

≤ CK,N
√
ε.

The conclusion follows letting r0 ↓ 0. �
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Proof of Proposition 5.24. The proof is divided in 3 steps. Aim of the first one is to prove
that good approximations of the boundary are regular enough to guarantee that the scalar
product between their gradient and the gradient of any given test function leaves a well-
defined trace over the reduced boundary of E. In the second step we combine the outcome
of the first one, the approximation result of Lemma 5.29 and the orthogonality in weak sense
between the normal vector and the coordinates of its orthogonal hyperplane guaranteed by
the Gauss–Green formula, to get that gradients of good approximations of the boundary
leave a trace even when coupled with the normal to the boundary and that this trace is 0.
In the last step we prove existence of good approximations of the boundary and combine it
with steps 1 and 2 to get the sought conclusion.

Step 1. Observe that it suffices to restrict the attention to the ball B1(p) ⊂ X, for any
p ∈ X.

We claim that for any function ϕ ∈ Test(X, d,m) there exists a |DχE|-negligible set
N ⊂ FkE∩B1(p) such that, for any x ∈ FkE∩B1(p)\N and any good approximation of the
boundary of E at x with radii ri ↓ 0 and maps

{
uri := (uri1 , . . . , urik−1) : Bri(x)→ Rk−1

}
i∈N

,
there exist a subsequence rij and c(x) = (c1(x), . . . , ck−1(x)) ∈ Rk−1 such that
(5.30)

lim
j→∞

rij
m(Brij

(x))

∫
Brij

(x)

∣∣∣∇urijα · ∇ϕ− cα(x)
∣∣∣2 d|DχE| = 0, for any α = 1, . . . , k − 1.

Assume without loss of generality that |∇ϕ| ≤ 1. Let us fix also α ∈ {1 . . . , k − 1} and
set gi := ∇uriα · ∇ϕ. We have

(i) ‖gi‖L∞(Bri (x)) ≤ CN ;
(ii) r2

i −
∫
Bri (x) |∇gi|2 dm ≤ 2δi+CNr2

i −
∫
Bri (x) |Hessϕ|2 dm, where δi is as in Definition 5.28.

Since Hessϕ ∈ L2(B2(p),m), by Lemma 1.69 and Lemma 5.1, we deduce that

lim
r→0

r2−
∫
Br(x)

|Hessϕ|2 dm = 0

for any x ∈ X outside a |DχE|-negligible set depending only on ϕ. Therefore we can assume
that x does not belong to this set obtaining

lim
i→∞

r2
i−
∫
Bri (x)

|∇gi|2 dm = 0.

This gives that, up to subsequence, gi → cα(x) in H1,2-strong on B1(0k) along the sequence
in Definition 5.28(ii). Here we have used (5.25). Taking into account Proposition 1.40, it
follows that (gi − cα(x))→ 0 in H1,2-strong on B1(0k) and thus, reading the convergence in
the starting space,

(5.31) −
∫
Brij

(x)
|gij − cα(x)|2 dm + r2

ij
−
∫
Brij

(x)
|∇gij |2 dm =: εj → 0 as j →∞.

We wish to prove that, up to excluding another |DχE|-negligible set depending only on E,
(5.31) gives (5.30). More precisely we are going to prove that (5.31) implies (5.30) at any
x ∈ X such that x ∈ Er0,C for some r0 > 0 and C > 1, where

(5.32) Er0,C :=
{
y ∈ X : C−1 ≤ r|DχE|(Br(y))

m(Br(y)) ≤ C ∀r < r0

}
,
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and

(5.33) lim
r→0

|DχE|(Er0,C ∩Br(x))
|DχE|(Br(x)) = 1.

Observe that (5.32) and (5.33) are satisfied at |DχE|-a.e. point in FE thanks to Theo-
rem 5.15, the asymptotic doubling property of |DχE| and elementary considerations. In
order to keep notations short, from now on we set rj := rij and gj := gij .
We claim that, for any j such that rj ≤ r0/5, it holds

(5.34) |DχE|
(
Er0,C ∩Brj(x) ∩

{
|gj − cα(x)|2 ≥ √εj

} )
≤ CCN,K

√
εj
m(Brj(x))

rj
,

where εj is as in (5.31) and r0 and C are as in (5.32).
Notice that (5.34), together with the Chebyshev inequality, (i) and (5.33), give (5.30).
Let us see how to establish (5.34). Fix any j such that rj ≤ r0/5 and let us set

(Xj, dj,mj, x) :=
(
X, r−1

j d, m

m(Brj(x)) , x
)
.

With a slight abuse of notation we use the notations Er0,C and gj also in Xj. Let us observe
that, when read in Xj, (5.31) turns into

−
∫
Bj1(x)

|gj − cα(x)|2 dmj +−
∫
Bj1(x)

|∇gj|2 dmj ≤ εj.

Moreover, a telescopic argument as in the proof of Proposition 5.17 gives

Bj
1(x) ∩ Er0,C ∩

{
|gj − cα(x)|2 ≥ CN,K

√
εj
}

⊂Bj
1(x) ∩ Er0,C ∩

{
z : sup

0<s<1
s−
∫
Bjs(z)

|∇gj|2 dmj >
√
εj

}
.

Using Vitali’s lemma we can find a disjoint family
{
Bj
si

(zi)
}
i∈N

with si ≤ 1 and zi ∈ Bj
1(x)∩

Er0,C ∩
{
z : sup0<s<1 s−

∫
Bjs(z) |∇gj|2 dmj >

√
εj
}
for any i ∈ N such that

Bj
1(x) ∩ Er0,C ∩

{
z : sup

0<s<1
s−
∫
Bjs(z)

|∇gj|2 dmj >
√
εj

}
⊂
⋃
i∈N

Bj
5si(zi).

Taking into account (5.32) and the defining identities

Bj
si

(zi) = Brjsi(zi), mj = m

m(Brj(x)) ,

we get
rj

m(Brj(x)) |D
χE|

(
Er0,C ∩Brj(x) ∩

{
|gj − cα(x)|2 ≥ √εj

} )
≤ rj

m(Brj(x))
∑
i∈N
|DχE|(B5rjsi(zi)) ≤

CCN,Krj
m(Brj(x))

∑
i∈N

m(Brjsi(zi))
rjsi

= CCN,K
∑
i∈N

mj(Bj
si

(zi))
si

≤ CCN,K√
εj

∫
Bj1(x)

|∇gj|2 dmj ≤ CCN,K
√
εj.
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Step 2. We prove that, for |DχE|-a.e. x ∈ FkE and any good approximation of the
boundary of E at x with radii ri ↓ 0 and maps

{
uri := (uri1 , . . . , urik−1) : Bri(x)→ Rk−1

}
i∈N

,
there exists a subsequence rij → 0 such that

(5.35) lim
j→∞

rij
m(Brij

(x))

∫
Brij

(x)
|νE · ∇u

rij
α | d|DχE| = 0 for any α = 1, . . . , k − 1.

Let us restrict our attention as above to FkE ∩B1(p).
We claim that, for any ε > 0, there exists Gε ⊂ B1(p) ∩ FkE with

H h(B1(p) ∩ FkE \Gε) ≤ CN,K
√
ε

and such that, for any x ∈ Gε, and any
{
uri := (uri1 , . . . , urik−1) : Bri(x)→ Rk−1

}
i∈N

good
approximation of the boundary of E at x, there exists a subsequence rij → 0 satisfying

(5.36) lim sup
j→∞

rij
m(Brij

(x))

∫
Brij

(x)
|νE ·∇u

rij
α | d|DχE| ≤ CN,Kε

1/4 for any α = 1, . . . , k−1.

Before proving the claim let us see how it implies (5.35).
Fix ε > 0, set εi := ε2−i and take Gε := ∪i∈NGεi . Then we have |DχE|(B1(p) ∩ FkE \

Gε) = 0, thanks to Lemma 5.1, and (5.36) holds for any x ∈ Gε. Therefore the set ∩i∈NGεi

has full |DχE|-measure in B1(p) ∩ FkE and has the sought property.
The remaining part of this step is devoted to the proof of (5.36). Let ε > 0 be fixed,

take G and V as in Lemma 5.29. Recalling that any test vector field can be represented
as ∑m

i=1 ηi∇ϕi with ηi, ϕi ∈ Test(X, d,m) for some m ∈ N and using Step 1, we conclude
that there exists Gε ⊂ G ∩ FkE with |DχE|(G ∩ FkE \ Gε) = 0 and the property that,
for any x ∈ Gε and

{
uri := (uri1 , . . . , urik−1) : Bri(x)→ Rk−1

}
i∈N

good approximation of the
boundary of E at x, there exists c(x) := (c1(x), . . . , ck−1(x)) ∈ Rk−1 and a subsequence
rij → 0 such that

(5.37) lim
j→∞

rij
m(Brij

(x))

∫
Brij

(x)
|∇u

rij
α · V − cα(x)|2 d|DχE| = 0 for α = 1, . . . , k − 1.

In order to conclude the proof it suffices to show that

(5.38) |c(x)| ≤ CK,Nε
1/4.

Indeed, in that case, one has

lim sup
j→∞

rij
m(Brij

(x))

∫
Brij

(x)
|νE · ∇u

rij
α | d|DχE|

≤ CN lim sup
j→∞

(
rij

m(Brij
(x))

∫
Brij

(x)
|νE − V |2 d|DχE|

)1/2

+ lim sup
j→∞

CNrij
m(Brij

(x))

∫
Brij

(x)
|∇u

rij
α · V | d|DχE|

≤ CNε
1/4 + lim

j→∞
CN

(
rij

m(Brij
(x))

∫
Brij

(x)
|∇u

rij
α · V − cα(x)|2 d|DχE|

)1/2
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+ |cα(x)|
rij |DχE|(Brij

(x))
m(Brij

(x))

≤ CK,Nε
1/4,

where we used (5.37), (5.38) and the fact that x ∈ FkE.
In order to prove (5.38) we simplify the notation setting rij =: rj. Choose a smooth

function ψ∞ : Rk → R with compact support in B1(0k) and such that
∫
{xk=0} ψ∞ dL k−1 =:

Ck > 0. Then we consider a sequence ψj ∈ Lip(X, d) with supp(ψj) ⊂ Brj(x), ‖ψj‖L∞ ≤ 2
and ψj → ψ∞ strongly in H1,2 along the sequence in Definition 5.28(ii), whose existence is
proved in Lemma 1.46. Observe now that
(5.39)

lim
j→∞

rj
m(Brj(x))

∫
E
∇ψj · ∇urjα dm = ck

∫
{xk>0}

∇ψ∞ · eα dL k = 0, for α = 1, . . . , k − 1,

and

(5.40) lim
j→∞

rj
m(Brj(x))

∫
ψjV · ∇urjα d|DχE| = Ckcα(x), for α = 1, . . . , k − 1,

where the last equality in (5.39) is obtained integrating by parts and to prove (5.40) we used
(5.37). Building upon (5.39), (5.40), Theorem 5.6 and Lemma 5.29, we get (5.37):

Ck|cα(x)| =
∣∣∣∣∣ limj→∞

rj
m(Brj(x))

(∫
E
∇ψj · ∇urjα dm +

∫
ψjV · ∇urjα d|DχE|

)∣∣∣∣∣
=
∣∣∣∣∣ limj→∞

rj
m(Brj(x))

(
−
∫
ψjν · ∇urjα d|DχE|+

∫
ψjV · ∇urjα d|DχE|

)∣∣∣∣∣
≤ lim sup

j→∞

CNrj
m(Brj(x))

∫
Brj (x)

|νE − V | d|DχE|

≤CN,Kε1/4.

Note that in order to apply the Gauss–Green formula in the previous estimate the fact that
u
rj
α is locally the restriction of a H2,2(X, d,m) function (see Remark 1.81) plays a role.
Step 3. In order to conclude the proof we just observe that, since

dpmGH
(
(X, r−1d,mr

x, x), (Rk, dEucl, ckL
k, 0k)

)
→ 0

as r ↓ 0 and the blow-up of the set of finite perimeter is a half-space (in the sense of BVloc con-
vergence, as we pointed out after Definition 4.30), a slight modification of Proposition 1.851

provides, for any sequence ri ↓ 0, existence of a good approximation of the boundary of E
at x with maps

{
uri := (uri1 , . . . , urik−1) : Bri(x)→ Rk−1

}
i∈N

(observe that Proposition 1.85
gives δi-splitting maps defined on the balls of radius 1 of the rescaled spaces for a sequence
δi ↓ 0 and then rescale these functions). The sought conclusion follows now from what we
obtained in the previous step. �

1With the splitting functions defined on balls of radius 1 in place of 5.
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3.2. Proof of Proposition 5.27. The proof is divided in three steps. Aim of the first
one is to provide a bridge between analysis and geometry suitable for this context. We prove
that, whenever at a certain location and scale the set of finite perimeter is quantitatively
close to a half-space in a Euclidean space and there is a (k−1, δ)-splitting map which is also
δ-orthogonal to the normal vector in the sense of (5.27), then the (k− 1, δ)-splitting map is
an η-isometry (in the scale invariant sense) when restricted to the support of the perimeter.
The second step is analytic and dedicated to the propagation of the δ-orthogonality condition.
In the last one we get the bi-Lipschitz property relying on the observation that a map which
is an η-isometry (in the scale invariant sense) at any location and scale is bi-Lipschitz.

Step 1. Let N > 0, K ∈ R and k ∈ [1, N ] be fixed. We claim that, for any η > 0, there
exists δ = δη,N ≤ η such that, for any pointed RCD(K,N) m.m.s. (X, d,m, x) and for any
set of finite perimeter and finite measure E ⊂ X such that, for some 0 < r < |K|−1/2,

(i) dpmGH
((
X, (2r)−1d, m

m(B2r(x)) , x
)
,
(
Rk, dEucl,

1
ωk

L k, 0k
))
< δ;

(ii)

(5.41)
∣∣∣∣∣m(Bt(x) ∩ E)

m(Bt(x)) − 1
2

∣∣∣∣∣+
∣∣∣∣∣t |DχE| (Bt(x))

m(Bt(x)) − ωk−1

ωk

∣∣∣∣∣ < δ for any t ≤ 2r;

(iii) there exists u := (u1, . . . , uk−1) : B2r(x)→ Rk−1 a δ-splitting map satisfying

(5.42) r

m(B2r(x))

∫
B2r(x)

|νE · ∇ua| d|DχE| < δ, for any a = 1, . . . , k − 1,

then u : supp |DχE| ∩Br(x)→ BRk−1
r (u(x)) is an ηr-GH isometry.

By scaling it is enough to prove the claim when r = 1/2 and |K| ≤ 4. Let us argue by
contradiction. Then we could find η > 0, a sequence (Xn, dn,mn, En, xn), points zn1 , zn2 ∈
supp |DχEn| ∩ B1/2(xn), and 1/n-splitting maps un : B1(xn) → Rk−1 satisfying (i), (ii) and
(iii) with δ = 1/n, un(xn) = 0 and

(5.43)
∣∣∣|un(zn1 )− un(zn2 )| − dn(zn1 , zn2 )

∣∣∣ ≥ η, ∀n ∈ N.

Notice that dn(zn1 , zn2 ) ≥ min{η/(CN − 1), η} since un is CN -Lipschitz.
Observe that, by (i)

(Xn, dn,mn, xn)→
(
Rk, dEucl,

1
ωk

L k, 0k
)

in the pmGH topology.

We can assume the existence of a metric space (Z, dZ) realizing this convergence (cf. Sec-
tion 4.2). Since En satisfies the bound

(5.44)
∣∣∣∣∣mn(En ∩Bt(xn))

mn(Bt(xn)) − 1
2

∣∣∣∣∣+
∣∣∣∣∣t|DχEn|(Bt(xn))

mn(Bt(xn)) − ωk−1

ωk

∣∣∣∣∣ < 1/n for any t ≤ 1,

up to extracting a subsequence, En∩B1(xn)→ F ∩B1(0k) in L1-strong, where F is of locally
finite perimeter in B1(0k) thanks to Proposition 4.29.

Up to extracting again a subsequence we can assume un → u∞ strongly in H1,2 on
B1(0k), where u∞ : BRk

1 (0) → Rk−1 is the restriction of an orthogonal projection, as a
consequence of Proposition 1.34 and Theorem 1.47. We assume, without loss of generality,
that u∞(x) = (x1, . . . , xk−1) for any x ∈ B1(0k).
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We claim that L k
((
F ∩B1(0k)

)
∆
(
{xk > 0} ∩B1(0k)

))
= 0 and

(5.45)
∫
g d|DχEn| →

∫
g d|Dχ{xk>0}| for any g ∈ C(Z) with supp(g) ⊂ B1/2(0k).

This would imply that z∞1 , z∞2 ∈ {xk = 0}, therefore |u∞(z∞1 ) − u∞(z∞2 )| = dEucl(z∞1 , z∞2 )
that contradicts (5.43).
In order to verify the claim we argue as in the proof of the second step of Proposition 5.24.
We choose a smooth function ψ∞ : Rk → R with compact support in B1(0k). Then we
consider a sequence ψn ∈ Lip(Xn, dn) with supp(ψn) ⊂ B1(xn), ‖ψn‖L∞ + ‖|∇ψn|‖L∞ ≤ 4
and ψn → ψ∞ strongly in H1,2 along the sequence (Xn, dn,mn, xn), whose existence is proved
in Lemma 1.46. Observe now that

∇ψn · ∇una → ∇ψ∞ · ea = ∂ψ∞
∂xa

in L2-strong, for any a = 1, . . . , k − 1,

by Proposition 1.40(i) and Proposition 1.40(iii). This observation, along with Proposi-
tion 1.40(ii) and Remark 4.19, gives

(5.46)
∫
F

∂ψ∞
∂xa

dL k

ωk
= lim

n→∞

∫
En
∇ψn · ∇una dmn.

We can now use (5.46), Theorem 5.6 and (iii) to conclude that∣∣∣∣∣
∫
F

∂ψ∞
∂xa

dL k

ωk

∣∣∣∣∣ = lim
n→∞

∣∣∣∣∫
En
∇ψn · ∇una dmn

∣∣∣∣
= lim

n→∞

∣∣∣∣∫ ψn∇una · νEn d|DχEn|
∣∣∣∣

≤ lim
n→∞

∫
|ψn| |∇una · νEn| d|DχEn| = 0,

for a = 1, . . . , k − 1. Since ψ∞ ∈ C∞c (B1(0k)) is arbitrary we obtain that

L k
((
F ∩B1(0k)

)
∆
(
{xk > λ} ∩B1(0k)

))
= 0 for some λ ∈ R.

Using again (5.44) we get L k(F ∩B1(0k)) = ωk/2 that forces λ = 0.
Let us finally prove (5.45). To this end we use again (5.44) with t = 1/2 obtaining that

lim
n→∞

|DχEn| (B1/2(xn)) = ωk−1

2k−1 =
∣∣∣Dχ{xk>0}

∣∣∣ (B1/2(0k)).

We can now apply the third conclusion of Proposition 4.29 and conclude.
Step 2. By assumption there exists an ε-splitting map u : B2s(p)→ Rk−1 such that (5.27)

holds true. We wish to propagate now both the ε-splitting condition and the orthogonality
condition (5.27) at any scale and point outside a set of small H h

5 -measure. More precisely
we are going to prove that there exists a set G ⊂ Bs(p) with H h

5 (Bs(p)\G) ≤ CN
√
εm(Bs(p))

s
such that

(i) for any x ∈ G, 0 < r < s, u : Br(x)→ Rk−1 is a CNε1/4-splitting map;
(ii) for any x ∈ G, 0 < r < s, it holds

(5.47) r

m(Br(x))

∫
Br(x)

|νE · ∇ua| d|DχE| <
√
ε, for a = 1, . . . , k − 1.
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We can find a set G′ satisfying the measure estimate and (i) applying Corollary 5.18. Hence
it is enough to find a set G′′ satisfying the measure estimate and (ii) and to take G := G′∩G′′.
To do so we apply a standard maximal argument. Let us fix a = 1, . . . , k − 1 and set

M(x) := sup
0<r<s

r

m(Br(x))

∫
Br(x)

|νE · ∇ua| d|DχE|.

We claim that G′′ := {x ∈ Bs(p) : M(x) <
√
ε} has the sought properties.

Indeed, for any x ∈ Bs(p) \G′′, there exists ρx ∈ (0, s) such that

(5.48) ρx
m(Bρx(x))

∫
Bρx (x)

|νE · ∇ua| d|DχE| ≥
√
ε.

Applying Vitali lemma to the family of balls {Bρx(x)}x∈Bs(p)\G′′ we find a disjoint subfamily
{Bri(xi)}i∈N such that Bs(p) \ G′′ ⊂ ∪iB5ri(xi). Taking into account the disjointedness of
the covering, (5.48), (5.27) and the Bishop-Gromov inequality, we can compute

H h
5 (Bs(p) \G′′) ≤

∑
i∈N

h(B5ri(xi)) =
∑
i∈N

m(B5ri(xi))
5ri

≤CN
∑
i∈N

m(Bri(xi))
ri

≤ CN
∑
i∈N

ε−1/2
∫
Bri (xi)

|νE · ∇ua| d|DχE|

≤CNε−1/2
∫
B2s(p)

|νE · ∇ua| d|DχE| ≤ CN
√
ε
m(B2s(p))

s
.

Step 3. We claim now that for any η > 0 there exists ε = εη,N > 0 small enough such that
for any 0 < r < s and x ∈ G ∩ (FkE)2s,ε the map
(5.49) u = (u1, . . . , uk−1) : supp |DχE| ∩Br(x)→ Rk−1 is an rη-GH isometry.
The claim is a consequence of Step 1. Indeed, for any x ∈ G ∩ (FkE)2s,ε and any r ∈ (0, s),
the conditions (i) and (ii) of Step 1 are satisfied by definition of (FkE)2s,ε. Moreover u is a
CNε

1/4-splitting map on Br(x) satisfying (5.47), hence also the assumption (iii) of Step 1 is
satisfied for ε small enough.

In order to conclude the proof we have just to check the conclusion (i) in the statement
of Proposition 5.27, since the conclusion (ii) follows from Step 2 choosing ε small enough so
that

√
ε < η. To this aim, take x, y ∈ G ∩ (FkE)2s,ε and choose r := d(x, y). Our claim

(5.49) ensures that∣∣∣|u(x)− u(z)| − d(x, z)
∣∣∣ ≤ rη for any z ∈ supp |DχE| ∩Br(x),

therefore we can take z = y and conclude.





CHAPTER 6

Approximation in Lusin’s sense of Sobolev by Lipschitz functions
on RCD(K,∞) spaces

We say that a function f : X → R on a metric measure space (X, d,m) is approximable
in Lusin’s sense by Lipschitz functions if, given any ε > 0, there exist a Lipschitz function
g : X → R and a Borel set A ⊂ X such that m(X \ A) < ε and f ≡ g on A. In Euclidean
metric measure structures it is well known that this property is equivalent to an almost
everywhere differentiability, in an approximate sense. A quantitative version of this Lusin-
Lipschitz property, namely

(6.1) |f(x)− f(y)| ≤ d(x, y)
(
g(x) + g(y)

)
for some nonnegative g ∈ Lp(m)

holds for W 1,p functions, p ∈ (1,∞), in Euclidean spaces (see [114]). It is also well-known
that in the class of metric measure spaces (X, d,m) satisfying the doubling and 1-Poincaré
inequality, the property (6.1) characterizes W 1,p functions, while for general metric measure
structures it is the basis of the definition of the so-called Hajlasz Sobolev functions (see e.g.
[101]). The quantitative Lusin-Lipchitz property has seen many applications in several fields
of analysis and geometry. Just to mention one, in Chapter 3, following the original idea in
[23,63], we have heavily used this property to obtain a regularity result for flows of Sobolev
velocity fields.

Following closely [8] in this chapter we prove the Lipschitz approximation result for
Sobolev functions in the class of RCD(K,∞) metric measure structures, introducing a new
strategy which does not rely on the doubling property of the reference measure.
Theorem 6.1. Let (X, d,m) be an RCD(K,∞) space. For any α ∈ (1, 2), f ∈ W 1,2(X, d,m),
there exists a m-negligible set N ⊂ X such that, for every x, y ∈ X\N with d(x, y) ≤ 1/(K−)2

one has
(6.2) |f(x)− f(y)| ≤ Cαd(x, y)(g(x) + g(y)),

g :=
(

sup
t>0

Pt|∇f |α
)1/α

+ sup
t>0
|Pt
√
−∆f | ∈ L2(X,m),

where K− denotes the negative part of the curvature bound K. Here Pt denotes the heat
semigroup on (X, d,m) whose infinitesimal generator is ∆.

The main tool in the proof of Theorem 6.1 is the heat semigroup Pt associated to the
Sobolev classW 1,2(X, d,m). More precisely, given x, y ∈ X we consider Ptf when t ∼ d(x, y)2

and we estimate
|f(x)− f(y)| ≤ |f(x)− Ptf(x)|+ |Ptf(x)− Ptf(y)|+ |Ptf(y)− f(y)|.

Roughly speaking the estimates of all terms involve |∇f |, but while the estimate of the
oscillation |Pt(x) − Pt(y)| involves mostly the curvature properties of the metric measure

137
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space, the estimate of f−Ptf builds upon a general result for symmetric Markov semigroup.
More precisely, we introduce the representation formula (see (6.3))

Ptv − v =
∫ ∞

0
K(s, t)Ps

√
−Lv ds ∀v ∈ D(

√
−L), ∀t ≥ 0

where K is a suitable kernel and L the infinitesimal generator of a Markov semigroup R.
This formula provides the correct integrability estimates, at the price of working with the
nonlocal operator

√
−L.

1. Abstract semigroup tools

Aim of this section is to provide a pointwise representation formula for symmetric Markov
semigroups which will play a role in the sequele. Throughout this section G denotes a
separable Hilbert space.
Proposition 6.2. Let Pt = etL be a continuous semigroup acting on G, with infinitesi-
mal generator L : D(L) ⊂ G → G. If −L is a positive selfadjoint operator, one has the
representation formula

(6.3) Ptv − v =
∫ ∞

0
K(s, t)Ps

√
−Lv ds ∀v ∈ D(

√
−L), ∀t ≥ 0,

(understanding the integral in Bochner’s sense) for a suitable kernel K : R+ × R+ → R
independent of Pt and satisfying

(6.4)
∫ ∞

0
|K(s, t)| ds = 4√

π

√
t ∀t ≥ 0.

Proof. Let us begin by proving that

(6.5) e−bt − 1 =
∫ ∞

0
K(s, t)

√
be−bs ds, ∀t ≥ 0, ∀b ≥ 0

for some kernel K satisfying (6.4). For b > 0 (if b = 0 (6.5) is obvious), we use the identity

(6.6) e−bt = 1√
π

∫ ∞
t

1
(s− t)1/2

√
be−bs ds, ∀t ∈ R,

which follows immediately from∫ ∞
t

e−bs

(s− t)1/2 ds = e−bt
∫ ∞
t

e−b(s−t)

(s− t)1/2 ds = e−bt√
b

∫ ∞
0

e−s√
s

ds = e−bt√
b

√
π,

where we have used the well known identity
∫∞

0
e−s√
s
ds =

√
π.

Using (6.6) we find

e−bt − 1 = e−bt − e−b0 =
∫
R

1√
π

(
χs>t

(s− t)1/2 −
χs>0

s1/2

)√
be−bs ds,

so that, setting

K(s, t) := 1√
π

(
χs>t

(s− t)1/2 −
χs>0

s1/2

)
we obtain (6.5). Let us now check that∫ ∞

0
|K(s, t)| ds = 4√

π

√
t for any t ≥ 0.
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For t > 0 we have∫ ∞
0
|K(s, t)| ds = 1√

π

∫ t

0

(
1
s1/2ds+ 1√

π

∫ ∞
t

1
(s− t)1/2 −

1
s1/2

)
ds

= 2√
π

√
t+ 2√

π
((s− t)1/2 − s1/2)|s=∞s=t

= 4√
π

√
t.

Using standard notions of functional calculus we can write

Pt =
∫ ∞

0
e−λt dE(λ) ∀t > 0,

where E is the spectral measure associated to L. For v ∈ D(
√
−L), from (6.5) we obtain

Ptv − v =
∫ ∞

0
(e−λt − 1) dE(λ)v

=
∫ ∞

0

∫ ∞
0

K(s, t)
√
λe−λs ds dE(λ)v

=
∫ ∞

0
K(s, t)

∫ ∞
0

√
λe−λs dE(λ)v ds,

where all integrals are well defined since v ∈ D(
√
−L) implies

∫∞
0
√
λ dE(λ)v < ∞. We

finally observe that∫ ∞
0

√
λe−λs dE(λ)v = Ps

√
−Lv =

√
−LPsv ∀v ∈ D(

√
−L),

that concludes the proof. �

We now particularize the previous result to the case of Markov symmetric semigroups
(see e.g. [133, page 65]). Let (X,F ,m) be an abstract measure space, with m σ-finite,
and let Pt be a symmetric Markov semigroup acting on G = L2(X,F ,m). In this class of
semigroups, which have a canonical extension to a contraction semigroup in all Lp(X,F ,m)
spaces, 1 < p < ∞, one can always find, for all f ∈ G, versions of Ptf , t > 0, with the
property that t 7→ Ptf(x) is continuous (in fact, analytic) in (0,∞) for m-a.e. x ∈ X
(cf. [133, page 72] for a proof). For such continuous version, besides the Littlewood-Paley
inequality (cf. [133, page 74])

(6.7)
∫
X

∫ ∞
0

t
∣∣∣ d
dtPtf(x)

∣∣∣2 dt dm(x) ≤ 1
4

∫
X
|f |2 dm,

we shall also use the following powerful result from the theory of Markov semigroups (see
for instance [133, page 73]).
Theorem 6.3 (Maximal inequality). For p ∈ (1,∞] one has, for some Cp <∞,

‖ sup
t>0

Ptf‖p ≤ Cp‖f‖p ∀f ∈ Lp(X,F ,m).

In addition, for all f ∈ Lp(X,F ,m), one has Ptf → f m-a.e. as t→ 0+.
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Proposition 6.4. For every f ∈ D(
√
−L), one has m-a.e. continuous version of Pt satis-

fying

(6.8) |Ptf(x)− f(x)| ≤ 4
√
t√
π

sup
s>0
|Ps
√
−Lf |(x) for m-a.e. x ∈ X.

Proof. By Proposition 6.2 we have

(6.9) Ptf(x)− f(x) =
∫ ∞

0
K(r, t)Ps

√
−Lf(x) dr, for m-a.e. x ∈ X,

so that

|Ptf(x)− f(x)| ≤
∫ ∞

0
|K(r, t)| dr · sup

s>0
|Ps
√
−Lf |(x) = 4

√
t√
π

sup
s>0
|Ps
√
−Lf |(x),

where we have tacitly used that t→ Ptf(x) is continuous for m-a.e. x ∈ X. �

2. Proof of the Theorem 6.1

As we have already mentioned in the introduction the starting point of the proof of
Theorem 6.1 is the inequality
(6.10) |f(x)− f(y)| ≤ |Ptf(x)− f(x)|+ |Ptf(y)− Ptf(x)|+ |Ptf(y)− f(y)|,
which is relevant for our purpose when t ∼ d(x, y)2.

Let us define
It(x0, x1) := |Ptf(x0)− Ptf(x1)|, Jt(x) := |f(x)− Ptf(x)|,

and study those functions separately.

2.1. Estimates on It(x0, x1). The main ingredient is Wang’s infinite-dimensional Har-
nack inequality for nonnegative functions g ∈ L2(X, d,m), namely

(6.11) (Ptg)α(x) ≤ Ptg
α(y) exp

(
αd(x, y)2

2σK(t)(α− 1)

)
∀x, y ∈ X

with α > 1 and σK(t) = K−1(e2Kt − 1) if K 6= 0, σ0(t) = 2t.
This inequality is a consequence of the synthetic lower bound on the Ricci curvature and

can be established along the lines of the proof of Wang’s log-Harnack inequality given in
[18].
Proposition 6.5. For every α ∈ (1, 2], t > 0 and f ∈ W 1,2(X, d,m) one has
(6.12)

|Ptf(x0)− Ptf(x1)| ≤ d(x0, x1)e−Kt exp
{

d(x0, x1)2

2σK(t)(α− 1)

}
(Pt|∇f |α(x0))1/α ∀x1 ∈ X.

for m-a.e. x0 ∈ X.

Proof. By a simple truncation argument, it is not restrictive to assume that f is bounded, so
that all functions gr := Prf , r > 0 are bounded and Lipschitz. If we establish the pointwise
inequality

|Ptgr(x0)− Ptgr(x1)| ≤ d(x0, x1)e−Kt exp
{

d(x0, x1)2

2σK(t)(α− 1)

}
(Ht|∇gr|α(x0))1/α
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for all x0, x1 ∈ X we can then pass to the limit as r → 0 and use the pointwise continuity
of the semigroup on bounded functions to achieve (6.12).

Let (xs)s∈[0,1] be a unit speed geodesics connecting x0 and x1, we have

|Ptgr(x0)− Ptgr(x1)| ≤
∫ 1

0

∣∣∣∣∣ d
dsPtgr(xs)

∣∣∣∣∣ ds ≤ d(x0, x1)
∫ 1

0
|∇Ptgr|(xs) ds.

We can now use the Bakry-Emery estimate |∇Ptgr| ≤ e−KtPt|∇gr|, to get

|Ptgr(x0)− Ptgr(x1)| ≤
∫ 1

0

∣∣∣∣∣ d
dsPtgr(xs)

∣∣∣∣∣ ds ≤ d(x0, x1)
∫ 1

0
Pt|∇gr|(xs) ds.

By using Wang’s Harnack inequality (6.11) we get
∫ 1

0
Pt|∇gr|(xs)ds ≤

(∫ 1

0

(
Ht|∇gr|(xs)

)α
ds
)1/α

≤
(∫ 1

0
Pt|∇gr|α(x0) exp

{
αd(x0, xs)2

2σK(t)(α− 1)

}
ds
)1/α

≤(Pt|∇gr|α(x0))1/α exp
{

d(x0, x1)2

2σK(t)(α− 1)

}
.

The proof is complete. �

2.2. Estimate on Jt(x). We look for a pointwise estimate of the form

|Ptf(x)− f(x)| ≤
√
t g(x),

where g is a nonnegative function satisfying

‖g‖L2 ≤ C ‖∇f‖L2 .

Natural candidates are g(x) := supt>0 Pt|∇f |(x), as in the finite-dimensional theory, or
g(x) = supt>0 |Pt

√
−∆f |(x). Here we focus on the latter.

Let us recall that for every g ∈ D(∆) (that is a dense subset of W 1,2) we have

(6.13)
∥∥∥√−∆g

∥∥∥2

L2
=
∫
X

√
−∆g

√
−∆g dm = −

∫
X
g∆g dm =

∫
X
|∇g|2 dm,

so that W 1,2(X, d,m) ⊂ D(
√
−∆). Hence, from Proposition 6.4 we get

(6.14) |Ptf(x)− f(x)| ≤ 4
√
t√
π

sup
s>0
|Ps
√
−∆f |(x) for m-a.e. x ∈ X.

and ∥∥∥∥∥sup
s>0
|Ps
√
−∆f |

∥∥∥∥∥
L2
≤ C ‖∇f‖L2 .
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2.3. Conclusion. We are now in position to conclude the proof of Theorem 6.1. Re-
calling the decomposition (6.10) and and applying Proposition 6.5, (6.14) with t := d(x, y)2

we find an m-negligible set N such that

|f(x)− f(y)| ≤ d(x, y) 4
π

(sup
t>0
|Pt
√
−∆f |(x) + sup

t>0
|Pt
√
−∆f |(y))

+d(x, y) exp
{
−Kd(x, y)2 + d(x, y)2

2σK(d(x, y)2)(α− 1)

}
sup
t>0

Pt|∇f |α(x),

for every x, y ∈ X \ N . Where σK(t) = K−1(e2Kt − 1) if K 6= 0, σ0(t) = 2t. In order to
conclude the proof we show that

exp
{
−Kd(x, y)2 + d(x, y)2

2σK(d(x, y)2)(α− 1)

}
≤ Cα,

for every x, y ∈ X satisfying d(x, y) ≤ 1/(K−)2. When K ≥ 0, using that σK(t) ≥ 2t, we
obtain

−Kd(x, y)2 + d(x, y)2

2σK(d(x, y)2)(α− 1) ≤
1

4(1− α) for every x, y ∈ X.

When K < 0 it is easily seen that σK(t) ≥ 2te2Kt, thus we deduce
(6.15)

−Kd(x, y)2 + d(x, y)2

2σK(d(x, y)2)(α− 1) ≤ −Kd(x, y)2 + 1
4(1− α)e

−2Kd(x,y)2 for every x, y ∈ X.

The conclusion easily follows using that d(x, y) ≤ 1/(K−)2.
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