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Abstract

This thesis is devoted to the analysis of the asymptotic behaviour of two damped dynamical
problems as inertia vanishes. Thanks to the presence of dissipative terms, we prove that in
both cases the limit evolution is quasistatic and rate-independent; the role of the damping
is crucial for the validity of the result, since counterexamples in the dissipation-free setting
are known.

The first problem, covering several mechanical models, deals with the abstract differen-

tial inclusion
€25 (t) + OuR(t,3°(t) + Do (t,2°(t)) 0, >0,

in finite dimensional spaces. Here the damping term is given by the dissipation potential
R, which represents a dry friction possibly depending on time. After the establishment of
an existence (and uniqueness) result of dynamic solutions under suitable assumptions, we
show that the limit function obtained sending ¢ — 07 solves (in various suitable senses)
the rate-independent inclusion 9, R(¢,%(t)) + D,E(t, z(t)) > 0.

The second model describes the debonding of a one-dimensional object (a bar or a
tape) from an adhesive brittle substrate. To illustrate the process, the viscous-damped
wave equation

e2us, (t, ) —us, (t,x) +eus(t,z) =0, t>0,0<z <),

is considered in the time-dependent domain (0, ¢%(¢)) representing the unbonded part of
the object, and is coupled with a dynamic Griffith’s criterion governing the evolution of
the debonding front ¢¢. We first prove existence, uniqueness and continuous dependence
results for this coupled problem. Then, exploiting the presence of the viscous term eug,
we are able to deduce that the dynamic solution (uf,¢¢) converges as ¢ — 01 to a pair
(u, £) solving the equilibrium equation (¢, z) = 0 in (0,£(t)) together with a quasistatic
Griffith’s criterion for ¢.

Our main contribution is thus the confirmation for the two considered models of the
tendency of dynamical systems to be close to their quasistatic counterpart (when inertia
is small) only if suitable dissipation mechanisms are taken into account. Their presence is
indeed necessary to erase in the limit all the kinetic effects, which otherwise survive and
can not be detected by a pure quasistatic analysis.






Introduction

In most of the models arising in the framework of mechanical systems the involved
physical process is assumed to be quasistatic if the external forces act slowly. In this setting
all the rate-dependent effects, such as viscosity or inertia, are neglected and the evolution
is usually driven by two criteria: the body is at equilibrium at every time (stability),
and the total energy of the system is balanced by the work of the external forces (energy
balance). We refer for instance to the monograph [65] for a wide and complete presentation
of quasistatic and rate-independent evolutions.

The common choice of adopting a quasistatic viewpoint is twofold. On one hand qua-
sistatic models are much easier to treat than the viscous or dynamic ones which naturally
emerge in mechanics. On the other hand they are believed to provide a reasonable approx-
imation of the aformentioned more natural and richer models, still keeping all the peculiar
features and properties. Of course, this approximation makes sense and can be possible
only when external forces (and initial velocity) are slow enough with respect to a suitable
time-scale, otherwise inertia is triggered and internal vibrations must be taken into account.

Due to the above reasons, in the last twenty years a deep mathematical comprehension
of quasistatic models has been obtained, see for instance [14, 18, 21, 27, 33, 34, 71] in the
context of Fracture Mechanics, or [64, 67] for damage models. Among the main conse-
quences of this extensive understanding, we may mention the development of simple and
efficient algorithms leading to proficuous numerical investigations of the involved processes,
see [5, 6, 44, 70].

However, although the quasistatic approximation is often adopted and accepted, a rig-
orous mathematical proof of its validity is really far from being achieved in a general
framework, due to the high complexity and diversity of the phenomena under considera-
tion. We may roughly recognise two different kinds of approach: the first one, which takes
only viscosity into account, consists in the asymptotic analysis of a first order singular
perturbation of the quasistatic model. The procedure, called for clear reasons vanishing
viscosity method, has been widely analysed and understood under different points of view
thanks to the contribution of several authors. We quote for instance [4, 61, 62, 63, 86] for an
abstract investigation and the concepts of Balanced Viscosity and parametrised solutions,
or [32, 47, 79] for applications to mechanics and elasticity. Exploiting the characteristic
parabolic structure of the viscous problem, the main techniques adopted in this framework
come from the by now well consolidated realm of gradient flows, even treated in metric
spaces (see [9] for a general discussion on the topic).

The second approach, which we follow in this thesis, deals instead with the quasistatic
limit of dynamical problems, an approximation of second order due to the presence of
inertia; because of several mathematical difficulties brought by the underlying hyperbolic
structure, it still offers a huge variety of open questions and hard challenges. To illustrate
its formulation we consider as an example the following system of ordinary differential
equations:
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Usually in many applications the function f is the (spatial) gradient of a suitable potential
energy functional emerging from the mechanical model one is interested in. In order to
consider slow forces and slow initial velocity, a small parameter € > 0 is included in the
system, which thus becomes:

{a‘c'g(t) = f(et, (), 3(t), >0,

2:(0) = z9, #:(0) = ey, (00.1)

This is still not yet the correct system of which to study the limit as € — 07 (indeed the
second derivative, i.e. the inertia, is not vanishing); we first need to recast it in the proper
time-scale of internal oscillations. With this aim, it is convenient to introduce the change
of variable t — t/e and the rescaled function 2°(t) = z. (t/€); hence (0.0.1) takes finally

the form:
(1) = f(t,2%(1),ci* (1)), >0,
2%(0) = xo, °(0) = 1.

The problem thus consists in understanding whether or not solutions of (0.0.2) converge as
e — 07 to functions z solving the quasistatic problem

0= f(t,x(t),0), t>0,
z(0) = xo,

(0.0.2)

(0.0.3)

which is exactly the formal limit of (0.0.2). Other nontrivial issues often emerging in this
asymptotic analysis are the regularity in time of the limit function and the characterisation
of possible jumps, which are expected to occur in a nonconvex setting.

Because of the aformentioned difficulties, nowadays only partial results on the theme are
available; we refer for instance to [26] in a case of perfect plasticity, to [54, 79] for damage
models, to [82] for a model of delamination, and to [60, 80] for systems with hardening in
viscoelastic solids. The issue of the quasistatic limit of dynamic evolutions has also been
studied in a finite-dimensional setting where, starting from [3] and with the contribution of
[69], an almost complete understanding on the topic has been reached in [83]. A common
feature appearing both in finite and in infinite dimension is the validation of the quasistatic
approximation via dynamic problems only in presence of a damping term in the dynamical
model. A simple explanation could be the following: roughly speaking, if no dissipations
are considered, kinetic energy persists in the limit precluding the resulting evolution to be
rate-independent.

The content of this thesis work goes in the same direction; we indeed present two differ-
ent dynamical problems with different dissipative terms and we analyse their asymptotic
behaviour when inertia vanishes, as explained in the previous illustrative example. Thanks
to the presence of dissipation, we prove that in both cases the limit evolution is quasistatic
and rate-independent; thus the quasistatic approximation is justified. We want to highlight
that the role of the damping is crucial for the validity of the result, since counterexamples in
the undamped situation of both models are known, see [52] and [69]. We hence confirm the
tendency possessed by dynamical systems to be related (when inertia is small) to their qua-
sistatic counterpart only if suitable dissipative mechanisms are taken into account. Their
presence is indeed necessary to delete in the limit all the dynamic effects, which otherwise
survive and can not be detected by a pure quasistatic analysis.

Part 1

Finite-dimensional systems with non-autonomous dry friction

The subject of the first part of the thesis regards the investigation of the quasistatic
approximation for abstract dynamical systems in finite dimension, in which the role of
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Figure 1: A model of soft crawler, discussed in Subsection 1.2.2.

principal dissipation is played by a (possibly) time-dependent dry friction. Although several
mechanisms appearing in nature show the occurence of a non-autonomous damping, from
a mathematical point of view this feature has been barely taken into account: we refer for
instance to [39], where this aspect is studied, but only in a quasistatic framework.

Among the multitude of standard mechanical models which can be included in the
abstract formulation we consider, a particular focus is reserved to an application to a
discrete model of soft crawler, analysed in [36]. To explain it, let us consider the example
illustrated in Figure 1. The system is composed by N = 4 masses on a line. Each couple
of adjacent masses is joined by a soft actuated link and subjected to dry friction; this
means that the actual shape of the locomotor is not explicitly controlled, but undergoes
to hysteresis. Soft actuation is standard in nature, where soft bodies and soft body parts,
compliant joints and soft shells are the norm. This feature is even more evident for worm-
like locomotion: for instance earthworms and leeches are entirely soft-bodied, while no lever
action on the skeleton is employed by snakes during rectilinear locomotion.

In coordination with the soft actuation on the links, a second active control is sometimes
available to crawlers: the ability to change the friction coefficients in time. The most
remarkable example is inching, i.e. the locomotion strategy of leeches and inchworms, which
has been also reproduced in soft robotic devices [85]. In inching locomotion the crawler
can be modelled as a single link, periodically elongating and contracting, with the two
extremities alternately increasing the friction coefficient (anchoring): during elongation
the backward extremity has more grip, so it remains steady while the forward extremity
advances, and vice versa during contraction. Other examples of active control of the friction
coeflicients can be observed in crawlers using anisotropic friction: changing the tilt angle
of bristles — such as setae and chaetae in anellids [1, 72] — or scales — such as in snakes [43]
and in robotic replicas [57, 73] — produces a change in the friction coefficients [37], that is
used to facilitate sliding or gripping.

The description of the dynamic evolution for the above system can be covered by the
following general formulation, involving an abstract differential inclusion:

{52M5c'5(t) + Vit (t) + QyR(t, i°(t)) + DuE(t,2°(1)) 30, ¢ >0, (0.0.4)

22(0) = a5, 2°(0) = a7,

where the small parameter € > 0 models a slow loading regime, and the reparametrisation
t — t/e has already been applied. We stress that, differently from the illustrative example
(0.0.2), in the argument of the subdifferential of R(¢,-) there is no € in front of the velocity
#(t). This is motivated by the fact that R(¢, ) is usually, and in particular here, positively
one-homogeneous; thus its subdifferential turns out to be homogeneous of degree zero, and
so the term e can be neglected. Moreover, we also allow the initial position and velocity to
depend on .

Likewise [83], we confine ourselves to a finite dimensional framework due to mathe-
matical issues arising in infinite dimension, where only specific and concrete models have
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been treated (see [26, 54, 60, 79, 82, 80] or also the second part of the thesis). Thus,
the ambient space where the variable z°(t) lives will be a Banach space X with finite
dimension. In the abstract setting, M: X — X* is a symmetric positive-definite linear
operator representing masses, and V: X — X* a positive-semidefinite (hence, possibly
V = 0) linear operator including the possible presence of viscosity in the model. The
function &: [0,+00) x X — [0, +00) instead represents a driving potential energy, whereas
R: [0,4+00) x X — [0,400] is a time-dependent dissipation potential, modelling for in-
stance dry friction. While the dependence on time of the function £ is customary in these
kind of problems, in order to include external forces in the system, we point out that non-
autonomous dissipation potentials R = R(t,v) are very rare in the mathematical literature.
The general assumptions on £ and R will be discussed later on in the Introduction, see also
Chapter 1.

In the specific example of the locomotion model of Figure 1, the ambient space X is
RY and the components x; € R of the solution represent the position of the i-th block.
The matrix M := Diag{mi,...,my} denotes the mass distribution, while the matrix V
could describe for instance viscous resistances to length changes in the links, or the linear
component of a Bingham type friction on the blocks, caused by lubrication with a non-
Newtonian fluid, see [29]. The functional £ represents the elastic energy of the system. We
emphasize that, since we are dealing with a locomotion problem, rigid translations must
be included in the space of admissible configuration. This implies that the elastic energy &
takes the form

(“:(t, l’) = gsh(tv 7"-Z("E)%

where the restricted functional &, is defined on a smaller subspace Z C X. The linear
operator mz: X — Z assigns to each configuration z € X the corresponding shape of the
locomotor; in the example of Figure 1 with N = 4, a natural choice could be Z = R? and
wz(x) = (xe—x1, x3—22, x4—x3). Furthermore, to model the soft actuated links joining the
masses, it is common to consider a quadratic restricted energy, namely

-1

N
Ean(t,2) = Z

=1

Lz — (1),

o |

where /¢; is the actuator of the i-th link, usually a Lipschitz function, while k; > 0 is its
elastic constant. We however remark that the abstract formulation also includes other kinds
of standard model, not related to locomotion, where Z = X and 7z can be considered as
the identity over X.

Finally, the functional R will have the form

R(t7 U) = XK(U) + 7?'ﬁnite(tv U)a (005)

where Y is the characteristic function of a closed convex cone K and Rgpite has finite
values. In the considered example of the crawler, one could take

N
K = ﬂ{x e RY | y;z; >0},  for suitable v; € {~1,0,1},
i=1

and

N
Rﬁnite(t7 ’U) = Z ai<t) ‘Ui|7
=1

with a;: [0,4+00) — (0, +00) Lipschitz and bounded.
The dissipation potential Rgnite accounts for dry friction forces which, as explained
before, may change in time. The term xx instead represents a constraint on velocities and
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may be used to describe situations in which hooks or hard scales [58] are used to create an
extreme anisotropy in the interaction with the surface, so that motion “against the hair”
may be considered impossible.

Chapter 1. Setting of the problem and applications

The first chapter of the thesis, included in the submitted work [38] in collaboration with
P. Gidoni, contains a detailed presentation on the (rescaled) dynamic problem (0.0.4), and
on its quasistatic counterpart:

2(0) = 20, (0.0.6)

{&,R(t,:t(t)) + DE(t,z(t) 20, t>0,
Differently from (0.0.3), we notice that the time derivative &(t) survives in the quasistatic
formulation since, as explained before, the subdifferential 9, R(t,-) is positively homoge-
neous of degree zero: this in particular ensures rate-independence.

First of all we introduce all the main assumptions we require on £ and R. We list
them also here for the sake of completeness. We recall that the elastic energy has the form
E(t,x) = En(t,mz(x)), where Z is a linear subspace of X and 7z: X — Z is a linear and
surjective operator; we thus suppose that E,: [0,4+00) X Z — [0, +00) satisfies:

(E1) &Esn(-, 2) is absolutely continuous in [0, 7] for every z € Z and for every T' > 0;

(E ) sh(t,+) is p—uniformly convex for some p > 0 for every ¢ € [0, +00), namely for every
€[0,1] and z1,29 € Z:

65h(7f, 0z1 + (1 — 9)2’2) < Gé’sh(t, Zl) + (1 — Q)SSh(t, 2’2) — %9(1 — 0)|Zl — ZQ|QZ;

(E3) Esn(t,-) is differentiable for every ¢ € [0, 4+00) and the differential D,E), is continuous
in [0, +00) X Z;

(E4) for a.e. t € [0,+00) and for every z € Z it holds
‘ 0

agsh(ta Z)

< W(gsh(t’ Z))'Y(t)a

where w: [0, 400) — [0, 4+00) is nondecreasing and continuous, while the nonnegative
function v is in L(0,T) for every T > 0;

(E5) for every R > 0 and T' > 0 there exists a nonnegative function ng € LY(0,T) such
that for a.e. t € [0,T] and for every 21,22 € B it holds

0

0
P En(t,21)| < nr(t)|z2 — 21z

gsh(tv Z2) - ot
We observe that condition (E2) yields convexity of the whole functional £(, -); we however
point out that this property will not be necessary when dealing with the dynamic problem
(0.0.4) and for the first part of the subsequent vanishing inertia analysis performed in
Chapter 2, where also non convex energies are allowed.

As regards R we require that it can be written as in (0.0.5), assuming K C X is a
nonempty closed convex cone, and Rpite: [0, +00) X X — [0, +00) fulfils:

(R1) for every t € [0,400), the function Repite(t, ) is convex, positively homogeneous of
degree one, and satisfies Repite(t,0) = 0;
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(R2) for every T > 0 there exist two positive constants a* > «, > 0, possibly depending
on T, for which

ay [v| < Rnite(t,v) < ™ Jv|,  for every (t,v) € [0,T] x X;
(R3) for every T > 0 there exists a non-negative function p = pr € L'(0,T) for which

| Réinite (t, V) — Renite(s, v)| < \v]/ 7)dr, forevery 0 < s <t <T and v € X.

We notice that the first inequality in (R2) ensures coercivity of the dissipation potential.
We point out that such a strong request, crucial for our analysis, is absolutely natural
in the finite dimensional setting we are considering, as we will see in the examples of
Section 1.2. On the contrary, it becomes very restrictive in infinite dimension: indeed, in
standard models of elasticity where the simplest ambient space is H&(Q), a common choice
of dissipation potential is [, [v(z)|dz, which of course is not coercive.

We then introduce different notions of solution for the dynamic and the quasistatic
problem. In both cases, we say that a function is a differential solution if initial data are
attained and the differential inclusion holds true in the dual space X* for almost every time.
A weaker concept is instead given only for the quasistatic formulation (0.0.6); to proper
present it, we need to consider a suitable generalisation of functions of bounded variation
from [0, 4+00) to X, already used in [39], in which the norm of the target space is replaced
by the time-dependent functional R. For this reason we call them functions of bounded
R—variation. In Section 1.3 we discuss in detail the properties possessed by this generalised
version of BV functions, comparing them with the standard case.

Thus, a function = of bounded R-variation is said to be an energetic solution for (0.0.6)
if the following global stability condition and weak energy balance hold true:

(GS) E(t,x(t)) < E(t,v) + R(t,v —x(t)), for every v € X and for every t € [0, +00);
(WEB) &(t,z(t)) + Vr(z;0,t) = £(0, z0) / pn E(r,x(7))dr, for every t € [0, 4+00),

where Vr(z;0,t) denotes the R—variation of x in the time interval [0,¢]. The motivations
behind such a definition are well known, and a deep overview can be found for instance in
[65]. Briefly speaking, if the potential energy is convex, any differential solution of (0.0.6)
satisﬁest(GS) and (WEB), replacing the R—variation Vg(z;0,t) with the more common

ferm / R(r,&(r))dr.

Once that the setting of the problem and the main assumptions have been clarified,
we then propose several applications that can be covered by systems of this form. Besides
the model of discrete soft crawlers already shortly discussed here in the Introduction, we
present the formulation of scalar and vectorial play operator and an example of rheological
model.

Chapter 2. Vanishing inertia analysis

In Chapter 2 we discuss existence, uniqueness, and the main properties of the solutions
of both the dynamical system (0.0.4) and the quasistatic one (0.0.6). We finally perform
the asymptotic analysis as ¢ — 0% for a dynamic solution z¢ of (0.0.4). Also the results of
this chapter are contained in the work [38] in collaboration with Paolo Gidoni.

We first deal with the dynamical problem; we prove existence of differential solutions
under assumptions (E1), (E3)—(E5) and (R1)—(R3). As previously remarked, convexity here
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is not needed. The strategy is based on an equivalent formulation of (0.0.4): by setting
0 := e2Mzf we can transform the system in the following second order perturbed sweeping
process:

{7] (t) € =Nk (1°(t)) — F(t,n°(t),7°(t)), (0.0.7)

n°(0) = 2Ma§, 7°(0) = EQMxl,

where Myx is the normal cone to the convex set MK, and the multivalued map F has the
form

F(t,u,v) = eV Qv + 0y Rnite(t, Q°v) + D E(t, Q°u),

where Q° is the inverse operator of ¢2M. We then rely on a more general result of [2],
which in particular ensures existence of solutions to (0.0.7). Uniqueness is also obtained
under a slightly stronger assumption of £, namely requiring its gradient to be, roughly
speaking, Lipschitz in space uniformly with respect to time. The precise result is stated in
Theorem 2.1.8, see also Proposition 2.1.7.

We also remark that previous argument exploits another equivalent formulation of
(0.0.4), which will be useful for the vanishing inertia analysis, described by the following
pair of conditions:

(LS¢) for a.e. time ¢ € [0, 400) and for every v € X

R(t,v) + (D E(t,2°(t)) + 2Mi°(t) + Vi (t), v) > 0;

(EB®) for every t € [0, +00)
2
—|a'c()|M+5tx /7?,7'30 d7'+5/ |z5(T ]VdT

SR+ 0.5 + [ Serato)ar

Here (LS?) stands for local stability, while (EB¢) for energy(-dissipation) balance. In par-
ticular in the energy balance we recognise, in order of appearance, kinetic energy, potential
energy, energy dissipated by friction and by viscosity; the last term in the second line
represents instead the work done by external forces.

Next, we turn our attention to the quasistatic problem, in particular on the notion of
energetic solution. The main outcome is a temporal regularity result, under the assumptions
(E1)-(E5) and (R1)-(R3). We indeed prove that actually energetic solutions are absolutely
continuous, thus recovering their equivalence with differential solutions. For this fact,
convexity— i.e. assumption (E2)- is crucial, and the argument adapts the ideas of [67] to
our framework in which uniform convexity is available only on the subspace Z and the
dissipation potential R depends on time. The first step employs uniform convexity to
deduce from (GS) the following improved version of stability:

E(t,x(t)) + %\ﬂz(x(t)) —77(v)|% < E(t,v) + Ran(t, m7(v) — mz(x(t))), for every v € X,

where R, is a suitable restricted version of R, defined on Z; see (2.2.1). By considering as
competitor in the above estimate the solution at a different time z(s), and then exploiting
the weak energy balance (WEB) together with suitable properties of the R—variation, we
are able to get absolute continuity of x. The rigorous and detailed result is stated in
Proposition 2.2.8. We then present some known cases in which uniquess is granted, see
Lemmas 2.2.9 and 2.2.10.
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Finally, we focus on the limit behaviour of a dynamic solution ¢ to (0.0.4) as € — 0.
By combining the energy balance (FB¢) together with Gronwall Lemma, for every T' > 0
we first deduce the following uniform bound:

2
%|5’c()]M+Et:c /’RT:U dT+5/ |2°(7)|3 dr < Cp,  for every t € [0,T],

where C'r is a constant independent of £ and possibly dependent on T'. As a simple byprod-
uct, exploiting the coercivity given by condition (R2) and by means of Helly’s Selection
Theorem, we thus obtain the existence of a convergent subsequence, here not relabelled,
and of a limit function z such that:

e lim 2°(t) = x(¢), for every t € [0, 4+00);

e—0t

. £%1+ e|zc(t)|m = 0, for every t € (0, +00) \ J, where J, is the jump set of x.
&
Notice that the second limit is saying that kinetic energy vanishes outside the (possible)
discontinuity points of . We then characterise the limit function = as an energetic solution
to the quasistatic problem (0.0.6) by means of an asymptotic analysis of the stability
condition (LS¢) and the energy balance (EFB¢). Passing to the limit in (LS®), we first
manage to deduce that the right and left limit of x are locally stable, meaning that:

(LST) R(t,v) + (D E(t,xt(t)),v) >0, forevery v € X and for every t € [0, +00);
(LS™) R(t,v) + (D E(t,x~(t)),v) >0, for every v € X and for every t € (0, +00).

Letting e — 0T in the energy balance, and by using lower semicontinuity of the R-variation,
we instead get the following inequality:

E(t,xT (b)) + Vr(x;s—,t+) < E(s,z~ / —&(r,z(7))dr, for every 0 < s <t.

(0.0.8)
We want to highlight that, up to this point, convexity assumption (E2) on the potential
energy & is not needed. But from now on we require it to complete the argument; indeed
convexity improves the local stability conditions (LS¥) to their global counterparts:

(GS) E(t,xt(t)) < E(t,v) + R(t,v —xT(t)), for every v € X and for every t € [0, +00);
(GS™) E(t,z=(t)) < E(t,v) + R(t,v —x~(t)), for every v € X and for every t € (0, +00).

By standard techniques, the above conditions allow us to show also the other inequality in
(0.0.8), obtaining as a consequence the fact that the right limit z* is an energetic solution
of (0.0.6). Thanks to the regularity properties previously proved (based on convexity), we
finally deduce that x coincides with ™ and is actually absolutely continuous; hence z itself
is an energetic (actually a differential) solution to the quasistatic problem. The rigorous
result is contained in Theorem 2.3.9, see also Theorem 2.3.8.

Part 11
A mechanical model of debonding with viscous damping

The second part of the thesis deals with the analysis of the quasistatic limit for a
particular dynamic debonding model involving one spatial dimension (in some context also
called peeling test) when also viscosity is taken into account. The interest of the physical
and engineering community on this kind of models originates in the '70s from the works
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of Hellan [40, 41, 42], Burridge & Keller [17] and carries on in the '90s with the ones of
Freund and Slepyan collected in [35] and [84], respectively. Their importance relies on
the fact that they possess deep similarities to the theory of dynamic crack growth based
on Griffith’s criterion, but at the same time they are much easier to treat, allowing an
exhaustive comprehension of the involved physical processes. Among the features and
difficulties shared with general Fracture Dynamics we can list the time dependence of the
domain of the wave equation and the presence of an energy criterion governing the evolution
of the system; the obvious simplification of these debonding models relies instead in the
monodimensionality of the domain. This one-dimensional spatial structure indeed allows
to study and inspect more easily the growth of the debonding front, in contrast to the very
hard task of detecting the path and the evolution of a crack in a multidimensional body.
For the sake of completeness, among the multitude of recent works about dynamic crack
propagation we quote for instance [22, 23, 25, 49, 78].

In the last few years the model of a tape peeled away from a substrate has been studied
from different points of view by several authors, see for instance [24, 31, 30, 50, 51, 52, 53].
In particular, a complete mathematical analysis has been given in [24, 52], where the authors
firstly prove well-posedness of the problem and then show how the quasistatic limit question
has a negative answer if no dampings are taken into account. Here we consider the same
model, with the addition of a viscosity term thanks to which we will be able to validate the
quasistatic approximation.

The model can be interpreted in two different ways. The first one, following [30, 50],
describes a dynamic peeling test for a one-dimensional tape, which is assumed to be per-
fectly flexible and inextensible, initially attached to a flat rigid substrate and placed in some
environment which causes a viscous damping on its surface. We assume the deformation
of the tape takes place in a vertical plane with orthogonal coordinates (z,y), where the
positive z-axis represents the substrate as well as the reference configuration of the tape.
For the sake of simplicity we neglect incompenetration between the tape and the substrate.
During the evolution the tape is described by z — (z + h(t,z),u(t,z)), namely the pair
(h(t,z),u(t,x)) is the displacement at time ¢ > 0 of the point (x,0), and it is glued to the
substrate on the half line {x > ¢(t),y = 0}, where ¢ is a nondecreasing function satisfying
£y :=£(0) > 0 which represents the debonding front. This implies that both the horizontal
displacement h(t,x) and the vertical one u(t,z) are equal to 0 for x > ¢(t). As in [24] we
make the crucial assumption that 5 > 0, namely at the initial time ¢ = 0 the tape is already
debonded in the segment {(x,0) | z € [0,4y)}; see instead [53] for the analysis of the sin-
gular case in which initially the tape is completely glued to the substrate. At the endpoint
x = 0 we prescribe a boundary condition u(t,0) = w(t), where w is the time-dependent
vertical loading. See Figure 2.

Linear approximation and inextensibility of the tape lead to the following formula for
the horizontal displacement h:

_ 1o 2
h(t,z) = 5 ug(t, 0)*do,

and thus the only unknowns of the problem are the vertical displacement u and the debond-
ing front ¢. Introducing a parameter v > 0 which tunes viscosity, it turns out that the
vertical displacement u solves the problem

g (t, ) — gy (t, ) + vu(t,x) =0, t>0,0<z<L(),

u(t,0) = w(t), t>0,
u(t, 0(t)) =0, t>0, (0.0.9)
u(0,z) = up(z), 0<x < {,

L u(0, ) = uy(z), 0<x <y,
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Figure 2: The deformation of the film at time ¢ is represented by the displacement (xg,0) —
(xo+h(t,zg),u(t,zo)). The function w(t) is the vertical loading, while £(t) is the debonding
front.

where the initial conditions ug and uq are given functions.

The second and, in our opinion, much proper and simpler interpretation of the model
is the one of a bar, initially glued to a flat rigid support, loaded horizontally and thus
exhibiting only horizontal displacement. In this setting the function u(t,z) represents the
horizontal displacement of the bar, while w(t) is the horizontal loading acting in = = 0;
as before, the nondecreasing function ¢(¢) denotes the debonding front, and system (0.0.9)
governs the evolution of w. To comply with both the interpretations we will always omit
the adjective vertical or horizontal when we refer to the displacement w.

To establish the rules governing the evolution of the debonding front ¢ we need first
to introduce for ¢ € [0, +00) the internal energy of the displacement u, namely the sum of
kinetic energy:

and potential energy:

1 @ )
Et) = 2/0 ug(t, 0)*do.

We then consider the energy dissipated by viscosity:

t rl(7)
V(t) := 1// / uy(7,0)? do dr,
0o Jo

and the work done by the external loading:

W(t) = — /0 (7Y (7 0) dr.

Remark 0.0.1. Differently from Part I we now prefer considering the potential energy &
to depend only on time. This is mainly due to two reasons: first of all the term —u,, in the
wave equation (of course meant in a weak sense) is not exactly the (Frechet) differential of
the energy due to the non homogeneous boundary conditions. Furthermore, the fact that
the external loading w is time-dependent and that the debonding front ¢ grows during the
evolution makes also the space where the displacement wu lives to change in time.

In this framework, the work of the external loading is thus no more represented by the
integral of %5 along the evolution, but it takes the form introduced just above.
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Moreover, we assume that the glue between the substrate and the tape (or the bar)
behaves in a brittle fashion, thus the energy dissipated during the debonding process in the
time interval [0, ¢] is given by the formula

0
/ k(o) do,

Lo

where k: [{y,+00) — (0,400) is a measurable function representing the local toughness of
the glue.

In the context of Griffith’s theory, we postulate that the debonding front ¢ has to evolve
following two principles: the first one, called energy(-dissipation) balance, simply states
that during the evolution the following equality between internal energy, dissipated energy
and work of the external loading has to be satisfied:

lC(t)+5(t)+V(t)+/;(t) k(o) dx = K(0)+£(0)+W(t), for every t € [0, +00). (0.0.10)

The second one, called maximum dissipation principle, states that £ has to grow at the
maximum speed which is consistent with the energy(-dissipation) balance (see also [48]):

((t) = max{a € [0,1) | k((t))a = Gu(t)a},  for ae. t € [0,+00), (0.0.11)

where G, (t) is the so-called dynamic energy release rate at speed «, a quantity which
measures the amount of energy spent by the debonding process. It is obtained as the
opposite of a sort of partial derivative of the energy with respect to the elongation of the
debonding front; we refer to Subsection 3.4.2 for the rigorous definition and all the details.

We only want to anticipate that the two principles (0.0.10) and (0.0.11) together are
equivalent to the following system, called dynamic Griffith’s criterion:

(4(2)), for a.e. t € [0, 400), (0.0.12)
( :

The first row is an irreversibility condition, which ensures that the debonding front can
only increase; the second one is a stability condition, and says that the dynamic energy
release rate cannot exceed the threshold given by the toughness; the third one is simply
the energy(-dissipation) balance (0.0.10).

The addition of the damping term to the wave equation, harmless at a first sight,
makes instead the coupled problem (0.0.9)&(0.0.12) much more difficult to treat than the
undamped case v = 0 previously analysed in [24, 52]. Indeed, the arguments they adopted
do not work anymore because of a real coupling between the two unknowns u and ¢ which
appears if v is positive. The role of our contribution is thus to develop an original approach
which allows us to overcome the technical difficulties related to the damping term and to
get and improve the results obtained in [24, 52].

Chapter 3. Existence and uniqueness

Chapter 3, whose contents are contained in [76] in collaboration with L. Nardini, is
devoted to the proof of existence and uniqueness of dynamic evolutions for the debond-
ing model we previously described, namely of a pair (u,f) satisfying the coupled prob-
lem (0.0.9)&(0.0.12). The strategy relies in the introduction of the auxiliary function
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v(t, x) := e’/?u(t, z) which solves the equivalent problem

( 2

i (t, ) — Vaa(t, ) — ”Zu(t,x) =0, t>0,0<z<I(t),

u(t,0) = 2(t), >0,

o(t, 0(t)) =0, t>0, (0.0.13)
v(0,z) = vo(x), 0<x <Ly,

ve(0,z) = v1(x), 0 <z <Ly,

where z, vg and vy are suitable transformations of the data w, uy and w;. The main
advantage of (0.0.13) with respect to (0.0.9) is that we get rid of the first derivative (in
time) in the equation.

We first assume that the debonding front ¢ is prescribed and we prove the validity of
the classical Duhamel’s principle in our context in which the domain of the wave equation
increases in time. Namely we show that any solution to (0.0.13) satisfies the representation
formula

2
v(t,x) = A(t,x) + % //R(t )U(T,O‘) dodr, (0.0.14)

where A is the d’Alembert’s solution of the undamped wave equation and R is a suitable
space-time domain which encodes the reflection of the travelling waves in the two extrema
of the tape (or the bar). Thanks to (0.0.14) we are able to exploit a contraction argument
to deduce existence and uniqueness of solutions to (0.0.13) (and hence to (0.0.9)), see
Theorem 3.2.12.

We then introduce in a rigorous way the dynamic energy release rate G, (t) and dy-
namic Griffith’s criterion (0.0.12) and we prove its equivalence with the following ordinary
differential equation for the debonding front ¢:

[ Golt) — s - N
ot) = max{GO(t) +/<;(£(t))’0}’ for a.e. t € [0,400). (0.0.15)

By exploiting (0.0.14) together with (0.0.15) we employ again the contraction fixed point
theorem to finally get existence and uniqueness of solutions to the coupled problem (0.0.9)
together with (0.0.12), see Theorem 3.5.6.

Chapter 4. Continuous dependence

In Chapter 4 we deal with the continuous dependence problem for the model under
consideration. The related results have been published in [74]. Surprisingly we are not aware
of the presence in literature of any kind of continuous dependence results for debonding
models, despite the importance of the issue and despite partial achievements in this direction
have already been obtained in the more complicated framework of Fracture Dynamics, see
for instance [19, 25]. Therefore the significance of our contribution is filling this gap,
giving a positive answer to the question of continuous dependence for the one-dimensional
dynamic debonding model we are analysing. We indeed consider the following convergence
assumptions on all the involved data:

n

by =4y and V" — v (0.0.16a)

ul — ug in H'(0,400), u} — uy in L*(0, +00) and w" — w in H'(0,400);  (0.0.16b)

k" — k uniformly in [0, X] for every X > 0. (0.0.16¢)
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and we show that the related solutions (u™,¢™) and (u, ¢) fulfils for every T > 0:

e /™ — ¢{in L'(0,T), and thus ¢" — ¢ uniformly in [0, T7;

e u" — u uniformly in [0, 7] x [0, +00);

eu" — uin H'((0,T) x (0,400));

e u" — u in C°([0,T]; H(0,400)) and in C*([0, T; L?(0, +-00));
eul(-,0) = uy(-,0) and

(0.0.17)

1 — ()20 (-, 07(-)) = /1 — 0(-)2up(-, £(-)) in L2(0,T).

As we did in Chapter 3, our analysis is based on the auxiliary problem (0.0.13) and on
Duhamel’s principle (0.0.14) and the ordinary differential equation (0.0.15) for the debond-
ing front. In particular, we exploit the same estimates we previously obtained while per-
forming the contraction argument.

We first assume a priori that the sequence of debonding fronts ¢ converges to ¢ as in
the first line of (0.0.17); in this case we show that (0.0.16a) and (0.0.16b) imply all the
above convergences for the displacements u™ towards u. This is a continuous dependence
result for problem (0.0.9) still not coupled with (0.0.12). We then show that, assuming
in addition (0.0.16¢) and exploiting equation (0.0.15), the convergence of the sequence of
debonding fronts we postulated before actually happens; thus the continuous dependence
result (0.0.17) for the coupled problem is proved. See Theorem 4.3.6.

Chapter 5. Vanishing inertia and viscosity analysis

Chapter 5, whose contents have been published in [75], finally treats the issue of the
quasistatic limit for the damped debonding model, namely the asymptotic analysis of the
behaviour of the system in the case of slow loading and slow initial velocity. We thus
introduce a small parameter € > 0 and after the time-reparametrisation ¢ — t/e we are led
to consider the rescaled dynamic problem:

e2us, (t, x) — us, (t, ) + veui (t, ) = 0, t>0,0<az< (),
us(t,0) = 6(t) t>0,
us(t, 05 (t)) = t>0, (0.0.18)
u®(0, )—uo() 0 <z <Y,

L ug (0, ) = uf(x), 0 < </,

coupled with the rescaled dynamic Griffith’s criterion:

0< fs(t) <1/e,
(t) < K(E5(1)), for a.e. t € [0,400). (0.0.19)
G;g(t) (1) = ()] (1) =0,

As we did in Part I, in (0.0.18) we also allow the external loading and the initial data to
depend on the small parameter €.

The final aim is thus to investigate the limit as € goes to 0% of the pair (u¢, £¢) solution
of the rescaled coupled problem (0.0.18)&(0.0.19) and to understand if such a limit pair
behaves like a quasistatic evolution. To develop the analysis several assumptions on the
toughness k will be crucial; for the sake of clarity we list them here:

(KO) the function & is not integrable in [y, +00);

(K1) the function z +— 2%k(z) is nondecreasing on [£g, +00);
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(K2) the function x — 2%k(x) is strictly increasing on [{g, +00);

(K3) the function = + z2k(z) is strictly increasing on [(g, +00) and its derivative is strictly
positive almost everywhere.

Condition (K0) states that an infinite amount of energy is needed to debond all the tape (or
the bar), while conditions (K1), (K2), (K3) prevent the toughness from being too oscillating.

Of course, before studying the limit of the pair (u®, £¢) we need to introduce and analyse
the concept of quasistatic evolution for the debonding model: we consider different defini-
tions based on global and local minima of the energy. The first one is the classical energetic
evolution & la Mielke and Roubicek (see [65]), already adopted in Part I, namely the pair
(u,?) has to comply a suitable global stability condition and energy(-dissipation) balance
for every time ¢ € [0 + c0):

1 [ 76 1 7t i
(GS) 2/ ux(t,o)Qda—i-/ k(o)do < 2/ ﬂ(a)2da—|—/ k(o) do,
0

t 0 I
for every ¢ > £(t) and for every 4 € H'(0,/) satisfying 4(0) = w(t) and a(f) = 0;

1 o(t) £(t) 1 [to t
(EB) / ug(t,0)* do —l—/ k(o)do = / uz(0,0)*do — / w(T)uz(7,0)dr.
2 0 Lo 2 0 0

In the energy balance (EB) we recognise the potential energy, the energy dissipated in the
debonding process and, as last term, the work of the external loading. A second definition
based on local minima of the energy and requiring some temporal regularity is the following
one, which we call absolutely continuous quasistatic evolution:

(i) ¢ is absolutely continuous on [0, 7] for every 7' > 0 and ¢(0) = lo;

(i) u(t,z) = w(t) (1 - g(it)

(iii) the quasistatic version of Griffith’s criterion holds true, namely:

> Ljo,¢()) (), for every (t,z) € [0, +00) X [0, +00);

i(t) >0,
w 2
3 e((tt))2 < k(1)) for a.e. t € [0, +00).

2

%Zeu((tty - ’f(e(t))] i(t) =0,

"

Similarities with dynamic Griffith’s criterion (0.0.12) are evident, with the exception of
2

the term %% which requires some explanations. Likewise the dynamic framework we

can introduce the notion of quasistatic energy release rate as the opposite of the partial

derivative of the internal energy with respect to the elongation of the debonding front.

Namely Gqs(t) = —%5 (t), since kinetic energy is negligible in a quasistatic setting. By

means of (ii) we can compute E(t) = 3 (f(t) ug(t,0)*do = %%?)2, from which we recover
t 2

GQS(t) = %7((15))2 .

In Section 5.5 we compare the different notions of quasistatic evolutions proving their
equivalence under the strongest assumption (K3). We then provide an existence and unique-
ness result by writing down explicitely the solution:

X

o u(t,x) =w(t) <1 — K(t)) Ljo,¢y) (), for every (¢,z) € [0,+00) x [0, +00),

o ((t) =t (max {;(wQ)*(t), ¢K(£0)}> , for every t € [0, +00).
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In the above formulas we introduced the functions ¢, (x) = z2x(x) (this first one appearing

in the conditions (K1)-(K3)) and (w?).(t) = sup w(7)%.
T€[0,t

Once that the concept of quasistatic evolutio[n i]n this setting has been clarified, we start
analysing the asymptotic behaviour of the dynamic evolution (u®,¢¢) as £ vanishes. The
argument is similar to the one used in Part I, with the main difference and difficulty given
of course by the infinite dimension of the problem.

The first step consists indeed in exploiting the energy balance to get uniform bounds and
estimates for the displacement u® and the debonding front ¢¢ in order to gain compactness
in suitable spaces. Of course we need to consider the rescaled energies, namely:

e 1 ) 2, & 2
Ke(t) = 2/0 e“uj (t,0)* do;

1 @
gt = = / W (1, o) do
2Jo
t ple(7)
VE(t) = 1// / eus (1,0)* do dr;
0 JO

WE(t) = —/0 W (7T)us(7,0) dr.

The first estimate we obtain is

2 (t)
ICE(t) + E5(t) + VE(t) + / k(o)do < Cr, for every t € [0, T], (0.0.21)
Lo

where Cp is a positive constant depending on 7" > 0 and not on €. Exploiting (0.0.21),
(K0) and Helly’s Selection Theorem, we deduce that, up to subsequences, the sequence of
rescaled debonding front ¢ pointwise converges to a nondecreasing function ¢. We then
take advantage of the presence of viscosity, managing to adapt the classical estimate used
to show exponential stability of the weakly damped wave equation, see for instance [68], to
our time-dependent domain setting. We thus obtain for every ¢ € [0, T7:

K (1) + (1) < 4 (K7(0) + E2(0)) ™™ + C / t ((7) + 17 (7)2 +u (1,002 + 1)e ™™ dr,
0

(0.0.22)
where m € (0, ) and the modified (shifted) potential energy is defined as

- 5 (1) wE(T)\ 2
E°(t) = ;/0 <uf6(t,o') + 55((7'))) do, for t € [0, +00).

Of course assumption v > 0 is crucial for the validity of (0.0.22), while for the toughness
only the minimal assumption (K0) is needed.

Differently to the undamped case studied in [52], where only weak convergence is
achieved from the bound (0.0.21), thanks to (0.0.22) we are able to infer the following
strong convergence of the displacements u°:

e cuf(t, ) — 0 strongly in L?(0, +00), for every t € (0,400)\ Jy,
e uf(t,) — u(t,-) strongly in H*(0,+00), for every t € (0,+00)\Jy,

where u is the proper affine function u(¢, z) := w(t) (1 — K(it)) Ljo¢() (%) and Jy is the jump

set of £. In particular the first limit ensures that kinetic energy vanishes as ¢ — 07. This
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feature is missing in the undamped setting [52], where in turn the persistence of kinetic
energy is the main reason why the limit evolution is not rate-independent.

After the extraction of convergent subsequences we characterise the limit debonding
front ¢ passing to the limit in the rescaled dynamic Griffith’s criterion (0.0.19). By means
of a generalisation of Duhamel’s representation formula (0.0.14) valid for every time ¢ €
[0, +00), and exploiting the dynamic stability condition GZ . ® (t) < k(¢2(t)) we are able to
prove that the limit function ¢ fulfils:

w 2

;w((?)z < R(ET(Y),  for every t € [0,400), (0.0.23a)
w 2

;K—((tt)) < R(()),  for every t € (0, +00), (0.0.23b)

where T, /= are the right and left limit of ¢, respectively. Moreover, letting e — 07 in the
rescaled energy(-dissipation) balance we show that the following weak version of condition
(EB) holds true in the limit for every 0 < s < t:

w(t)? ot (t) w(s)2 = (s) t w(T
;ﬁ% + [ W) do + (s, 1) = ;e—(<;> +/em(0)da+/w(7)£((7))d7,

where pp is a so—called defect measure which takes into account the loss of energy in the
limit due to viscosity. The above equality is exactly the counterpart of inequality (0.0.8)
in this context, since the measure pp is nonnegative.

Somehow replacing the role of convexity, assumption (K2) allows to deduce from (0.0.23)
and (0.0.24) that the limit debonding front ¢ is absolutely continuous and satisfies qua-
sistatic Griffith’s criterion (iii), but it might have a jump at the initial time time ¢ = 0.
Thus the limit pair (u,£) is an absolutely continuous quasistatic evolution starting from
1(0).

We are finally able to characterise this first jump by proving that £+(0) = lim £(t),

t——+oo

(0.0.24)

where £ is the debonding front related to the unscaled dynamical coupled problem:

Gy (t, ) — Gge(t, ) + vig(t,x) =0,  ¢t>0,0 <z <L(t),
i(t, 0) = w(0), t>0,
ﬂ(tag(t)) =0, t >0,
(0, ) = up(z), 0 <z </,
U (0,2) = 0, 0 <z <,
0< i) <1,
Gg(t) (t) < K(L(1)) for a.e. t € [0,400),
G (t) = r(£(t))| (t) = 0,

where the external loading is freezed at the initial value w(0) and there is no initial velocity.
The complete result is stated in Theorem 5.5.21.

Appendix

At the end of the thesis we attach two Appendixes. In Appendix A we gather all the
technical proofs regarding the notions of R—absolutely continuous functions and functions
of bounded R—variation we used throughout the first part of the thesis.

Appendix B instead contains some useful results, employed in the second part of the
thesis, about the Chain rule and the Leibniz differentiation rule under low regularity as-
sumptions, namely valid for absolutely continuous functions.



Notation

Basic notation.

a A B, min{a, 8},
aV f, max{a, f},
|"7

- llx,

<.’.>X,

|A],

A7

A\ B,

AAB,

Ta,

XA,
Nig (),

X
BR’

Derivatives.

1,
f

U,

ou Ou
Ug, aa %7
Utt, Utz, Uzx,
D, E(t,x),
8¢7
OuR(t,v),

Functional spaces.

minimum between « and £.

maximum between « and j.

modulus, norm of finite dimensional normed spaces.

norm of the normed space X.

duality product between X and X*.

Lebesgue measure of the set A C R"™.

closure of the set A.

set difference between the sets A and B.

symmetric difference between the sets A and B.

indicator function of the set A, namely 14(z) =1ifx € A
and 14(z) = 0 otherwise.

characteristic function of the set A, namely ya(xz) = 0 if
x € A and xa(x) = +oo otherwise.

normal cone to the convex set K at the point x, with respect
to the scalar product (A-,-).

open ball of radius R with center 0 in the normed space X.

first derivative of the function of only one variable f.
second derivative of the function of only one variable f.

time and space partial first derivatives of u = u(t, x).

time and space partial second derivatives of u = u(t, x).
differential with respect to space of the function & = £(t, ).
subdifferential of the convex function ¢.

subdifferential with respect to v of the function R = R(¢,v).

Let X be a Banach space, © an open set in R, and b > a two real numbers.

LP(a,b; X),
Wk (a,b; X),
W (a, +00; X),

H"(a,b; X),
H*(a, +00; X),

Lebesgue space of (Bochner) p-integrable functions from
(a,b) to X.

Sobolev space of functions from (a, b) to X with p-integrable
kth derivatives.

functions from (a, +00) to X belonging to W*P?(a, b; X) for
every b > a.

Sobolev space W¥*2(a, b; X).

functions from (a,+00) to X belonging to H*(a,b; X) for
every b > a.
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C*([a,b]; X),
C*1([a,b]; X),
CF1([a, +00); X),

AC([a, b]; X),
égR([av b]; X)7
ACr(la, +00); X),

BV ([a. bl; X),
BVg([a,+00); X),

functions from [a, b] to X with continuous kth derivative.
functions from [a, b] to X with Lipschitz kth derivative.
functions from [a, +00) to X belonging to C*!([a, b]; X) for
every b > a.

absolutely continuous functions from [a, b] to X.
R-absolutely continuous functions from [a, b] to X.
functions from [a, +00) to X belonging to ACg([a, b]; X) for
every b > a.

functions of bounded R—variation from [a, b] to X.
functions from [a, +00) to X belonging to BVg([a, b]; X) for
every b > a.

In the previous spaces, X is omitted if it is R.

WhP(Q),

Ck (@),

H&(a, b),
H_l(a, b),

Lebesgue space of p—integrable scalar functions on §2.
Sobolev space of scalar functions on €2 with p—integrable kth
derivative.

scalar functions on Q with continuous kth derivatives up to
the boundary.

functions in H!(a,b) vanishing at the boundary.

dual of H}(a,b).

Remark 0.0.2. Every function in W*P(a,b; X) is always identified with its continuous

representative on |[a, b].
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In this chapter we present in details the (rescaled) abstract dynamic problem:

e2Mie (t) + eVt (t) + 0,R(t, i°(t)) + DE(t,25(t)) 20, t >0, (1L0.1)
:L'E(O) = x(a)a ia(o) = a1, a
whose mechanical interpretation has been widely explained in the Introduction, and its
quasistatic counterpart:
OyR(t, (1)) + DE(t, 2(t)) 30, >0
(ti(t) + Dab(t,2(8)) 50, ¢ > 02)
x(0) = xo.

In particular, we discuss the hypotheses we require on the involved energies, as well as we
propose several applications that can be covered by problems of this form.

The chapter is organised as follows: in Section 1.1 we list the properties of the elastic
energy £ and of the time-dependent dissipation potential R we need to develop the whole
analysis of this first part of the thesis. We then introduce the notions of solution we want
to investigate, see Definitions 1.1.7, 1.1.8 and 1.1.10.

Section 1.2 contains some example of the main mechanical models which can be de-
scribed by systems (1.0.1) and (1.0.2), under the assumptions introduced in the previous
section.
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Finally, Section 1.3 is devoted to the presentation of a mathematical tool used to deal
with the time-dependent dissipation potential R. It consists in a generalisation of the
concepts of absolutely continuous functions and functions of bounded variation, where the
norm of the target space is replaced by the functional R. We first introduce the two
concepts, see Definitions 1.3.3 and 1.3.6; we then present their main properties, which will
be used throughout the whole part, leaving all the technical proofs in Appendix A.

The contents of this chapter are contained in the submitted paper [38] in collaboration
with P. Gidoni.

1.1 Main assumptions

Let X be a finite dimensional vector space endowed with the norm |-|. The same
symbol will be also adopted for the modulus in R; however, its meaning will be always clear
from the context. We denote by X* the topological dual of X, and by (z*, ) the duality
product between z* € X* and € X. The operator norm in X* will be denoted by |- |.
Given R > 0, by Bg we denote the open ball in X of radius R and centered at the origin,

and with Bg its closure.

Let us also recall some basic notions on set-valued maps; for more details, we refer to
the monographs [10, 77]. Given two topological spaces Aj, A2, we denote with F': A} = Ag
a map from A; having as values subsets of As. We say that such a set-valued map is upper
continuous in a point a € A;j if for every neighbourhood U C As of F(a) there exists a
neighbourhood V' C A; of a such that F'(a) C U for every a € V. We say that a map is
upper semicontinuous if it is so for every point of its domain. We recall that if a set-valued
map has compact values, then it is upper semicontinuous if and only if its graph is closed.

Given a convex, lower semicontinuous map ¢: X — [0, +0o0], we define its subdifferential
0¢(xo) C X* at each point zg € X as

Op(xo) ={£ € X* | d(x0) + (&, — 2¢) < p(x) for every x € X }.

Notice that d¢ has closed convex values. Moreover, if ¢(zg) = 400 and ¢ is finite in at
least one point, then d¢(xg) = 0. Given a subset K C X, we denote with yx: X — [0, +0o0]

its characteristic function:
0, ifxek,
xi(x) ==

+oo, ifz ¢ K.

Let us now present in detail our assumptions on the mechanical problems which will be
the subject of our investigation.

1.1.1 Mass and viscosity

Let M: X — X* be a symmetric positive-definite linear operator, which will represent
mass distribution. Since X has finite dimension, we observe that there exist two constants
M > m > 0 such that

mlz)? < |z} = Mz, z) < M|z|?, for every z € X. (1.1.1)

We want to stress that the requirement on M of being positive definite, crucial for our
analysis, fits well with the finite dimensional setting in which we are working; in particular,
all the applications we have in mind, see Section 1.2, fulfil this assumption. On the contrary,
in infinite dimensional models usually the mass operator is null on a subspace (see for
instance [60]), thus M turns out to be only positive-semidefinite.
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We consider also the (possible) presence of viscous dissipation, by introducing the
positive-semidefinite linear operator V: X — X* (symmetry is not needed here). As before,
we notice that there exists a non-negative constant V' > 0 such that

0 < |z} := (Vz,z) < V|z|?, for every x € X. (1.1.2)

We point out that we include also the case V = 0, corresponding to the absence of viscous
friction forces in the dynamic problem (1.1.3). Indeed in this first part we are mostly
interested in the presence of a stronger notion of dissipation, which will be introduced in
the following, and which actually overwhelmes the effects of viscosity for the purposes of
the vanishing inertia analysis.

1.1.2 Elastic energy

Before introducing our assumptions on the elastic energy &£, we recall that our main
application concerns a locomotion problem. This implies that the space of admissible
states X must include translations, for which the elastic energy is invariant. Hence the
elastic energy will be coercive only on a subspace, intuitively corresponding to the shape
of the locomotor.

Let us therefore consider a linear subspace Z C X, which is often convenient to endow
with its own norm | - |z, cf. the examples in [36]. We assume that the elastic energy
E:10,4+00) x X — [0,+00) has the form E(t,x) = Eg(t, mz(z)), where mz: X — Z is a
linear and surjective operator and Egp: [0, +00) x Z — [0, +00) satisfies:

(E1) Esn(+, 2) is absolutely continuous in [0, 7] for every z € Z and for every T > 0;

(E2) Egp(t,-) is p—uniformly convex for some p > 0 for every ¢ € [0, +00), namely for every
0 €[0,1] and 21,29 € Z:

5Sh(t, 0z1 + (1 — 9)2’2) < Gé’sh(m Zl) + (1 — Q)ESh(t, 2’2) — %9(1 — 0)|Zl — Zgyzz;

(E3) &g (t,-) is differentiable for every t € [0, 4+00) and the differential D,&y, is continuous
in [0, +00) X Z;

(E4) for a.e. t € [0,+00) and for every z € Z it holds
’ 0

agsh(t, Z)

< W(Ssh(t7 Z))’Y(t)v

where w: [0,4+00) — [0, 400) is nondecreasing and continuous, while the nonnegative
function v is in L(0,T) for every T > 0;

(E5) for every R > 0 and T' > 0 there exists a nonnegative function ng € LY(0,T) such
that for a.e. t € [0,T] and for every 21, 2o € BZ it holds

0
gsh(t; 22) - 7gsh(ta 21)

5 < nr(t)|z2 — 21|z.

9
ot

Let us also introduce some additional assumptions on the energy £, which are in general
not required, but provide sharper results.

(E6) for every A > 0 and R > 0 there exists § = §(\, R) > 0 such that if [t — s| < § and
z € Bg, then

0

’55h(t, Z) - ggsh(sﬂ Z)

< .
ot ot =X
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(E7) for every R > 0 and T > 0 there exists a nonnegative function ¢g € LY(0,T) such
that for a.e. t € [0,T] and for every 21, 22 € BZ it holds

‘ngsh(t; ZQ) - ngsh(ta 21)’* < §R(t)’Z2 - Zl’Z-

We finally present the classical case of a quadratic energy:

(QE) Epn(t, 2) = %(Ash(z—ﬁsh(t)), z—fsh@)z, where Ay Z — Z* is a symmetric, positive-
definite linear operator and 45, € AC([0,400); Z), i.e. it is in AC(]0,T]; Z) for every
T > 0.

It can be easily verified that (QE) implies conditions (E1)—(E5) and (E7), whereas it satisfies
(E6) if and only if /4, has continuous derivative. However, for our purposes, the additional
structure of (QE) will alone provide a suitable alternative to (E6).

Remark 1.1.1. We point out that the more common case Z = X is also included in our
formulation. In such a case all the assumptions above on &, are taken directly on .

Remark 1.1.2. Let us notice that, since 7z is linear, if any of (E1), (E3)—(E7) holds, the
same property enunciated for &£, is satisfied also “directly” by the entire function £ on
[0,4+00) x X, with the only change of the addition of the multiplicative term |7z|. in the
bounds of (E5), (E7). The only caveat is with (E2), which implies that £(t,-) is convex,
but in general not uniformly convex in the whole X.

Thanks to the above remark, we observe that by (E1) and (E3) we deduce that & is
continuous in [0, +00) x X, while from (E1) and (E5) we get that %5 is a Caratheodory
function. Thus for every z: [0,+00) — X measurable, the function ¢ — %5 (t,z(t)) is

measurable too. Moreover if x is also bounded, namely sup |z(t)| < Ry for every T > 0,
t€[0,T]

then (E4) implies that %8(-, z(+)) is summable in [0, 7] for every T > 0, indeed:

T
J
where Mp, denotes the maximum of £ on the compact set [0,T] x Bﬁ(T. If in addition

x is absolutely continuous from [0,7] to X, by (E1), (E3) and (E4) we also deduce that
t — E(t,z(t)) is absolutely continuous in [0, T too, indeed for every 0 < s <t < T it holds:

T T
;S(T,xm)’ dr < /0 W(E(r, 2(7))y(7) dr < w(MRT)/O ~(7) dr < +o0,

E(t,2(8) — E(s,2(s))] < 1€t (8) — Et,2(5))| + E(t,2(s)) — (s, 2(5))]

< Cpyla(t) — x(s)| + /

0
(,%5(7',1'(8))‘ dr

t
< Cigla(t) — 2(9)] + w(Mry) [ ()
where Cg,. is the maximum of |D,&|. on [0, 7] x BifT.

1.1.3 Dissipation potential

Let us now consider the main dissipative forces involved in the system, described by a
time-dependent dissipation potential R: [0, 4+00) x X — [0, +00] which takes into account
both possible constraints on the velocity and the presence of dry friction. It originates
from a function Rpite: [0, +00) X X — [0, +00) with finite values on which we make the
following assumptions:
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(R1) for every t € [0,400), the function Rpite(t, ) is convex, positively homogeneous of
degree one, and satisfies Renite(t,0) = 0;

(R2) for every T' > 0 there exist two positive constants a* > a, > 0, possibly depending
on T, for which

Qs ‘U| < Rﬁnite(tvv) <a* |/U| ) for every (t,’U) € [OuT] x X;
(R3) for every T > 0 there exists a non-negative function p = pr € L'(0,T) for which

t
| Rinite (£, V) — Reinite (s, v)| < |v| / p(7)dr, for every 0 <s<t¢t<T and v € X.
S

Remark 1.1.3. We observe that the second inequality in (R2) actually follows from (R1)
and (R3). Indeed, since we are in finite dimension, the convex function Rgnite(t,:) is
automatically continuous on X; by (R3) this easily implies Rgpite i continuous on the
whole [0, T x X, and hence by one-homogeneity we get Rnite(t, v) < C |v| for some constant
C > 0 and every (t,v) € [0,T] x X.

As regards R we finally assume that:

(R4) there exists a nonempty closed convex cone K C X, independent of time, and there
exists a function Repite: [0, +00) X X — [0, 400) satisfying (R1)—(R3) such that for
every (t,v) € [0,+00) x X it holds

R(t,v) = xkx(v) + Renite(t, v).

We will denote with 0, R the subdifferential of R with respect to its second variable. The
choice of the letter v when dealing with the dissipation potential reminds the fact that the
second argument of R is usually a velocity.

As an immediate consequence of condition (R4) we can rephrase conditions (R1)-(R3)
directly on R:

Corollary 1.1.4. Let R be as in (R4). Then it holds:

(I) for everyt € [0,4+00), the function R(t,-) is convex, positively homogeneous of degree
one, lower semicontinuous, and satisfies R(t,0) = 0;

(II) for every T > 0 and for every (t,v) € [0,T] x K one has
o o] < R(t,0) < a* o],
with the same constants a* and o of (R2);

(II1) for every T > 0, for every 0 < s <t <T andv € K one has

IR@@—R@WNSM/PﬁNﬁ

with the same function p of (R3).
Moreover the following properties hold true:
(IV) the function R is continuous on [0,4+00) x K;

(V) the multivalued map Oy Renite i upper semicontinuous on [0,4+00) X X ;
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(VI) for every T >0, and (t,v) € [0,T] x X one has

80Rﬁnite(ta U) - BX*

a*
with o as in (R2). In particular O, Renite has compact, convex, non-empty values.

Proof. The first three points are a trivial byproduct of (R1)—(R3), respectively, due to the
form of R given by (R4). We indeed notice that, since K is a nonempty closed convex
cone, its characteristic function xx is convex, positively homogeneous of degree one, lower
semicontinuous, and vanishes at v = 0. Moreover, the restriction of R on [0,+00) x K
is Rfnite,; thus with finite values; this means that by convexity each functional R(t,-) is
continuous on K. By an easy application of (R3) one deduces (IV).

To prove (V), since 9, Ranite has compact values (see point (V' 1)), it is sufficient to show
that for every sequence (t,vg,&k) in [0,4+00) x X x X* such that { € 9yRanite(tr, k),
if (tg, ve, &) — (£,0,€) € [0,+00) x X x X* then £ € O, Ranite(f, 7). By definition of
subdifferential, for every k € N we have

Rﬁnite(tku Uk) + <€k7 (% Uk> < 7zﬁnite(tka U), for every v € X.

By the continuity of Rgpite on [0, +00) x X and of the dual coupling, passing to the limit
in the above estimate gives

Renite(t,7) + (£,v — D) < Rinite(f,v), for every v € X,

namely g € a1)7-\)/1Einite (Ea _)'
We finally prove (V). Since Rgpite has finite values, we deduce that £ € 0, Rnite(t, V)
if and only if

(€,0) < Rnite(t, 0 + v) — Renite(t,v), for every v € X.

We now recall that convexity plus one-homogeneity easily yield subadditivity, thus we can
continue the above inequality getting

(€,0) < Rnite(t,v), for every v € X.
By means of (R2) we thus deduce that [£|, < a* and so we conclude. O

Remark 1.1.5 (Comparison with ¢-regularity [39]). Let us remark that our assump-
tions on R are very close to the notion of v-regularity introduced in [39] (see also Def-
inition 1.3.1). Most of the differences between the two frameworks are due to the fact
that [39] deals with functionals R defined on a general Banach space X, but with finite
values. For instance, if the functional R has finite values, we observe that assumption (R4)
is automatically satisfied with K = X.

The are only two points in which our assumptions are actually slightly stricter than
[39], and both are motivated. The first one is the left inequality in (R2), corresponding in
the framework of [39] to the additional assumption ¢ |v| < ¢ (v). This is related to the fact
that we have renounced to coercivity in the energy £, and such loss has to be compensated
with a coercivity in the dissipation potential R, in order to recover some a priori estimates,
such as (7) in Corollary 2.1.4. We however point out that such a request is absolutely
natural in the finite dimensional setting we are considering, as we will see in the examples
of Section 1.2. On the contrary, it becomes very restrictive in infinite dimension: indeed, in
standard models of elasticity where the simplest ambient space is H&(Q), a common choice
of dissipation potential is [, [v(z)|dz, which of course lacks of coercivity.

The second stronger assumption is that the modulus of continuity appearing in (R3)
is of integral type. This is because we are interested in absolutely continuous solutions of
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the quasistatic problem (1.1.5), not just continuous ones, cf. Proposition 5.2.4. However,
a general modulus of continuity (as the one used in [39]) would be enough to get all the
results presented in Section 1.3.

Let us also introduce an optional assumption on R (actually on the set K), which will
be used to improve the regularity of the quasistatic solutions:

(R5) there exists a constant Cx > 0 such that, for every z € Z

e cither 7z (z) # z for every z € K

e or there exists € K such that 7z(z) = z and |z| < Ck |#|,.

We remark that, by a physical point of view, assumption (R5) is usually satisfied. Indeed,
violating (R5) would mean that the constraints allow a locomotor to achieve an arbitrarily
large displacement with an arbitrarily small change in shape. All the models we consider in
Section 1.2 satisfy (R5). By a mathematical point of view, let us highlight some common
situations where (R5) is true.

Proposition 1.1.6. Fach of the following is a sufficient condition for (R5):
1. K=X or K ={0};
2. dim Z = dim X;

8. dimX =14+ dimZ and K is a polyhedral closed cone, i.e. there exist J covectors
flK,fj( € X* such that

K:{$€X|<ff<,:c>20 for every j=1,...,J}.

Proof. The first two points are trivial. Let us therefore prove the third point. First of
all we observe that for z = 0z the second alternative of (R5) is satisfied by x = 0x. For
z # 0z, by homogeneity, it is sufficient to consider the case |z|, = 1. Moreover, without

loss of generality we can assume ‘ ij ‘ =1.
*

Let i: Z x kermz — X be the canonical identification. For every z € Z we write 2 :=
i(z,0) € X; moreover, given any non-zero vector y € kermy, we set n := i(0,y)/]i(0,y)].
Since dim X = 1 + dim Z, we deduce that 7z (x) = z if and only if z = %2 4+ An for some
AeR.

Let us denote with S = {£ =i(2,0) € X | |z|, = 1} and set

Cri= max max|(ff%2)|,
Co ::j:rrlliﬁj{\< Tom) | (Ff m) # 03,

C3 := max |Z|.
z2es

We claim that we can take Cx = C3+ (C1/C2). Fix z with norm 1, and consider the
corresponding 2 € §. Since K is closed, we have two alternative possibilities:
e cither mz(z) # z for every z € K

e or there exists A € R such that 2+ Anp € K and

|2+5\77‘ < |24+ Mgl for every A € R such that 2+ \n € K.
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To prove (R5) it is sufficient to show, if the second option holds, that ‘5\} < C1/Cq, so that

‘:2 + )\n’ < |2 + !A‘ < O3+ (C1/C2). To show this estimate on ‘)\’, let us observe that, in

order to minimize the absolute value, either A = 0 or there exists an index j such that
<ij72>+5‘< jK 77> =0, and <fJK777> # 0,

which implies [A| < C/Ch. O

An example of a closed convex cone which does not satisfy (R5) is the following: let us
set X =R3, Z =R?, mz(x) = (z2,23) and

K :={(\Aa,\b) [A>0,a*+ (b—1)* <1}
Let us pick z = (cos#,sin®), with 6 € (0,7/2), so that |z|, = 1. A simple computation
shows that
1
(A cosf,sinf) € K, <= cos’f+ (sinf—N)? <A, and A >0, < )\sin92§.

Hence (R5) is violated by any sequence 6, — 07. We point out however that this coun-
terexample is purely mathematical: we are not aware of any reasonable mechanical model
described by such a choice of K.

We now present the dynamic and quasistatic problems we will study.

1.1.4 Dynamic problem

Let M,V be as above, and assume that (E1), (E3)—(E5) and (R4) are satisfied. For
€ > 0 we refer as dynamic problem to the differential inclusion

e2Mie (t) + eVt (t) + O, R(t, i°(t)) + DE(t,2°(t)) 20, t >0, (1.13)
2%(0) = 5, i°(0) = 7, -
where the initial velocity satisfy the admissibility condition
z] € K, (1.1.4)

for K as in (R4). To give the definition of solution we recall that by WN/Z’l(O, +o0; X) we
mean the space of functions from (0, +-00) to X belonging to W21(0, T; X) for every T' > 0.

Definition 1.1.7. We say that a function x€ € WQ’I(O, +o0; X) is a differential solution of
(1.1.3) if the differential inclusion holds true in X* for a.e. t € [0, +00) and initial position
and velocity are attained.

We discuss existence and uniqueness of differential solution for (1.1.3) in Section 2.1,
see Theorem 2.1.8.

1.1.5 Quasistatic problem

Assume that (E1)—(E5) and (R4) are satisfied. We refer as quasistatic problem to the
differential inclusion

{amt,a'c(t)) +DyE(t,2(t) 30, >0 (1.1.5)

x(0) = xo.

For the quasistatic problem we introduce two notions of solution. Conditions for existence
of each type of solution are a direct consequence of the vanishing inertia analysis, although
they could be derived separately (see for instance [39, 65] for a general argument based on
time-discretisation).
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Definition 1.1.8. We say that a function x € AC([0,+0c); X) is a differential solution
of (1.1.5) if the differential inclusion holds true in X* for a.e. t € [0,400) and the initial
position s attained.

We observe that the existence of differential solutions for (1.1.5) requires the admissi-
bility condition on the initial datum

— D,E(0,z0) € 8,R(0,0). (1.1.6)

In order to introduce the second (weaker) notion of solution, let us first present a suitable
generalisation of functions of bounded variation, which we will discuss in detail in section
1.3.

Definition 1.1.9. Given a function f: [a,b] — X, we define its R—variation in [s,t], with
a<s<t<hb, as:

n
VR(f;s,1) = ngglml;n(tk_l, F(te) = f(tr-1)), (1.1.7)
where {ty}}_, is a fine sequence of partitions of [s,t], namely it is of the form s =ty <
ty <--- <t, =t and satisfies

lim  sup (tx —tx—1) =0. (1.1.8)

N+ p—1 . n

We also set Vg (f;t,t) :==0, for every t € [a,b].
We say that f is a function of bounded R—variation in [a,b] if its R—variation in |a,b]
is finite, i.e. Vr(f;a,b) < 4+o00. In this case we write f € BVg([a,b]; X),

As before, since the time interval is [0, +00), we denote by H/R([O, +00); X) the space
of functions belonging to BV ([0, T]; X) for every T > 0.

Definition 1.1.10. We say that x € BV ([0, +00); X) is an energetic solution for the
quasistatic problem (1.1.5) if the initial position is attained and the following global stability
condition and weak energy balance hold true:

(GS) E(t,xz(t)) < E(t,v) + R(t,v —x(t)), for every v € X and for every t € [0,400);
t
(WEB) E(t,z(t)) + Vr(z;0,t) = £(0,z0) + / %5(7’,3@(7’)) dr, for every t € [0,400).
0

The justification of this definition, together with the main properties of energetic solu-
tions, will be given in Section 2.2; see in particular Proposition 2.2.2.

We remark that the notion of energetic solution is more flexible than the one of differ-
ential solution, since it does not involve derivatives and in general allows for discontinuous
solutions. We refer to [65] for a wide and complete presentation on the topic.

1.2 Applications and examples

In this section we illustrate several examples which can be described by our abstract
formulation; in particular they explain and motivate our framework. Since the applications
we present here are all set in X = R, endowed with the euclidean norm, for simplicity we
will always identify canonically the dual space X* with RY, so that the dual coupling (-, -)
coincides with the scalar product.
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Figure 1.1: A mechanical model of the scalar play operator, discussed in Subsection 1.2.1.

1.2.1 The minimal example: the play operator

Let us begin by presenting a very simple model, illustrated in Figure 1.1, to which our
results may be applied. We have a mass m > 0 with position z(¢) on a line, and subject
to (isotropic) dry friction. The mass is connected to a (linear) spring, whose other end
is moved according to the function p(t) € WH1(0,T). Thus the dynamic evolution of the
system is described by the inclusion (1.1.3), where:

X=Z=K=R, 'R(t,v) = R(v) =« |’U| , £(t7x) — gsh(t7$) — g(aj —p(t) _’_Lrest)2’

and 7y is the identity. Notice that (QE) holds. Clearly Ml = m > 0, while we may assume
either V = 0, or add an additional viscous resistance to &, so that the resulting friction
force-velocity law for the mass is of Bingham type.

The relevance of this model is due to the fact that its quasistatic evolution corresponds
to the (scalar) play operator [46]; indeed a straightforward computation shows that (1.1.5)

in this case reads as
t) — L' — x(t) € £ O|&(t
p(t) v(t) € £ 0a(1)], o
x(0) = xo,

and hence, setting u(t) = p(t) — L**s*, we notice that (1.2.1) is equivalent to

u(t) —z(t)] <,
(u(t) — z(t) —v)d(t) >0, forevery v e [—¢, %],
x(0) = xo.

Of course, more advanced models may be built by considering analogously a mass on a
plane (or abstractly in an N-dimensional space), or considering nonautonomous friction
coefficients.

1.2.2 Soft crawlers

We now illustrate minutely how the family of models represented in Figure 1 and de-
scribed in the Introduction fits in our mathematical framework. Their quasistatic version
has been extensively discussed in [36], to which we refer for more details. We also mention
[12], where similar models have been studied in the dynamic case.

We are considering a model with N > 2 blocks on a line, with adjacent blocks joined
by an actuated soft link. We describe with x; the position of the i-th block. The elastic
energy of the system will not depend directly on any of the positions of the block, but only
on the distances x; — x;—1 between two consecutive blocks. Hence we set

X:RN, Z:RN_l, Wz(xl,...,xN):(xQ—xl,...,xN—:UN_l).

We now discuss separately each of the elements of the dynamics.
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Mass distribution

Denoting with m; > 0 the mass of the i-th block, the linear operator M is

M = Diag(mi,...,my).

Viscous friction

There are two main situation in which we may consider viscous friction. The first one
is to assume an additional viscous friction resistance when the blocks slide, in addition to
dry friction we discuss below. Such forces are described by a diagonal matrix

: ext ext
Vext = Diag(v$™, ..., v3),

for some non-negative coefficients ' > 0. This also means that the total friction force
acting on each block is of Bingham type, and may be justified by lubrication with a non-
Newtonian fluid [29].

The second possible way to introduce viscosity in the model is to assume a viscous
resistance to deformation of the links. This is represented by the matrix

V{ink _V%ink 0 . 0 0
_ V%ink V{ink + Véink _ V%ink . 0 0
0 _V%ink V%ink 4 Véink . 0 0
Viink = : :
0 0 0 oo plink g oplink g link
0 0 0 e —Vp VA,

for some non-negative coefficients u}ink > 0.
Accounting for these two effects, a general viscosity matrix V takes the form V =
Vlink + Vext-

Dry friction

Since each block is affected independently by dry friction, the rate-independent dissi-
pation potential can be represented as the sum

N

Reinite(t, v) = ZRi(t,vz‘),
i=1

of N dissipation potentials R;: [0,7] x R — [0,400), each of the form

F(tw, ifv>0,

Rilt,v) = {al (1.2.2)

(v, ifv <0,

where the functions af: [0,T] — (0,+00) are strictly positive and absolutely continuous.
Concretely, it means that each block has two dry friction coefficients, one for forward and
one for backward movements, possibly varying in time. By compactness, we observe that
in this framework the assumptions (R1)-(R3) are satisfied. As argued in [36, Lemma 3.2],
the uniqueness condition (x) of Lemma 2.2.10 for the quasistatic problem is satisfied if, for
every subset of indices J C {1,2,..., N} we have

Za;r(t) + Z a; (), for a.e. t € [0, T, (1.2.3)

ied i€JC

where J¢ = {1,2,..., N} \ J.
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Velocity constraint

Most of the models of crawlers usually fit in the K = X case: indeed, the possibility to
move the body both backwards and forwards is often appreciable in locomotion. In some
situations, however, backward friction is extremely higher than forward friction, so that in
fact no backwards movement occurs. For this reason, sometimes it is convenient to assume
an infinite friction coefficient, namely a constraint on velocities. With our notation, this
corresponds to set

where K" = {v e RY | v; > 0}.

We observe that the set K is a polyhedral cone, satisfying condition 3 of Proposition 1.1.6.
Notice also that, in this case, the coefficients ; in (1.2.2) can be freely chosen, for instance
equal to a positive constant, since they are not involved in the dynamics. More generally,
we can introduce analogously the halfplanes K; = {v € RY | v; < 0}, and set K as
the intersection of an arbitrary selection of sets Kii, although this would result often in
something less pragmatical in terms of locomotion. In particular, if K C K;r N K, , the
i-th block would be completely anchored on the surface.

Elastic energy

The total elastic energy will be the sum of the elastic energies of each link. Hence we
have

N-1 N-1
E(t,x) = Z EMk(t 2y — 1), or equivalently Esn(t, z) = Z EMk(t 2).
i=1 i=1

In order for &), to satisfy any of the properties (E1)-(E7), it is sufficient to ask each of the
energies £ [0, T] xR — [0, +00) of the links to satisfy the same condition being required
on &p. The quadratic case (QE) corresponds to the case in which each of the link energies
is quadratic, namely it follows Hooke’s law

EMN(t, z) =

o | I

(i — i(1)*,

for a positive elastic constant k; > 0 and an absolutely continuous ¢;: [0,7] — R. Notice
that our results hold also for nonlinear models of elasticity. For instance, the soft link may
behave like a Duffing-type nonlinear spring, i.e.
i k. Bi
EMN (L, 21) = 51 (2 — €i(t)” + Zl (2 — ()",

where the quartic term produces a hardening of the spring. In such a case the assumptions
(E1)—~(E5) and (E7) are all satisfied. Pay attention that (E6) holds only if ¢; are continuosly
differentiable; however in this specific example one can argue as in Lemma 2.3.6, thus (E6)
is not really necessary.

1.2.3 A rheological model

In order to illustrate a second example with multiple material points, we propose here,
with our notation, a rheological model presented in [11, Sec. 2.2.6], and illustrated in
Figure 1.2.

The model consists on N material points and N P;-elements connected in series. A P;
element is composed of a St-Venant element with threshold a; > 0 and a linear spring with
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Figure 1.2: A rheological model discussed in Subsection 1.2.3, cf. also [11, Sec. 2.2.6]

constant k; > 0 connected in parallel. As before, we denote with x; the position on the
line of the i-th material point, having mass m; > 0. The first P;-element is connected to
the first material point at one end, whereas the other end is fixed in the origin. Moreover,
the N-th material point is subject to an external force F(t), absolutely continuous in time.
Hence

X=Z=K=R", g =1, M = Diag(my, ..., my).

The energy £ will be the sum of a potential energy F(¢t)zx used to describe the external
force, plus the elastic energies of the P;-elements, namely:

N
k1 ki
5(t, ac) = gsh(t,l') = F(t):L‘N + o :L‘% + ; E(ZL‘@ - 551'71)2.

Similarly, the dissipation potential R will be the sum of the dissipation potentials associated
to each St-Venant element, namely

N
R(t,v) =R(v) = a1 [or] + Y i |vi — vial,
=2

where we recall that in the first P;-element one end is fixed. The assumptions (E1)-(E5),
(E7), (R4) are easily verified, as also (E6) if in addition F' is continuously differentiable.
As before, however, (E6) could be avoided by arguing as in Lemma 2.3.6.

1.2.4 A planar model

Let us now consider the two-dimensional analogous of the simple model discussed in
Subsection 1.2.1 and illustrated in Figure 1.1. Setting for simplicity the rest length of the
spring to zero, we have

X =27=R? rz =1, E(t,x) = Eaqplt,x) = = |p(t) — |,

N

and (QE) again holds. A point mass at x can be therefore considered as a test particle
(or more concretely, the point of a cantilever), probing the frictional properties of the
surface. For simplicity, here we limit ourselves to autonomous dissipation. Until now we
have presented only models lying on a line, so that the friction forces possibly acting on
each mass are described by two parameters at and o~. If instead the test mass lies on a
plane, dry friction is described by a function on the unit circle. Whereas the isotropic case
R(v) = a|v| is simple, the nature of friction when the surface is anisotropic is a complicated
matter.
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Experimentally, friction of scaly surfaces, for instance snakes or sharks skins, is usually
measured only in four orthogonal directions: forwards, backwards, and the in two transver-
sal directions (usually showing a symmetric behaviour), cf. e.g. [13, 56]. We are not aware
of experimental characterizations of the friction coefficients with respect to all the other
intermediate directions. There is however a mathematical restriction on the scenarios that
can be effectively described by the subdifferential of a function R. What we aim to show
here is that, by introducing the constraint K, we allow to study a qualitatively different
class of models, non included in the case R < +oo.

If X = K, namely there is no velocity constraint, then the functional R is continuous by
convexity, and so the friction coefficient changes continuously with respect to the direction
of the velocity. Moreover, we notice that convexity affects ulteriorly the structure of the
friction coefficient: for instance, oscillations arbitrarily both ample and frequent of the
friction coeflicient as the direction varies are not allowed.

When hooks or scales introduce anisotropic friction on a plane, a scenario that can be
expected, or at least desirable, is as follows:

e friction is extremely high for all velocities with a non-zero backward component
(i.e. for all v = (v1, v2) with v; < 0);

e friction is low for all the remaining velocities (v; > 0), in particular also for purely
lateral velocities (v; = 0).

If X = K, such a case can be portrayed only approximatively, since a smooth transition
is compulsory from low to high friction. The scenario can instead be better described by
setting

K={veR?|v; >0}

Indeed, we emphasize that R is in general lower semicontinuous, but not continuous, on
the boundary of K.

A situation even more radical is usually considered in the modelling of slithering loco-
motion, with “snake in a tube” models [20]. While slithering on a plane, snakes experience
a very large resistance to transversal sliding, compared to the longitudinal one, so that the
whole body of the snake follows the same path covered by its head. Hence, according to
the description in such models, a test particle on a snake skin would experience:

e extremely high friction for all velocities with a non-zero lateral component (vy # 0);
e high friction for a purely backward velocity (v; < 0 and ve = 0);
e low friction for a purely forward velocity (v > 0 and vy = 0).

Again, the situation can be portrayed only approximatively by a finite dissipation functional
R, while it is effectively described by introducing the constraint K as

K ={veR?| v =0}, or K={veR?|v; >0,uvy = 0}.

Notice that all the three examples of cones K in this subsection satisfy condition 3 of
Proposition 1.1.6.

1.3 AC% and BVx functions

In this section we introduce and present the main properties of the analogue of absolutely
continuous (vector-valued) functions and of functions of bounded variation when the norm
|-| is replaced by a general time-dependent functional R. These two notions will be useful to
deal with both problems (1.1.3) and (1.1.5). Here we consider the case of a reflexive Banach
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space X and instead of limiting ourselves to potentials R satisfying (R4) we consider the
larger class of i)-regular functionals used in [39] (but still with the additional coercivity
assumption, see (¢4) below). This choice is motivated by two reasons: first of all we
provide new results which are not investigated in [39] and thus we prefer to state them in
the broadest possible setting; furthermore all the proofs, which for the sake of clarity we
collect in Appendix A, do not become easier in our simpler framework, neither exploiting
the finite dimension of the space nor using the explicit form of R given by (R4). We want
also to recall that a more general theory can be developed even in a metric setting, see for
instance [9], Chapter 1.

We follow the presentation given in [39] for the definition and the main features of
functions of bounded R—variation when R depends on time, and we provide some more
properties we will need during the thesis. We also refer to the Appendix of [15] for a very
well detailed presentation of the classical case in which R is the norm of the Banach space
X.

We thus consider a reflexive Banach space X and a ¢-regular function R: [a,b] x X —
[0, 4+00] in the sense of the following definition, see also [39]:

Definition 1.3.1. Given an admissible function ¥ : X — [0, 4+00], namely satisfying
(0) ¥(0) =
Y1) ) is convex;
¥2) 1) is positively homogeneous of degree one;
) ¥
)

3 s lower semicontinuous;
4

we say that R: [a,b] x X — [0,400] is -regular if:

(
(
(
( there exists a positive constant ¢ > 0 such that c| - | < (),

o for every t € [a,b], R(t,-) is convex, positively homogeneous of degree one, lower
semicontinuous, and satisfies R(t,0) = 0;

e there exist two positive constants o > o > 0 for which

ap(v) < R(t,v) < aPp(v),  for every (t,v) € [a,b] x X; (1.3.1)

e there exists a nonnegative and nondecreasing function o € CO([O,b — al) satisfying
o(0) =0 and for which

|R(t,v) — R(s,v)| < Y(v)o(t—s), for everya <s<t<bandv e {ip < +oo}.
(1.3.2)

Remark 1.3.2. We again notice that this definition actually differs from the one considered

n [39] due to the additional assumption (14), which gives coercivity. Most of the results
of this section are however valid without (¢/4), as the reader can check from the proofs (see
Appendix A). Indeed we always stress the points where it is really necessary.

We want to point out that if R satisfies (R4), then it is ¢/ —regular (with an absolutely
continuous o) with respect to the admissible function

X (v) = xx(v) + v, (1.3.3)

where K is given by (R4). On the other hand, any @-regular functional R can be written
as

R(tv U) = X{¢<+oo}(v) + R\{w<+oo} (t7 'U),
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where Rl{d;<+oo} has finite values due to (1.3.1) and the set {¢) < 400} is a nonempty
convex cone thanks to (10)—(¢2). However, in general, this set is not closed and moreover
the second inequality in (1.3.1) cannot be improved to (R2), since no bounds from above
for 1 are available. These are the main differences between i-regular functionals and
functionals satisfying (R4).

We first deal with the notion of R—absolutely continuous functions:

Definition 1.3.3. We say that a function f: [a,b] — X is R—absolutely continuous, and
b
we write f € ACr(la,bl; X) if f is absolutely continuous and/ R(r, f(1))dr < +00.

Next proposition provides a natural link between R—absolutely continuous and classical
absolutely continuous functions. We recall that we gather all the proofs of this section in
Appendix A.

Proposition 1.3.4. Given a function f: [a,b] — X, the following are equivalent:

(1) f is R—absolutely continuous;
b .
(2) f is absolutely continuous and / Y(f(7))dr < 4o00;

(3) there erists a nonnegative function m € L'(a,b) such that:
t
Y(f(t)— f(s) < / m(r)dr,  for everya < s <t <hb.

Remark 1.3.5. In the special case of a potential R satisfying (R4), namely when 1 has
the form (1.3.3), from (2) we deduce that f € ACRr([a,b]; X) if and only if f is absolutely
continuous and f(t) € K for almost every time t € [a, b].

We now recall the notion of functions of bounded R—variation:

Definition 1.3.6. Given a function f: [a,b] = X, we define its R-variation in [s,t], with
a<s<t<b, as:

n

Vr(f;s,t) == lim Rtp—1, f(te) = f(tr-1)), (1.3.4)
n—-+o0o 1
where {t}1_, is a fine sequence of partitions of [s,t], namely it is of the form s =ty <
) < - <ty =t and satisfies

lim  sup (tx —tx—1) =0. (1.3.5)

n—+0 =1 ..n

We also set Vg (f;t,t) :==0, for every t € [a,b].
We say that f is a function of bounded R—variation in [a,b] if its R—variation in [a, b]
is finite, i.e. Vr(f;a,b) < 4o00. In this case we write f € BVg([a,b]; X),

Remark 1.3.7. We want to say that the limit in (1.3.4) exists and it does not depend
on the fine sequence of partitions chosen, thus the definition is well-posed. If R does not
depend on time, the limit in (1.3.4) can be replaced by a supremum. For a proof of these
facts we refer to [39], Appendix A.
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Remark 1.3.8 (Notation). During the section will be useful to consider the variation of a
function with respect to the time-independent function R(, -), namely when the time ¢t = ¢
is frozen. In this case we denote the variation by Vz)(f;s,t). We notice that Vi (f;s,t)
can be obtained by replacing R(t, f(tx) — f(tk—1)) with R(¢, f(tx) — f(tx—1)) in (1.3.4), or
by taking the supremum over finite partitions since the frozen potential does not depend
on time.

From the Definition 1.3.6 we easily notice that (1.3.1) allows us to deduce that a function
f belongs to BVg([a,b]; X) if and only it it is a function of bounded t)-variation, i.e.
Vy(f;a,b) < 4+00; moreover by (14) we deduce that f is a function of bounded variation
in the classical sense. As a byproduct, see for instance the Appendix in [15], we obtain
that any f € BVg([a,b]; X) has at most a countable number of discontinuity points, and
at every t € [a, b] there exist right and left (strong) limits of f, namely:

FH(0) = Jim f), and - F(0) = T F(t). (1.3.6)

Remark 1.3.9. Given a function f: [a,b] — X, with a little abuse of notation we will
always consider and still denote by f its constant extension to a slightly larger interval
(@ — 6,b+ ¢), for some § > 0; namely f(t) = f(a) if t € (a — 0,a] and f(t) = f(b) if
t € [b,b+ ). This ensures that the limits in (1.3.6) are well defined also in ¢ = a,b and in
particular it holds f~(a) = f(a) and f*(b) = f(b).

Remark 1.3.10. In the particular case in which R satisfies (R4), namely when ® is given
by (1.3.3), it is easy to see that f € BVg([a,b]; X) if and only if f has bounded variation
(in the classical sense) and f(t) — f(s) € K for every a < s <t <b.

Trivially the R—variation of f is monotone in both entries (see (a) in the next Proposi-
tion), thus for every a < s <t < b they are well defined:

: = i : cs5.t—) = i :
VR(f7 87t+) tkl%t V'R(fv Sytk)7 VR(fa Sat ) sgtkl,rtr;/‘t V’R(fa Sytk)7
Vr(f;s—,t) == lim Vr(f;sk,t), Vr(fis+,t):= lim_ Vr(f;sk,t),

sk,/'s Sk <t, sk \(s
Vr(f;s—,t4+) =  lim  Vi(f;sk, tr),
r(f ) g Am R(Sf; 8Ky tr)
Vr(f;s—,t—) := lim Vr(f; sk, tr),
R(f ) sp<tg,s% ,/'s,tk /'t R(f5 sk, te)

Vr(f;s+,t+) = lim VR(f; sk, tr).
R(f ) 51 <tySk Stk it R(f g k)

Next proposition gathers all the properties of the R—variation we will need throughout the
thesis.

Proposition 1.3.11. Given a function f: [a,b] — X, the following properties hold true:
(a) for every a <r < s <t <bitholds:

VR(firt) = VR(fi7,8) + VR(f;5,1);
(b) for every a < s <t <b it holds:
VR(fis=t+) = Vr(fis—,s) + Vr(f;5,1) + VR(ft,14);
(c) if f € BVg([a,b]; X), then for every t € [a,b] the following equalities hold true:
VR(fit,t4) = Ve (£t t+4) = lim R(E, f(te) = f(8), Vr(fit,t-) =0,
VR(fit=t) = Ve (fit=1) = lim R(L, f(t) = f(t)), Vr(fit+,8) =0

Vr(fit—t=) =0, Vr(fit+,t+) =0;
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(d) if f € BVr([a,b]; X), then fT, f~ belong to BVg([a,b], X) and for everya < s <t <b
the following inequalities hold true:
VrR(f;s—,t+) = max {Vr(f*;s—,t+), VR(f 5 s—,t+)},
VR(fis+,t+) = VR(f 58, t4),
VR(f;5—,t=) = VR(f715—,1).

As in the classical case, the inclusion ACg([a,b]; X) C BVg([a,b]; X) holds true, as
stated in the next proposition:

Proposition 1.3.12. A function f: [a,b] — X is R—absolutely continuous if and only if
it is of bounded R—variation and the function t — Vg (f;a,t) is absolutely continuous. In
this case it holds

Vr(fis,t) = /t R(T,f(T)) dr, for everya<s<t<b.

Like in the classical case, the R—variation is pointwise weakly lower semicontinuous, as
stated in the following lemma:

Lemma 1.3.13. Let {f, }nen be a sequence of functions from [a,b] to X such that f,(t) —
f(t) weakly for every t € [a,b]. Then one has

Vr(f;s,t) < lminf VR (fn;s,t), for everya <s<t<b.
n—-+o0o

We finally state and prove a useful generalisation in BVg([a,b]; X) of the following
classical result: a sequence of nondecreasing and continuous scalar functions pointwise
converging to a continuous function (in a compact interval) actually converges uniformly.

Lemma 1.3.14. Let {fn}nen € BVz([a,b]; X) be a sequence of functions pointwise strongly
converging to f € BVr(la,b]; X). Assume that:

e Vr(fn;a,-) are continuous in [a,b] for every n € N and Vr(f;a,-) is continuous in

[a, b];

e lim Vg(fn;a,t) =Vr(f;a,t), for every t € [a,b].

n—-+0o00

Then the (strong) convergence of fy to f is actually uniform in [a,b].
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In this chapter we discuss existence, uniqueness, and the main properties of the solutions
both of the dynamical system (1.0.1) and the quasistatic one (1.0.2). We finally perform
the asymptotic analysis as e — 0T for a dynamic solution z¢ of (1.0.1).

The chapter is organised as follows: Section 2.1 is focused on the dynamic problem
(1.0.1). We first present useful energy bounds on z¢, which will be also exploited in Sec-
tion 2.3 to deal with the quasistatic limit. We then prove an existence (and uniqueness)
result, see Proposition 2.1.7 and Theorem 2.1.8.

In Section 2.2 we turn our attention to the quasistatic problem (1.0.2). In particular
we introduce and analyse the notion of energetic solution, providing a temporal regularity
result, see Proposition 2.2.8, and presenting some known cases in which uniquess is granted,
see Lemmas 2.2.9 and 2.2.10.

Section 2.3 finally contains the main result of this first part of the thesis, regarding
the vanishing inertia limit of dynamic solutions z%, see Theorem 2.3.9. To obtain it, we
first employ the energy bounds we previously gained in order to deduce the existence of
convergent subsequences (Theorem 2.3.1). We then characterise the limit function as an
energetic solution to the quasistatic problem (1.0.2) by means of an asymptotic analysis of
a suitable stabilty condition and of an energy balance fulfilled by the dynamic solution z=.

Also the contents of this chapter are contained in the work [38] in collaboration with
Paolo Gidoni.

2.1 Existence of solutions for the dynamic problem

This section is devoted to the analysis of the dynamic problem (1.1.3) and to the proof
of an existence result under the main assumptions (E1), (E3)—(E5) and (R4). Convexity,
i.e. (E2), here is not needed. Condition (E7) will be also added to obtain uniqueness of
differential solutions, see Theorem 2.1.8. Of course in this section the parameter ¢ > 0
is fixed; however, since some results we obtain here will be useful also in the rest of the
chapter where ¢ is sent to 0, for the sake of brevity we prefer to assume that the initial
data are uniformly bounded in €. Namely we require there exists a positive constant A > 0
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22 CHAPTER 2. VANISHING INERTIA ANALYSIS

for which
lzg) <A, and |ex]| <A, for every € > 0. (2.1.1)

Before starting the analysis we recall the following Grénwall-type estimate:

Lemma 2.1.1 (Gronwall inequality). Let f: [a,b] — [0,+00) be a bounded measurable
function such that

ft) <cC —i—/ w(f(r))g(r)dr,  for everyt € |a,b], (2.1.2)

where C > 0 is a positive constant, w: [0,+00) — [0,4+00) is a nondecreasing continuous
function such that w(x) > 0 if x > 0, and g € L'(a,b) is nonnegative.
Then it holds:

ft) <ot <g0(C) + /atg(T) dT) ,  for everyt € [a,bl,

dr.

t
where ¢(t) :—/
1

w(7)

Proof. We consider the auxiliary function F(t) := ftw(f(T))g(T) d7. Since f is bounded,

a

F is absolutely continuous in [a,b] and F(a) = 0. Moreover by (2.1.2) we deduce:
F(1) = w(f(1)g(t) <w(C + F(r))g(r), forae. 1€ a,b].

From the above inequality we thus infer for every ¢ € [a, b]:
t t F(T) C+F(t) 1
dr > —— dr = dr = F(t) —
[amar= [ —msar= [ —sar = e+ F0) — 0(0)
> ¢(f(t)) = ¢(C),

where in the last inequality we used again (2.1.2) and exploited the monotonicity of ¢.
Hence we conclude. ]

For a reason which will be clear later, to develop all the arguments of this section we
need to introduce a truncated version of the elastic energy £. We argue as follows: for every
p € (0,400), let A?: [0,4+00) — [0, p + 1] be a C°°, monotone increasing, concave function
such that A\?(r) = r for r < p and let us consider the truncated energies

_ A=)z

EP(t,x) = E (t,op(x)), where o,(x) = , (2.1.3)

||

setting in the limit case £7°° = £. Notice that o, is the identity on Bg( and that the
Jacobian of o, at each point has (operator) norm less or equal than one.

We observe that the new functions £” cannot be expressed any longer as function of
(t,mz(x)). Yet they inherit many of the regularity properties of £ and Ep,. Indeed we
observe that, by (E1) and (E3), the functions £ and D,EP are continuous in [0, +00) x X,
while from (E1) and (E5) we get that %5" is a Caratheodory function. Moreover, by (E4)
it holds

9 er(t, )

5 < w(EP(t,x))v(1), for a.e. t € [0,400) and for every x € X,  (2.1.4)
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where w and ~ are the same of (E4) and in particular do not depend on p. Furthermore,
by compactness and the properties of o, if p € (0, +00) then for every 7' > 0 we get that
D,£? is bounded on the whole [0, 7] x X, namely there exists a constant CpT > 0 such that

sup | D EP(t,x)]x < Cg. (2.1.5)
(t,2)€[0,T]x X

If in addition also (E7) holds, we deduce that for every 7" > 0 there exists a function
S, € LY(0,T) such that

1D, EP(t, 1) — DplP(t,x2)ls < S(t) |21 — 9] | (2.1.6)

for a.e. t € [0,T], and every z1, 9 € @.

Let us thus introduce the approximated problems

{52M5n'5(t) +eVis(t) + QyR(t, i°(t)) + Dol (t,2°(t)) 0, >0, (2.1.7)

xe(o) = x%? x‘e(o) = xia

where for the sake of clarity we do not stress the dependence on p. We recall that we are
always assuming (E1), (E3)—(E5), (R4) and considering M, V as in Section 1.1, in particular
satisfying (1.1.1) and (1.1.2).

As a first step we present an alternative formulation of (2.1.7), based on the definition
of subdifferential. We emphasize that the following results, where not otherwise explicitly
stated, hold also for the original dynamic problem (1.1.3), corresponding to p = +oo. In
particular, the uniform estimates with respect to the initial data of Corollary 2.1.4 for the
original dynamic problem will be employed later on.

Proposition 2.1.2. For every ¢ > 0 and p € (0,400], a function x° € WQ’l(O, +00; X)
is a differential solution of (2.1.7) if and only if initial data are attained and the following
dynamic local stability condition and dynamic energy balance hold true:

(LS®) for a.e. time t € [0,+00) and for every v € X

R(t,0) + (DREP(t,25(t)) + 2MiS () + Vi (£), v) > 0;

(EB°®) for everyt € [0, +0)
2
—|x'()|M+5pth’ /RTJE’ d7'+5/ |25 () |3 dr

*| i+ €70 /EpTx 7)) dr.

Proof. By definition of subdifferential we deduce that z¢ € WZJ(O, +00; X) is a differential
solution of (2.1.7) if and only if initial data are attained and for a.e. t € [0, +00) and for
every v € X it holds:

R(t,0) + (D EP(t,2°(t)) + 2Mi°(t) + eVi©(t), )

. o . . (2.1.8)
> R(t,i°(t)) + (DoEP (¢, 2°(t)) + e2Mi (t) + V< (t), i (t)).

We thus conclude if we show that (2.1.8) is equivalent to (LS¢) and (EB¢).

We first assume that (2.1.8) holds true. We fix v € X and we choose © = nv, with
n € N; by means of the one homogeneity of R(¢,-) and letting n — 400 we deduce the
validity of (LS¢). Choosing © = 0 and exploiting (LS¢), we instead get the following local
energy balance (also called power balance):
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(LEB®) for a.e. time t € [0,400) it holds

R(t,i°(t)) + (DoE°(t, 2°(t)) + XM= () + eV (t), (1)) = 0.

Integrating (LEB®) between 0 and t we finally get (EB®). Indeed we recall that, since 2°
is absolutely continuous, the map £°(-,z°(+)) is absolutely continuous too and %é’p (,2°(+))
is summable in [0, ¢].

We now assume that (LS®) and (EB°) hold true. By differentiating (EB®) we easily
get (LEB®); combining it with (LS®) we thus obtain (2.1.8) and we conclude. O

Thanks to the energy balance (EB®) we are able to infer the following uniform bound
of the involved energy along a differential solution. As we said before we assume that the
initial data are uniformly bounded with respect to ¢ since this result will be useful also for
the next sections.

Proposition 2.1.3. Assume that the initial data satisfy (2.1.1) and let ¢ be a differen-
tial solution of (2.1.7). Then for every T > 0 there exists a positive constant C% > 0,
independent of € > 0 and of p € (0,+00], such that:

2 t
85|az )3 +E°(t, 2° / R(r, &° d7'+5/ 125(7) |3 dr < C2,  for every t € [0,T).
0
(2.1.9)

Proof. We denote by F¢(t) the left-hand side of (2.1.9). By means of the energy bal-
ance (EB®), together with the estimates (1.1.1) and (2.1.4), we deduce that the following
inequality holds true for every t € [0, +00):

Fo(0) = et +£7(0,05) + / O eo(r.a%(r))dr < EN 1 /0 W(E (7,2 (7)) (7) dr
cA w(Fe(T 7)dr.
<@ +/0 (F(r)r(r)d

We now conclude by means of Lemma 2.1.1. O

As a simple corollary we deduce:

Corollary 2.1.4. Assume that the initial data satisfy (2.1.1) and let 2 be a differential so-
lution of (2.1.7). Then for every T > 0 there exists a positive constant C’% > 0, independent
of € >0 and of p € (0,400], such that:
; ()] < CA;
(i) nax, [z=(t)| < Cp

T
(ii) /0 R(r, (7)) dr < CA:

(i) nax, elé®(t)lm < Cp.

Proof. The bounds in (i) and (4i¢) simply follow from (2.1.9). To get (i) we recall that x°
belongs to W21([0,T]; X), and hence by using (R2) we obtain:

t 1 t
S#(O] < [of] + o°(0) ~ abl <A+ [ F@ldr <A+ - [ RO ar
0 X Jo
We indeed notice that 2°(t) is forced to live in K for almost every time t € [0, 7], otherwise

OyR(t,2°(t)) would be empty or alternatively (i) could not be valid. Thus we conclude by
exploiting (i). O
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We now introduce a slightly generalisation of the well known notion of normal cone
adopted in convex analysis. For a convex subset L C X and a positive definite, symmetric
linear operator A: X — X*, we denote with N7 (z) the normal cone to the set K in the
point = € K with respect to the scalar product (A-,-) : X x X — R, namely

NE(@z)={ve X |(Av,z—x) <0 forevery & € K}. (2.1.10)

If 2 instead does not belong to K, for convention we set N2 (x) := . If finally the scalar
product is the one endowed to the space, we simply write N (x).

We also recall an existence and uniqueness result for the second order perturbed sweep-
ing process, see [2].

Theorem 2.1.5. Let E be an Fuclidean space, K C E a non-empty closed convex subset,
F:[0,T] x Ex K = E an upper semicontinuous set-valued map with non-empty compact
convex values and satisfying for every (t,n,u) € [0,T] x E x K the bound

F(t,n, 1) C B+ |n|p + |ulg)BE, (2.1.11)

where B{E is the open unitary ball in E centered at the origin. Then, for every (no,m1) €
E x K, the problem

{ﬁ(t) € —Nic(n(t)) = F(t,n(t),0(1)), (2.1.12)

n(0) = no, n(0) = m,

admits at least one differential solution, namely a function n € W*1(0,T; E) such that the
differential inclusion holds true for a.e. t € [0,T] and the initial data are attained. Moreover
we actually have n € W2>(0,T; E).

Theorem 2.1.6. Under the assumptions of Theorem 2.1.5, suppose in addition that there
exists an open set U C E such that

(j) every solution n of (2.1.12) satisfies n(t) € U for every t € [0,T);

(7j) there exists a function k € L*(0,T) such that

(fi = fo i1 — p2) p > —k(E) (I — ma2ly + |1 — p2l ), (2.1.13)

for a.e. t € [0,T] and for every m,n2 € U, p1,p2 € K, fr € Ft,m,p1), fo €
F(t,m2, p2).

Then the solution of (2.1.12) provided by Theorem 2.1.5 is unique.

The existence Theorem 2.1.5 is a special case of [2, Theorem 3.1]. The uniqueness
Theorem 2.1.5 is instead a straightforward corollary of [2, Theorem 3.3], noticing that once
a uniform bound (j) on the solutions is available, it is sufficient to require (jj) in a region
U where the solutions are contained.

In the next proposition we translate these results in our framework, obtaining existence
(and uniqueness) of solutions to (2.1.7), but only for p € (0, +o0).

Proposition 2.1.7. Fiz e > 0 and T' > 0. For every nitial values x5 € X and z§ € K,
and for every p € (0,+00), there exists at least a differential solution 2 € W°°(0,T; X)
to problem (2.1.7).

Moreover, let us assume that also (E7) holds. We take A := max{|z]|,|ex]|} and
consider 07/3 to be as in Corollary 2.1.4. Then for every p € (C’%,%—oo) the solution of
(2.1.7) is unique.
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Proof. We fix T' > 0. Let us recall that by (R4) and the linearity of the subdifferential with
respect to the sum of two convex functions, we can write

OpyR(t,v) = OxKk (V) + Oy Rnite(t,v), for every (t,v) € [0,T] x X.

Hence we can rewrite problem (2.1.7) as

{sQMi‘f(t) € —Oxr(5(t)) — F(t,25(t),i°(t)), 2114)
xs(o) = x%, j;‘f(()) = xi’
where

F(t,u,v) := eV + 8y Riinite (£, v) + DLEP (¢, ). (2.1.15)

We now observe that, by (V'), (VI) in Corollary 1.1.4, the map 9, Rnite: [0,7] x K = X*
has compact, convex, non-empty values and it is upper semicontinuous. Thus trivially also
the map F': [0,7] x X x K = X* has compact, convex, non-empty values and it is upper
semicontinuous on the whole domain. Moreover, by (1.1.2), (VI) in Corollary 1.1.4 and

(2.1.5), for every p € (0,400) there exists a constant 5, > 0 such that
F(t,u,v) C B,(1+ |v|) BY, for every (t,u,v) € [0,T] x X x K, (2.1.16)

where B{X " is the open unitary ball in X* centered at the origin.
Let us now set Q° := ¢ 2M~!: X* — X, so that QF is a positive definite, symmetric
linear operator. Using also that K is a closed, convex cone, for every n € X* we have

Oxr(Q°n) ={£ e X" | xx(Qn) + (&, z) < xx(Qn+2x) foreveryx € X}
={£€ X" [ xkx(Qn) +(£,Q°C) < xk(Q°(n+¢)) forevery ( € X*}
={£ec X" | xmrx(n) +(§,Q°C) < xmx(n+¢) forevery ( € X"}
={{ e X" | xmr(n) + (5 Q1 —n)) < xmk(7) for every 7j € X™}
= Nyix ().

In the third step we have used the fact that K is a cone to neglect the factor 2. The last
step follows by observing that both sets are empty if n ¢ MK, since the inequality would
fail for 7 € MIK. On the other hand, if n € MK, the inequality is always true for 77 ¢ MK,
while it is equivalent to (£, Q°(7 —n)) < 0 for 7 € MK.

Let us now introduce the Euclidean space E as the vector space X* endowed with the
scalar product (Q°-,-) with Q¢ as above. By (1.1.1) we observe that

1 1
—_— < < — , for ever e FE. 2.1.17
Emlnl*fln!Efgmlnl* y 0 ( )

Then, 2¢ is a differential solution of (2.1.7) if and only if ° := £2Mx° is a differential
solution of the following second order perturbed sweeping process on E:

{7'7%) € ~Nurc (7 (1)) = F(t, 7 (0), (1), (2.1.18)
0°(0) = e®Maj, i (0) = e°Maf,

where the function F': [0,T] x E x MK = FE is defined by
F(t,u,v) == F(t,Q%u, Q°v).

We observe that, by (2.1.17) and the linearity of Q¢, we have that the map F has compact,
convex, non-empty values and is upper semicontinuous on the whole domain with respect
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to the norm of E. Moreover, by (2.1.16) and (2.1.17), for every p € (0,+00) there exists a
constant 3, > 0 such that

F(t,u,v) C B,(1+ |v|)BE, for every (¢,u,v) € [0,T] x E x MK, (2.1.19)

where BY is the unitary ball in E centered at the origin. We have therefore verified all the
hypotheses of Theorem 2.1.5, hence proving the existence of a solution 1° € W2°°(0,T; E)
of (2.1.18). Noticing that 2° = Q*n° € W?2>°(0,T; X), we complete the first part of the
proof.

It remains to show that such a solution is unique. Therefore, let us now consider
p € (O, +00) and assume (E7), with the consequence that also (2.1.6) holds.

Since to every solution n° of (2.1.18) corresponds a solution 2 = Q°n® of (2.1.7), which
by Corollary 2.1.4 is contained in the open ball Béf%, we deduce that every solution 7° of
(2.1.18) is contained in the set U := EQMBé(A, which is open also in the topology of FE.
Hence condition (j) of Theorem 2.1.6 is satisfied.

We then observe that the function F can be decomposed in two parts. The first part
F o(t,v) = eVu + OyRanite(t,v), at each time ¢, is included in the subdifferential with
respect to v of a convex function, namely F(t,v) C dy[e (Vu,v) + Renite(t, v)]. Hence by
monotonicity of the subdifferential it holds:

<ff—f§‘,v1—fu2> >0,

for every t € [0, 7], v1,v2 € K, fl“ € ﬁ“(t,vl), ]?5‘ S ﬁ“(t,vg). Therefore, taking j11 = e2Muw;
and ps = £2Muw,, we infer that

(Fr=Fm—pe) =(Fi=F3.Qum—Qu2) = (Fi = ffoon =) 20, (2.1.20)

for every t € [07T]a M1, 2 € MK> J?il S ﬁa(t7Q5M1)a J?él € ﬁa(ta(@g,u2)-
Let us now consider the second part F(t,u) := D,EP(t,u) of F. By (2.1.6) there exists
a function ¢, € L'(0,T) such that

(¢ ur) = F¥(t up) e < G(8) [ur — ual

for a.e. t € [0,T], and for every uj,us € Bé{%. As before, taking 1 = £2Mu; and 7y =

£2Mus, we deduce that

‘ﬁb(t)@anl) - ﬁb(t7@5n2)|E S g\}ﬁ|ﬁb(t’ Q&nl) _ ﬁb(t,QanZ)‘*
= ?:;%'Qam — Q| < EQi;EZ)—Mlm —mle,  (2.1.21)

which therefore holds for a.e. t € [0,T], and every 11,12 € U.
Hence, by combining (2.1.20) and (2.1.21) we obtain

(fi = fos 1 — po)p > <ﬁb(t,QEW1) — Fb(t, Q%n2), p1 — u2>E

> —|F(t, Q1) — FU(t,Qn2) | |11 — pizl
Sp(t) 2 2
—m(’m —m2lg + |l — p2lg),

for a.e. t € [0,T], and for every n1,m2 € U, 1, u2 € MK, fi1 € F(t,m, 1), fo € F(t,n2, u2).
Hence also condition (jj) of Theorem 2.1.6 is satisfied, yielding the uniqueness result
of the proposition. O

v
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The main result of this section, concerning the original problem (1.1.3), is a straight-
forward corollary of Proposition 2.1.7.

Theorem 2.1.8. Fixe >0, let M, V be as in Section 1.1, and assume that R satisfies (R4)
and E(t,x) = Espn(t, mz(2)) satisfies (E1), (E3)~(E5). Then for every initial values x§ € X
and x5 € K there exists at least a differential solution z° € WN/Q’OO(O,+OO;X) to problem
(1.1.3).

If in addition (E7) holds, then such a solution is unique.

Proof. Let us set A := max{|z§|, |ez§|} and fix T > 0. Taken C& > 0 given by Corol-
lary 2.1.4, we fix p € (C}, +00).

We observe that by definition of the truncated energy £ the two problems (1.1.3) and
(2.1.7) coincide in the region (t,z%,if) € [0,T] x B)X x K; moreover, by Corollary 2.1.4,
the solutions of both the initial value problems are contained in that region. Hence, the
solutions of (1.1.3) and (2.1.7) coincide. Since by Proposition 2.1.7 problem (2.1.7) admits
at least one differential solution 2, which additionally satisfies 2° € W2°(0,7T; X) and
which is unique if also (E7) is satisfied, so does the original dynamic problem (1.1.3). O

2.2 Properties of energetic solutions

In this section we discuss the quasistatic problem (1.1.5) and in particular the notion
of energetic solution, which we recall here

Definition 2.2.1. We say that = € E‘J/R([O,—Foo);X) is an energetic solution for the
quasistatic problem (1.1.5) if the initial position is attained and the following global stability
condition and weak energy balance hold true:

(GS) E(t,x(t)) < E(t,v) + R(t,v —xz(t)), for everyv € X and for every t € [0,400);
(WEB) E(t,z(t)) + Vr(x;0,t) = £(0,z0) + /t %5(7‘,1‘(7)) dr, for everyt € [0,+00).
0

Hence all the assumption of the quasistatic problem (1.1.5), namely (E1)—(E5) and
(R4), hold here. The main purpose of this section is to prove temporal regularity of the
energetic solutions to (1.1.5), which we obtain in Proposition 2.2.8. Such regularity will
allow us to deduce the equivalence between the two notions of energetic and differential
solutions. We also present some well known cases in which uniqueness for energetic (and
differential) solutions holds; we point out that for a general elastic energy, as the one we
consider here, the question of uniqueness is still open.

To start, we notice that, in the quasistatic setting, it is possible to provide a charac-
terisation of differential solutions analogous to that of Proposition 2.1.2 for the dynamic
problem. In fact, convexity leads to a better result, which also clarifies Definition 2.2.1 of
energetic solutions.

Proposition 2.2.2. A function x € ZE’([O, +00); X) is a differential solution of the qua-
sistatic problem (1.1.5) if and only if initial position is attained and one of the following
two equivalent conditions is satisfied:

(1) (LS) R(t,v) + (DzE(t, z(t)),v) >0, for every (t,v) € [0,+00) x X;
(LEB) R(t,&(t)) + (DgE(t,x(t)), (t)) =0, for a.e. t € [0,+00);

(GS) E(t,x(t)) < E(t,v) + R(t,v —x(t)), for every (t,v) € [0,+00) X X;
t t
(EB) E(t,x(t))+/0R(T,m'(T))dT:5(0, a:o)+/0 %E(T,LE(T))dT, for all t > 0.

(2)
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Proof. The fact that = € AC([0, +00); X) is a differential solution of (1.1.5) if and only if
initial position is attained and (1) is fulfilled follows by arguing as in the proof of Propo-
sition 2.1.2. Notice that the passage from a.e. to every time is granted by continuity. We
only need to show that (1) and (2) are equivalent; first of all we notice that (LEB) is
equivalent to (F'B) since we can obtain the first one by differentiating the second one. The
fact that (GS) implies (LS) follows since R(¢,-) is one homogeneous, while the contrary
follows since the function v — E(t, x(t) + v) is convex by (E2). O

Remark 2.2.3. As the reader can check from the proof, convexity assumption (E2) is
needed only to deduce the global stability (GS) from the local one (LS).

Remark 2.2.4. We point out that, by (EB), any differential solution of (1.1.5) is actually
R—absolutely continuous. In particular, due to Proposition 1.3.12, it is an energetic solution.

2.2.1 Temporal regularity

We now pass to the main object of this section, namely the temporal regularity of
energetic solutions. The argument follows the by now consolidated ideas of [59], [65], and
[67]; the first step exploits uniform convexity to improve the estimate furnished by the
global stability condition (GS). However, since in our setting uniform convexity holds only
for the restricted energy Egp, we need to introduce also the notion of restricted dissipation
potential from [306].

Given any functional ®: X — [0, +-00] we define its (shape-)restricted version ®g,: Z —
[0, 4+00] in the following way:

O (2) = inf O (z). (2.2.1)
TET, {z})

The following properties are a trivial byproduct of the definition of ®,:
o if ®! < &2 on X, then (I);h < @gh on Z;
o Oy(mz(x)) < ®(x) for every z € X;

e if ® is positively homogeneous of degree one, then &g, is positively homogeneous of
degree one.

We also observe that condition (R5) gives an upper bound on the restricted dissipation
potential:

Lemma 2.2.5. Suppose in addition that R satisfies (R5). If (t,z) € [0,T] x Z is such that
Rsh(t, z) < 400, then
Ran(t,z) < a*Ck |z|,, (2.2.2)

with o and Ck as in (R2) and (R5), respectively.

Proof. Since Rgp(t, z) < +o00, there exists & € K such that 7wz (%) = z. Thus, by (R5) it is
possible to select this & such that |Z| < Ck |z|,. Hence, recalling Corollary 1.1.4, we have

Ran(t, 2) < R(t,5) < o |7 < a*Ci |2l
and we conclude. O

We now prove that the global stability condition (GS) is actually equivalent to an
enhanced version of stability.
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Lemma 2.2.6 (Improved Stability). Fizt € [0,400). If 2* € X satisfies
E(t,z™) < E(t,x) + R(t,x —x*), for every x € X, (2.2.3)
then also the following stronger version of stability holds true:
E(t,a:*)—i-ghrz(a:*)—wz(x)‘% < E(t,x)+Ren(t, mz(x)—7mz(z")), for every xz € X. (2.2.4)

Proof. From the definition of restricted dissipation potential (2.2.1) and recalling that
E(t,-) =Esn(t,mz(+)), we deduce that (2.2.3) implies:

E(t,z™) < E(t,x) + Ran(t,mz(x) — wz(z¥)), for every z € X. (2.2.5)

Furthermore, by means of (E2) we know that for every 1,22 € X and for every 0 € (0,1)
it holds:

E(t,0x1+ (1 —O)xo) < OE(t,z1) + (1 — 0)E(t, x2) — gﬁ(l —0)|mz(z1) — mz(x2)|%. (2.2.6)

We now fix € X and we choose 6z + (1 — 0)z* as competitor for z* in (2.2.5); by using
the one-homogeneity of Rg(¢,-), the linearity of 7z, and (2.2.6), we get:

E(t,x™) <E(t,0x+ (1 —0)x™) + Ran(t,0(mz(x) — mz(2")))
< OE(t D) + (L= 0)E(ta") = £0(1 = 0) [z () — ma (")}
+ ORsp(t, mz(x) — mz(x¥)).
By subtracting £(t,z*) from both sides and dividing by 6 we hence obtain:
0<&(t,x)—E(t,z") — g(l —0) |my(x) — mz(x%) |5 + Ran(t, mz(x) — wz(z*)).
We conclude letting 6 0. O

Next lemma will be used in the proof of Proposition 2.2.8.

Lemma 2.2.7. Let (V,||-||) be a normed space and let f: [a,b] — V be a bounded measurable
function such that:

1£(t) ||2 / IIf(t) T)|lg(T)dT+| £ (%) ||/ T)dT, for everya < s <t<b,

(2.2.7)
for some nonnegative g,h € L*(a,b). Then it holds:

Hf(t)—f(S)HS/ (9(1) + h(7))dr, for everya <s <t <b.

Proof. Fix t € [a,b]. For s € [a,t] we define the functions B;(s) := ||f(t) — f(s)|| and
Bi(s) :== sup B¢(0), where the latter is finite since f is bounded.
0€(s,t]

We now fix s € [a, t] and, by using (2.2.7), for every 6 € [s, t] we hence obtain:

/,Bt 7)dr + B(6 )/eth(r)dr
7 >/ (9(r) + h(r))dr,

s

which implies
t
E(s)2 < Bt(s)/ (g(T) + h(T))dT, for every a < s <t <b.

Since B;(s) < Bi(s), we conclude. O
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We are now in a position to state and prove the main result of this section:

Proposition 2.2.8. Assume that R satisfies (R4) and E(t,x) = Egp(t, mz(x)) satisfies
(E1)~(E5). Then any energetic solution x for (1.1.5) is continuous.

Suppose in addition that (R5) holds or, alternatively, that R does not depend on time.
Then z is R—absolutely continuous and, therefore, a differential solution of (1.1.5).

Proof. We fix T'> 0 and 0 < s < t < T'; since z satisfies (GS) we can pick z(t) as a
competitor for z(s) in (2.2.4), getting:

ﬁ|7rz<x<t>> —7z(2(s))[%

E(s,x(t)) + Ran(s, mz(2(t)) — mz(x(s))) — E(s, 2(s))
= 5(8 2(t)) = E@t,x(t) + E(t, x(t)) — E(s,2(5)) + Ranls, mz(2(t)) — mz(2(s)))

_/<§t€(7 x(T ))_;E(T,x(t)))dT + Ran(s, mz(x(t))—mz(2(s))) — Vr(2;s, 1),

where for the last equality we exploited (WEB).

We recall that z is bounded in [0, T'] since it belongs to BVz ([0, T]; X); thus there exists
R > 0 such that |z(t)| < R for every t € [0,T]. Hence we can use (E5) and continue the
above inequality:

Sz (w(8) =2 (2(s)) %

¢ (2.2.8)
< / (w2 (x(t) =7z (x(7))|znr(T) AT + Ran(s, m2(2(t)) =72 (2(s))) — Vr(;5,1).

To estimate the term outside the integral we exploit (R2) and (R3), getting:

t
VR(x;Sat) > VR(S)(xvsat) - V(l’78,t)/ p(T) dr

1 t
> <1 - a*/s p(7) dT) VR(s)(T;5,1).

The above inequality finally implies:

t
Vr(z;s,t) > (1 - 1/ p(T) d’T) Rsn(s,mz(x(t)) — mz(x(s))). (2.2.9)

Oy

Indeed, if the term within parentheses is negative the inequality is trivial; otherwise we
observe that V() (7;5,t) > R(s,2(t) — 2(s)) > Rsn(s, mz(x(t)) — 7z(x(s))).
By plugging (2.2.9) into (2.2.8) we thus obtain

Elrz(e(t) w2 (2(s) 3
< [Inzta(®)-matorlzma(r)ar + - ( [or) ) Rantsmatolt)-m(a(e).

*

(2.2.10)

Since z is bounded in [0,7], we deduce that |rz(x(t)) — mz(x(7))|z is also bounded by a
constant independent of ¢t and 7. Moreover, by (1) in Corollary 1.1.4, we have

Ran(s, mz(x(t)) — mz(2(s))) < Ris, x(t) — x(s)) < Vr(s) (w35, 1)

* *

< 2 Vr(x:s,t) < a—VR(a: 0,7).

Oy
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Hence, from estimate (2.2.10) we infer:

m(a(t) — ma(a()]z < C ( / (™) + p(7)) w)é ,

for some constant C' > 0, and thus 7z o x is continuous from [0, 7] to Z. Since E(t, z(t)) =
Esn(t,mz(x(t))) and &y, is continuous in [0,7] x Z by (E1) and (E3), we easily deduce that
t — E(t,x(t)) is continuous too. Thus by (WEB) we obtain that the R—variation of x is
continuous as a function of ¢ € [0, T]; by employing (¢) in Proposition 1.3.11 together with
(R2), we finally obtain that z itself is continuous too.

Let us now prove the R—absolute continuity of x under the stronger assumptions (R5)
or R autonomous. The first step is to show that both the alternative assumptions imply

|mz(x(t)) — mz(2(s))|z < C/ (ner(T) + p(1))dr, forevery 0<s<t<T, (22.11)

for some constant C' > 0. With this aim we notice that, in the case where R does not
depend on time, the term outside the integral in (2.2.8) is less or equal than zero, since in
this case trivially it holds

Ron(m2(2(t)) — m2(2(5))) < R(a(t) — 2(s)) < Vi (w;5,1).

Thus (2.2.11) follows, actually with only ng inside the integral, from Lemma 2.2.7 applied
to this improved version of (2.2.8).

If instead R depends on time, but satisfies (R5), we can apply Lemma 2.2.5 to the
rightmost term of (2.2.10) and then apply directly Lemma 2.2.7 to obtain (2.2.11).

Now the we have obtained (2.2.11) in both the alternative cases, the second step is to
deduce R—absolute continuity. Firstly, we deduce from (2.2.11) that the function w7 o x is
absolutely continuous from [0, 7] into Z. We now prove that ¢ — £(¢, z(t)) is an absolutely
continuous function. With this aim we fix 0 < s < ¢t < T and we estimate:

@, 2(t) — E(s,2(s))| < |E(,2(t) — E(E,2(s))] + [E( 2(5)) — E(s, 2(s))]

< Crlrz(2(t)) — mz(x(s))|z +/ 2 e(r,a(s)

5 dr

t
< Crlmz(x(t)) — mz(2(s))z +/ w(&(r,2(s)))y(7) dr.

The second term on the right-hand side have been estimated using (E4); instead for the
first term we have used the fact that z is bounded by some R > 0 and, by (E3) and

compactness, Egp(t, ) is Lipschitz continuous on BI% with some constant C'r, which can be

taken uniformly in ¢ € [0,7]. Moreover, since £ is bounded on [0, 7] x @ by continuity,
from the above inequality we deduce that for every 0 < s <t <7T:

€@, (1)) = E(s,2(s))| < Crlmz(x(t)) — 72 (2(s))|z +w(MR)/ (1) dr.

Thus we proved that ¢ — E(t,x(t)) is absolutely continuous. We now conclude since by
using (WEB) we have:

t
Vr(z;s,t) = E(s,x(s)) — E(t, z(t)) +/ %5(7,:6(7’)) dr, forevery0<s<t<T,

and thus, by using Proposition 1.3.12, = is R—absolutely continuous since %5 (,z() €
L'(0,T) thanks to (E4). O
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2.2.2 Uniqueness

We conclude this section by listing some of the known important cases in which the
quasistatic problem (1.1.5) admits at most one solution. In the general framework the
issue of uniqueness is not completely clear yet. We first discuss the case dim Z = dim X,
corresponding to a coercive energy £.

Lemma 2.2.9. Assume that dim Z = dim X, R satisfies (R4) and E(t,x) = Ep(t, m2(x))
satisfies (E1)—~(E5). Then each of the following additional assumptions is a sufficient con-
dition for uniqueness of energetic solutions to (1.1.5):

(U1) R does not depend on time and Egp, belongs to C3([0, +00) x Z);

(U2) R does not depend on time, Ex(t,z) = V(z) — (g(t), z) with V strictly convez, g €
AC([0,+00); Z*), and the stable sets

S(t)={z€Z|En(t,z) <Ep(t,w) + R(w — z) for every w € Z},
are convez for every t € [0, +00);
(U3) K = X and &, satisfies (QE) with £y, € W1>(0, +00; Z).

Proof. The case when R does not depend on time is well studied; the proof of uniqueness
under (U1) or (U2), and several discussions on their applicability, can be found for instance
in [59, Theorems 4.1 and 4.2], or [65, Section 3.4.4], or [66, Theorems 6.5 and 7.4]. Case
(U3) has been proved in [39, Theorem 4.7]. O

The locomotion case dim Z < dim X has been deeply analysed in [36] in the case of
quadratic energies; in particular we mention Theorem 4.3 for the uniqueness result, and
Example 3.2 to illustrate the necessity of condition (x) below. We present here a generalized
result applying the very same argument.

Lemma 2.2.10. Assume that R satisfies (R4) and E(t,x) = Esp(t, mz(x)) satisfies (F1)-
(E5). Suppose in addition that at least one of (Ul), (U2) or (U3) holds, and that for almost
every t € [0, 4+00) we have

(%) for every z € Z with R (t,z) < 400, there exists a unique x € X such that mz(x) = z
and

Rsn(t,z) = R(t,x) < R(t,v), for every v # x such that 7z (v) = 2.

Then the differential solution to (1.1.5) is unique. In particular, since in each case we can
apply Proposition 2.2.8, uniqueness holds true also for energetic solutions.

Proof. Tt is well known that z(¢) is a differential solution of (1.1.5) if and only if it satisfies
the initial condition and the variational inequality

(DeE(t, x(t)),v — @(t)) + R(t,v) — R(t,&(t)) >0, for every v € X and a.e. t € [0,T].
(2.2.12)
Writing z(t) := 7z(x(t)), inequality (2.2.12) can be equivalently split in the two following
conditions, which must hold for almost every ¢ € [0, 7T:

Rsn(t,2(t)) = R(t,2(t)) < R(t,v), for every v € X such that mz(v) = 2(t);  (2.2.13)
(D2Esh(t, 2(t)), w — 2(t)) , + Rsn(t,w) — Rsn(t, 2(t)) > 0, for every w e Z.  (2.2.14)

Adopting the same argument of [36, Lemmata 2.1 and 4.1], it can be observed that the
functional R, defined according to (2.2.1), inherits the regularity properties (I) and (I11)



34 CHAPTER 2. VANISHING INERTIA ANALYSIS

of Corollary 1.1.4, with also (II) if K = X. These, combined with the one of (Ul),
(U2) or (U3) which is holding, allows to apply the results mentioned in the proof of the
previous lemma, to obtain the uniqueness of a solution z(¢) of (2.2.14). Hence, if two
differential solutions z1, za of (1.1.5) exist, they must satisfy 7z (21(t)) = 7mz(22(t)) = 2(t)
almost everwhere. This, combined with (2.2.13), implies that R(t,41(t)) = R(t, 22(t))
a.e., in contradiction with (x), since R(t,#(t)) < +oo a.e. along solutions. Therefore the
differential solution of (1.1.5) is unique. O

2.3 Quasistatic limit

This last section is devoted to the proof of the main result of Part I, namely we discuss
the convergence as € goes to 0 of a differential solutions ¢ of the dynamic problems (1.1.3),
given by Theorem 2.1.8, to a (energetic or differential) solution of the quasistatic problem
(1.1.5).

Hence in this section we are assuming all the basic hypotheses of the dynamic and
quasistatic problems: X is a finite dimensional Banach space, Ml and V are as in Section 1.1,
E(t,x) = Esn(t, mz (7)) satisfies (E1)—(E5) and R satisfies (R4). We however point out that
(E2), i.e. convexity, will not be necessary for the first part of the vanishing inertia analysis,
as stressed in Remark 2.3.4. Moreover we assume that the initial velocity x] satisfy the
admissibility condition (1.1.4).

We proceed as follows. Firstly, we use the uniform bound on the energy of z¢, obtained
in Proposition 2.1.3, to deduce the existence of a convergent subsequence by means of a
compactness argument involving Helly’s Selection Theorem. Then, we prove that the limit
obtained from the subsequence is actually an energetic (and thus, from Proposition 2.2.8,
a differential) solution of the quasistatic problem (1.1.5). The main results are collected in
Theorems 2.3.8 and 2.3.9.

Theorem 2.3.1. Assume that zf and ex] are uniformly bounded, namely (2.1.1) is satis-

fied. Then there exists a subsequence e, \, 0 and a function z € ﬁ/R([O,—}—oo);X) such
that:

(a) lm z°"(t) = z(t), for every t € [0, +00);

n—+oo
t
(b) Vr(z;s,t) < liglinf/ R(7,z°" (7)) dr, for every 0 < s < t;

(c) ngrfman|i5" (t)lm = 0, for every t € (0,400) \ Jz, where Jy is the jump set of the
limit function x.

Proof. It is enough to prove the result for 7' > 0 fixed, using then a diagonal argument. By
the uniform bounds (i) and (i7) of Corollary 2.1.4 together with (R2), the family {z°}.~0
is uniformly equibounded with uniformly equibounded variation in [0, 7T]. By means of the
classical Helly’s Selection Theorem we get the existence of a subsequence &, N\, 0 and a
function = € BV ([0,T7]; X) for which (a) holds true (in [0, T]). Thanks to Proposition 1.3.12
and Lemma 1.3.13, we also infer that actually = belongs to BV ([0, T]; X') and that property
(b) holds.
To get (¢) we first notice that, by (ii) of Corollary 2.1.4 and (R2), we deduce that

T
lima‘/ |z°(7)|dT =0,
e—0 0

from which we can assume without loss of generality that

lim e,2*(t) =0, fora.e. t€0,T], (2.3.1)

n—-+00
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which implies the validity of (¢) almost everywhere thanks to (1.1.1).

Let us now fix ¢ € (0,7 \ J; and consider two sequences si ¢ and t; N\, t at which
(2.3.1) holds true. By means of the energy balance (EFB°") and exploiting the nonnegativity
of R and | - |3 we deduce:

S sen (4 E(t ¢ E(t. a5 (t *0. d
3! ()i + E (b, 2 (1)) — E(t, 2 () — a (1,2"(7))dr
52
< S0,
2

< %|m5"(sk)\§,ﬂ + E(sk, " (sx)) — E(t, (1)) + /Sk %5(7, (7)) dr.

Letting first n — +o00 we obtain:

tk 8
E(tg, z(ty)) — E(t,x(t)) — aE(T x(1))dr
t
& 2 & 2
< gggg |2 ()] < lirﬂi‘if 5!3«" (t) I3
< E(sp,x(s)) — / —&(1,2(7)) dr.

Here we used the continuity of £ and the dominated convergence theorem on the integral
terms, exploiting assumption (E5).
Since t ¢ J,, letting now k — +o0o we prove (c). O

Our aim now is to prove that such a limit function x is an energetic solution of problem
(1.1.5); we thus need to show the validity of the global stability condition (GS) and the
weak energy balance (WEB). The strategy consists in passing to the limit the dynamic local
stability condition (LS€) and the dynamic energy balance (EB¢). This first proposition
deals with stability conditions:

Proposition 2.3.2. Assume that xf and ex] are uniformly bounded. Then the limit func-
tion x obtained in Theorem 2.3.1 fulfils the following inequality:

/t (R(T,v) + (DzE(, x(7)),v>> dr >0, for everyv € X and for every 0 < s < t.

’ (2.3.2)
In particular the right and the left limit of x are locally stable, meaning that:
(LST) R(t,v) + (D E(t,xT(t)),v) >0, for everyv € X and for every t € [0, +00);
(LS™) R(t,v) + (D E(t,x™(t)),v) >0, for every v € X and for every t € (0,+00).

Proof. Let €, be the subsequence obtained in Theorem 2.3.1. We now fix v € K, being
(2.3.2) trivial if v ¢ K, and by integrating the local stability condition (LS*") between
arbitrary 0 < s <t we deduce:

0< / t (R(T, V) + (D& (7, 25 (1)) + e2Mi=" (1) + £,Visn (1), v)) dr

— /St(R(T,v)Jr(DxS(T, xan(f)),z;)) dr + €2 (M(a" (£) =i (s)), v) + en /SZWEH(T)M dr

Letting n — 400 we obtain (2.3.2) by dominated convergence on the first term (using (E3)),
while the second and the third term vanish by means of (i¢) and (i) of Corollary 2.1.4
together with (1.1.1), (1.1.2), and (R2).

The validity of (LS¥) easily follows from (2.3.2) since by (E3) and (R3) the map ¢ +
R(t,v) + (D E(t,x*(t)),v) is right continuous with z*+ and left continuous with z=. [
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Next proposition exploits the lower semicontinuity of the R—variation (Lemma 1.3.13)
to obtain an estimate from above of the quasistatic energy:

Proposition 2.3.3 (Lower Energy Estimates). Assume that xf and ez are uniformly
bounded. Then the limit function x obtained in Theorem 2.5.1 fulfils the following energy
inequalities:

E(t,xT (b)) + Vr(x;s—,t+) < E(s,z~ / pn E(r,x(1))dr,  for every 0 < s < t.
(2.3.3a)

Et,zt(t) + Vr(z; s+, t+) < E(s, 2™ ( / —&(r,x(7))dr,  for every 0 < s < t.
(2.3.3b)

Elt,z™(t) + Vr(x;s—,t—) < E(s,x7(s)) —1—/8 ;E(T x(7))dr,  for every 0 < s < t.
(2.3.3c)

If in addition lin%) ex§ =0, then (2.3.3a) and (2.3.3c) hold true also for s = 0.
E—

Proof. We prove only (2.3.3a), being the other inequalities analogous. We fix 0 < s < ¢t
and we consider two sequences s s and tp \, t such that sg,tx ¢ J,. By means of
Theorem 2.3.1 and by using the nonnegativity of | - |%, together with the energy balance
(EB®") we get:

E(tk, z(tr)) + V(5 sk, tr)

2 tr
< liminf <€2”|:z:5" (tr) |3 + E(tg, 25 (t1)) —|—/ R(r, & (1)) dr + €n/

n——+00 sk sk

ty

()l )

g2 te 9
= lim inf <2"\x£"(8k)h%/ﬂ + E(sk, x (sg)) + / ag(ﬂ (7)) dT)

n—-4o0o sk

tg

QS(T, x(7))dT,

= E(sp, z(s1)) + 5

Sk

where in the last equality we employed once again the continuity of £ and (E5). Letting
now k — 400 we obtain (2.3.3a).
If in addition linr(lJ ex] = 0, the same argument works choosing s;, = 0; thus we conclude.
e—

O

Remark 2.3.4. We want to highlight that up to this point the convexity assumption (E2)
was not needed. Thus even without convexity the limit function x satisfies the right and
left local stability conditions (LS¥) plus the energy inequality (2.3.3a). Usually a function
satisfying these properties is called local solution to the quasistatic problem (1.1.5), see [65]
Chapter 3. Inequality (2.3.3a) can be also reformulated as an energy equality in a very
implicit way by introducing a so called defect measure pup such that:

E(t,xT () +Vr(z;s—, t+)+up([s, t]) = S(s,x(s))—i—/ ;E(T,CIZ(T)) dr, for every 0 <s <t.

The positive measure pp is no other than the opp081te of the distributional derivative

of the function ¢t — E(t,z(t)) + Vr(z;0,t) / —&(r,2(7))dr. The presence of such

a defect measure, which somehow takes into account the possible losses of energy in the
system, appears in many asymptotical studies of mechanical models: we refer for instance
to [4, 32, 61, 62, 63, 79] for a vanishing viscosity analysis and the notion of Balanced
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Viscosity solutions in both finite and infinite dimension, or to [83] for a vanishing inertia
and viscosity analysis (without a rate-independent dissipation) in finite dimension.

The fine properties of up in our context where a rate-independent dissipation is also
present are beyond the scopes of the present investigation, thus we leave this analysis open
for future research. We simply notice that, as we will see in Theorem 2.3.8, the (uniform)
convexity assumption (E2) will ensure that pp is the null measure.

From now on we will exploit the convexity assumption (E2). This allows us to deduce
that the local conditions (LS™) and (LS™) are equivalent to their global counterpart:

(GS*) E(t,x™(t) < E(t,v) + R(t,v —x*(t)), for every v € X and for every t € [0, 400);
(GS™) &E(t,x=(t)) < E(t,v) +R(t,v —x~(t)), for every v € X and for every ¢ € (0, +00).

These global conditions permit to get also a bound from below of the energy, see Lemma
2.3.5 and Proposition 2.3.7. We warn the reader that for the proof of next lemma in the
case of a general elastic energy £ we need to add the assumption (E6), which we rewrite
here for the sake of clarity:

(E6) for every A > 0 and R > 0 there exists § = §(\, R) > 0 such that if |t —s| < ¢ and
z € B}%, then

0 —E&sn(s,2)

0
<
’ gsh(t Z) 8t S A

ot

Lemma 2.3.5. Assume (E6). Assume that xf and exf are uniformly bounded. Then
the right and left limit of the function x obtained in Theorem 2.3.1 fulfil the following
inequalities:

Et, () + Vr(zT;s,t) > E(s,x™ / —&(r,xz(r))dr,  for every 0 < s <t
(2.3.4a)

Et,x™ (t) + Vr(z™;s,t) > E(s, 27 (s)) —|—/S ;5(7 xz(7))dr,  for every 0 < s <t.
(2.3.4D)

If in addition xo := 2(0) satisfies (1.1.6), namely £(0,x¢) < £(0,v) +R(0,v—x0) for every
v € X, then (2.3.4b) holds true also for s = 0.

Proof. Inequality (2.3.4a) is trivially satisfied for s = ¢, so let us fix 0 < s < ¢ and consider
a fine sequence of partitions of [s,¢] such that:

. n 8 N ty 8
lim Z (t —tk—l)&g(tkw (tk)) — ot

n——+0oo 1 th_1

—&(r,z(7))dr| = 0. (2.3.5)

Such a sequence of partitions exists since Z&(-,z(-)) € L!(s,t), see for instance [34],
Lemma 4.5.

So let us fix one of these partitions and by means of (GS™) we deduce that for every
k=1,...,n we have:

E(tr—1, 2™ (tr-1)) < E(th—1, 27 (t)) + R(te—1, 2" (t) — 27 (tr-1)),

and thus we obtain:

Eth, ™ (tg)) — E(tp—1, 2t (tg—1)) + Rltp—1, ¥ (ty) — 2™ (th—1))
tr 8

> E(tg, a7 (t)) — Etr—1, 27 (tr)) = t gg(Tx (tr))dr.
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By summing the above inequality from k =1 to k = n we get:

Et,zt(t)) — +ZR tr1, 2" (tg) — 2 (tg—1))

"y (2.3.6)
>3 5 at(ty))dr =: I,.

k=1"tk—1

By letting n — +o0, we get (2.3.4a) if we show that lim I, = / —&(r,z(7))dr. To

n—-+o0o
prove it we argue as follows:

n

Z/ttk (aatg(T, rT(t) — ;E(T’x(T))>dT

k=1

to
In—/s ag(T,.%'(T»dT

LN )
< el + 7 +
_E /tk1 8755(7,56 (t)) atg(tk,ﬂﬂ (tk))‘dT

k=1
n
2
k=1

The second term vanishes as n — +oo thanks to (2.3.5), while to deal with the first one
we exploit (E6): we first fix A > 0 and we pick R = C}|rz|+, where C} is the constant
appearing in Corollary 2.1.4. Then let ¢ be given accordingly by (E6). By means of (1.3.5)
we know that ax |tk — ti—1| < ¢ for n large enough, thus (E6) implies:

=1,...,n

tr o

(th—timr) o€ 1y, 2 (1))~ [ St

n

> [

k=1

gté’(r, T (ty)) — gtg(tk,aﬁ(tk)) dr < A(t —s),

and hence (2.3.4a) is proved.

Inequality (2.3.4b) can be obtained arguing in the same way replacing ™ with 2™, and
recalling that (GS™) holds true only if ¢ > 0. If in addition x( satisfies (1.1.6), then (GS™)
holds true also in t = 0 and the whole argument can be performed also in s = 0. O

We want to point out that condition (E6) is not necessary for the validity of Lemma 2.3.5,
but it is useful to treat the case of a general elastic energy. Indeed, if we restrict for instance
our attention to the concrete case of a quadratic energy Eg(t, 2) = %(Ash(z —Lsp(t)), 2z —
ln(t)) 7z as in (QE), it is easy to verify that conditions (E1)-(E5) are satisfied, but (E6)
does not hold true if ésh is not continuous. However, Lemma 2.3.5 is still valid.

Lemma 2.3.6. If in Lemma 2.3.5 assumption (E6) is replaced by (QE), the same conclu-
sions hold.

Proof. The proof follows the same strategy used for Lemma 2.3.5, with some adaptation.
Firstly, we need to choose fine partitions satisfying instead:
n

lim (tk — tk_1)<Ash(7TZ(fU+(tk)) - gsh(tk))a ésh(tk’»z

n—-+o0o

t k=1 (2.3.7a)
- / (ap (7 2(2(7)) = € (7)), Fon (7)) 2

n

lim E
n—-+o0o

—0. (2.3.7b)
Z

(5~ e 0)intt) — [ bantr)ar

tr—1
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As before, the existence of such a sequence of partitions is ensured by [34], Lemma 4.5. In
this case the integral term I,, defined in (2.3.6) takes the form:

tk
Z/ Agn(mz(xT(tk)) — Lo (7)), Con (7)) zdT,

tk—1

t
and we conclude if we prove that lim I, = —/ (Asp(mz(x(71)) — Lsp(T)), bsp(T)) zdT.

n—-+oo
With this aim we rewrite I,, as:

I, =— Z(tk ) Agn (7 (2 (t)) — Lan(tr), Lo (t)) 7

te .
+ Z < sn(mz (@ () = Lon(tr)) s (1 — teo1)lon(t) —/ Csn(T) d7>
z

te—1
n th )
+ Z/ (Ash(Cn(tr) = Lsn (7)), ban (7)) z AT =2 Ty + T3 + T
k=1"th—1
By means of (2.3.7b) it is easy to see that lim J2 = 0, while exploiting the absolute

n—-4o00

continuity of £, together with (1.3.5) we also deduce that lim J2 = 0. By using (2.3.7a)

n—-+oo
we conclude. O

As a simple corollary we get:

Proposition 2.3.7 (Upper Energy Estimate). Assume (E6) or (QE), and assume that
xg and ex] are uniformly bounded. Then the limit function x obtained in Theorem 2.3.1
fulfils the following inequality for every 0 < s < t:

E(t,a™(t)) + min {Vr(z;5—,1), Vr(z7;s,t4+) } > E(s,a7( / —=&(r,z(7))dr.
If in addition xo = x(0) satisfies (1.1.6), then it also holds:

E(t,zT(t)) + Vr(z;0,t+) > £(0,z0) + /t %5(7,1‘(7)) dr,  for every t € [0, 4+00).
0
(2.3.9)

Proof. We fix 0 < s <t and we consider two sequences s s and t; \ t. By means of
(2.3.4a) and (2.3.4b) we thus deduce:

E(t,xT (1)) + Vr(aT;sp, t) > E(sp, a7 (s1)) + /t %5(7’,1’(7’)) dr,

12
Eltp, ™ (tr)) + Vr(z 58, t,) > E(s,x7(s)) + ES(T z(7)) dr. (2.3.10)
Letting k — +o00 and since £ is continuous in [0, +00) x X we obtain (2.3.8).
If in addition xg satisfies (1.1.6) we can set s = 0 in (2.3.10), thus also (2.3.9) follows
by letting k — +oc. O

Combining all the results of this section we are finally able to prove that the limit
function x is actually an energetic solution of the quasistatic problem (1.1.5). The rigorous
statement is the following:
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Theorem 2.3.8. Assume (E6) or (QE), and assume that x§ and ex5 are uniformly bounded.
Then the limit function x obtained in Theorem 2.5.1 is continuous in (0, +00) and its right
limit x is an energetic solution for (1.1.5) with initial position x(0) in the sense of
Definition 2.2.1.

If in addition xzo = x(0) satisfies (1.1.6) and e11_13% exi = 0, then x is continuous also in
t =0 and it is an energetic solution for (1.1.5) with initial position xg.

Proof. We first prove that the right limit 2" is an energetic solution for (1.1.5) with initial
position z7(0). We only need to prove the weak energy balance (WEB), since we already
know zT is globally stable, see (GS*). With this aim we first fix ¢ € [0,+00) and by
combining (2.3.3b) and (2.3.4a) we get:

E(t,xT(t)) + Vr(z;0+,t+) < £(0,27(0)) + /Ot %5(7‘, z(7))dr < E(t, T (t) + Vr(2T;0,1)
< E(t,zt (b)) + Vr(zT;0,t+).
By means of (d) in Proposition 1.3.11 we hence deduce that
Vr(z;04,t4+) = Vr(z;0,t+) = Vr(z;0,1),
and also the validity of (WEB):

E(t,zt(t) + Vr(zT;0,t) = / —&(1,z(7))dr, for every t € [0,+00).

Thus z7 is an energetic solution starting from 27 (0) and in particular, by means of Propo-
sition 2.2.8, it is continuous in [0, +00) with continuous R-variation Vg (z7;0,-).

We now show that z(t) = z*(t) for every t € (0,+00). By means of (2.3.3a) and (2.3.8)
and reasoning as before we get:

Vr(z;t—,t4+) = Vg(zT;t—,t), for every t € (0, +00). (2.3.11)

Since z1 has continuous R—variation, we deduce that Vg (x;t—, t+) = Vg(at;t—,t) = 0 if
€ (0,+00)]; this implies that the R—variation of x is continuous in (0, +00), and thus in
particular x itself is continuous in (0,4o00) (see (¢) in Proposition 1.3.11). This means in

particular that x(t) = 7 (¢) for every t € (0, +c0).
If in addition z( satisfies (1.1.6) and ;l_r}l(l) ex§ = 0, then we can exploit (2.3.3a) in s =0

and (2.3.9); since we now know that both xz and Vg(zx;0,-) are continuous in (0, +00),
arguing as before we obtain:

E(t,x(t)) + Vr(z;0,t) = £(0, x0) / En E(r,x(7))dr, for every t € (0,+00).

Since the above equality is trivially satisfied in ¢t = 0, we deduce that = satisfies (WEB);
since (1.1.6) holds, from (GS™) we also deduce that z satisfies (GS), and thus it is an
energetic solution for (1.1.5) with initial position xy. Thus we conclude. O

We conclude this section by stating the main theorem of the first part, which gathers
and summarises what we have proved up to now about the convergence of dynamic solutions
of problem (1.1.3) to quasistatic solutions of (1.1.5) when inertia vanishes.

Theorem 2.3.9. Let M,V be as in Section 1.1, and assume that R satisfies (R4), and that
E(t,x) = En(t, mz (7)) satisfies (E1)—(E6) or (QE). For everye > 0, let x° be a differential
solution of the dynamic problem (1.1.3) related to the initial position xf € X and the initial
velocity 2 € K, and assume that xf and €xi are uniformly bounded. Then there exist a
subsequence €, \, 0 and a function x € BT/R([O, +00); X) N C%((0,+00); X) such that its
right limit x is an energetic solution for (1.1.5) in the sense of Definition 2.2.1 with initial
position x(0) and:
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(a’) lir}rl x°(t) = x(t) for every t € [0,+00), and the convergence is uniform in any
n—-+0o0

compact interval contained in (0,400);

t

(b’) EI—P R(r, 2" (7)) dr = Vg(x;s,t) for every 0 < s < t, and the convergence is

unzform in any compact interval contained in [s,+00);

(c’) ngrfoo en|Tm(t)|lm = 0 for every t € (0,+00), and the convergence is uniform in any

compact interval contained in (0,400);
t
(d’) lim 5n/ 125" (7)[3 dT = 0 for every 0 < s < t.
n—-+oo s

If in addition xo := 2:(0) satisfies (1.1.6), namely £(0,x¢) < £(0,v) +R(0,v—x0) for every
v € X, and liI% ex§ = 0, then the limit function x is continuous in the whole [0, +00), is
e—

itself an energetic solution of (1.1.5) with initial position xy and the convergence in (a')
and (') is uniform in compact intervals contained in [0,400); moreover (b') and (d') hold
true also in s = 0.

Finally, if also (R5) holds or if R does not depend on time, then = is actually R—
absolutely continuous, and thus a differential solution of (1.1.5).

Remark 2.3.10 (Uniqueness). If in particular one of the conditions of Lemma 2.2.9 or
Lemma 2.2.10 is satisfied, and if hH(l) exi = 0 and liH(l) xy = xo, for some xq satisfying (1.1.6),
e— e—

then there is no need to pass to a subsequence in the previous theorem. Indeed in this case
the whole sequence x¢ converges in the sense of (a’)—(d’) (even in ¢ = 0) towards the unique
differential solution x to (1.1.5).

Proof of Theorem 2.3.9. Combining Theorems 2.3.1, 2.3.8 and exploiting Proposition 2.2.8
we get the existence of a subsequence £, N\, 0 and of a function x € BV ([0, +00); X) N
CY((0, +00); X) with the property that the right limit 2T is an energetic solution for (1.1.5)
with initial position 1 (0) and for which the pointwise convergence in (a’) and (¢’) hold.
We now observe that by the energy balances (EB®") and (W EB) for every 0 < s <t we
have:

/ |z (1) |3 dr + / R(r, 2" (7)) dr — Vg(x;s,t)
= ?\x (8)[% — €2n &5 ()7 + E(s,25(5)) = E(5,2(s)) + E(t,x(1)) — E(t, 27 (1))
(2.3.12)

+/t(gtg(m (T))f%w x(r))) dr.

By means of the pointwise convergence in (a’) and (¢’) and recalling (E5) we deduce that
the right-hand side of the above inequality vanishes as n — 4o00. Thus the pointwise
convergence in (V') and (d') easily follows, since by (b) in Theorem 2.3.1 we already know
that

lim inf </ R(r, 2" (7)) dr — Vg (x;s t)) > 0.

n——+oo
By means of Lemma 1.3.14 we now deduce that the convergence in (a’) is uniform in any
compact interval contained in (0, +00), while the uniform convergence in (b') is due to the
standard result that a sequence of nondecreasing and continuous scalar functions pointwise
converging to a continuous function on a compact interval actually converges uniformly. The
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uniform convergence in () now follows by rearranging equality (2.3.12) and by exploiting
(E3), (E5) and the just obtained uniform convergence in (a’), (0') and (d').
If in addition xo satisfy (1.1.6) and liH(l) exf = 0, we know by Proposition 2.2.8 and
e—

Theorem 2.3.8 that x is continuous in [0, +00) and it is an energetic solution with initial
position zg. Arguing as before we obtain the uniform convergence in [0, T] for (a) and (¢)
and the validity of (') and (d’) also in s = 0.

To conclude, if (R5) holds or if R does not depend on time, always by means of Propo-
sition 2.2.8 we deduce that x is R—absolutely continuous. O

We want to point out that our result is sharp, in the sense that no better kind of
convergences (for instance in W11) can be achieved in the quasistatic limit. It is enough
to consider the simplest case X = R, with Ml = I, V = 0, dissipation potential R(¢,v) = |v|
and a quadratic elastic energy £(t,z) = 1(x —t—1)2. Indeed it is easy to verify that in this
setting the unique differential solution of the dynamic problem (1.1.3), with initial position
x5 = 0 and initial velocity z§ = 0, is the function

2°(t) = t — esin <z> ,

which of course converges as ¢ — 07 towards z(t) = ¢, namely the unique differential
solution of the quasistatic problem (1.1.5) with initial position g = 0, in the sense of
previous theorem.

However x° does not converge to = in WH1(0,T) for fixed T' > 0, indeed

/OT 65(r) — #(r)| dr = /OT cos ()] ar.

which does not vanish as ¢ — 0%.



Part 11

A mechanical model of debonding
with viscous damping
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Chapter 3

Existence and uniqueness
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In this chapter we present and analyse the dynamic debonding model depicted in the
Introduction and described by the system

Ut (t, ) — Ugg (t, ) + vug(t, ) = 0, t>0,0<z<L(),

u(t,0) = w(t), t>0,

u(t, £(t)) =0, t>0, (3.0.1)
u(0,x) = up(x), 0 <z </,

u(0,2) = uy(z), 0 < </,

coupled with dynamic Griffith’s criterion

0</(t) <1,
G (t) < K(L(1)), for a.e. t € [0, 400). (3.0.2)
[Gigy(®) = wle(e)| it) =0,

In particular we focus on the existence and uniqueness of solutions to the coupled problem
(3.0.1)&(3.0.2).

The chapter is organised as follows. Section 3.1 collects some notation and some def-
inition on the geometric aspects of the debonding model which will be used several times
during the whole second part of the thesis.

In Section 3.2 we prove there exists a unique solution u to problem (3.0.1) when the
evolution of the debonding front ¢ is known a priori; the idea is to introduce an equivalent
problem solved by the function v(t,z) = e"*/?u(t,z) (see (3.2.3)) and then, exploiting a
suitable representation formula (Duhamel’s principle), to perform a contraction argument
(see Proposition 3.2.11 and Theorem 3.2.12).
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In Section 3.3 we study the sum S of the internal energy of the solution u to problem
(3.0.1) and the energy dissipated by viscosity. We prove that S is an absolutely contin-
uous function and we provide an explicit formula (for small time) for its derivative (see
Proposition 3.3.1).

In the rest of the chapter we take care of problem (3.0.1) when the evolution of the
debonding front ¢ is unknown, but is governed by dynamic Griffith’s criterion (3.0.2). In the
first part of Section 3.4 we introduce in a rigorous way the dynamic energy release rate G (t)
at time ¢ corresponding to a speed a € (0, 1) of the debonding front (see Definition 3.4.4);
in the second one we formulate Griffith’s criterion under the assumption that the energy
dissipated during the debonding process in the time interval [0, ¢] is expressed by the formula

£(t)
/ k(o) do,
Lo

where k: [{y,+00) — (0, +00) is the local toughness of the glue between the tape and the
substrate. With this aim, as in [24] and [48], we formulate the evolution in terms of an
energy-dissipation balance and of a maximum dissipation principle, and then we show their
equivalence with Griffith’s criterion (3.0.2).

In Section 3.5 we present the main result of the chapter: we solve the coupled prob-
lem showing existence and uniqueness of a pair (u, ) satisfying (3.0.1)&(3.0.2) (see Theo-
rem 3.5.6). Our result generalises Theorem 3.5 in [24] both for the presence of the damping
term as well as for the weaker regularity we require on the data. The strategy for the proof
is, like in Section 3.2, to rewrite (3.0.1)&(3.0.2) as a fixed point problem and then to use
a contraction argument (see Proposition 3.5.5). Furthermore, our approach even allows us
to consider the presence of an external force f in the model (see Remark 3.5.12), namely
when the equation for the displacement u becomes

U (t, ) — uge(t, ) + vu(t,z) = f(t,z), t>0,0<z<L(t).

The results contained in this chapter have been published in [76], in collaboration with
L. Nardini.

3.1 Preliminaries

In this section we collect some notation and some definition that we will use several
times throughout this second part of the thesis. Some of them have already been introduced
and used in [24].

3.1.1 Geometric considerations

Fix £y > 0 and consider a function ¢: [0, +00) — [{y, +00), which will play the role of
the debonding front, satisfying:

¢ € C%1([0,400)) and £(0) = 4o, (3.1.1a)
0 < {(t) <1 for ae. t € [0,+00). (3.1.1b)
Given such a function, and given a time 7" > 0, we define the sets (see Figure 3.1):

Q —{(t x)[t>0,0<z</(t)},

,x) €Q |t <zandt+az <Ly},
,x) €EQ|t>zand t+x < Ly},
t,x) e Q|t<zandt+z> L},

t
t

{(
{(
{(
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= QuLuQs,

Qr ={(t,z) e Q| t < T},
T={tz)eQ|t<T},

() = {(t,x) € |t < T}, fori=1,2,3,

Moreover, for t € [0, +00), we introduce the functions:
o(t) :=t—L(t), P(t):=t+L(1), (3.1.2)
and since v is strictly increasing we can define:
w: [ly, +00) = [—Ly, +00), w(t) := oy (t).
By (3.1.1b) % turns out to be a bilipschitz function, while ¢ turns out to be Lipschitz since
1<4(t)<2, and 0<¢(t) <1, forae. tel0,+00).

As a byproduct we get that w is Lipschitz too and for a.e. ¢t € [{p, +00) it holds true:

1— 0t
0<w(t) = M <1 (3.1.3)
1+ (=1 (t))
If £ in addition satisfies the slightly stronger condition
0 < /(t) <1 for a.e. t € [0,+00). (3.1.4)

we obtain

L—{(y~'(1))
L+ 0(y=1(1))

Hence in this case ¢ and w are also invertible with absolutely continuous inverse (on compact
sets).

For (t,z) € ' we also introduce the set which will encode the reflection of the travelling
waves in the two extrema of the tape (or the bar):

0<p(t)<1l, and 0<w(t)= <1, forae. te]0,+00).

R(t,z) ={(r,0) € U |0 < T <t, n(r;t,x) <0 < y(r;t,x)}, (3.1.5)
where

x—t+7, if (t,x) € Q,

Y(Tit,x) = Q |o—td7|, if (t,x) € Qb,
x—t+7, if (t,z) € Q’,
r+t—, if (t,x) € (3.1.6)
TH+t—T, t,x

Ya(Tit, @) = i (t,z) €
T—w(t+x), if (t,x) € and T <Y~ Ht+a),
T+t—T, if (t,2) € Q4 and 7 > ¢~ (t+2),

are the left and the right boundary of R(t,x), respectively. See Figure 3.1.

Remark 3.1.1. We warn the reader that, for the sake of clarity, during the whole thesis we
shall not write Q, ), R(t, ), ¢ or wy, even if all of the sets and the functions introduced
in this section depend explicitely on the function £.
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&
LA
A
£(t)
Q2
z—t —w@+t) £y T
Figure 3.1: The set R(t,z) in the three possible cases (t,z) € ), (t,z) € Qf, (t,z) € Qf

and the time ¢*.
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3.1.2 Mathematical objects
For a € R and for k£ > 0 integer we introduce the spaces:
H'(a,+00) == {u € H}(a,+00) | u € H'(a,b) for every b > a},
C*([a, +00)) := {u € C*([a,+0)) | u € C**([a,b]) for every b > a}.
Finally let us define:
L2(Y) :={u e L} (V) | u € L*(%) for every T > 0},
HY Q) := {u € H. () | ue H' () for every T > 0},
HY(Q) == {u € HL (Q) | u e H (Qr) for every T > 0}.

3.2 Prescribed debonding front

In this section we show existence and uniqueness of solutions to problem (3.0.1) when
the evolution of the debonding front is prescribed. We first consider an auxiliary and
equivalent problem, see (3.2.3), which will be easier to handle than the original one; then
we provide a representation formula, given by (3.2.7), for a solution of this new problem.
The result of existence and uniqueness will be finally obtained by means of a fixed point
argument, as stated in Proposition 3.2.11 and Theorem 3.2.12.

We fix v > 0, o > 0 and a function ¢: [0, +00) — [lp, +00) satisfying (3.1.1a) and
(3.1.1b). Differently from [24] we allow the debonding front ¢ to move even with speed one.

We assume that

w e H'(0,+00), (3.2.1a)
ug € H! (0,50), up € LQ(O,fo). (3.2.1b)

For the initial data we require the compatibility conditions
UO(O) = w(O), UU(go) =0. (3.2.2)

We will look for solutions in the space H 1(Q) or, assuming more regular data, in the space
CrkL(Q).

Definition 3.2.1. We say that a function v € HY(Q) (resp. in HY(Qrp)) is a solution of
(3.0.1) if uy — ugy + vug = 0 holds in the sense of distributions in Q0 (resp. in Qr), the

boundary conditions are intended in the sense of traces and the initial conditions ug and uy
are satisfied in the sense of L*(0,4y) and H~'(0,£y), respectively.

Remark 3.2.2. The definition is well posed, since for a solution v € H'(Qr) we have
that u; and u, belong to L2(0,T; L%(0,£p)); this implies that both u; and wug, live in the
space L2(0,T; H1(0,4y)) and so by the wave equation uy; € L(0,T; H=*(0,£p)). Therefore
ug € HY(0,T; H71(0,4p)), which is contained in C°([0,T]; H=1(0,4p)); thus the fact that
uy is attended in the sense of H~1(0,/y) is meaningful.

One of the standard ways used to deal with the weakly damped wave equation consists
in the introduction of the function v(t, z) := e’*/?u(t, ) (see for instance [28], Remark 10,
pag. 141), which in our setting solves the auxiliary problem

2
v (t, @) — vaa(t, ) — Vzv(t,m) =0, t>0,0<az<((t),

v(t,0) = 2(t), t>0,
v(t,L(t)) =0, t>0, (3.2.3)
U(O,l‘) = ’U()(QS'), 0<x <y,

(v¢(0,7) = vi(z), 0 <z </,
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where the boundary condition and the initial data are replaced respectively by the functions

2(t) = e 2w(t),
y (3.2.4)
vo(z) =up(z) and vi(x) =wui(x)+ §u0(x).

We notice that z, vg and v; in (3.2.4) satisfy (3.2.1) and the compatibility conditions (3.2.2)
if and only if w, up and u; do the same.

Remark 3.2.3. It is easy to see that u € H'() (resp. H'(Q7)) is a solution of (3.0.1) if
and only if the corresponding function v(t, ) = e’*/2u(t,z) € H'(Q) (resp. HY(Qr)) is a
solution of (3.2.3), according to Definition 3.2.1 (with the obvious changes). The absence
of first derivatives in the equation for v makes this second problem more convenient to deal
with.

In [24] it has been shown that every solution to the undamped (i.e. v = 0) wave
equation, here and henceforth denoted by A(t, x), satisfies a suitable version of the classical
d’Alembert’s formula, adapted to the time dependence of the domain; imposing initial
data and boundary conditions the authors prove that in €' it can be written as A(t,z) =
a1 (t+x) + a2(t—x), where

1 1 [*
Loo(s) + 1 / () dr, if 5 € (0, 6],
2 2 J
ai (S) = 1 1 —w(s)
—Evo(—w(s)) + 2/ vi(r)dr, if s € (lo,2t%),
. s 0 (3.2.5)
—vo(—s) — / vi(r)dr, if s € (=4, 0],
_ )2 2 )y
aQ(S) - 1 1 s
z(s) — 5’1)()(8) — 2/ vi(r)dr, if s € (0,4),
0

\

with ¢* = inf{t € [ly, +o0) | t = £(t)} (with the convention inf{(})} = +o00), see Figure 3.1.
We notice that by (3.2.1), (3.2.2) and Remark B.0.7, a; and as belong to H'(0,2t*) and
H*(—£y, £y) respectively; this will be used in Lemma 3.2.8.

Remark 3.2.4. We wrote H'(0,2t*) since ¢* can be +oo; if this does not occur, that
expression simply stands for H(0, 2t*).

Hence d’Alembert’s formula provides an explicit expression of A in '

1 1 1ot : )
§vo(x—t) + §vo(a:+t) + 3 vi(s)ds, if (¢,x) € Q,
z—t
1 1 1 t+x . ,
Alt,x) = { z(t—z) — 51)0(75—96) + §vo(t+x) +3 t vi(s)ds, if (t,z) € Qf, (3.2.6)
1 1 1 —w(z+t)
5110(1:—75) - §v0(—w(az+t)) + 2/ vi(s)ds, if (t,z) € Q5.

—t

Remark 3.2.5. In Q \ ' one cannot anymore obtain explicit formulas for aj, a2, and
hence for A, due to superpositions of forward and backward waves generated by “bouncing”
against the endpoints = 0 and = = £(t), even though d’Alembert’s formula still holds
true.

Inspired by the validity of this version of d’Alembert’s formula in the undamped and
homogeneous case v = 0, to solve problem (3.2.3) we firstly prove that even the non-
homogeneous classical counterpart, the so called Duhamel’s principle, holds true in our
time-dependent domain setting. Duhamel’s principle states that every solution to problem
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(3.2.3) can be written (in ') as a sum of two terms: the first one is the solution A of the
undamped wave equation, while the second one is the integral of the forcing term “-v(t, x)
over a suitable space-time domain, namely the set R(¢,x) defined in (3.1.5).

The precise statement is the following:

Proposition 3.2.6. A function v € f]l(Q’) is a solution of (3.2.3) in Q' if and only if

2 /
v(t,z) = A(t,x) + y // ” v(r,o0)dodr, for a.e. (t,x) €, (3.2.7)

where A is as in (3.2.6) and R is as in (3.1.5).
Proof. Let v € H*(€) be a solution of (3.2.3) in @ and consider the change of variables

{ =t (3.2.8)

n=t+w.

Then the function V (£, 1) = v(%, T& satisfies (in the sense of distributions)

v o
Ven = ZV in A', (3.2.9)

where A’ is the image of €’ through (3.2.8).

Integrating (3.2.9) over the image of R(t, z) through (3.2.8) and reverting to the original
variables (t,x) one gets representation formula (3.2.7) (imposing initial data and boundary
conditions). N

Now assume that v € H!(£)') satisfies (3.2.7); then using Lemma 3.2.9 and recalling
that Ay = Az (weakly) we can conclude. O

Remark 3.2.7. An analogous statement holds true for a solution u of (3.0.1), replacing
(3.2.7) by

u(t,z) = A\(t,a:) - g//R(t u(r,0)dodr, for ae. (t,z) €, (3.2.10)

where A is obtained replacing vg, v1 and z by ug, u; and w in (3.2.6).

For a better understanding of the function A and of the integral term we state the
following two lemmas.

Lemma 3.2.8. Fiz {y > 0 and consider vy, v1 and z satisfying (3.2.1) and (3.2.2). Assume
that £: [0, +00) — [€o, +00) satisfies (3.1.1). B N
Then the function A defined in (3.2.6) is continuous on Q' and it belongs to H'(Y');

moreover, setting A = 0 outside §), for every t € [O, %0} it holds true:
t+ h, Alt
Alt+h) = Alt, ) As(t,-), a.e. in [0,400) and in L?(0,+00), (3.2.11a)
h h—0
t,-+h)— At
Al + })L ) " Ax(t,-), a.e. in[0,4+00) and in L*(0,400), (3.2.11b)
H

where for every t € [O, %0} and for a.e. x € [0, +00)

Ayt z) = {gl(t”) —ax(t-z), ifze Eo o)),
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being a1 and ay as in (3.2.5).
Furthermore Ay and A, belong to C°(|0, %0], L?(0,400)) and hence in particular A be-
longs to C°([0, %]; H(0,+00)) N C*([0, %]; L*(0, +00)).

Proof. By the following explicit expression of A,

At 2) a1(t+x) + az(t—x), for every (t,z) € (V,
,T) = _
0, for every (t,z) € [0,4+00)? \ Q,

and recalling that a; and ay belong to H'(0,2t*) and H'(—{o, £y) respectively, we deduce
that A € H(Q) N CO(Y).

By classical results on Sobolev functions and exploiting the fact that A(t, £(t)) = 0 for
every t € [0,t*] it is easy to see that for every ¢t € [0, %0] (3.2.11b) holds. Similarly one can

show that for every t € [O, %0} the difference quotient in (3.2.11a) converges to A.(¢,x) for

a.e. ¢ € (0,400); to prove that it converges even in the sense of LQ(O7 +00) we compute
(we assume h > 0, being the other case analogous):

+o0 _ 2
/0 'A(H—h"r; Alb,o) Ai(t,z)| dz
‘O ay(t+h+a)—ar(t+z) | t+h—x)—az(t— , 2
:/0 a1 ( 12 at+e) ap (t+x) + ax( x})b axlt=z) _ as(t—z)| dz

1 Z(t-‘rh)
+ 2/ |A(t+-h, 2)|? da.
h* Je

The first integral tends to zero as h — 0 since a; and ag are Sobolev functions, while for
the second one we argue as follows:

2

1 E(t-‘rh)
dx

0(t+h) )
A(t+h,z)|*dx = —
/M Aeh o= |

1

3 /; (a1 (t+h+s) — az(t+h—s)) ds

(t+h)

L(t+h) £(t+-h) ,
<o [ tern) o) [t - anteeh-o) s dz
h2 Juw o)

C(U(tR) — L)\ R . NG
(B0 (B

Lthytith t-+h—0(t) ,
<9 / i (y)[2 dy + 2 / las(y)[ dy,
(t)+t+h t+h—(t-+h)

and by dominated convergence we deduce it goes to zero as h — 07 too, so (3.2.11a) is
proved.

The fact that A; and A, are continuous in L?(0,4+o00) follows from the continuity of
translations in L?(0, +00), arguing as before. O

Next lemma instead is related to the integral term appearing in (3.2.7):
Lemma 3.2.9. Fir £y > 0 and assume that £: [0,+00) — [lo, +00) satisfies (3.1.1). Let
F € L2(Y) and for every (t,z) € V' let

t  ry2(Tit,z)
H(t,z) = // F(r,o)dodr = / / F(r,0)dodr. (3.2.12)
R(t,z) 0 Jy

1(T;t,1‘)
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Then H is continuous on ' and it belongs to E’l(Q’); moreover, setting H = 0 outside

Q, for every t € [0, %0] it holds true:

H(t+h,-)— H(t,-) H(t,-), a.e. in[0,400) and in LQ(O,—I—OO)7 (3.2.13a)
h h—0
H(t
H(t,: ”2 (t-) — Hy(t,"), a.e. in [0,+00) and in L*(0,400),  (3.2.13b)
N

where for every t € [0, %"} and for a.e. x € (0,400)

Ht(t,a:): /O[F(T’ ’72(7’;t,aj‘))(’}/g)t(T;t,l‘)—F(T, ’Yl(T;ta x))(’yl)t(lr;t’l‘)] dr, Zf$ € (O,E(t)),
0, if z € (£(t), +00).

Ho(t2) = /o[F(T’ 22(75t,2))(V2)a (T3 8, 2) = F (7, (758, 2)) (M) (75 £, )] d7, if 2 € (0, £(2)),

0, if x € (U(t), +00).
Furthermore Ht and Hy belong to C’O([O, %1: 12(0,+00)) and hence in particular H
belongs to C([0, 2]; H'(0,+00)) N C([0, %]; L2(0, +00)).

Proof. The continuity of H in { follows from the absolute continuity of the integral.
Y2(Ts5t,@) t

We define G(7;t,x) := / F(r,0)do, so that H(t,z) = / G(7;t,xz)dr, and we

1 (75t,2) 0

notice that for every t € [O, %0} the function (x,7) — G(7;t,x) satisfies the assumptions

of Theorem B.0.8; hence, exploiting the fact that H(t,¢(t)) = 0 for every t € [0,t*] and
recalling Remark B.0.10, we get that H (¢, ) belongs to H!(0, +00) and so (3.2.13b) follows.

By direct computations one can show that for every t € |0, %0 the difference quotient in

(3.2.13a) converges to Hy(t,z) for a.e. x € (0,+00); to prove that it converges even in the
sense of L?(0,+00) we compute (we assume h > 0):

2 o)
dx = /
0

1 (t+h)
+2/ |H(t + h,z)|? dz.
h% Jo

2

+o0 _
H(t+h,x) — H(t, x) Qo

h

H(t+ h,x) — H(t,x)

— Hy(t
t(?‘r) h/

— Ht(t, l‘)

It is easy to see that the first integral goes to zero as h — 07, while for the second one we
estimate:

1 L(t+h) 1 L(t+h)
2/ |H(t+h,2)]*dz < — |R(t + h,z)| // F(r,0)*dodr | dz
h* Joe h* S t+ha:

12/ h(t + h) <// 7'0'|2d0'd’7') dz

h () Ry(t

(t+h) <€t+h >// |F(1,0)*dodr
Ry (t

< (t+h) //E (J)F(T,O’)FdO'dT =: (%),

where we introduced the set Ry(t) := {(r,0) € Q| 0 < 7 < t+h, 7—t—h+Ll(t) < o <
7—t+£(t)}. By dominated convergence (x) goes to zero as h — 0%, so (3.2.13a) is proved.

IN
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We conclude recalling that, arguing as before, the continuity of translations in the
space L?(0,4oc) ensures that H; and H, belong to C°([0, %0]; L?(0,+00)) (exploiting the
definition of 71 and 7o given by (3.1.6)). In particular this yields H € H'(£Y). O

Remark 3.2.10. By (3.1.6) one gets that for every t € [0, %0] more explicit expressions
for Hy(t,-) and H(t,-), valid for a.e. x € (0,4(t)), are respectively

(ot t
/ F(r,z+t—7)dr + / F(r,z—t+71)dr, ),
0 0

t t—x t
Hy(t,z) = /OF(Taﬂert—T)dT—/O F(T,t—x—7‘)d7+/t F(r,z—t+71)dr, Q)

t W (z+t) o t
/F(T, x—t+7) dT—d}(ﬂ:—f—t)/F(T, T—w(xz+t))dr+ [F(1,x+t—7)dr, Qf,
0 0 P=1(z+t)
(3.2.14a)
([t t
/ F(r,xz+t—7)dr — / F(r,z—t+7)dr, Qf,
0 0
t t

F(r,t—z—7)dr —/ F(r,z—t+7)dr, b,

t—x

t—x

H,(t,z) = /OF(T,x+t—7-)d7-+ ;

t w1 (z+t) t
—/F(T,;U—H—T) dr—w(z+t) /F(T,T—w(az—i-t))dT—I—/F(T,LE—I—t—T) dr, Q4.
0 0 Y=L (z+t)
(3.2.14b)

Since by Lemmas 3.2.8 and 3.2.9 the right-hand side in (3.2.7) is continuous on ', every
solution v € H L(Q’) of problem (3.2.3) admits a representative, still denoted by v, which is
continuous on € and such that (exploiting (3.2.6) and (3.2.12)):

- v(t, 4(t)) = 0 for every t € [0,t*],
- v(t,0) = z(t) for every t € [0, {y],
- v(0,2) = vo(z) for every x € [0, £o].

Moreover (the continuous representative of ) the solution v belongs to C(]0, %0]; H(0,+00))
and to C1([0, £]; L2(0, +00)) and by (3.2.11a), (3.2.13a) and (3.2.6), (3.2.14a) we deduce:
L2(0,60)

- vty ) ——— o1,
t—0t

- v(0,2) = vy (x) for a.e. z € [0, ly).

By the explicit formulas (3.2.8) and (3.2.14b) we also obtain that for a.e t € [0, %“} the

following equalities hold true:

v (t,0) = —2(t) + 0o (t) + v1(t) + V: /Ot v(1,t—71)dr, (3.2.15a)
2t
v (8, 4(t)) = - _|_1é(t) [q}o(é(t)—t) —v1(0(t)—t) — 4/0 (T, T+ L(t)—1) dr] . (3.2.15b)

This shows that the functions vy (-,0) and vy (-, 4(-)), and thus ug(-,0) and ug(-,4(-)), are
well-defined for almost every time ¢ € [0, %0} . Reasoning as in Remark 3.3.2 one can extend

(3.2.15) to the whole [0, +00).

In order to find existence (and uniqueness) of solutions to problem (3.2.3), and hence
to problem (3.0.1), we look for a fixed point of the linear operator £: C°(€V) — CO(¢)
defined as:

2
Lo(t,x) := A(t,z) + - // v(r,0)dodr. (3.2.16)
8 R(t,z)
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Proposition 3.2.11. Fiz v > 0, ¢y > 0 and consider vy, v1 and z satisfying (3.2.1) and
(3.2.2). Assume that £: [0, +00) — [{y,+00) satisfies (3.1.1).

If T e (O, %0) satisfies V2T < 4, then the map £ in (3.2.16) is a contraction from
CO%(Qr) into itself.
Proof. By Lemmas 3.2.8 and 3.2.9 operator £ maps C°(Qr) into itself. Pick v!, v? €
CY(Q7) and let (t,x) € Qr, then

2 2
et - et < [[ o) o) dodr < TIRE DI - Pl eag,
8 JJR(t,x) 8

2

< §|QT|HU1 — UQHCU(E) < 4 ||'U1 - UQHCO(@)-

A

Since v24yT < 4 we conclude. ]

We are now in a position to state and prove the first main result of the chapter, regarding
the existence and uniqueness of solutions of (3.2.3), and hence of (3.0.1) (see Remark 3.2.3),
when the debonding front £ is assigned:

Theorem 3.2.12. Fiz v > 0, {y > 0 and consider vy, v1 and z satisfying (3.2.1) and
(3.2.2). Assume that €: [0, +00) — [ly,+00) satisfies (3.1.1).

Then there exists a unique v € H'(Q) solution of (3.2.3). Moreover v has a continuous
representative on Q, still denoted by v, and, setting v =0 outside €, it holds:

v e CO([0,400); HL(0,400)) N C([0, +00); L*(0, +00)).

Proof. By Proposition 3.2.11 we deduce the existence of a unique continuous function v'

— 1 by 4 ¢
satisfying (3.2.7) in Qp,, taking for istance T} = 3 min {20, 1/260} (T1 = ZO if v = O).

By Lemmas 3.2.8 and 3.2.9 one gets that v! is in H!(Q7,) and moreover that it belongs
to CY([0, Ty]; H (0, +00)) N C*(]0, T1]; L?(0, +00)), while Proposition 3.2.6 ensures that v?
solves problem (3.2.3) in Q7.

Now we can restart the argument from time 73 replacing ¢y by ¢1 := ¢(T1), v by
v!}(Ty,-) and vy by v}(Ty,-); indeed notice that v!(Ty,-) € HY(0,41), v} (Ty,) € L*(0,41)
and that they satisfy the compatibility conditions v!'(71,0) = z(T}) and v'(T%,41) = 0.
Arguing as before we get the existence of a unique solution v? of (3.2.3) in Qr, \ Q7,, with

1 l 4
Ty = T1+5 min {21 26} belonging to CO([T, T]; H'(0, +00))NC([T1, Tb]; L?(0, +00)).
Vel
vi(t,x), if (t,x) € Qp,,
vi(t,x), if (t,x) € Qp, \ Qpy,
and in C*(]0, T3]; L?(0, 4+00)) and it is easy to see that it is the only solution of (3.2.3) in

Then the function v(t, z)= { is in CY([0, Ty]; H'(0, +00))

Qp,.
To conclude we need to prove that the sequence of times {7} defined recursively by
1 . (UTk-1) 4 )
Ty =T 1+ = fk>1
k k-1 1 211'1111{ 9 7V2€(Tk_1) , 1 - 4

Ty = 0,

diverges. This follows easily observing that {7} } is increasing and recalling that 0 < ¢(t) <
+o0o for every t € [0, +00). O

Remark 3.2.13 (Regularity). If we assume vy € C%([0,4]), v1 € L>®(0,4), z €
CY%1([0, +00)) satisfy the compatibility conditions (3.2.2), then by (3.2.6) and (3.2.14) the
(continuous representative of the) solution v belongs to C%1(Q) and v(t, ) € L>(0, +00)
for every t € [0, +00).
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Remark 3.2.14 (More regularity). If we assume more regularity on v, v, z and on the
debonding front ¢, in order to get that the solution v possesses the same regularity we need
to add more compatibility conditions. For instance, if £ € CH1([0, +00)) satisfies (3.1.1b),
if vg € CHL([0,40)), v1 € COL([0,4]), z € CHL([0, +00)) satisfy (3.2.2), to get v € CLH(Q)
we also need to assume the following first order compatibility conditions:

v1(0) = 2(0) and v (o) + £(0)00(4) = 0. (3.2.17)

Indeed, under these assumptions the function A in (3.2.6) belongs to C1'1(€¥); moreover,
exploiting (3.2.14) and the fact that by Remark 3.2.13 we already know that the solution v

is in C%1(Q), one can deduce that the function H(t,z) = // v(1,0)dodr in (3.2.12)
R(t,z)

belongs to CH1(€¥) too. Hence representation formula (3.2.7) ensures that v belongs to
C11(Qrp,) for some Ty € (0, %0); since v(t,0) = z(t) and v(¢, £(t)) = 0 for every ¢ € [0, 4+00)
we notice that condition (3.2.17) holds at time 77 too, and reasoning as in the proof of

Theorem 3.2.12 one can conclude.
We also notice that, coming back to wug, u; and w, (3.2.17) is equivalent to

u1(0) = w(0) and  wui(fy) + £(0)io(£y) = 0. (3.2.18)

We conclude this first section pointing out that the choice of working with H' and L?
functions is only due to the energetic considerations we make in the next Sections in order
to formulate the coupled problem. Indeed all the results presented up to now still remains
valid in a Wh! and L' setting, with the obvious changes.

3.3 Energetic analysis

This section is devoted to the study of the energy of the solution u to problem (3.0.1)
given by Theorem 3.2.12 and Remark 3.2.3; this analysis will be used in Section 3.4 to
introduce the notion of dynamic energy release rate.

Fix v > 0, £p > 0 and a function ¢: [0, +00) — [{y, +00) satisfying (3.1.1), and consider
up, w1 and w satisfying (3.2.1) and (3.2.2); let u be the solution of (3.0.1) associated with
4, ug, u; and w. For t € [0,400) we first introduce the internal energy of u, namely the
sum of kinetic energy:

1

o) ,
K(t) = 2/0 ut(t,0)” do.

and potential energy:

1 @)
£(t) ;:2/0 ua(t, )2 do.

We then present the energy dissipated by viscosity:

t pl(T)
V(t) = l// / ug(7,0)? do dr,
0 JO

and for the sake of clarity we also consider their sum:
S(t) == K(t) + E(t) + V(¢b). (3.3.1)

As in Section 3.2 we introduce the auxiliary function v(t,z) = e’*/?u(t, ) and we consider
vo and vy given by (3.2.4).
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Proposition 3.3.1. The function S defined in (3.3.1) belongs to AC([0,+0c0)) and for a.e.
te {O Z—O] the following formulas hold true:

)

. ——é(—t)l;é(t)u —t)—u — v tu T, T— 7'2

() == S |fott(0=0 (e +v [ w(r =ttt ] oo
+ w(t) [u')(t) - (uo(t) +uy(t) — 1//0 u (T, t—7) dT)] ,

' ——é(—t)l_é(t)e_”t D —t) —wv — —V—2 tQ}TT— 72

$() == S0 (i) 00 = 5 [ ot r—rer0) o o

vt

() [u‘;(t) () % <1}0(t) Foi(t) + ”:/Otu(f,t—f) dT>] ,

where the products between 1 — K(t) and the expressions within square brackets are meant
as in Remark B.0.2.

Remark 3.3.2. One can obtain similar formulas for S which are valid for a.e. ¢ € [0, 4+00)

arguing in the following way: fix ty > 0, then for a.e. t € [to, to + Z%—O)}

oo )1 —A(1) t 2
S(t)=— TTK(Q |:Um(t0, 0(t)—t+to) — ur(to, £(t)—t+to) + v /to wug (7T, T—t+L(t)) dT:|

+ai®) [w(t) - <u$(t0, t—t0) + us(to, t—to) — v / (i t—7) dT>] .

to

and the analogous formula for (3.3.2b) holds.

Remark 3.3.3. We notice that by (3.2.15) we can also write for a.e. t € [0, %’]:

S(t) = &) (1= 0()?)ua(t, £(£)? — w(t)us(t, 0)
(

)

2

()
~

= 2) (1= (1)) e o, (t, £(1))? — i (t)e™ Z vy (t, 0).

Proof of Proposition 3.53.1. Let us define T := {y/2; we notice that by Remark 3.3.2 it is
enough to prove the proposition in the time interval [0,T]. By (3.2.10) we know that for
every (t,z) € Qp

u(t,z) = a1 (t+x) + ao(t—2) — ;//( )Ut(T, o)drdo, (3.3.3)
R(t,x

where a1 and ag are as in (3.2.5), replacing vg, v; and z by ug, u; and w, respectively.
Moreover, by (3.3.3), Lemma 3.2.9 and Remark 3.2.10 we get for every ¢ € [0,T]

uy(t, ) = ay (t+x) + as(t—z) — %hl(t,x) — ghg(t,a:), for a.e. x € [0,£(t)],

ug(t, ) = b (t+a) — do(t—z) — ghl(t,x) n ghg(t, z),  forae. x€0,0(t)],
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where
t
/ ug (T, t+x—7) dT, if0<ax</{y—t,
hl(t,x) = 0 w (t+$) t
—d)(t—i—:z:)/ ut(T,T—w(t—l—IL‘))dT—l-/ ug(7, t+x—7)dr, if boy—t <z < (),
0 Y1 (t4x)
t
u (7, T—t+x) dr, ift <z <),
hQ(t,J}) = 0 t—zx t
—/ ut(7,t—x—7)d7T + / u(T, 7—t+z)dr, if 0 <z <t.
\ 0 t—x

Now we compute:

o), ) v v
K(t) + E(t) = / (2(t42) + balt—2) — Tha(t,) §h2(t,x)>2 dz

1
2
/ " ( 1(tz) — ag(t—x) — —hl(t x) + h2(t x))z dz
/ [( 1(t+z) — —h1(t ZL’)>2 + (éz(t—x) — %hg(t,$)) ] dz

1
2

hl(t y— t)] dy + /ttg(t) [&g(y) - %hg(t,t—y)r dy

2

[
/ [ o(y) +u1 (y) _’;/Otut(f,y_f)dr] dy
/ [ - —u1( y)+’;/0tut(77¢_y)dr] dy

t4-£(t) —w —un (—w v () v [t ?
/ [ ( o( (y))2 1( (y))+2/Out(T,T—w(y))dT>—2/w%EyT),y—T)dT]dy

2

+ /0 [w(y) _ o) +uy) —;—u1(y) + g /Oy u (7, y—7)dr — g/yt u (T, T—Yy) dr} dy.

It is easy to check that we can apply Theorem B.0.8 in the Appendix, so we obtain that
K+E& belongs to AC([0,T]) and that for a.e. t € [0, T] the following formula for its derivative
holds true:

1) 2

2 144(t)

i) [w(t) _ <u0(t) b (t) — u/ot g (7, 1—7) d7>] _ y/og(t) et )2 da.

K(t) +E(t) = [ﬂo(ﬂ(t)—t) —uy (£(t)—t) + 1//0 ug (T, T—t+L(t)) d7':|

: £(t)
Recalling that V is absolutely continuous by construction and that V(t) = v / ug(t, 2)? da
0
for a.e. t € [0,T], we deduce that S belongs to AC([0,7]) and that formula (3.3.2a) holds.
To get (3.3.2b) one argues in the same way with v(t,z) = e“*/?u(t,z), rewriting the
internal energy as

—vt

K(t)+E(t) = ¢ 5 /Of(t) [(vt(t, x) — %v(t,m))Q + v, (t, x)ﬂ dz,

and recalling (3.2.7). O
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3.4 Principles leading the debonding growth

In the first part of this section we introduce the dynamic energy release rate in the
context of our model, following [24]. In the second one we will use it to formulate dynamic
Griffith’s criterion, namely the energy criterion which rules the evolution of the debonding
front.

As before we fix v > 0, £y > 0 and we consider ug, u; and w satisfying (3.2.1) and
(3.2.2), but from now on the debonding front will be a function ¢: [0,4+00) — [y, +00)
satisfying (3.1.1a) and (3.1.4).

We want to underline that the requirement of (3.1.4) in place of (3.1.1b) is not merely
a technical assumption needed to carry out all the mathematical arguments of the next
Sections, although is crucial; it is instead a natural consequence of the Griffith’s criterion
the debonding front has to fulfill during its evolution, as the reader can check from the final
formula (3.4.13).

3.4.1 Dynamic energy release rate

The notion of dynamic energy release has been developed in the framework of Fracture
Mechanics to measure the amount of energy spent by the growth of the crack (see [35] for
more information); it is defined as the opposite of the derivative of the energy with respect
to the measure of the evolved crack.

To define it in the context of our debonding model we argue as in [24]: we fix ¢ > 0 and
we consider a function @ € H(0,+00) and a function Z: [0, +00) — [(o, +00) satisfying
(3.1.1a) and (3.1.4), and such that

w(t) = w(t) and L(t) =L(t) for every t € [0,%].

Let u and @ be the solutions to problem (3.0.1) corresponding to ¢, ug, u1, w and g, ug, U1,
w, respectively, and for ¢ € [0, +00) let us consider:

_ 1 [l
K(t; ¢,w) = 2/ i (t,0)? do,
0

- 1 i)
E(t; b, w) = / Gy (t,0)? do,

2.Jo
- t pl(r)
V(t; 4, 0) = V/ / iy (r,0)?do dr,
0 JO

and
S(t; 0,0) := K(t; £, @) + E(t; £,0) + V(t; £, ),

where we stressed the dependence on ¢ and on .
The formal definition of dynamic energy release rate at time ¢ should be:

SWZ@—S@&W_u_lthWa@—S@@W

i1 _ ~ ~ I , (3.4.1)
t—tt E(t) — E(t) E(f) t—tt t—t

where @ € H 1(0, +00) is the constant extension of w after .

Remark 3.4.1. The choice of the particular extension @ in (3.4.1) is needed in order to
avoid including the work done by the external loading in the energy dissipated to debond
the tape.
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By Proposition 3.3.1 (see also Remark 3.3.2) for a.e. t €

—

0, 70} we have

)

t N 2
S(t; 0, w) = ;)LEEZM [i}o(f(t)—t)—vl(g(t)—t)—z /O a(T,T—Hz(t))dT]

B(t) — e % <1')0(t)+vl(t) ”:/Ot@(f,t_ﬂdfﬂ,

where 0(t, z) = u(t, ) and vy and v; are given by (3.2.4).

Since in (3.4.1) we want to compute the right derivative of S(t; l, w) precisely at t = t, we
need a slight improvement of Proposition 3.3.1 (see Theorem 3.4.2 below and the analogous
Proposition 2.1 in [24]). With this aim we will require that there exist «, 8 € R such that

VN

+ w(t) [ﬁ)(t) +

Vt/2

1 t+h .
Jlim / i) — a‘ dt = (3.4.22)
1 t+h 9
Jim /t |w(t) — B|” dt = 0. (3.4.2b)

Theorem 3.4.2. Fiz v > 0, {y > 0 and consider ug, u; and w satisfying (3.2.1) and
(3.2.2). Assume that £: [0, +00) — [ly,+00) satisfies (3.1.1a) and (3.1.4).

Then there exists a set N C [0,+00) of measure zero, depending only on ¢, ug, u1 and
w, such that for every t € [0,+00) \ N the following statement holds true:
ifvo, v1, £, W, @, 0, u and v are as above, if ¢ and W satisfy (3.4.2a) and (3.4.2b) respectively,
then

S (Fl0) = lim SUEMEW) = SELD)

exists.
h—0t h

Moreover, if t € [O, %0} \ N, one has the explicit formula

Remark 3.4.3. One can obtain a similar formula for S, (f; £, @), valid for £ >

> 70 reasoning
as in Remark 3.3.2.

Proof of Theorem 3.4.2. Let us define T' := {(/2; we notice that by Remarks 3.3.2 and 3.4.3
it is enough to prove the theorem in the time interval [0, 7.

We call pi(r) := 0g(r) — v1(r) and pa(r) := vo(r) + vi(r) and we consider the points
t € [0,T] with the following properties:

E—0(f)+h
Q) Jim g [ () = (pa(e)-))7]dr =, and

h—0+ h J; o(F)

1 EtO+h
i —r)—p1(0(t)—t)|dr =0
hgggh/tw) Ipr(=1) = pr (6E)~E) | dr = 0
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We call Er the set of points satisfying a) and b). Since p; and py belong to L?(0,£g)
and since ¢ satisfies (3.1.4) the set Ny := [0, 7]\ Er has measure zero (see Corollary B.0.4).
Let us fix t € Er.

In the estimates below the symbol C' is used to denote a constant, which may change

from line to line, that does not depend on h, although it can depend on ¢. For the sake of
2 2

t t

clarity we define I (v, 0)(t) := V4/ (1, T—t+L(t)) dT and I2(v)(t) := V4/ v(r,t—7)dr,
0 0

so that

F“*h%”ﬁﬁ““&wxﬁﬂ;je”kmaa—ﬂfnwmxﬂ3ﬂp+;wﬁrf?@xa+wadm

2
ds

e [ U(9)=5)~ 110, D(s) ~ag 2

We denote by J; and Jo the first and the second integral respectively and we estimate:

(s 1_4(5)—a1_a

1+46s) Lta

Lge”ﬂm@GyiyJﬂu@Gﬂzleh

t+h . — s )
—%[plﬂKf)—f)—-Idv7@(Zﬂ2‘1tl‘ g@gi_%giiszS-e”yds

The first two integrals vanish as h — 0T, so we only need to estimate the last integral,
denoted by Ji:

5 t+h - o
i < g [0 H (1)) = nte00)-)°
1 [ith

o .

1 t+h . _ - o
1 [ =) |on@-5) — @@= 110.D ) ds
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The first and the third integral tend to 0 when h — 0" by assumption a), while the other
two by the continuity of the function I;(7,¢). Now we estimate Jo:

t+h
Rz [l

+ |8+ gw@) —e % (pa(l) +12<v><f>))% / ™ is) - Bl s

1%

$)+50(s) =% (pa(s) + B(9)(s)) =B—Sw(T)+e% (pa)+L()(T) ) ds

1 [th . P+h t+h
<1 [ - slas+ 2 [ e —u@lds+ S [ 1) - 51ds

X 2/;% [i(s)]|e™ % (pals) + (@)(s)) = % (pa(0) + B(0)(D) )| ds.

The first three integrals tend to 0 as h — 07 since hm 3 tt+h |w(s) — B]*ds = 0 and by
_>

the continuity of w, so we only need to estimate the last one, denoted by J:

t+h ) B t+h B
< [ e F il = mOlas+ 5 [ F i)IR0)6) - L)@ ds
_ _ 1t vs ;
Hloa®) + RO [ bl —e ] ds

Exploiting assumption b) and the continuity of I5(0) we conclude. O

Thanks to Theorem 3.4.2 we can give the rigorous definition of dynamic energy release
rate:

Definition 3.4.4 (Dynamic energy release rate). Fiz v > 0, {y > 0 and consider
ug, w1 and w satisfying (3.2.1) and (3.2.2). Assume that £: [0,+00) — [lo,+00) satisfies
(3.1.1a) and (3.1.4).

For a.e. t € [0,4+00) and for every o € (0,1) the dynamic energy release rate corre-
sponding to the velocity o of the debonding front is defined as

Golf) = —L8.(E 1, ),

(0}

where 0 is an arbitrary Lipschitz extension of E‘[O . satisfying (3.1.4) and (3.4.2a), while

() = {w({) ite .,
w(t) ifte (t,+00).

By Theorem 3.4.2 for a.e. t € [O —0} we get

2
11 —« 7 v

2 rt
Ga(f) = ST ae—vt [{,O(é(t)—t) — v (L(t)—t) — 4/0 v(7,7‘—t+€(t))d7‘] . (3.4.3)

and a similar formula holds true for a.e. t > %O by Remarks 3.3.2 and 3.4.3. Moreover,

coming back to the original function u we can alternatively write for a.e. t € [O, %‘):

2
_ 11—«
Ga(t)zil—i-a

G0 (U(F)—F) — ug (E(F)—F) + v /0 (7, T—T+L(T)) dT]
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It is also worth recalling that, if o = £(f), by means of Remark (3.3.3) one can write:

_ 1 . _ _
Gy (#) = 5(1 = () ug (8, £(F))%,  for ae. t € [0,400). (3.4.4)
In the case v = 0 we have the expression

Ga“):?ilz uo(é(f)—f);ul(ﬂ(t_)—f)r’ fora‘e_te[o,go], (3.4.5)

and hence we recover the formula given in [24].
We then extend the dynamic energy release rate to the case o = 0 by continuity, so that

- l-« _ _

Gu(t) = o aGo(t), for a.e. ¢ € [0,400). (3.4.6)

In particular by (3.4.3) we know that for a.e. ¢ € [O, %0} we can write

—_ 1 7 . - - V2ot - ’
Go(t) = §€_Vt vo(l(t)—t) — v (b(t)—t) — 4/ o(r, T—t+L(t))dr| (3.4.7)
0
or equivalently
1 t ’
Go(t) = 3 [uo(ﬁ(t_)—f) —u(0(t)—t) + V/ (T, T—t+L(t)) dT] . (3.4.8)
0

We want to highlight that in the damped case v > 0 the dynamic energy release rate
depends directly on v and ¢, see (3.4.3), while in the undamped one it depends only on the
debonding front ¢ (at least for small times), see (3.4.5). This is the main reason why the
arguments used in [24] become useless if viscosity is taken into account and new ideas have
to be developed.

3.4.2 Griffith’s criterion

To introduce the criterion which controls the evolution of the debonding front ¢ we need
to consider the notion of local toughness of the glue between the substrate and the tape
(or the bar). It is a measurable function x: [{y, +00) — (0, +00) which rules the amount of
energy dissipated during the debonding process in the time interval [0, ¢] via the formula

o)
/e k(o) do. (3.4.9)

As in [24] and [48] we postulate that our model is governed by an energy-dissipation balance
and a maximum dissipation principle; this last one states that the debonding front has to
move with the maximum speed allowed by the energy balance. More precisely we assume:

£(t)
K#t)+E()+V(t) +/ k(o)do = K(0)+&E(0)+W(t), for every t € [0,+00), (3.4.10)
Lo
((t) = max{a € [0,1) | k(£(t))a = Galt)a}, for a.e. t € [0,+00), (3.4.11)
where W is the work of the external loading and for ¢t € [O, %0} it has the form (see also
Remark 3.3.2):

WI(t) = /0 is) [w(s)+gw(s)—e—”5 <@0(s)+v1(s)+”42 /0 o s—7) df>] ds.
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Remark 3.4.5. We notice that by the explicit expressions (3.2.7) and (3.2.10) we can
rewrite the work of the external forces in the form

t
W(t) := /0 w(T)ug(7,0)dr,

which makes sense for every t € [0, +00).

By Proposition 3.3.1, Theorem 3.4.2 and Lemma B.0.1 we deduce that (3.4.10) is equiv-
alent to . .
Kk((t))e(t) = Gé(t)(t)é(t), for a.e. t € [0, +00),

and we observe that for a.e. t € [0, +00) the set {« € [0,1) | K(£(t))a = G (t)a} has at most
one element different from zero by the strict monotonicity of o — G (t) and since x(x) > 0
for every x > £y. Therefore the maximum dissipation principle (3.4.11) simply states that
during the evolution of the debonding front ¢ only two phases can occur: if the toughness k
is strong enough, ¢ stops and does not move till the dynamic energy release rate equals «,
otherwise it moves at the only speed which is consistent with the energy-dissipation balance
(3.4.10).

Arguing as in [24] we get that (3.4.10)&(3.4.11) are equivalent to the following system,
called dynamic Griffith’s criterion in analogy to the corresponding criterion in Fracture
Mechanics:

0<i(t) <1,
Gy (1) < K(€(1)), for a.e. t € [0, 4+00). (3.4.12)
G (t) = w(€(1)| £(t) = 0,

The first row is an irreversibility condition, which ensures that the debonding front can
only increase; the second one is a stability condition, and says that the dynamic energy
release rate cannot exceed the threshold given by the toughness; the third one is simply
the energy-dissipation balance (3.4.10).

Finally, by using (3.4.6) and (3.4.11), it easy to see that Griffith’s criterion (3.4.12) is
equivalent to the following ordinary differential equation:

it (1) |

(t) = max {Go(t)—i—/i(ﬁ(t)) for a.e. t € [0, +00), (3.4.13)

which by means of (3.4.7) can also be rewritten for a.e. t € [0, %0} as
y2 ot 2
‘ [Do(ﬁ(t)—t) — v (L(t)—t) — 4/0 v(r, T—t+L(t)) dr] — 2e"tk(0(t))
/(t) = max P 7 ;0
[Do(f(t)—t) — v (L(t)—t) — 1/4/0 v(r, T—t+L(t)) dT:| + 2e¥tk(0(1))

(3.4.14)
We want to underline again that, differently from [24], the equation for the debonding front
(3.4.14) depends also on v (and thus on w) if v > 0. This will bring the main technical
difficulties of the next section.

3.5 Evolution of the debonding front

In this section we couple problem (3.0.1) with the energy-dissipation balance (3.4.10)
and the maximum dissipation principle (3.4.11) and we prove existence of a unique pair
(u, £) which solves this coupled problem.
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We fix v > 0, £y > 0 and we consider ug, u; and w satisfying (3.2.1) and (3.2.2), and a
measurable function x: [{g, +00) — (0, 400).

Since differently from previous Sections the debonding front ¢ is unknown, from now on
we will always stress the dependence on ¢ and we shall write Ay, Ry and €2y instead of A, R
and ©, and so on. We shall also write (Gg), ¢ instead of Gy, since by (3.4.7) the dependence
of the dynamic energy release rate both on the debonding front £ and on the solution v of
(3.2.3) is evident. Moreover, as in Lemmas 3.2.8 and 3.2.9, we shall extend the functions

Ay and / / vdo dT setting them to be equal 0 outside €.
RZ(F')

Definition 3.5.1. Assume £: [0,+00) — [lo,+00) satisfies (3.1.1a) and (3.1.4) and let
u: [0,400)? — R be such that u € H' () (resp. in HY(()7)). We say that the pair
(u,£) is a solution of the coupled problem (resp. in [0,T]) if:

i) u solves problem (3.0.1) in Qy (resp. in (Qp)7) in the sense of Definition 3.2.1,

i) u =0 outside Qy (resp. in ([0,T]x[0,+00))\ (Q)71),

iii) (u,?) satisfies Griffith’s criterion (3.4.12) for a.e. t € [0,400) (resp. for a.e. t €
[0,T7]).

Using (3.2.3) and (3.4.13) it turns out that the pair (u, ) is a solution of the coupled
problem if and only if (v, £), where v(t,z) = e“*/?u(t, x), satisfies the following system:

v (t, ) — vaa(t, ) — Fo(t, z) = 0, t>0,0<z<{(t),
(Go)w,e(t) — K(£(2))
b0 = me{ (ST TR ) ¢70
v(t,z) =0, t>0,x>L1),
v(t,0) = 2(t), t>0, (3.5.1)
v(t, 0(t)) =0, t >0,
v(0,z) = vo(x), 0 <z </,
v(0,2) = v1(x), 0 <z </,
[ £(0) = .

Similarly to Section 3.2 we write the fixed point problem related to (3.5.1). Since represen-
tation formula (3.2.7) holds true only in €2}, we fix T' € (0 [—0) and we state the problem
in (Q)7:

ot z) = (Ag (to +//R viro dad7> L)y (1 2), for ae. (t,2) € (0,T)x(0, +00),

)

(Golusls) — w(4(5)
L(t) = £ —i—/o max { (Goloe(3) + (ﬁ(s))’o} ds, for every t € [0,T7,

where, given a set E, we denoted by 1g the indicator function of F.

For a reason that will be clear later we prefer to introduce the auxiliary function A,
defined as the inverse of the map ¢t — t—£(t) = @y(t) (see also [24], Theorem 3.5). We
notice that A is absolutely continuous by (3.1.4) and Corollary B.0.5, while in the simpler
case in which there exists o7 € (0,1) such that 0 < {(t) < 1 — 67 for a.e. t € [0,T], X is
Lipschitz and 1 < A(y) < $ for a.e. y € [~£y, \"1(T)]. We then consider the equivalent
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t A i

=y

b—Y fllu T —F[] - +Y

Figure 3.2: The set @) and the functions A\ and £).

fixed point problem for the pair (v, \); exploiting (3.4.14) it takes the form:

Rg)\ (t,x)
1 /Y
Ay) = 2/ <1 + max {©, x(9), 1}) ds, for every y € [, \"1(T)],
-/
’ (3.5.2)
where we define for a.e. y € [—{o, \™1(T)]
‘ L2 [AW) ?
(=) —n-n) =5 [ etnrar
Oualy) = 7 (3.5.3)

2" Wi (A(y)—y)

and where we denoted by £, simply the function ¢, stressing the fact that it depends on A
via the formula £y () =t — A71(¢).

As in Section 3.2, we solve problem (3.5.2) showing that a suitable operator is a contrac-
tion. We argue as follows: for 7> 0 and Y € (0, £y) we consider the sets (see Figure 3.2)

Q=Q(T,Y) = {(t,2) |0<t<T, bo-Y +t<x<lo+1},
Qg/\ ::QﬂQigX

Moreover for M > 0 and denoting by Iy the closed interval [—{y, —¢p+Y] we introduce
the spaces

X =X(T,Y, M) :={veCQ)|[v]lcog <M},
Dy=Ds(T,Y):={) € C°(Iy) | A(—to) = 0, Ml co(ryy <T, y — A(y)—y is nondecreasing }.

Let us define X := X} x Dy and consider the operators:

2
Uy (v,\)(t, ) == (Agk(t,x) + 8//R . )’U(T, o) do’d7’> Lo, (t, ),

1 + max

. V2 rA(s) 2
1 [y [vo(—s) —vi(—8) — T fO (T, T—5) dT}
/ ,1 ds.
2 J 4, 2eVA(3) (A (5)—s)
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We then define
U(v,\) := (\Ifl(v,)\),\IJQ(v,)\)). (3.5.5)

Remark 3.5.2. From now on we shall write ¢, ¥ and w instead of £y, ¥, and wy, being
tacit the dependence on .

For convenience, we assume for the moment that there exist two positive constants c;
and co such that
0<c <k(x)<cy forevery z > {. (3.5.6)

Lemma 3.5.3. Fiz v > 0, {y > 0 and consider vy, vy satisfying (3.2.1b) and vy({y) = 0.
Assume that the measurable function k: [ly,+00) — (0,400) satisfies (3.5.6).

Then for every T > 0 and M > 0 there exists Y € (0,4y) such that the operator ¥ in
(3.5.5) maps X into itself.

Proof. Fix T > 0, M > 0 and let (v,\) € X; by Lemmas 3.2.8 and 3.2.9 we deduce
that Wi(v,\) is continuous on @ (indeed notice that ¢ = ¢ satisfies (3.1.1)), while by
construction Wa (v, A) is actually absolutely continuous on Iy and satisfies ¥a(v, A)(—£p) = 0
and diy\llg(v, A)(y) > 1 for a.e. y € Iy. Hence to conclude it is enough to find Y € (0, ¢p)
such that

||\I’1(U, )‘)HCO(Q) <M and \IJQ(U, )\)(—£0+Y) <T.

// v(r,0)dodr
Ry(t,z)

% V2
;ﬂM@mem®+M@
V4

0—Y 8

We pick (t,x) € Q¢ and using (3.2.6) we estimate:

2
W10, M) ()] < [Aelt,2)] +

Lo V2
;ﬂwwumwmw+Mﬂ<
lo—Y 8

As regards Wa(v, X\)(—fp+Y) we argue as follows:

1 —lo+Y 1 —lo+Y
Uy (v, \)(—lo+Y) = 5 /ﬁ (1 + max{O,x(s),1})ds < 5 /Z (24 Oy(s))ds
—X0 —X0
1 —lo+Y A Y ) 2
<Y+ 2ot / [00(—5) — v1(—s)]>ds + 16 / / v(r,7—s)d7 | ds
C1 N 0
—4
<v4 L / Clin(s) —or ()2 ds + 0Ty
- 2cq KO—YO ! 32¢1 ’
Since in both estimates the last line tends to 0 when Y — 07 we can conclude. ]

Lemma 3.5.4. Fiz v > 0, {y > 0 and consider vy, vy satisfying (3.2.1b) and vy(¢y) = 0.
FizT >0, M >0 and let Y € (0,4y) be given by Lemma 5.5.3.
Then W1 (X) is an equicontinuous family of X;.

Proof. Let (v,\) € X and fix § > 0.
By simple geometric considerations and by continuity we deduce that

1) |Rg(t1,l‘1)ARg(t2,$2)| §§(4T—|— Y)\/|t1—t2|2—|—|£51—£82|2 for every (tl,ﬂfl), (tQ,IEQ) €
Qe
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2) there exists d; > 0 such that for every a, b € [0, {] satisfying |a — b| < d; it holds

/abvl(r)dr <

B 01 442 6§ 0,
Let us define 6 := mln{ 1/2]\4(4T+Y)} <(5 =5 if v= 0) and take (t1,x1), (t2,z2) €

Q satisfying /|t;—t2|2+|z1 —22]2 < 4.

lvg(a)—vo ()] + g

For the sake of clarity we define H, \(t,z) := (// v(1,0)do dT) 1g,(t,x), so that
Ry(t,x

’\Ifl(’l), )\)(tl,.%‘l) — \Ill(v, )\)(tg,xg)‘
2
< [Ap(ty, z1) g, (t1, 21)— Az(t2,$2)ﬂQZ(t2,wz)!+ |Hyx(t1, 21) = Hyp A (t2, 2)| = T + I1.

We notice that since A;1g, and H,  vanish on @ \ Q¢ and they are continuous on the
whole @, it is enough to consider the case in which both (¢1,x1) and (t2,x2) are in Qy; in
this case to estimate I we use 2):

1\3\0')

< // (o(r, o) dodr < L M{Ry(ty, 21) ARy (s, )| < —M\f(élT—i—Y)(S
Ry (t1,21) ARy (t2,22) 8
For I we exploit the explicit expression of Ay given by (3.2.6) and we consider three different
cases: if (t1,x1), (t2,22) € QN {t +x < {y} we have
1 x1—t1
— / vi(r)dr
xo—t2

1 /x1+t1
= vi(r)dr
2 T2+ta 2

)

1 1
I< §’UO($1+t1)—UO(x2+t2)’ + —|—§]v0(m1—t1)—vo(x2—t2)\+

and since ’(Ilitl) — (xgitgﬂ < 2\/\t1—t2]2+\x1—x2]2 < 51, by 1) we deduce [ < (5/2
If instead (t1,21), (t2,22) € QeN{t+z > o} we get

1 1 —w(x1+t1)
I < —|vo(—w(z1+t1))—vo(—w(wa+t2))| + = / vi(r)dr
2 2 —w(x2+t2)

1 x1—t1

— / vi(r)dr
2 xo—to

and since |w(z1+t1) —w(xatte)| < [(x14+t1) — (x2+t2)| < 61 (we recall that w is 1-Lipschitz,

see (3.1.3)) again we have I < §/2.
Finally if (t1,21) € Qe N {t +z < lo} while (t2,22) € Qe N {t +x > Ly} we get

1 x1—1t1
= / vi(r)dr
2 xo—t2

1 r1+t1
- / vy (r)dr

2 —w(xg +t2)

)

1
+ 5 |U0($1—t1)—vo(l‘2—t2)’ +

1
I< §|vo($1*t1)*vo($2*t2)| +

1
+ QIvo(fv1+t1)*vo(*w($2+t2))| +

)

and observing that for this configuration of (¢1,x1) and (t2,z2) it holds

[(z14+t1) + w(z2+ta)| < [(w1+t1) — o] + [w(ma+t2) — w(fo)]
<ty — (x1+t1) + (z2+t2) — Lo
< |ti—to| + |z1—m2| < 41,
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we deduce also in this case I < §/2.
These estimates yield

|1111(1),)\)(t1,a:1) — \I/1<’U,)\)(t2,1'2)’ <IT+1I<6,
and so we conclude. O

We now denote by D; the closure of ¥ (X) with respect to uniform convergence and we
define D := D; X Ds; we notice that by Lemma 3.5.4 and the Ascoli-Arzela Theorem (see
for istance [81], Theorem 11.28) D is a complete metric space if endowed with the distance

d ((vlv Al)a (’1)2, )‘2)) = maX{Hvl - Q}QHLQ(Q)a HAl - )‘ZHCO(Iy)}‘ (357)

Proposition 3.5.5. Fizv >0, ¢y > 0 and consider vy, v1 satisfying (3.2.1b) and vo(fy) =
0. Assume that k € C%1([ly, +00)) satisfies (3.5.6) and fir T >0 and M > 0.

Then there exists Y € (0,4y) such that the operator ¥ in (3.5.5) is a contraction from
(D, d) into itself.

We prefer to postpone the (long and technical) proof of Proposition 3.5.5 to the end of
the section, so that we are at once in a position to state and prove the main result of the
chapter, which generalises Theorem 3.5 in [24]:

Theorem 3.5.6. Fiz v > 0, ¢y > 0 and consider ug, u1 and w satisfying (3.2.1) and
(3.2.2). Assume that the measurable function k: [{y,+00) — (0,400) fulfills the following
property:

for every x € [ly, +00) there exists § = &(x) > 0 such that k € OV ([z, 2 +3]).  (3.5.8)

Then there exists a unique pair (u,f) solving the coupled problem in the sense of Defini-
tion 3.5.1. Moreover u has a continuous representative on 0y and it holds:

u € CO([0, +o0); H(0, 4+00)) N CL([0, +00); L2(0, +00)).

Remark 3.5.7. Condition (3.5.8) allows for a wide range of left-discontinuous toughnesses,
including x whose limits from the left (at discontinuity points) and to infinity can be 0,
400 or they cannot even exist. However we point out that the right Lipschitzianity of « is
instead crucial for the validity of the theorem (see Remark 3.5.11).

Proof of Theorem 3.5.6. To conclude we need to prove there exists a unique pair (v, /)
solution of (3.5.1). Rearranging Proposition 3.2.11 we firstly deduce there exists a unique
v satisfying (3.2.7) in the triangle {(t,z) | 0 <t <, 0 < z < lp—t}.

Now consider § = d(fy) given by (3.5.8) and let us introduce a virtual toughness &
which coincides with x in [€g, fp + 0] and which is equal to x({p+d) after £y + 6. Since by
construction & € C%!([lg, +00)) and c15 < &(z) < cg5 for some 0 < 15 < ca4, exploiting
Proposition 3.5.5 we can find Y € (0,4y) and T'=T(Y") > 0 for which there exists a unique
pair (v!, ') satisfying

2

vl(t, z) = (Ael (t, ) + % // vl(r,0)do d7'> 1, (t,z), forevery (t,z) € Q,
thl (t,x)

1 = t max (Go)vl’él(s) _ %(61(8)) S or ever
rw=h+ | { (ol (5) fe(ﬂ(s))’o} o forevery £ € 0.1]

(3.5.9)
Since £1(0) = £y and & = & in [ly, £y + 6], using the continuity of ¢! we deduce there exists
a small time Ts > 0 such that (v!,¢!) satisfies (3.5.9) replacing & by x and T by Tj. Gluing
together v® and v! and recalling Lemmas 3.2.8 and 3.2.9 we get the existence of a time

T e (0, %’) satisfying the following properties:



70 CHAPTER 3. EXISTENCE AND UNIQUENESS

a) there exists a unique pair (9, /) solution of (3.5.1) in [0, 7],
b) @ belongs to CO([0,T]; H'(0,4+0c)) N CL([0, T]; L(0, +00)).

Then we define T* := sup{T > 0 | T satisfies a) and b)}. If T* = 400 we conclude; so
let us assume by contradiction that T < +o0o and consider an increasing sequence of times
{T}} satisfying a) and b) and converging to T*. Let (vg, ¢x) be the pair related to Ty by a).

Since by uniqueness €1 (t) = £ (t) for every t € [0,T;] and since 0 < {(t) < 1 for
a.e. t € [0,T], there exists a unique Lipschitz function ¢ defined on [0,7*] such that
U(t) = €3(t) for every t € [0, Ti]; hence £(0) = £y and 0 < £(t) < 1 for a.e. t € [0, T*]. Then
by Theorem 3.2.12 there exists a unique continuous function v on (£2;)7- solution of (3.2.3)
in (Q¢)7~ belonging to C°([0, T*]; H(0,4+00)) N C*([0,T*]; L?(0, +00)). Necessarily v and
vy coincide on (€))7, for every k € N and hence (v,¢) is the unique solution of (3.5.1) in
[0, T*].

Now we can repeat the contraction argument starting from time 7*: we replace ¢y by
05 = 0(T*), vo by v(T*,-) € H'(0,£8) and vy by v(T*,-) € L*(0,£5); notice that v(T*,0) =
z(T*) and v(T*,¢5) = 0, so the compatibility conditions (3.2.2) are satisfied. Arguing as
before (now with § = 0(¢) given by (3.5.8)) and as in the proof of Theorem 3.2.12 we
deduce the existence of a time T > T* satisfying a) and b). This is absurd, being 7™ the
supremum. ]

Remark 3.5.8 (Regularity). Arguing as in Remark 3.2.13, if we assume that ug €
CO1([0,40]), u1 € L>=(0,4p), w € C*1([0, +00)) satisfy (3.2.2), if the (measurable) tough-
ness x satisfies (3.5.8), then the solution u belongs to C%!(Q,) and wu(t,-) is in L>°(0, 4+00)
for every t € [0,400). If in addition for every & > fy there exists a positive constant cz
such that k(z) > ¢z for every = € [{y, Z], then for every T' > 0 there exists o7 € (0, 1) such
that 0 < /(t) < 1 — oy for a.e. t € [0,T).

Remark 3.5.9 (More regularity). Similarly to Remark 3.2.14, if we assume that up €
CHL([0,4o)), u1 € C%([0,4]), w € CL(]0,+00)) satisfy (3.2.2), and if the toughness

k1 [ly, +00) = (0,400) belongs to C%!([ly, +00)), in order to have £ € C11([0,400)) and
u € C11(Qy) we need to impose a first order compatibility condition:

u1(0) = @(0),
[0 (o) — u1(£o)]? — 2k(Lo) O} 0 (3.5.10)
[to(£o) — u1(€o))? + 2k(Lp)’ :

Notice the relationship between (3.5.10) and (3.2.18), given by the equation for ¢ (3.4.14).
We want also to point out that the second condition in (3.5.10) is equivalent to:

Ul (fo) + ug (fo) max {

(ul(eo) — 0, w0(fo)? < 2/1(50)> or (ul(eo) £ 0, 110(£o)2—ur (€o)? = 2k(ko), ZTEEE; < —1).

Remark 3.5.10 (Time-dependent toughness). Proposition 3.5.5, and hence Theo-
rem 3.5.6, holds true even in the case of a time-dependent toughness. To be precise,
replacing (3.4.9) by

/ K(T, 5(7’))5(7’) dr,
0

where now «: [0, +00) X [lg, +00) — (0, +00) also depends on time (and is Borel), we obtain
that (3.4.13) becomes

: G K
0t) = maX{Go(t) " H(t,f(t))’o} , for a.e. t € [0, +00),
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and in this case the denominator in (3.5.3) reads as 2e" W x(A(y), AM(y) — y).

So, if we assume that x € C%1(]0, +00) x [fy, +00)) satisfies 0 < ¢1 < k(t,x) < co for
every (t,x) € [0,+00) X [y, +00), we can repeat with no changes the proofs of Lemma 3.5.3
and Proposition 3.5.5 (pay attention to Step ). For Theorem 3.5.6 we replace (3.5.8) by:

for every (t,x) € [0,+00) X [€y, +00) there exists § = 0(t,z) >0
such that x € COL([t,t + 8] x [z, + 4]),

and we perform a similar proof: in order to start the machinery that leads to the existence
of a unique solution to the coupled problem we only need to introduce a virtual toughness
K for which we can apply Proposition 3.5.5; such a kK is obtained by extending k outside
[0, 0] x [€o, £o+ 6] (where 6 = 6(0,4p)) in a Lipschitz way and then truncating this extension
between two suitable values.

Remark 3.5.11 (Lack of uniqueness and of existence). We want to remark that the
right Lipschitzianity of the toughness « is crucial for the validity of Theorem 3.5.6, at least
in the undamped case v = 0. Indeed, removing that assumption, the following example
shows how the coupled problem can have more than one (actually infinitely many) solution:

fix 49 > 0 and let v = 0; pick up = 0 and w3 = 1 in [0,4p], w = 0 in [0,400) and

d 1 1—vVx—4y 1
consider k(x) = 5 max{l Yy b

the equation for ¢ in (3.5.1) can be written in the following way:

0t) = m = /U(t) — by, fora.e. te0,T],

£(0) = 4.

} for every x > £y. If the time T is small enough

(3.5.11)

It is well known that Cauchy problem (3.5.11) admits infinitely many solutions, for instance
two of them are ¢(t) = {p and £(t) = %
many solutions as well.

If instead k is neither right continuous, we can have no solutions to the coupled problem:
under the previous assumptions consider k(z) = 1/6 if © = ¢y and x(x) = 1/2 otherwise,

then (for 7' small enough) the equation for ¢ reads as

.0.
+ £p; so coupled problem (3.5.1) admits infinitely

12, i) = 4,
ot) = {07 it 0(6) > fo, for a.e. t € [0,T]. (3.5.12)

Since there are no Lipschitz solutions of (3.5.12) satisfying £(0) = ¢y we get that the coupled
problem possesses no solutions as well.

This second example can be also adapted to the case of a piecewise constant and left
continuous toughness, choosing properly the initial data ug and u;.

Remark 3.5.12 (Adding a forcing term). Following the same presentation of the chap-
ter one can also cover the case in which in the model an external force f is present, namely
when the equation for the displacement w is

Ut (t, ) — Uge (t, ) +vug(t, ) = f(t,x), t>0,0<z<L(t).
For the forcing term f we require
feL2.((0,400)%) such that f e L?((0,T)?) for every T > 0, (3.5.13)

and we introduce the function g(t, x) := e"¥/2f(t, ), so that v(t,z) = €"*/?u(t, ) solves

2
v (t, ) — Vg (t, ) — Vzv(t,x) =g(t,z), t>0,0<z<L(t).
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By Duhamel’s principle the representation formula for v now takes the form

2 1
v(t,z) = A(t,z) + - // v(r,0)dodr + = // g(t,0)dodr, forae. (t,x) e,
8 R(t,x) 2 R(t,x)

and so we can repeat the proofs of Proposition 3.2.11 and Theorem 3.2.12.
For the energetic analysis performed in Section 3 3 we also have to consider the work

done by the external forces, namely F(t / / (1,0)us(7,0) do dr; if we take into

account the total energy, which now possesses an additional term, i.e. S(t) = KC(t) +E(¢) +
V(t) — F(t), then Proposition 3.3.1 holds true modifying formula (3.3.2b) (and analogously
(3.3.2a)) to

j j 2t t 2
S(t)=— . e”t[ijg (e(t)—t)—uvy (E(t)—t)—4/()v(7', T—t—l-f(t))dT—/Og(T, T—t+£(t))d7':|

() i) + Du(t) — (@O(t) L) + ”42 /0 o(rtr) dr 4 /0 T df>].

We can also repeat the proof of Theorem 3.4.2, obtaining that for a.e. t € [O, %0} the

dynamic energy release rate can be expressed as

11—«

Galt)= 214a’

V2 t t 2
et [bo(ﬁ(t)—t)—vl(ﬁ(t)—t)—4/OU(T,T—t+€(t)) dr— /Og(T,T—t—i—E(t)) dT] .

Always assuming (3.5.13) we recover Lemma 3.5.3 and Lemma 3.5.4, while for Propo-
sition 3.5.5, and hence for Theorem 3.5.6, we need to require

f € LE((0,400)%) such that f € L®((0,T)%) for every T > 0; (3.5.14)

thanks to (3.5.14) we can perform their proofs replacing operator (3.5.5) by

1
Ay (t,x —I—// v(r,0)dodr + = // g(r,0)dodr | 1g, (t,x),
Ry, (1) 2 JJ Ry, (1) g

L) A(s) 2
vo(—s)—v1(—s)=4 [v(r,7—s)dr— [g(r,7—s)dT
0 0
Wy ( 1 1p1d
/ +max 2e7M) g (A(s)—s) ’ >

—Lo

and arguing in the same way.
We point out that condition (3.5.14) is crucial for the validity of Theorem 3.5.6, as
the following example shows: fix £y > 0 and let v = 0; pick ug = 0 in [0,4], w = 0

n [0,+00), K = 1/2 in [{p, +0o0) and consider u;(z) = \/2(Eo—a:)§ +1 and f(t,z) =
2

- = Notice that f satisfies (3.5.13) but not (3.5.14) and that
3(x—Ly)3\/2(x —£y)5 +1

ft,x) = d 2(x — 60)3 + 1. With these data, if Y > 0 is small enough, the equation
for A becomes

Ay) =1+ (Aw) —y —fo)3 for ae. y € [~lo,~lo + Y],

A(—=4p) =0,

and so, as in the first example of Remark 3.5.11, we lose uniqueness of solutions to the
coupled problem.
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We conclude Section 3.5 proving Proposition 3.5.5:

Proof of Proposition 3.5.5. During the proof the symbol C' is used to denote a constant,
which may change from line to line, that does not depend on the value of Y.

By Lemma 3.5.3 and by the definition of D; we know that ¥ maps D into itself (for
suitable small Y'), so we only need to show that there exists Y € (0,4y) for which ¥ is a
contraction with respect to the distance d defined in (3.5.7).

Step 1. Lipschitz estimates on V.
Fix (vi, A1), (v2,A?) € D; let us introduce for a.e. y € Iy the function j(y) := |io(—y)|+
lv1(—y)| + 1 and notice that j is in L2(—£p,0). For the sake of clarity we also define

A'(y).
for i = 1,2 pyiri(y) == vo(~y) — vi(~y) — 2/ v'(r,7—y)d7r and we observe that
0

|pvi xi (y)| < Cj(y) for a.e. y € Iy; then we compute:

141 2 12 1 [ty
[Wa(v™, A7) — Wa (v, A7) [lcory) < 3/, |©y11(8) — Oy2 x2(s)| ds
—X0

<! /—W N OO (5)=5) (211 (5))° = N OV (5)=5) (2 22(5))”

261’(/\1(5)+/\2(5))5(A1(s)—s)m()@(s)—s) ds
—bo+Y
<cf. (N (5)5) | (pur.an ()~ (ze(s))”] ds

2 e”)‘l(s)ﬁ(/\l(s)—s) - e”’\Q(S)H()\Q(s)—s)‘ ds
—£0+Y (8) )\2(5) —£0+Y
/ j(s)/ vl(T,T—s)dT—/ v¥(r, 7—5) dr ds—i—/ 2(5)N2(s) — AL(s)| ds
—Ly 0 0 _
—bo+Y T —Lo+Y| pAL(s)
/j(s)/|v1—v2|(T,T—s)des+/ i(s) /UQ(T,T—s)dT
—{ 0 —Lo

Lo
S
X2(s)
EQ+Y
+c(/ 2(s )ds)H)\Q Moy
)

0

—2€0+Y % 1 5 —lo+Y ) L
<c ( /J; (s) ds)nv - ||L2(Q>+( / 6 ds) N2l eogr)
—X0 —X0

—fo—i—Y
+C</ ()ds>||)\2 )\1|]Co
Lo

—lo+Y % —lo+Y
<C </ ;2(3) ds> —i—/ zrj(s) +j2(s))) ds| d ((vl,/\l), (vQ,)\Q)) .

—4y —£y

<C d

Since j belongs to L?(—£g,0) we deduce that choosing Y small enough we get:
1
12 (0", AT) = W (v*, A eory) < 5 d (01, A1), (v, 4%)). (3.5.16)

Step 2. Lipschitz estimates on Wy.
Fix (v', A1), (v2,A%) € D and let us define for the sake of clarity, as in the proof of

Lemma 3.5.4, the function H, \(¢,x) (// (r,0)do dT) 1g,(t,x), so that
Ry(t, 96)

2
1%
W (0", A) — Wy (0%, X% || 12(0) <1 An g, — Arloyllrzg) + §||Hvl,/\1 — Hy2 z2 |l 220
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tA
(@h) N (—bo+Y) |-,

(W?)~H—Lo+Y) | A.

by —Y ﬁ() h

Figure 3.3: The set Q' and, in grey, the symmetric difference Qu AQye2.

We estimate the two norms separately. First of all we rewrite the square of the first term
as

||AZ1ILQ[1 - AgﬂlQﬂH%g // ‘A@ t,x | dl’dt—l—// ’A@ (t, :E)| dxdt

+// A (t, ) — Ap(t,2)2 dz dt,
Q110Q42
(3.5.17)

and we notice that for every s € [fp, min{(w!) ™} (—£o+Y), (w?) " (—Lp+Y)}] it holds:

[w'(s) —w?(s) = [\ (w'(5) = A (w?(5)) = €1 (A (W' (9))) + (N (w? ()]
1 2

=2/ (AN (W' (5))) — (N2 (w*(s)))]
<24 (A (W' (5))) — PN (w!(9)))]
= 2]AN (Wl (s)) — A2 (w!(s))|

< 2IA = Nlcogry)-
This in particular implies (we define Q7 := Qi N (Q1)5):
lwh(z +1) — W (x +t)| < 2N - >\2||CO(IY), if (t,7) € Q% NQ%, (3.5.18a)

(t —2) —w' (@ + )] < 2N = N|cogry), i (12) € Qn \ Qpe, (3.5.18b)
and the same holds interchanging the role of 1 and 2 in (3.5.18b).

Moreover the measure of the symmetric difference of @, and Q2 can be estimated as

7E0+Y
1QnAQp| = / IAL(s) = A2(s)| ds < VA" = N2l co(ry)- (3.5.19)

—4o
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For (t,z) € Qpu \ Qy2, exploiting the explicit form of A given by (3.2.6) and using (3.5.18b),
we deduce:

2

—wl(z+t)
! / (v1(5) — to(s)) ds

Antto)f =7 ||

1 to
< Jle= o) w0 [ us) = ios) P ds
0
< CIAY = Nl cory)-

So, by (3.5.19), we get:

//\Aﬂ (1, )2 dxdt—i—//[Agz(t,x)Fdwdtg CIN = X2l cory)|Qu AQe|
Q Qe2\le

1\@p2 (3.5.20)

< CY I = A2 Z0(1y -

To estimate the term in the second line in (3.5.17) we firstly notice that A, — A2 vanishes
on Q! := QN Q) (we remark that Q' = Qp \Q?1 =Qp\ Q?Q does not depend on ¢, see
also Figure 3.3), while for (¢,2) € Q3, N Q%, using (3.5.18a), we have:

—wl(z+t)
/ (v1(s) — do(s)) ds

—w?(x+t)
—wl(z+t) )
[ ) ()P s
—w?(x+t)

—w!(z+t) )
/ lv1(s) — vo(s)|*ds| .

—w2(z+t)

2
1

|A€1 (tv l’) - AZQ (t,l‘)’Q = i

C i@ tt) (@ + 1)
- 4

IN

1
§||>\1 — Nlcocryy

So we deduce:
// |Ap (t, ) — Ap(t, z)|?dz dt
leanQ

wh(z4t)
< g = Nleni [ o [ o) = i) as
1 w
N b+Y b+Y —fg

(z+t)
—w!
o m(Y) ®
||>\ — Moy [v1(s) — Do(s)|"ds
v) )=L(b)V(42)~1(b)

w?(b)
where we performed the change of variables

dx dt

dadb =: (1),

=t,
b=x+1
mum between (w!)~H(—fo+Y) and (w?)"'(—£o+Y) and used the symbol V to denote the
maximum between two numbers. We continue the estimate using Fubini’s Theorem:

)
/ [v1(s) — to(s)[2 ds| db

_w2(b)
(W) (~s)
2 / db
(w2)~1(~s)

Lo
= IV = Rl [ on(s) = ()P ()N )0 ) s

, denoted by m(Y) the mini-

1. ) m(Y)
(1) = SIA° = Mllooy) Y
Lo

Y to .
=§H)\ = Mleo(ry) j [v1(s) — Do(s)] ds
o

Y
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=Y\ — AZHCO(Iy) /E:OLEA(S) — 0o(8)|?|IN (—5) =A% (—s)|ds
< OY A = N[I207, -
Combining the previous estimate with (3.5.20) and (3.5.17) we get:
1401, — Al ll2@) < CVY N = Mlcoy,) (3.5.21)

Concerning [|[Hyi z1 — Hy2 y212(@) We split its square as in (3.5.17):

2
H 1)\1— 1)2)\2” 2 // // dO’dT
g (Q Q[l\Qﬂ
2
// // 7' o)dodr
Q[Q\le g2
2
// // dO‘dT—// (r,0)dodr
Qelng2 22 (t,x)
(3.5.22)

and we denote by Z, ZZ and ZZZ the expressions in the first, second and third line of
(3.5.22), respectively. Exploiting (3.5.18b) and (3.5.19) we get:

I+II§// M2|R51(t,x)|2dmdt—|—// M2|Rpa(t, 2)[2 dar it
Qll\Qﬂ QZQ\Qel

< / M2T?|(t—z) — wh(z+t) > do dt + / M?T?|(t—2) — w?(z+t)|* dz dt
Qel \Qg2 QZQ\le
<AMPT?IN = N2 B0, | Qe AQ e | < 8MPT?Y A = X220, ),

dx dt

dx dt

dz dt,

while we estimate ZZZ using again (3.5.18a):

2
IIIS// // vl —v?|(r,0)dodr | dzdt
1 R(t,x)
2
// // vl —?|(r,0 dadT—i—// |v¥(1,0)|dodr | dxdt
3ﬂQ3 gl tx Zl thRé2 tx

< |1Qllv! — )% +// QIllvt — 0200 + | R (t,2) AR (2, 2)[2) dedt
_ 2@ F [ fou g, ( 12(Q) )

<c i@l = Bagy+ [ (10" =0 Bay + ot e+ 1) = P+ 1)) dxdt]
lemQZQ

< O [IQllIo" = 0?22 + 1Q3 N Q%1 (10" = 02y + 1M = N2l20(ry) )|
<ovd((h A, (0% 2%)°.
So we infer:
| Hyij = Hyz y2 |32y = T+ IZ + IIT < OY d (v, A1), (02, X%))”. (3.5.23)

Using (3.5.21) and (3.5.23) and choosing Y small enough we finally deduce:

1
W1 (0", AY) = U1 (0%, A% || 12(g) < 5d (', A1), (v*, A%)) . (3.5.24)
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Step 8. ¥: D — D is a contraction.
Combining estimates (3.5.16) and (3.5.24) we obtain:
d (¥(v', AN, ¥(v?, %)
= max{[|W1 (v}, A1) = U1(0%,A?)|| 2@, [ W2(v', A) = Wa (0%, 2%) | coryy }
1
< 5 d ((U17 )‘1)7 (027 )‘2>) :

This shows that for a suitable choice of Y € (0, {p) the operator ¥ is a contraction in (D, d),
and we conclude. O
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Chapter 4 is devoted to the analysis of continuous dependence for the coupled problem
(3.0.1) together with dynamic Griffith’s criterion (3.0.2).

The chapter is organised as follows. In Section 4.1 we present the continuous depen-
dence problem: we consider sequences of data converging in the natural topologies to some
limit data, see (4.1.1), and we wonder whether and in which sense the sequence of solu-
tions to (3.0.1)&(3.0.2) corresponding to these sequences of data, denoted by {(u", £")},en,
converges to the solution corresponding to the limit ones, denoted by (u, ).

Section 4.2 is devoted to the analysis of the convergence of the sequence of displacements
{u"}nen assuming a priori that the sequence of debonding fronts {¢"},en converges to ¢ in
some suitable topology. The main outcomes of this section are collected in (4.2.4), see also
Remark 4.2.12. This is, however, a continuous dependence result for problem (3.0.1), still
not coupled with (3.0.2), see Remark 4.1.1.

In Section 4.3 we finally state and prove our continuous dependence result for the
coupled problem, see Theorem 4.3.6, showing that the convergence of the sequence of
debonding fronts we postulated in Section 4.2 actually happens. The strategy of the proof
strongly relies on the representation formula (3.2.7) for solutions to (3.0.1). Furthermore
the argument exploits the idea used in Chapter 3 that a certain operator is a contraction
with respect to a suitable distance, see (4.3.3) and Propositions 4.3.2 and 4.3.3.

The results contained in this chapter have been published in [74].

4.1 Statement of the problem

4.1.1 Convergence assumptions on the data

We start the section listing all the hypotheses on the limit data and on the sequences
of data we will assume in the whole chapter.

The limit data. Let us fix v > 0, ¢y > 0, functions ug, u1, w satisfying (3.2.1), and
a measurable function k: [y, 400) — (0,+00) which belongs to C%!([¢y, +00)) and so in
particular it fulfills property (3.5.8).

79



80 CHAPTER 4. CONTINUOUS DEPENDENCE

We extend wug, u; to the whole [0,+00) setting them to be identically zero outside
[0, £p] (notice that by compatibility condition ug belongs to H'(0,+00)) and we extend &
to [0, 400) setting k(z) = k(€y) for = € [0, £y].

The sequences of data. Let us consider a sequence of positive real numbers {£{ }en,
a sequence of non negative real numbers {v" },cn, sequences of functions {ug }nen, {u] tnen
and {w" },ecn satisfying (3.2.1) replacing ¢y by ¢§ and a sequence of functions {k" },,cn such
that x™: [(7,4+00) — (0,400) belongs to CO1([(7,+00)) for every n € N (and hence it
fulfills property (3.5.8), replacing £y by £).

As before we extend wug, uf to the whole [0, +00) setting them to be identically zero
outside [0, 3] and we extend k"™ to [0, +-00) setting x"(x) = k™ (£) for x € [0, £F].

The convergence assumptions. As n — 400 we assume:

by — Ll and V" — v; (4.1.1a)
ull = ug in H'(0,400), uf — uy in L*(0, +00) and w” — w in H'(0,+00);  (4.1.1b)
k"™ — Kk uniformly in [0, X] for every X > 0. (4.1.1c)

4.1.2 The main result

Let now (u,f) and (u",¢™) be the solutions of the coupled problem given by Theo-
rem 3.5.6 corresponding to the limit data and to the nth term of the sequence of data,
respectively. The principal result of the chapter, stated in Theorem 4.3.6, affirms that
under the assumptions of this first section the following convergences hold true for every
T>0:

o™ — {in L*(0,T), and thus " — ¢ uniformly in [0, T);

e u" — u uniformly in [0, 7] x [0, 4+00);

eu™ — uin HY((0,T) x (0,400));

eu” — uin C°([0,T); H(0,400)) and in C*([0, T]; L*(0, +00));

eul(-,0) = uy(-,0) and 1/1 — E”()%Z(,E"()) — /1= 0(-)2uy(-,€(-)) in L*(0,T).

x

We recall that the term y/1 — £(-)2ug (-, £(+)) is, up to the constant 1/4/2 and up to the sign,
the square root of the dynamic energy release rate G é(~)(')7 see (3.4.4).

Remark 4.1.1. If instead of considering the coupled problem, we study system (3.0.1)
with a prescribed debonding front, then we obtain an analogous continuous dependence
result. This analysis will be performed in Section 4.2, see (4.2.4), Remark 4.2.12 and also
Propositions 4.2.8, 4.2.9, 4.2.10 and 4.2.11.

As we did in Chapter 3, to prove the theorem we will exploit the sequence of auxiliary
functions v" (¢, z) = e”"*/2u"(t, z), whose boundary and initial data are the functions vy, vf
and z" given by (3.2.4). We recall that for T’ < %0 they can be expressed using representation
formula (3.2.7) as

nip oY — Am v")?
v (t,x) = A"(t,x) + 5

where the function A” is as in (3.2.6) with the obvious changes, while

"(t, ) // (1,0)dodr. (4.1.3)
n(t,z)

We stress that they both are extended to zero outside Q7.

H"(t,x), for every (t,x) € [0,T] x [0, 400), (4.1.2)
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Remark 4.1.2. By (3.2.4) it is easy to see that convergence hypotheses (4.1.1a) and
(4.1.1b) yield the same kind of convergence for the functions vy, vf and 2".

In the next two sections we analyse the convergence of the pair (v", (") instead of the
one of the pair (u",¢"). Indeed the transformed pair (v", (") is easier than (u",¢") to
handle with, since in (4.1.3) inside the integral it appears the function itself, and not its
time derivative (compare also with (3.4.7) and (3.4.8)). We are able to prove that the
convergences listed just above hold true for the auxiliary function v™, and thus, since it is
linked to u™ via the equality v" (¢, z) = € ¥/2u"(t, ), the result is easily transferred to the
solution u” of the coupled problem.

Remark 4.1.3 (Notation). From now on during all the estimates the symbol C' is used
to denote a constant, which may change from line to line, which does not depend on n.
The symbol 6" is instead used to denote the nth term of a generic infinitesimal sequence.

4.2 A priori convergence of the debonding front

In this section we prove that if we assume a priori the validity of certain suitable
convergence (uniform and in Wh!) on the sequence of debonding fronts {¢"},cy in a time
interval [0, T, then the sequence of auxiliary functions {v"},en converges to v in the natural
spaces. First of all we prove an equiboundedness result for the sequence {v"},en:

Proposition 4.2.1. Assume (4.1.1a), (4.1.1b) and let us denote by N the maximum value
of v". If T < min {%0, Ngzo}, then the functions v are uniformly bounded in C°([0,T] x
[0, +00)).

Proof. We exploit representation formula (4.1.2) and we estimate:

72
I lnqo1x0s4200) < 1A oo zistosbomy + e ™ oo mpeiovocy
N2
< 1A% oo, myx 10,4001 + —5~ 127 0" leo(o,71x 0,400))
N24yT

< [[A™lleoqpo1x10,400)) + =1V o (0,71x[0,400)-
Since by hypothesis T < N%ZO we deduce that:

0™ | oo, 77 x[0,4-00)) < 2l A™ ([ o (10,77 x[0,4-00))-

By the explicit expression of A™ given by (3.2.6) and using (4.1.1b) it is easy to get the
equiboundedness of A™ in C°([0, T] x [0, +00)) and so we conclude. O

Before starting the analysis of the convergence of the sequence { A"}, cn we state several
Lemmas regarding the convergence of the sequence {w"},cn appearing in formulas (3.1.6),
(3.2.6) and (3.2.14).

Lemma 4.2.2. Let f": [a,b] — R be a sequence of continuous and invertible functions and
assume f™ uniformly converges to a continuous and invertible function f: [a,b] — R. Then

Jim 17 ) = 77 @) = 0, where Da,) = 7*(0.6) 1 (. b)

Proof. For y € D} (a,b) it holds:

()7 H) = £ )l = LD TH)) = )l (4.2.1)
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Since f is continuous, f~! is uniformly continuous on the compact interval f([a,b]) and
so by (4.2.1) to conclude it is enough to prove that m?[xb}) IF(f " y) —y| — 0 as
ye a,

n

n — 400. So let us take y € f"([a,b]) and reason as follows:

A TH) =yl = 1A TH@) = AU @D = Fleogam:
Since by hypothesis f™ uniformly converges to f in [a, b] the proof is complete. O

As we did in Lemma 4.2.2 we now introduce the following notation: given a time 7' > 0
we define Dy (0,T) = ¢"([0,T]) N4 ([0,T]) and DZ(0,T) = ¢"([0,T7]) N ([0, T7). We

notice that we can rewrite them as:
Dy(0,7) =[5 V Lo, ¥"(T) Ap(T)]  and  Dg(0,T) = [~(bo A ), o(T) A "™ (T')].

Lemma 4.2.3. If (" uniformly converges to € in [0, T], then lim  max |w"(t)—w(t)| =
n—+o0teDy(0,T)

0. If (4.1.1a) holds and " — ¢ in L'(0,T), then lim |w" (t) — w(t)|dt = 0.

Proof. Assume that ¢ — ¢ uniformly in [0,7], then obviously ™ — ¢ uniformly in

[0,7] and so by Lemma 4.2.2 we get lim  max |(¥")"(t) — ¥~ 1(t)] = 0. Take now
n—s+00 te D1 (0,T)

t € Dy(0,T), then

W (1) = w®)] < [™(@") 7 (E) = e((@") T D]+ (™) THE) = (7 ()]
<" = ooy + @™ 7HE) — v~ (2],
and hence we deduce lim  max |w"(t) —w(t)| =0.
n—-+o0 1€ D7 (0,7)
Now assume that /* — /¢ in L'(0,T). Notice that by (4.1.1a) this implies £* — ¢
uniformly in [0,77], and so we have:
LM~ t) 1w @)

i =snae= [ R, e o)
<2 i) - i) a
Dp(0,T)

dt

§2< | (™)~ (1) — L™ M)l dt + \f((zﬂ”)_l(t))—é(w_l(t))\dt)

D7 (0,T) D7 (0,T)

T

<2(2 /

0
By assumption the first term in the last line goes to zero as n — 400, while for the

second term we reason as follows. We fix § > 0 and we consider fs € C°([0,T7]) such that
1€ — fsllz10,r) < 6, so we can estimate:

" (s) — é(s)] ds + /

D" (0,T)

iy o - s ] ).

n
»

[ i o) - i) a
D7(0,T)

< [ o @ O =gt @+ [
0

D3 (0,1

| £ ) — fs(7H )| dt

" /Df,i(O,T) ‘fé(w_l(t» - éw_l(t))’ dt
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smw—mm@n+émm¢mwwo>fx )] dt + 20~ Filaory

50,
§M+/ 5™ (1) = fs( (1)) dt.
D2(0,T)

By dominated convergence the last integral goes to zero as n — +oo and so by the arbi-
trariness of § we get the result. O

Lemma 4.2.4. Let " be a sequence of L?(R)-functions converging to f strongly in L*(R).
If (4.1.1a) holds and " — ¢ in L*(0,T), then

lim |1 (=w"(5))w" (s) = f(—w(s))w(s)] ds = 0.

Proof. 1t is enough to estimate:

/ L™ (—w™(s))w™(s) — f(—w(s))w(s)|>ds
D" (0,T)

[ (—w" ()" (s) — f(—w"(s))w" (s)|” ds

D1 {0.7)

If(—w™(s))w™(s) — f(—w(s))w(s)[*ds

Dy (0,1)
<2/ " = fll2m) +2 /Dn(o - [f(—w"(8)™(s) — f(—w(s))a(s)[* ds.

Here we used the uniform bound of &w", see (3.1.3). By assumption the first term in the
last line vanishes as n — +oo, while for the second integral we reason as in the proof of
Lemma 4.2.3: for § > 0 fixed let us consider f5 € CO(R) satisfying || f — f(;H%Q(R) < 6, then
we have:

/ |f (—w™(8))w™(s) — f(—w(s))w(s)>ds
D7 (0,T)

<3 1f(=w"())w" (s) = fs(~w"(s))w" ()2 ds+3 [ [fs(=w"(5))a" (s)=fs(~w(s))ir(s)[* ds

Dy (0,1) DI(0,T)
|f5(—w(s))i(s) — f(—w(s))i(s)|* ds
D3 (0,1)
< 3/|f (@) dz+3 [ [fs(=w"(5))@"(s) = fo(—w(s))a(s)|* ds
D7 (0,T)

+3@ﬂ@—ﬁ@ﬁ¢n

saa+3/’ Fs(—w™($))a(s) — fo(—w(s))io(s)[? ds.
D" (0,T)

By dominated convergence the last integral goes to zero as n — 4o00. Indeed exploit-
ing Lemma 4.2.3 we deduce that, up to subsequences (not relabelled), the function |w"™ —
w|l D (0,7) (here and henceforth 14 denotes the indicator function of the set A) vanishes
almost everywhere on a bounded interval (the intervals Dy (0,7 are all contained for in-
stance in [0,%(7T) 4+ 1]). By continuity of f5 and since by assumptions 1 pr(o.r) Ligo ()]
almost everywhere as n — oo, this implies that also |f5(—w™)w™ — f5(—w)w|?1 Dr(0.7)
vanishes almost everywhere on that bounded interval. Since the limit does not depend on
the subsequence we conclude.

Thus by the arbitrariness of § we get the result. O
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Now that we have established some convergence results of the sequence {w" },en we can
start to study how the sequence { A"}, cn behaves under different convergence assumptions

on {{"}en.

Proposition 4.2.5. Assume (4.1.1b) and let T < %0 If 0™ uniformly converges to £ in
[0,T7], then A™ uniformly converges to A in [0,T] x [0, 4+00).

Proof. We assume without loss of generality that ¢y < £}, the other cases being analogous.
As in the whole chapter we exploit explicit formula (3.2.6), so we need to deal with some
different cases separately. We thus consider the following partition of [0, 7] x [0, 400), see
Figure 4.1:

AY = (), Ay = (D), Az = (") 0 (),
A= (Q)r\Qr, A5 = (Q3)7 N ()7, Ag = (Q5)r\Qr,  (4.2.2)

7
AZ = () 7\ Q% Ag = ([0, 7] x [0, +00)) \ | J A7
=1

If (t,z) € AT, then

n n \/% n
|A™(t, ) — A(t, )| < [[vg — vollco(o,100)) + 7””1 — 01| £2(0,400)-

If (t,x) € A%, then
Vi

|A"(t,2) — A(t, )| < [|2" = 2]lcoqo,r)) + g — vollco((o,400)) T TH“? — 1 L2(0,4-00)-

If (t,x) € A}, we first notice that vo(x+t) = 0 and that —w({]}) < —w(z+t) <y < x+t <
£y, then we estimate:

|A™(t, ) = A(t, )]

1 1 1 T+t —w(z+t)
< §|U6L($—t) —vo(z—t)[ + §|Ug($+t) + vo(—w(z+t))| + B / tv?(S) ds —/ t vi(s)ds
" Vo + 0 1 1| o+t
< [lvg — vollco(o,4+00)) %H% — 01| 22(0,400) T §|U0(—w($+t))| t3 / vi(s)ds
—w(z+t)
Lo
< ||vg = vollco((o,400)) + ClIvT — V1l £2(0,400) +/ . )(!1'10(5)! + [v1(s)]) ds.
—w(ep

If (t,z) € A}, we notice that —w((}) < x—t < z+t < {7 and hence we get:

on 1 1%
A (t,2) — Alt,2)] = |A"(t,2)] < / [ (s)] ds + » / 0 ()] ds
—w(m) 2 e
Lo
< 1l — toll 22000y + CIIY — 011200100 + / i)+ ) ds.
—w(f2

If (t,z) € Af, then

‘An(t, x) - A(tv w)|

IN

1 . 1 . . 1 fw:(x+t) —w(z+t)
3108 = wllongo ooy + 5luB (- o4) (4| + 5| [ o7(s)ds— [ur(e)ds

1
< o5 = volloo(o,4o0)) + 5lv0(~w"(2+1)) = vo(~w(z+1))[ + ClloT — vi]lL2(0,100)
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1'& 'if

b Lk L

Figure 4.1: The partition of the set [0,7] x [0, +00) via the sets AT, for i = 1,...,8, in the
case {o < £.

—w™(z+t)
/ lvi(s)|ds

—w(z+t)

< e = eollenqo,seon + e o0(="() = vo(=(r))| + Clef = w120, 100

_an(r)
/ lv1(s)] ds

—w(r)

1
2

4+ max
reD7(0,T)

If (t,z) € Af, we notice that —w(z+t) < z—t < —w"(x+t) and hence we get:

1 1 —w"(z+t)
A"(t.2) = A(t.2)] = A" (1. 0)] < Flobla—t) —vp (=G +5 [ (o) ds
1 —w™(z+t) . .
<3/ O
—w" (z+t)
< €l = doll 20,000+ CloE = tll000y+ | (o) + foa(s)D) ds

—w™(r)
< Cllog —t Cllvt — + / ' + ds.
< CIif = dollz2o,eo0 +Cllof = val20so0rt [ (005 + foa(s)) s
If (t,z) € A} one reasons just as above, while if (¢,x) € Ag there is nothing to prove since
A™(t,x) = A(t,z) = 0.
We conclude exploiting Lemma 4.2.3 and using (4.1.1b). O

Proposition 4.2.6. Assume (4.1.1a), (4.1.1b) and let T' < %‘). If 0" — 0 in LY(0,T), then
A" — A in HY((0,T) x (0, +00)).

Proof. First of all we notice that our hypothesis imply ¢" uniformly converges to £ in [0, T]
and hence by Proposition 4.2.5 we deduce that A™ — A in L*((0,T) x (0, +00)), so we only
have to prove that the same kind of convergence holds true for A7 and A7. We assume
without loss of generality that fo < £, the other cases being analogous. We then consider
again the partition (4.2.2) used in the proof of previous proposition, see also Figure 4.1. So
we have:

7
|AF — At”%2((07T)><(07+00)) = Z//n |AY (t, ) — A(t, a:)|2dx dt.
1=1 i
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By (4.1.1b) the integrals over AT and A% goes to zero as n — +o00. For the others we start
to estimate from A%:

[ 1ai,2) - AP azar
< C//n(\i)g(x—t) — do(z—t)[ + [o7 (z—1t) — v (z—1)|?) da dt

+C / / n<|i1g(x+t)—zbo( w(@+t))w(z+t)|* + [V (z+t) + v (—w(z+t))o(z+t))| ) dz dt

<cC |z>3—vo|r%2<o,+oo>+||v?—v1||i2(0,+oo)+/ ((of? + fon ) (—ewle+)) o+ 1)2d

Ag
2 2 fo 2 2
< C (1158 — 01320100y + 107 = 012200400y + / o 0P+ ()P ds |
—w (7)L

As regards A} we have:

J[ e n) —anpava = [[ a0 asa
; Ay
¢ (//An(lbff(sv—t)l2 + Iv?(w—t)rz)dde//M(\@g(z+t)|2 + Iv?(x+t)|2)dmdt>

! o (s) |2 n(g)|? B2 neoy2
C(/w(eg)(’%(s” + v (s)] )d8+/go (|96 ()| + [vi' ()] )d5>

IN

Lo

<C (H%L = 00l|72(0,400) F 10T = v1lZ2(0 400) +/ (loo(s)* + 01(8)!2)d8> :

—w(fg)

We then consider A§ U A%, so that:

// |AR(t, ) — Ag(t, 2)|* de dt = // |AP (¢, 2)|* do dt + // |Ay(t, x)|* da dt.
ARUAZ AP Az

Since by assumptions ¢" — ¢ uniformly in [0, 7], we deduce A} — ) in measure, and so the
second integral goes to zero as n — +o0o, while for the first one we estimate:

// |AR(t, 2)|? dz dt
g

<c [[ (a=of + a0 ara
+ c//An((y@gP " |u?|2)(—wn(x+t)))\wn(a;+t)12dx at

E’VL
<C n %)d
C _ -n 2 n 2 d
O () —lr) / iy (P RGP s

gc(%%%m\(w)—l(r)—so Hr ”teg%n ™ (r) —w(r)D (19817 2(0,400) + 171720, 100))
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reDR(0,T) reD1(0,T)

<C ( max (") Hr) — o (r)|+ max |w"(r) — w(r)\) )

Applying Lemma 4.2.2 for the sequence of functions {¢" },en and Lemma 4.2.3 we deduce
that this last integral vanishes as n — +-00. The last term to treat is the integral over Af:

// AP (#,2) — Ay(t, 2)[2 dar it
< c// (0 (a—t) — o (a—1)[2 dar df + c// WD (2—t) — vy (w—t)[2 da dt

+c//n

< COllog — U0HL2(0,+oo) + Cllof — UlH%2(0,+<>O)

+C (58 = vD) (= () () = ({80 = va)(~w(s)) )x(s)

Dy (0,7)

b — o) (—e" (o)) & (w+) — (50 — v1)(—w(a+t) )i (:c—l—t)‘ de dt

2
‘ ds.

Applying Lemma 4.2.4 to this last integral and putting together all the previous estimates,
by (4.1.1a) and (4.1.1b) we finally conclude that A? — A; in L2((0,T) x (0,+0c0)). Rea-

soning exactly in the same way one also gets A” — A, in L%((0,T) x (0,+00)) and so the
Proposition is proved. O

Now we can deal with the convergence of the sequence of auxiliary functions {v"},en.
We only need a short lemma. Before the statement we introduce the following notation: here
and henceforth by AA B we mean the symmetric difference of the sets A and B; if moreover
both sets depend on time and space, we write (AAB)(t, x) instead of A(t, z)AB(t,x).

Lemma 4.2.7. Let T < %0 and assume (" uniformly converges to ¢ in [0,T], then the map
(t,x) = [(R"AR)(t,x)| uniformly converges to zero in [0,T] x [0, 400).

Proof. We assume without loss of generality that ¢y < £}, the other cases being analogous.
We then consider again the partition of [0, 7] x [0, +00) given by the sets A7, fori =1,...,8,
introduced in the proof of Proposition 4.2.5.

If (t,z) € AY UAZ, then (R"AR)(t,z) = 0 and so |(R"AR)(t

a)| = 0.
If (t,) € AL UAY, then (RPAR)(t,x) C [0,471(€5)] x [~w(£f),

£g] and so
[(R*AR)(t,x)| <~ (65) (65 + w(fy)).
If finally (t,z) € AL UAf UAZ, then

R"AR)(t <T (r) — .
(RBRED ST o 670) = ()

We conclude recalling that w(fy) = —¢y and exploiting Lemma 4.2.3. O

Proposition 4.2.8. Assume (4.1.1a), (4.1.1b) and let T be as in Proposition 4.2.1. If ™
uniformly converges to £ in [0,T], then v" uniformly converges to v in [0,T] x [0,400).

Proof. Exploiting representation formula (4.1.2) we deduce that:

[v™ = vllcogo,77% [0, +00))
" L 2 _ V2
< [J[A™ = Allco(o,7)x[0,4-00)) T ‘()8’”H||CO([O,T]><[O,+OO))
L 2
+ (S)HH” — Hl[co(j0,1x[0,400))
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’ v")? =V
< ||A _A”CO([OT] %[0,400)) T”HHCO ([0,7]x[0,+00))

ol [
n nAR

I

2
8’||H||c0 ([0,T]x[0,4-00))

CO([0,T]%[0,+00))

< |A™ = Allcoo,m1x[0,400)) T

2 2
+ 5 Q2 lllv™ = vlleoqoixqo,+00)) + g~ IR ARl oo go,71x10,+00)) [Vl 00,7710, +00))
< |A™ — A ’(Vn)2_ 2’ H Sl
< | oo, 77 x[0,400)) T s I H|[co(o,mx[0,400)) T 2||U V| co(0,71%[0,400))

N2
+ ngR ARl coj0,17x[0,400)) 1|0 10,77 [0,400))

and so we get:

|(v")? —v?
1o = wlleoqo1x(0,400)) = 2A™ = Allco(o,r)x(0,400)) + = [ H llco(o1)x[0,+00))
N2
+ B ARl eoo.11x[0,+00)) 0]l co(fo,7)x [0, +00)) -

Letting n — +o00 we deduce that by Proposition 4.2.5 the first term goes to zero, by (4.1.1a)
the second one goes trivially to zero and by Lemma 4.2.7 the third one goes to zero too.
So we conclude. O

Proposition 4.2.9. Assume (4.1.1a), (4.1.1b) and let T' be as in Proposition 4.2.1. If
" — 0 in LY0,T), then v™ — v in HY((0,T) x (0, +00)).

Proof. First of all we notice that our hypothesis imply ¢" — ¢ uniformly in [0, 7] and hence
by Proposition 4.2.8 we get v™ — v uniformly in [0,7] x [0,400) and so in particular in
L%((0,T) x (0,+00)). To get the same result for the sequence of time derivatives {v}},en
we estimate:

v = vell L2 (0,17 % (0,4-00))

(")? —v

2
< JAY = Atll z2((0,7)% (0,400)) T+ 8”’Ht‘|L2((O,T)><(0,+oo))

N n
+ g IHE = Hillz2(0,1)x (0,400))-

By Proposition 4.2.6 we deduce that the first term goes to zero as n — +o0, by (4.1.1a)
the second term goes trivially to zero, while for the third one one gets the same result
exploiting the explicit formulas for H* and H; given by (3.2.14a), the fact that v — v
uniformly in [0, 7] x [0, +00), and reasoning as in the proof of Proposition 4.2.6.

With the same argument one can show that also v — v, in L*((0,T) x (0,+0o0)) and
so the result is proved. O

Proposition 4.2.10. Assume (4.1.1a), (4.1.1b) and let T be as in Proposition 4.2.1. If
" — 0 in LY0,T), then v™ — v in C°([0,T]; H*(0,4+00)) and in C1([0,T]; L?(0, +oc0)).

Proof. By Proposition 4.2.8 we know that v"™ — v uniformly in [0,7] X [0,+00), so to
conclude it is enough to prove that

Jim e [0 (8) = 00) 20,000 = 0, and i max [RE(E) — 08 20,500) = O
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We actually prove only the validity of the first limit, the other one being analogous. So
we fix t € [0,7] and we assume that £(t) < ¢"(t), being the other cases even easier to deal
with, then we estimate:

@ , (o ;
470 = oz = [ 1 (t0) = wita)Po+ [ IR
£(t) £ (t)
< 2/ AR, 2) — Ag(t ) do + 2/ AN 2)Pde (4.2.3)
0 o)
70 ()
+2/ |H[*(t, x) —Ht(t,m)|2dx+2/ |H\(t, z)|* d.
0 o)

Exploiting the explicit formulas (3.2.14a) and Proposition 4.2.1 it is easy to see that the
second term in the last line is bounded by C/||€" —£||co(jo,ry); always by (3.2.14a) we deduce
that also the first term in the last line goes uniformly to zero in [0,7]. We want to remark
that the only difficult part to estimate is the following:

«t) @M (z+) () ?
/ w" (x+t) / V(1,7 — W (z+t)) dT — w(x+t) / (1,7 —w(z+t))dr| dx
n—t 0 0
£(t) T T 2
= / w"(x+t) / (T, T — W (z+t)) dT — w(z+t) / (1, T —w(xz+t))dr| dz
n—t 0 0
¥(t) T T 2
= / w”(s)/ v”(T,Tw"(s))deJ(s)/ o(r, T —w(s))dr| ds,
o 0 0

which goes uniformly to zero applying Lemma 4.2.4 and recalling that v" — v uniformly
in [0,77] x [0, +00).

The first term in the second line in (4.2.3) is estimated just as above using hypothesis
(4.1.1b), while for the second term we reason as follows:

()
/ A (4, 2) P da
o)

e (t) ()
<2 [ |(0F 4 v})(z—t)|* dz + 2/ | (o8 + v{‘)(—w”(ac—i-t)))(Ju"(ac—l—t)‘2 dx
ot) (1)

—" (1) ) —w™((t)) 9
§2/ (58 + o) (3)] ds+2/ (57 + o) (s)% ds

—p(t) —"(t)
. . , W) ,
< 200 +of — do — 0l +2 | L o) ds
—p(t

which goes uniformly to zero since —w™ o9 — — uniformly.

So we have proved that nll)l}_loo tIeIE&}ZE] o8 (t) — ve(t) || 2 (0,400) = 0 and we conclude. [

Proposition 4.2.11. Assume (4.1.1a), (4.1.1b) and let T be as in Proposition /.2.1. If
0" — € in LYN0,T), then v?(-,0) = vy(-,0) and \/1—07()207 (-, €7(-)) = +/1—0(-)2v,(-, £("))
in L*(0,T).

Proof. By (3.2.15a) we recall that for a.e. ¢t € [0,7T] the following equality holds true:

L 2 t
v (t,0) = =2"(t) + 0y (t) + vi' (t) + ( 4) /0 v"(1,t—7)dr,
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and so using (4.1.1b) and Propositions 4.2.1 and 4.2.8 it is easy to deduce v2(-,0) — v,(+,0)
in L2(0, 7).
Moreover by (3.2.15b) we know that for a.e. ¢t € [0,77] it holds:

1 (Vn)Z

v (E,00(t)) = Tén(t) [bg(ﬁn(t)t) — o (0" (t)—t) — 4/0 o (T, T+ 0"(t)—t) d7':|

_ 1 OO () —1) — (0 () — _(Vn)2 TUnTT m g\ -
= s 0= e o-0 -5 [Lre e -ne).

We denote by g"(t—("(t)) the expression within the square brackets, i.e. ¢"(t—£"(t)) =
(L4 £(t))vR(t,0™(t)), and we estimate:

/OT \/1—6” vt 00 (t) — /1 )20, (t, £(t)
_/T \/1—£” \/I—Et
0

1+ 0n(t 1+
T 1 ; n n ) ’
< HM)( L g (1)) 1—f<t>2g<t—e<t>>> at
1 Nk

(1—£(6)*)g(t—L(1))* dt

T
vz f
0

T
<2
0

42 / Yo — i) (1~ gt at.
0

By dominated convergence the last integral vanishes when n — 400, so we conclude if we

prove that \/1—n(-)2g"(- — £7(:)) — /1 —£(-)2g(- — £(-)) in L?(0,T). To this aim we
continue to estimate:

L+0n(t)  1+60t)

L= 0n(t)2g" (=07 (1)) — /1 — £(8)2g(t—L(2))

2
dt

T - 2
/0 1—0n(t)2g" (t—0"(t)) — /1 — £(t)2g(t—L(t))| dt
T . 9
<2 [ (=P (g -g) - o)
0
T 2
+2 / L= in(1)2g(1— (1)) =/ 1— (1) 2 g (t—0(1)) | .
0

By (4.1.1a), (4.1.1b) and exploiting Proposition 4.2.8 it is easy to see that ¢"(-) — g(-) in
L?(—00,0) and so reasoning as in the proof of Lemma 4.2.4 we get both terms go to zero
as n — +o00. Hence we conclude. O

Summarising, in this section we have obtained the following result: if we assume (4.1.1a),

(4.1.1b) and if for some T' < min {%0, N;%EO} we know that /" — ¢ in L'(0,T) (and hence

£" uniformly converges to ¢ in [0,77]), then the sequence of auxiliary functions {v"},en
converges to v in the following ways:

e v"" — v uniformly in [0, 7] x [0, +00);

e v — vin H'((0,T) x (0,400));

e v — v in C°([0,T); H(0,400)) and in C*([0, T]; L*(0, +00)); (4.2.4)
v (-,0) = v,(+,0) and

L= ()20 (- £7(-) = /1 = £()?ua(-, €()) in L*(0,T).
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Remark 4.2.12. We recall that by the formula u™(t,z) = e=*"*/2v"(t, z) we deduce that
all the convergences in (4.2.4) still remains true replacing v" and v by the real solutions of
the coupled problem u"™ and u respectively.

4.3 The continuous dependence result

The goal of this section is proving that under assumptions (4.1.1) there exists a small
time T > 0 such that /" — ¢ in L'(0,T). In this case, by what we proved in Section 4.2,
we will deduce as a byproduct that all the convergences in (4.2.4) hold true in [0,7]. This
will lead us to the main theorem of the chapter, namely Theorem 4.3.6, in which we extend
the result to arbitrary large time.

To this aim, as in [24], we introduce the functions A\ and A as the inverse of ¢™ and ¢,
respectively. By (3.5.2) and (3.5.3) we recall that for T' < %0 we can write:

1

y
\'(y) = 5 /en (1 + max {@ﬁn7/\n(s), 1}) ds, for every y € [—£f, ™(T)], (4.3.1)
%0

where for a.e. y € [—£, ¢"(T")] we considered the function:

5T n vm)? " n 2
|5 (—) = o (—y) = L O un(r, 7y ar |
2e7" "W K (A" (y) —y)

On an (y) = (4.3.2)
Obviously the same formulas without apexes n hold true also for A.
Furthermore let us define the set (see Figure 4.2):

Q" = {(t,a:) eER?|tc[0,T)and z € [t — (p(T) A ©™(T)),t + (Lo /\E’(})]} ;

and as we did in (3.5.7) let us introduce the distance:

("X, (0, 0)) = max { " = gy, max\(y) = Aw) (4.3.3)
gp 9

First of all let us prove that D7(0,T) = [—(bo A Lg), o(T') A" (T)] is definitively nondegen-
erate.

Lemma 4.3.1. Assume (4.1.1) and let T be as in Proposition /.2.1. Then there exists
n € N such that for every n > n the set Dg(O, T) is a nondegenerate closed interval.

Proof. We argue by contradiction. Let us assume that there exists a subsequence (not
relabelled) such that DZ(0,7) is empty or it is a singleton for every n € N. Since £ — £
and since p(T") > —{y we can exclude the case o(T') < —€5 < ¢"(T') for every n. This
means that for every n € N we have —(( < ¢"(T) < —{y .

CLAIM. We claim that in this case lim max __|A"(y)| = 0.
n=+ooye[—6g,¢" (7))

If the claim is true we conclude; indeed by definition A" (¢™(7T")) = T and hence we get
a contradiction.
To prove the claim we fix y € [—£f, ¢"(T')] and we estimate:

©"™(T)

"(T)
A'(y) < 1/90 (14 max {O7: \n(s),1}) ds < /

1
2 ) 4y i 2

n Y. _oan(_ _ (Vn)2 "(s) n —s)d 2
I 1 @ |0g(—s) — v (—s) = Jo M (r, m=s)dr .
=" (T) + & +4/€g "N () (A1 (5)—s) 5
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Since —£f < e™(T') < —4y, by (4.1.1a) we deduce that ¢"(T') + £§ — 0 as n — +o0o. Then
we estimate the integral in the last line exploiting Proposition 4.2.1 and hypothesis (4.1.1c):

ds

o (1) [@g(—s) — (=) — GRSy r ) dT]
/ ey"A"(s)Hn(An(S)_S)

&
©™(T) 4
< C’/ (0 (—s)? + v} (—s)* + N*M?T?) ds = C’/ (90 (s)* + v} (s)® + 1) ds.
—ly —™(T)

By hypothesis (4.1.1b) and since ™ (T") + £ — 0 we conclude. O

To make next proposition more clear let us introduce for y < 0 the functions j"(y) :=
196 (=y)| + [v7(=y)| + Ljo2¢0)(—y) and notice that by (4.1.1b) the sequence {j"},en is
equibounded in L?*(—00,0). Here Ly, stands for the indicator function of [0, 2(]; the
choice of such an interval is simply related to the fact that definitively 0 < £§ < 2/,
since £ — £y as n — 400, and thus D3 (0,T) C [~2£p,0] if the time T" is small enough.
Moreover, to simplify the expression of O, \» in (4.3.2), we also define the functions

(Vn)2 A (y)
p"(y) =05 (—y)—vi(—y)— / v" (7, 7—y) d7 and using Proposition 4.2.1 we observe
0

4
that
P (y)] < Cj"(y), for ae. y € DG(0,T), (4.3.4)

if the time T is sufficiently small. In the same way we define the functions j and p. Finally
we introduce the nonnegative quantity:

n" = HjH%Q(Dg(O,T)) + 117" 22pno,r)) + 1l 22(Dr0,7))- (4.3.5)

Proposition 4.3.2. Assume (4.1.1), let T be as in Proposition 4.2.1 and let i be given by
Lemma 4.5.1. Then there exists a constant C1 > 0 independent of n and an infinitesimal
sequence {0" }nen such that for every n > n the following estimate holds true:

A(y) — A <O+ Cinptd ((v™ A A)). 4.3.6
ye%%T)| (y) — AMy)| < 6"+ Crg™d ((v™, A"), (v, X)) (4.3.6)

Proof. We assume ¢y < £}, being the other cases even easier, and we estimate by means of
(4.3.1) and (4.3.2):

A (y) — A
yegl%ﬂl (y) — Ayl

—to 1
S/ A" (s) ds—i—/
—en 4 Jpr(o,1)

The first term goes to zero as n — 400 reasoning as in the proof of Lemma 4.3.1. For
the second one, denoted by I", we estimate by using triangular inequality and exploiting
assumption (4.1.1¢) to get uniform bounds on K™

p"(s)2 - p(s)2 N (4.3.7)
eV" N (S (A (s)—s)  eA&kr(A(s)—s)|

I" < C [ e k(A(s)—s) ‘pn(s)2—p(s)2‘ds

Dz(0,T)
+ C[ p(s)? e”n)‘n(s)H"()\"(s)—s)—e”)‘(s)/@()\(s)—s)‘ds
Dz(0.7)
<C 10" (5)% = p(s)?] ds +C pls)? [ =) — 1 s
D7 (0,T) D7(0,T)
+C  max [k"(y) — K(y)] p(s)*ds

y€(0,60+T) D(0,T)
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+C max |AN*(y)—\ / s)2ds.
yeDg(O,T)\ (y) — Ayl . p(s)

By dominated convergence and by (4.1.1a) and (4.1.1c) the second and the third term go
to zero as n — +o0, while for the first term we estimate by using the explicit expressions
of p™ and p and recalling (4.3.4):

[ oer - pter) as
D3(0,T)
< [0~ ool ds s [0t (s) = n ()l 10+ o) ds

2(0,T) Dg(0,7)

| , [ e
W1 / Uo"()] + o)) | ™) / o (r, T—s) dr — v / o(r,7—s)dr]| ds
4 Jpr(o1) 0 0

< C (196 = Dol 20, 100) + 101 = v1ll22(0,400)) (15"l £2(~00,0) + 11l 22(~00,0))

A" (s) A(s)
+C (I7" ()| + 14(9)|) V")Q/ v (1, T—s)dT — 1/2/ (T, 7—s)dr| ds.
D2(0,T) 0 0

—~

To deal with the last integral we first notice that for every s € D7;(0,T’) we have:
A" (s) A(s)
(V")2 / v (T, T—s)dr — V2 / (T, T—s)dT
0 0
A" (s) A" (s)
/ v (T, T—s)dr 2 / (V" =) (1, T—s)dT| +
0 0

T
SC’(!(V")Z—VQH- /0 (V" —v)(1, 7—5)dT

<\(V”)2—V2\ +v

/ TTS

+ max
yeDy (0, T) >

and so we deduce:

A(y) — A1) < 67 + I
yeg%’nl (y) — AMy)| <

< 6"+ C (1313 2mp0my) + 17" lz2pory + 13l 2z0ry) (@A), (0,3))
=0"+Cn"d((v",A\"), (v,N)),
and we conclude. O
Proposition 4.3.3. Assume (4.1.1), let T be as in Proposition 4.2.1 and let i be given by

Lemma 4.3.1. Then there exists a constant Co > 0 independent of n and an infinitesimal
sequence {0" }nen such that for every n > n the following estimate holds true:

07— oll 2ggny < 8" + Coy /100 T) d (0", A", (0, X)) (438)

Proof. We use again formula (4.1.2) and we estimate:

n n (V") n [(v")? = 12|
[v" = v|lp2(gny < A" — Al L2(gn) + 3 [H" — H|lp2(gny + T”HHL%Q”)

n N?
(4.3.9)
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0k ]
i R

_akr AT 7 e

Figure 4.2: The partition of the set Q™ via the sets Q7, for i = 1,...,7, in the case £y < £
and p(T") < ¢™(T).

Then we split Q" into seven parts, denoted by Q7 for i = 1,...,7, as in Figure 4.2, so that:

||A™ — A||L2 @) // |A™(t,z) — A(t, x) dedt—l—// A"(t,x) d:vdt—l—// (t,z)%dz dt,
’ﬂ UQ4 3UQ5

(4.3.10)
and we estimate all the terms.

The integrals over Q7, Q4, Q% go easily to zero as n — 4o00: indeed in Q7 we use
(4.1.1b), while for the integrals over Q)5 and Q% we exploit the equiboundedness of the
sequence {A"},en in CO([0,T] x [0, +00) (see Proposition 4.2.1) and the fact that Q% U Q%
converges in measure to the empty set. To estimate the remaining terms we reason as in
the proof of Proposition 3.5.5 and we recall the validity of the following estimates:

|w" (z+t) —w(z+t)| <2 max  |[N'(y) — A(y)|, if (¢, z) € QY, (4.3.11a)
yeDZ(0,T)

|(t—z) — W™ (x+t)] <2 max |A"(y) — A(y)|, if (t,z) € QF, (4.3.11b)
yED"(O T)

|(t—2) —w(z+t)| <2 max |[N'(y) — Ay)|, if (t,z) € Q. (4.3.11c)
yeD"(O T)

Moreover we also recall that:

Q5 UQEI < IDAO.T)] mave N"() ~ Aw)]- (4.3.12)
(p b

Exploiting (4.3.11b), (4.3.11c), (4.3.12) and reasoning as in the proof of Proposition 3.5.5
one can deduce that:

/ A™(t,z)? dz dt +/ A(t,z)*dzdt < C|Dg(0,T)| max |[\"(y) — Ay) 2
Q3 Qe yeD2(0,T)

To estimate the integral over Q) we first of all notice that for (¢,z) € Q) we have:

—w™(z+t) —w(z+t)
/ (o7 (s) — 62(s)) ds — / (v1(s) — to(s)) ds

-t r—1

2
1
|An(t7$) - A(t,l‘)’Q = Z

2

—w™(z+t)
/ ((Ul(s) —0p(s))ds

—w(z+t)

: : 1
< C (Ilef = 010,400 + 195 = 01320 100)) + 5
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1 —w"(az-{—t
<O+ - Wt (x+t) — w(z+t)] / —0p(s))ds|.
2 w(x+t)

Using (4.3.11a) we then deduce that for (¢,x) € Q) the following estimate holds true:

—w" (z+t)
| / (vi(s) — 1}0(8))2 ds|.

—w(xz+t)

At x) — AL, z)|? < 6" A% (y) — A
|A™(t, ) (t, )| +y£1?E§T| (y) — Ay)

From this inequality, reasoning again as in the proof of Proposition 3.5.5, we conclude that:

Aty ) — A(t, x)[ de dt < 6" + C|DE(0,T X'(y) — Aw)I*.
S, 1470~ A drar <57 4 QDO s N 0) - Aw)

Putting all the previous estimates together we deduce:

1A — Al[Z2(gny < 0" + c|Dg<o,T>|yeg%T) A" (y) — A(y)[? o
< 6"+ C|DL0,T)d (v, A"), (v, \))*.

Now we estimate ||[H" — H||2(gny. As in (4.3.10) we split its square into six integrals
and we estimate all of them. With the same argument used before we deduce the integral
over Q5 U Q% goes to zero as n — 400, while the integral over ()7 is trivially bounded
by C|DgZ(0,T)|[|v™ — v||%2(Qn). More work is needed to treat the other three integrals.
Exploiting Proposition 4.2.1 we estimate the integrals over Q7 and Qf together:

/ H"(t,z)? dxdt—l—/ H(t,z)*dadt
Qg

<C<// |R”t:c|2d$dt+// tx]Qd:Edt>

n Q

<C’<// |(t—2) — w" (x+t) |2d33dt—|—// |(t—2) —w x+t)|2dxdt)
5 Qg

So, using (4.3.11b) and (4.3.11c) we deduce:

/ H”(t,m)dedt—l—/ H(t,x)?dedt < O|DR0,T)| max_ [\"(y) — A(y) [
or Qn yeDr(0,7)

For the integral over Q) we use (4.3.11a) and we reason as follows:

// ™ (4, 2) — H(t o) dz dt
! 2
// (// v(t,0 \dUdT—l—// ]vTJ]dUdT> dz dt
" (t,x) " (t,x) AR(t,x

<c / | (B ol = vl + B (. 0) AR 0)) dod
Qy
<C <|DZ(O, T)|[|v"™ — UH%Q(Qn) + // lw™ (z4t) — w(z+t) > da dt)
Qy

< 1Dy, 7)) (\v"—vué@w e V() - A<y>12>.
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Putting together the previous estimates we conclude that:
HH” — HH%Q(QH) <o+ C‘DZ(QT” (an — U”%g(Qn) + yegéa&irr) ’)\”(y) — )\(y)|2>

< 6"+ C|DR0,T)| d ((v", A"), (v, )7,
(4.3.14)
and so by (4.3.9), (4.3.13) and (4.3.14) the Proposition is proved. O

Putting together (4.3.6) and (4.3.8) we deduce that there exists a constant C' > 0 indepen-
dent of n such that for every n large enough it holds:

d((v™,A"), (v, X)) < 6" + Cmax {n",|DL(0,T)[} d((v",\"), (v, X)) (4.3.15)
By (4.3.15) we are able to improve Lemma 4.3.1:

Lemma 4.3.4. Assume (4.1.1) and let T' be as in Proposition 4.2.1. Then there exist
a > 0 and n € N such that for every n > n the nondegenerate closed interval J =
[— (€5 N lo), —to + a] is contained in D3(0,T).

Proof. Assume by contradiction that there exists a subsequence (not relabelled) such that
DE(0,T) goes to the empty set when n — +oo, namely liril ©"(T) = —{p. By (4.3.5) we
n——+0o0

in particular deduce that n™ — 0 as n — +oc.
By (4.3.15) we thus infer lirf d ((v™, A™), (v, A\)) = 0, which in particular implies:
n—-—+0o0

lim max AP Y —o.
n—+00 ye[—(LH Alo), ™ (T)] | (y) (y)‘

This is absurd, indeed:

lim [A*(o"(T)) = A@"(T)| = lim |T = A("(T))| = |T = M—to)| =T >0,

n—-+o00 n—-+0o

and we conclude. O
From this lemma, repeating the proofs of Propositions 4.3.2 and 4.3.3 we deduce that
(4.3.15) still holds true replacing D;(0,T) by Jj, replacing n™ by
n = 13122 m + 177220 + 1] 2208),
and replacing Q™" by
QL:={(t,x) eR* |t [0,T)and x € [t + Lo — a,t + (bo A L7)]} -

This means that, choosing o small enough, for every n large enough we have:
1
da (0", A"), (v, A)) < 6" + 3 do (0", A"), (v, N)), (4.3.16)

where the new distance d, is simply as in (4.3.3) replacing D7;(0, 7)) by Jy and Q" by Q.
By (4.3.16) we finally deduce that:
lim do ((v",A"), (v,\)) =0. (4.3.17)

n—-+o0o
Furthermore by (4.3.17) we get:
—Lot+a .
lim IA"(y) — A(y)|dy = 0. (4.3.18)

n—-+o0o _(@61/\60)
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To justify the validity of (4.3.18) we reason as follows: in the estimate (4.3.7) at the begin-
—flo+a .
ning of the proof of Proposition 4.3.2 we can replace max A" (y)—A(y)| by / A" (y)—
ye 3 ( n

— (L5 Ao

A(y)| dy, obtaining that:

—lo+a .
/ 3 (y) — Ay)|dy < 8 + Cut da (W™, A7), (0, A)
— (€5 Neo)

and so by (4.3.17) we conclude the argument. This leads to the following corollary:

Corollary 4.3.5. Assume (4.1.1). Then there exists a small time T > 0 such that "0
in L1(0,T).

Proof. Let us take any T € (O, A=V +a)), where « is given by Lemma 4.3.4 and such that

(4.3.18) holds true, and for the sake of clarity let us consider the value m™ := X" (—(£f A
0)) VA(=(€y A €p)). Then we have:

. . m” . . T . .
i = lom = [ 16 =@+ [ i) =il ds

m’ﬂ
T
<2m" + /
m’ﬂ

By uniform convergence of A" to A and by (4.1.1a) the first term goes to zero as n — o0,
while for the second one, denoted by 1", we estimate:
A (5)) = AATH(s))

T

I g/mn ds+/ An(An=1(s)A(A~1(s))

tota 1A Y(s)) — AA1(5))
S/(eg/\zo)

. L — = 1 ‘ ds.
(A (s)) AATY(s))

AT A H(s)) = A" ()

- ds
A (A (s))

e e [ |

By (4.3.18) the first term goes to zero as n — +o00; for the second one, denoted by 1,
we reason as follows: we fix § > 0 and we take fs € C°([—fy, —fo + ) such that ||\ —
fsll 21 (—e9,—t0+a) < 0. Then we estimate:

. A 1< ) = f5(A" 1 (s) 18] — foo-1
I < /m e e 10 ) = s o)
O () = A0 (5)
AR e
—lo+a | | T
<2 [ ) - s dvr [ 1ON 6 = S50 () s

T
<%+ / £ (s)) — F5(A71(s))] ds.

mn

By Lemma 4.2.2 and dominated convergence this last integral vanishes as n — +o00, hence
by the arbitrariness of § we conclude. O

We are now in a position to state and prove the main result of the chapter:
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Theorem 4.3.6. Assume (4.1.1). Then the sequence of pairs {(u",{"™)}nen converges to
the solution of the limit problem (u,f) in the following sense: for every T > 0

o™ = 0 in LY0,T), and thus (™ — ¢ uniformly in [0, T7;

e u" — u uniformly in [0,T] x [0, +00);

eu” — u in H'((0,T) x (0, +00));

eu”" — u in CO([0,T]; H' (0, +00)) and in C1([0,T); L*(0,4+00));
o u(-,0) = uy(+,0) and

1= bn(2ul (-, () = /1= 6()2ua( £() in L2(0,T).

Proof. As already remarked previously it is enough to prove that (4.3.19) holds true for
the sequence of auxiliary functions v" (¢, ) = " */2u"(t, ). By Corollary 4.3.5 and by the
results presented in Section 4.2 we know there exists a small time T > 0 such that all the

convergences in (4.3.19) hold true in [0, 7] for the sequence of pairs {(v", ") }nen. So we
can consider:

(4.3.19)

T* :=sup{T > 0] (v",£") — (v,£) in the sense of (4.3.19) in [0,T]}.

If T* = 400 we conclude. So let us argue by contradiction assuming that 7™ is finite.
This means there exists an increasing sequence of times {77 }jen converging to T* and for
which (v, ") — (v,£) in the sense of (4.3.19) in [0,77] for every j € N. Since " — ¢ in
L'(0,T7) for every j € N and £*(t) < 1 and £(t) < 1 for a.e. t > 0 it follows that ¢ — / in
L'(0,T*) and hence ¢* uniformly converges to £ in [0, T*] by (4.1.1a). Moreover, reasoning
as in Section 4.2 we also get that v — v in the sense of (4.3.19) in the whole time interval
[0, T*], and hence T™ is a maximum. Now we can repeat the proofs of Propositions 4.3.2
and 4.3.3 starting from time 7™ (notice that by (4.3.19) the convergence hypothesis (4.1.1b)
is fulfilled by v™ (7™, -) and uy (T, -), while (4.1.1a) is replaced by ¢*(T*) — ¢(T™*)) deducing
the existence of a time 7' > T* for which (4.3.19) holds true. This is absurd being T* the
supremum, so we conclude. O

Remark 4.3.7. Since £"(t) < 1 for a.e. t € [0,400), by (4.3.19) we actually deduce that for
every p > 1 it holds " — { in LP(0,T) for every T' > 0. However this convergence cannot be
improved to the case p = +o0. Indeed let us consider /j = lp =1, V" =v =2, w" =w =0
in [0,+00), K" = Kk = 1/2 in [ly, +00), uf = up = w1 = 0 and uj(r) = 3Lp_1/5,1(2) in
[0,1], so that u} — 0 in L?(0,1) but not in L>°(0,1). Under these assumptions we have
(v,€) = (0,1), so by Theorem 4.3.6 we know that v — 0 uniformly in [0, 7] x [0, 400) for
every T' > 0. This means that for every n large enough there exists a small time T, > 0
such that for a.e. t € [0,T;,] we have:

(1) = 0 i (0(1) 1)) + Ji (1) dr | — e
| :u?(ﬁn(t)_t)) + fot v (T, T—t+L"(t)) dTr 4

- 2

3+ fg (1, T—t+0"(1)) dT} — et
=max ¢ 0, = 3
3+ fg o (T, T—t+L"(t)) d7':| + et
S B-12—-e 4-ce
T [3+12+e 16+e

> 0,

and so £" does not converge to £ = 0 in L>(0,T) for any T > 0.
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Remark 4.3.8 (Presence of a forcing term). If in the debonding model we take into
account the presence of an external force f, then the equation the displacement u has to
satisfy becomes:

Ut (t, ) — Ugg (t, ) +vug(t, ) = f(t,x), t>0,0<z <L),
while the energy-dissipation balance reads as:

(t)
E(t)+ A(t) + /; k(o)do = E(0) + W(t) + F(t), for every t € [0, +00),

t pl(7)
where F(t) := / / f(r,0)ui(r,0)dodr. As stated in Remark 3.5.12; if the forcing
o Jo

term satisfies:
f e LE((0,400)%) such that f e L®((0,T)%) for every T > 0, (4.3.20)

then Theorem 3.5.6 still holds true, namely the coupled problem admits a unique solution
(u,?).

If now we consider, besides all the assumptions given in Subsection 4.1.1, a sequence of
functions { f"},en satisfying (4.3.20) and we assume that:

f*— f in L=((0,T)%), for every T > 0, (4.3.21)

then we can repeat all the proofs of the chapter, obtaining even in this case the continuous
dependence result (4.3.19) stated in Theorem 4.3.6. Indeed in this case the representation
formula for the auxiliary function v™, fixed T < %’, reads as:
L. 1 n _
H"(t,z)+ = // g"(r,0)dodr, for every (t,x) € QF,

2 R (t,z)

(4.3.22)

where g"(t,x) := e’"t/2f"(t,x). As a byproduct we obtain that for a.e. y € [—£3, o™(T)]
the function O, y. introduced in (4.3.2) becomes:

v (t,x) = A" (t,x) + (

2

n 2 n n n n
. (5 () = o (—y) = G ey ar = [ gy ar
) = 2e7" X" W) k1 (A7 (y) —y)

(4.3.23)
Using (4.3.22), (4.3.23) and exploiting (4.3.21) one can perform again the proofs of Sec-
tions 4.2 and 4.3, concluding that Theorem 4.3.6 still holds true even in this case.
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In this chapter we finally deal with the quasistatic limit problem for the debonding model
under consideration. We thus analyse the limit as ¢ — 0 of the pair (uf, ¢¢) solution of
the rescaled dynamical problem:

(2us,(t, x) — uS,(t, ) + veu§(t,2) = 0, t>0,0<z<l(),
W (t,0) = wi(t), t>0,
us(t, ¢°(t)) =0, t>0, (5.0.1)
u(0,z) = ug(x), 0 <z </,
Lug (0, 2) = uf(x), 0 <z </,

coupled with the rescaled dynamic Griffith’s criterion:

0< za(t) <1/,
(t) < K(£5(t)), for a.e. ¢t € [0, 400). (5.0.2)
[G;E(t) (1) = w(e=(1)] (1) = 0,

The chapter is organised as follows. Section 5.2 deals with the dynamical model: we first
present the rescaled version of the energies introduced in Section 3.3 and we generalise
Duhamel’s principle (3.2.7) to the whole QF, see (5.2.10). Then we state the known results,
proved in previous chapters, on the rescaled coupled problem (5.0.1)&(5.0.2).

In Section 5.3 we instead analyse the notion of quasistatic evolution in our framework.
We first present the different concepts of energetic and quasistatic solutions to our debond-
ing problem (related to global and local minima of the energy, respectively), showing their
equivalence under the strongest assumption (K3) presented in the Introduction. We then

101
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provide an existence and uniqueness result by writing down explicitely the solution, see
Theorems 5.3.8 and 5.3.9.

The last two sections are devoted to the study of the limit of the pair (u®, ¢) as € goes
to 0. In Section 5.4 we exploit the presence of the viscous term in the wave equation
to gain uniform bounds and estimates for the displacement u° and the debonding front £¢.
Main estimate (5.4.6) is an adaptation to our time-dependent domain setting of the classical
estimate used to show exponential stability of the weakly damped wave equation, see for
instance [68]. Of course assumption v > 0 is crucial for its validity , while for the toughness
only the minimal assumption (KO0) is needed. It is worth noticing that in this section we
do not make use of the explicit formula of the displacement u® given by Theorem 5.2.3, but
we only need the fact that it solves equation (3.0.1).

Finally in Section 5.5 we prove that if v > 0, namely when viscosity is taken into
account, and requiring (K0) and (K2), the limit of dynamic evolutions (uf, £¢) exists and
it coincides with the quasistatic evolution we previously found in Section 5.3, except for
a possible discontinuity at time ¢ = 0 appearing if the initial position ug is too steep; see
Theorem 5.5.21. We first make use of the main estimate (5.4.6) proved in Section 5.4 to
show the existence of the above limit; then, by means of the explicit representation formula
of u®, we are able to pass to the limit in the stability condition of Griffith’s criterion and
in the energy-dissipation balance (5.2.2a), getting a weak formulation of (s2) and (eb) in
Definition 5.3.2; see Propositions 5.5.6 and 5.5.7. Up to this point we only need the weakest
assumption (KO0), while to characterise the limit debonding front as the quasistatic one we
need to require (K2) or (K3) and to exploit the equivalence results of Section 5.3. We
conclude the chapter by giving a characterisation of the initial jump which might appear;
we obtain this characterisation via an asymptotic analysis of the debonding front solving
the unscaled coupled problem (5.5.17)&(5.5.18).

The results contained in this chapter have been published in [75].

5.1 Preliminaries

In this preliminary section we collect some notation which generalise the ones gathered
in Section 3.1 and which we will use several times throughout the chapter.
Fix ¢y > 0, ¢ > 0 and consider a function ¢¢: [0, +00) — [{y, +00) satisfying (3.1.1a)
and
0 < f5(t) < 1/e for a.e. t € (0, +00). (5.1.1)

Likewise (3.1.2), for ¢ € [0,400) we then introduce:
O (t) == t—elo(t), YP°(t) := t+elo(t), (5.1.2)
and we define:
W [elo, +00) = [—elo, +00),  wF(t) := % 0 (V)T (1).

We recall that ¢ is a bilipschitz function since by (5.1.1) it holds 1 < 9)°(¢) < 2 for almost
every time, while ¢ turns out to be Lipschitz with 0 < ¢°(¢) < 1 almost everywhere. Hence
° is invertible and the inverse is absolutely continuous on every compact interval contained
in ([0, +00)). As a byproduct we get that w® is Lipschitz too and for a.e. t € [y, +00)

we have: .
el @)
Lel=((v)=1() ~
So also w® is invertible and the inverse is absolutely continuous on every compact inter-
val contained in w®([0,+00)). Moreover, given j € N U {0}, and denoting by (w®)? the

0 < w(t)
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composition of w® with itself j times (whether it is well defined) one has:

D) = O epie) tor ae. 1€ ((67)7 (@) (eto)), +00).
dt 1+ef=(t) dt ’ )
(5.1.3)
It will be useful to define the sets:
O ={(t,z) |t >0,0<x<l(t)},
T={tx)eQ|t<T}.
For (t,x) € Q° we also introduce:
R (t,x) U R3;(t, @)
(5.1.4)

R (t,l’) = U R%j—i-l(t?x)a
j=0

In order to avoid the cumbersome definitions of m = m(e,t,x), n = n(e, ¢, z) and R (t, x)
we refer to the very intuitive Figure 5.1.
Finally, for k € N, let us define the spaces:

L2(Q°) := {u € L} (Q°) | u € L*(Q%) for every T > 0},
HA(Q°) := {u € HE (Q°) | u € H* (%) for every T > 0},
H"(0,+00) := {u € HE (0, +00) | u € H*(0,T) for every T > 0},
C%([ly, +00)) 1= {u € CO([ly, +0)) | u € C%'([ly, X]) for every X > £o}.

We say that a family F is bounded in H* (0, 400) if for every T > 0 there exists a positive
constant Cr such that [|ul| o) < Cr for every u € F. We say that a sequence {up }nen
converges strongly (weakly) to u in H¥(0, +00) if for every T > 0 one has u, — u (up, — )
in H*(0,T) as n — +oo.

5.2 Time-rescaled dynamic evolutions

In this section we gather all the known results we proved in previous chapters about the
well posedness of the rescaled coupled problem, and we introduce some useful generalisation
of Duhamel’s formula (3.2.10), see (5.2.10).

We fix v > 0, £y > 0 and we require w®, v, uj satisfy (3.2.1) and (3.2.2) . The rescaled
energies, defined for ¢ € [0, +00), involved in the model are simply:

€ 1 ) 2,¢
Ke(t) = 2/ e2ui (t,0)? do; (5.2.1a)
;/ )2 do; (5.2.1b)

= // eus (1,0)* do dr; (5.2.1c)

/ 0)dr. (5.2.1d)
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(w)%(t + ex)

2

(wW)*(t — ex)

()Mt + ex), €((W°) 7\ (t + ex)))

()Mt = ex), €((¥°) Mt — ex)))

(%) YNw (t + ex)), €((¥°) Hwi(t + €2))))

Ywi(t —ex)), 6((¥°) (wi(t — ex))))

(W)t +ex)V”

(w)*(t — ex)

—el

>

£z

Figure 5.1: The sets R;(t,z) in the particular situation ¢ = 1/2, and with a choice of (¢, z)
for which m =2, n = 2.
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They represent the kinetic energy, the (external) potential energy, the energy dissipated by
viscosity and the work of the external loading, respectively. The energy-dissipation balance
and the maximum dissipation principle in this rescaled context take the form:

°(t)
Ke(t) +E°(t) + Ve(t) + /é k(o)do = K°(0) + £°(0) + W=(t), for every ¢t € [0, +00),

Lo
(5.2.2a)
where k: [lp, +00) — (0, 400) is the measurable function representing the toughness of the
glue, and:

(t) = max {a € [0,1/¢) | k(£(t))a = G5, (t)a},  for a.e. t € [0,400), (5.2.2b)
where G¢,, is the (rescaled) dynamic energy release rate at speed e € [0,1). As in (3.4.6)
for every o € [0,1/¢) we can express it as:
1—-ca
1+ca

G, (t) = Gy(t), for ae. t €[0,400).

As proved in Chapter 3 the two principles (5.2.2) are equivalent to the (rescaled) dynamic
Griffith’s criterion:

0< éé(t) <1/e,
(t) < K(E5(1)), for a.e. t € [0, 400). (5.2.3)
[G;m@»—aﬁ@»é%wza

The first row is an irreversibility condition, which ensures that the debonding front can only
increase, and moreover states that its velocity is always strictly less than 1/e, namely the
speed of internal waves; the second one is a stability condition, and says that the dynamic
energy release rate cannot exceed the threshold given by the toughness; the third one is
simply the energy-dissipation balance (5.2.2a).

In order to generalise Duhamel’s formula (3.2.10) we introduce the following function:
given F' € EZ(QE) we define

HE[F] [// F(r,0)dodr — // F(r,0) dO’dT] , for (t,z) € Q°,
€ (t JJ) Ri(t,m)

(5.2.4)
where RY (t,x) are as in (5.1.4). Here are listed the main properties of H®, under the
assumption that ¢¢ satisfies (3.1.1a) and (5.1.1):

Proposition 5.2.1. Let F € L2(QF), then the function HE[F] introduced in (5.2.4) is
continuous on QF and belongs to I:Tl(QE). Moreover, setting H[F] = 0 outside Q¢, it
belongs to CY(]0, +00); H(0,+00)) and to C*([0, +00); L?(0, +00)).

Furthermore for a.e. t € [0,+00) one has:

me—1 (we)(t) WE)I .
HFl:(t,0) = ) d(wg)J(t)/( by (T’ ()(t)) o

= dt ) =1((we)d €
me—1 ey—1 wE j -

Y Ly [ (=) o 529
prill (@9)i+1 (1) ’ 2

+ I (1),

where m® =me(t) is the only natural number (including 0) such that (w®)™ (t) belongs to

[0, (w)~1(0)), while I§ is defined as follows:

() 8) V(8 — 7 )
0 =g @ [T (RIS e o e o)
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while if (w®)™ (t) € [elo, (w¥)71(0)) it is defined in this other way:

£

I5(t) Zg(wa)me (t) /( AR (r, @)™ =7 T)dT

t SRI(COLO) €
A, comert /(ws)l((ws)’” ®)) 7 — (W)™ (1)
- — m t F dr.
G [ , T r
Finally for a.e. t € [0,+00) it holds:
2
HE[F)o(t, (1) = —————g°[F|(t — e2(¢)), 5.2.6
P, 60)) = g Pt = (0) (5:26)

where for a.e. s € p°([0,+00)) we define:

— j @) W) (s) — T

=0 dS we)fl((ws
ne-1 , () (W) 7 (s)) — (e
L d(ws)](s)/ F <7—7 7'(w)(s)> dr (5.2.7)
2 ds (@) (s) e
1d e\n® £
o (@) ()I5(5),

where n® = n(s) is the only natural number (including 0) such that (W)™ (s) € [—elo, elo),

while

%) H(@)™ 7L(s)) (LEE
- / F (ﬁ(“g)(f’)) dr, if (W)™ (s) € [~€to,0),
0
THOEE S - (@) (@) 1 (s) .
/ F <T, M(S)_T> dr — / F <T, T—(w)(s)> dr, otherwise.
0 13 13
(W) (s)

Proof. The regularity of H[F| can be proved in the same way of Lemma 3.2.9. The validity
of (5.2.5) is a straightforward matter of computations, see Figure 5.1 for an intuition and
also Remark 3.2.10. To get (5.2.6), always referring to Figure 5.1, we compute:

HE[Fla(t, £(1))

nf—1 (
B % Z <d(w€)j(t—€f€(t)) + %(wa)j+1(t+6€€(t))

dt

1 i ENNT (4o pE i eyns+1 € c(4_ _ypE
0 (S et ) + S e 1) ) B2t 1),
and we conclude by using (5.1.3). O

Lemma 5.2.2. Let F € L2(F) and consider HE[F] and ¢°[F) given by (5.2.4) and (5.2.7),
respectively. Then for a.e. s € ([0, +00)) N (0, 400) it holds:

()71 (s) r—s
FF)(s) — %He[F]x(s,O) _ —;/ F <r, - ) dr. (5.2.8)
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Proof. We start computing by means of (5.2.5) and (5.2.7):

207 [F)(5) — HE[Flu(s.0)
B A [ @) =T
. ‘d<vm[ @F@)d

=0 S £)=1((we)J e
n 1 , @)~ (w7 (s)) — (e

_ d(we)y(s)/ F <7_,7' (w*) (5)) dr
= ds ()i (s) €
m- 1 , (w=)?(s) £} (g) —

D R (e R
j=0 ()~ H(we)7 (s)) €
m°—1 (@)~ (W) (s)) €)J+1

+ i(we)wrl(s / F (7_’ 7 — (W) (3)> dr
=0 ds (ws)j+1(s) g
d ne

+ W) (9)(s) — Ii(s) = ()

There are only two cases to consider: n°(s) = m®(s) or n°(s) = m°(s) + 1. We prove the
lemma for the first case, being the other one analogous. So we have:

n°-1 _ ()7 (@) (s)) — (e}t
(%) = d(wa)ﬁl(s)/ F (7‘, T(w)(s)> dr
(

WY (s) g

! 4, (%)M (@)~ (s) 7 — (wf)i(s) (5.2.9)
— (w®) (s)/( F <7‘,> dr

w3 (s) €
+ E(wg)ns(S)IS(S) —Ii(s) = (xx).

Exploiting the fact that in (5.2.9) there is now a telescopic sum and by using the explicit
formulas of IT and I5 given by Proposition 5.2.1 we hence deduce:

() (@)™~ (s)) L (EVE ()~ (s) _
(%k) = d (ws)"s(s)/ F (T, 7'(w)(s)> dT—/ F (T, T S> dr
ds ()" (s) & s €

d . (ws)ne (8) (wg)ns (8) _
E\N F
F o | (n )
(%) 71 (@)™ " (s)) (Y
_dsﬁs/ F@f w>@>m
ds (w®)"% (s) €

and we conclude. O

We now recall and restate in a more useful way the main results about dynamic evolu-
tions of the debonding model.

Theorem 5.2.3 (Existence and Uniqueness). Fiz v > 0, {y > 0, € > 0, assume the
functions w®, uf and uj satisfy (3.2.1), (3.2.2) and let the toughness r be positive and
satisfy (3.5.8). Then there exists a unique pair (u®, (%), with:
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o (5 CO([0,400)), £7(0) = £y and 0 < (*(t) < 1/e for a.e. t € [0,400),
o uf € HY(QF) and u(t,x) = 0 for every (t,x) such that z > (=(t),

solution of the coupled problem (5.0.1)¢(5.0.2).
Moreover u® has a continuous representative which fulfils the following representation
formula:

wE(t + ex) — éfa(t bex)+ %fg(t ex) - vHERE|(t 7). if (1) € OF,

ut(t,z) =
0, otherwise,
_ (5.2.10)
where f¢ € H'(—ely, +00) is defined by two rules:
2 rs/e
o cws(s) — %ug (g) - 52/0 W (o) do — ew (0) + gug(()), if s € (0, )],
t 5)= 2 p—s/e
e () - [ o) do - foc (o
6 (-2)-F | witorao—Zuz00). if 5 € (~lo,0),
1 1
(71) we(s+el°(s)) — gfe(s +el°(s)) + gfs(s —el®(s)) =0, for every s € (0, +00),

while HE is as in (5.2.4).
In particular it holds:

u® € C°([0, +o00); H' (0, +00)) N C*([0, +00); L*(0, +-00)).

Furthermore for a.e. t € [0,+00) one has:

ul(t,0) = ew(t) — 2f5(t) — vH®[ug],(t,0), (5.2.11a)
2 .
(05 (1) = —————— | f(t — elF (b)) + vg® [ul)(t — el5 (1)) ], 5.2.11b
W) =~ s [ o 0) v Rl ) (5.2.11b)
and for o € [0,1/€) the dynamic energy release rate can be expressed as:
1— . 2
Geot) =27 ZZ FE(t —elC () + v [l](t — e ()|, for ace. t € [0, +00), (5.2.12)

where g° has been introduced in (5.2.7).
Remark 5.2.4 (Regularity). If the data are more regular, namely:
w® € H?(0,+00), u§ e H*(0,0y), u5e HY0,4),

if the (positive) toughness & belongs to C%!([fy, +00)) and if besides (3.2.2) also the fol-
lowing first order compatibility conditions are satisfied:

ui(0) = w(0),

(ui(zo):o, ug(€0)2§2n(€0)) or (ui(ﬁo);«éo, 0 (00) 22 (0o)2 = 20 (), 0L0) <—5),

then the solution ¢ is in H2(QF).

Theorem 5.2.5 (Continuous Dependence). Fizv >0, {y > 0, € > 0, assume the func-
tions w®, ug and uj satisfy (3.2.1), (3.2.2) and let the toughness K be positive and belong
to C%([ly, +00)). Consider sequences of functions {wg }nen, {u§, tnen and {u$, tnen sat-
isfying (3.2.1) and (3.2.2), and let (u, ¢5) and (u®, %) be the solutions of coupled problem

(5.0.1)é(5.0.2) corresponding to the data with and without the subscript n, respectively. If
the following convergences hold true as n — +oo:

ug, — u§ in H'(0,4), uS, — ui in L*(0,4) and wi, — w® in H' (0, +00),

then for every T > 0 one has as n — 400:
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o (5 — (7 in WHY0,T);

o u’, — u® uniformly in [0,T] x [0, +00);

o v — uf in HY((0,T) x (0,+0c0));

o uS, — u in C°([0,T); H*(0,+00)) and in C*([0,T]; L?(0,+00));
o (u5)z(-,0) = us(-,0) in L%(0,T).

5.3 Quasistatic evolutions

This section is devoted to the analysis of quasistatic evolutions for the debonding model
we are studying. We also refer to [16] and [55] for other adhesion and debonding problems
in the static and quasistatic regime. We first introduce and compare three different notions
of this kind of evolutions (we refer to [14] or [65] for a wide and complete presentation on
the topic), then we prove an existence and uniqueness result under suitable assumptions,
see Theorems 5.3.8 and 5.3.9. -

Fix o > 0; throughout this section we consider a loading term w € AC([0,+00)) and a
toughness k € C%([fy, +00)) such that x(z) > 0 for every x > /.

Definition 5.3.1. Let ¢: [0, +00) — [lp, +00) be a nondecreasing function such that £(0) =

ly and let u: [0,+00) X [0,4+00) — R be a function which for every t € [0,400) satisfies

u(t,-) € HY(0,400), u(t,0) = w(t), u(t,z) = 0 for x > £(t) and such that u(t,0) exists for

a.e. t € [0,400). We say that such a pair (u,l) is an energetic evolution if for every
€ [0,400) it holds:

Lo 0 Lo

1 £(t) £(t) 1 0 . 2
(GS) 2/ ug(t, 0)? da+/ k(o)do < 2/ w(o)? do +/ k(o) do,
0
((t) and for every @ € H(0,¢) satisfying 4(0) = w(t) and 9(f) = 0;

for every 0>

1 [ £(t) 1 b t
(EB) / uy(t,0)*do +/ k(o) do = / uz(0,0)*do —/ w(T)uz(7,0) dr.
2 Jo t 2 Jo 0

Here (GS) stands for global stability, while (EB) for energy(-dissipation) balance. Roughly
speaking an energetic evolution is a pair which fulfils an ener%y—dissipation balance being at
every time a global minimiser of the functional (u,¢) — § [ @(0)*do + ffo k(o) do, which
is sum of potential energy and energy dissipated in the debonding process.

On the contrary, this two other definitions deal with local minima of the total energy:

Definition 5.3.2. Given ¢ and u as in Definition 5.3.1, we say that the pair (u,l) is a
quasistatic evolution if:

(0) ¢ is non decreasing on [0, +00) and £(0) = ly;

(s1) u(t,x) = w(t) (1 — g(xt)) Lio,e()] (), for every (t,x) € [0,+00) x [0, +00);

(s2) 5 (1) < k(L(t)), for everyt € [0, +00),

w(t)? () w(0)? t w(T
(@) 550+ [ oo = 3R [ i an for cvery 1 € [0, +50)

Definition 5.3.3. Given ¢ and u as in Definition 5.3.1, we say that the pair (v,f) is an
absolutely continuous quasistatic evolution, in brief AC-quasistatic evolution, if:
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(i) ¢ is absolutely continuous on [0,T] for every T > 0 and £(0) = {y;

(ii) u(t,x) = w(t) (1 - E%)

(iii) the quasistatic version of Griffith’s criterion holds true, namely:

> Lio ey (), for every (t,x) € [0,+00) X [0, +00);

w 2
% e((tt))2 < K(L(1)), for a.e. t € [0,+00).

Similarities with dynamic Griffith’s criterion (5.2.3) are evident, with the exception

2
of the term %Qg((f)é which requires some explanations: like in the dynamic case we can

introduce the notion of quasistatic energy release rate as Gys(t) = —%5 (t), since kinetic
energy is negligible in a quasistatic setting. By means of (ii) we can compute £(t) =

: f[f(t) uy(t,0)?do = %—“2((?)2, from which we recover Gy(t) = %?((tt)); . Thus (iii) is the

correct formulation of quasistatic Griffith’s criterion.
We also notice that in (eb), like in Part I, we recover the formulation of the work of the
external loading as the integral of %E along the evolution. Indeed if we distinguish between

time and space, namely if we consider £(¢, () = %%, we easily have %E(t, 0t) = w(t)%.
For a reason which will be clear during the proof of next proposition we introduce for
x > {g the function ¢, () := 2%k(x); we recall that ¢, actually appears in the assumptions

(K1)-(K3) we listed in the Introduction and which we recall here for the sake of clarity:
(K1) 2 — 2%k(z) is nondecreasing on [£g, +00);

(K2) x — 2%k(z) is strictly increasing on [£g, +00);

(K3)

K3) z — z%k(z) is strictly increasing on [fo, +00) and its derivative is strictly positive
almost everywhere.

We also add the condition
1 1w(0)?

(KW) mgrfoo 2k(z) > 5;&3}(} w(t)? for every T > 0, and k({) > 5 a

It is worth noticing that (K1) ensures local minima of the energy are actually global, as
stated in Proposition 5.3.4. Conditions (K2) and (K3) instead imply uniqueness of the
minimum, see Proposition 5.3.7. Finally the first assumption in (KW) is related to the
existence of such a minimum, replacing the role of coercivity of the energy, which can be
missing.

Proposition 5.3.4. Assume (K1). Then a pair (u,f) is an energetic evolution if and only
if it is a quasistatic evolution.

Proof. Let (u,f) be an energetic evolution, then (o) is satisfied by definition. Now fix ¢ €
[0,4+00) and choose ¢ = £(t) in (GS). Then we deduce that u(t,-) minimises the functional

1 @)
2/ u(c)? do among all functions @ € H'(0, £(t)) such that @(0) = w(t) and @ (£(t)) = 0,
0

and this implies (s1). Choosing now u(x) = w(t) (1 - %) 1Y) () in (GS) and exploiting

(s1) we get:

1w(t)? /f@) 1w(t)? /@ A
= + k(o)do < ———— + k(o) do, for every ¢ > ((t).
2 ey T, Mesg Tt me) (*
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1 w(t)?

: 2 s

/ #(0) do has a global minimum in z = £(t) and so E;(£(t)) > 0, namely (s2) holds true.
Flﬁlally (eb) follows by (EB) exploiting (s1).

Assume now that (u,f) is a quasistatic evolution. To prove that it is an energetic
evolution it is enough to show the validity of (GS), being (EB) trivially implied by (eb)
and (s1). So let us fix ¢ € [0, +00) and notice that (s2) is equivalent to ¢, (£(t)) > Lw(t).
By (K1) we hence deduce that ¢, (z) > Jw(t)? for every x > {(t), i.e. Ey(z) > 0 for every
x > ((t). This means that F; has a global minimum in z = ¢(t) and so we obtain:

1w(t)? (/w) 1w(t)? !/@ X
N + do < ———+ k(o) do, for every £ > £(t),
IO N MR I A g

This means that the energy E;: [((t),+00) — [0,+00) defined by Ei(z) :=

which in particular implies (GS), since affine functions minimise the potential energy. [

If we do not strenghten the assumptions on the toughness s there is no hope to gain
more regularity on ¢, even in the case of a constant loading term w > 0. Indeed it is enough
to consider k(x) = %152 (in this case ¢ is constant) to realise that any function satisfying
(o) automatically satisfies (s2) and (eb).

Lemma 5.3.5. Assume (K2). Then any function { satisfying (o), (s2) and (eb) is contin-
uous.

Proof. Let us assume by contradiction that there exists a time ¢ € [0, 400) in which £ is not
continuous, namely ¢~ () < ¢T(t). Here we adopt the convention that £~ (0) = £(0) = /.
Exploiting (s2), (eb) and the continuity of x and w we deduce that:

1 w(t)? s
3@ = @), (5.3.1a)
iy w2 @
2 ”(1(55)) +/ Ko} do = ;f—(if)) T /ZO k(o) do. (5.3.1b)

By using (K2), from (5.3.1) we get:

_ 0 CLoca( L 1N 0 (o) —w()?)2
L o (o ) B

. (aaﬁ(e(f)) - ;w(ﬂ?) /Z 01,50

@ o°

This leads to a contradiction and hence we conclude. O

Lemma 5.3.6. Assume (K2) and let ¢ be a function satisfying (o), (s2) and (eb). If there
exists a time t € (0,400) in which (s2) holds with strict inequality, then € is constant in a
neighborhood of t.

Proof. Let us consider the function:

w(t)? r t w(T
O(t,z) := % (;:) +/12 k(o) do —/0 w(T) E((T)) dr, for (t,x) € [0, +00) X [{p, +00),

which is continuous on its domain. Moreover the derivative of ® in the direction z exists
at every point and it is continuous on [0, +00) X [{y, +00), being given by:

1 w(t)?

2 22

O, (t,z) = k(x) —
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Since by assumption @, (¢,£(¢)) > 0, by continuity we deduce that:
&, (t,x) >m >0, forevery (¢,z) € [a,b] X [c,d], (5.3.2)

where [a, b] X [¢,d] C (0,+00) x [£y, +00) is a suitable rectangle containing the point (¢, £(t)).
By continuity of ¢ (given by Lemma 5.3.5), we can assume without loss of generality that
{([a,b]) C [c,d]. Now we fix t1, ta € [a,b], t1 < ta, and by the Mean Value Theorem we
deduce:

D (12, €(t2)) — D(ta, (11)) = Bult, €) ((t2) — £(t1)),  for some & € [£(t1), £(t2)] C [e.d).

From this equality, exploiting (5.3.2) and (eb), we get:

1 1
Uta) = (tr) < —(D(t2, £(t2)) = (b2, £(11))) = —(R(tr, £(t1)) = (b2, £(11)))
1 1 2 2 o w(r)
== t1)> — wit d
— <2€(t1) (w(t1)® — w(ts)?) -F/t1 w(T) o) T
1 [t 1 1 (5.3.3)
= — w(T)w(r) | = — dr
m PO (em i)
U(ts) — 0(t1)
mﬁz / [ ( 7l dr.
Since w is absolutely continuous we can also assume that the interval [a, b] is so small that:
1
) dr < —.
m€2/ [o(r)w(r)] -2
From (5.3.3) we hence deduce that ¢(t2) = £(t1), and so we conclude. O

We now introduce a notation, already adopted in [7] to deal with quasistatic hydraulic
fractures: given a continuous function h: [a,b] — R we define by h, the smallest nonde-

creasing function greater or equal than h, namely h.(z) := max h(y). We refer to [7] for
yela,r

its properties, we only want to recall that if h € Wl.’p (a,b) for some p € [1,+0o0], then also
h. belongs to the same Sobolev space and h.(z) = h(z)1,—p,}(7) almost everywhere.

Proposition 5.3.7. Assume (K2) and let ¢ be a function satisfying (o), (s2) and (eb).
Then:

1
(t) = ot <max {Q(wz)*(t),gbﬁ((o)}) ,  for everyt € [0, +00). (5.3.4)
Proof. Let ¢ satisfy (o), (s2) and (eb). By using (s2) we get ¢.(£(t)) > $w(t)? for every
t € [0,400), and since the left-hand side is nondecreasing we deduce:

6x(0(1)) > max {;(wQ)*(t), ¢>H(fo)} . for every £ € [0, +00).

Since by (K2) the function ¢, is invertible, we finally get that £(t) > £(t) for every ¢ €
[0, +-00), where we denoted by ¢ the function in the right-hand side of (5.3.4).

Since by Lemma 5.3.5 we know ¢ is continuous on [0, +00) and since by construction
the same holds true for £, we conclude if we prove that £(t) = £(t) for every t € (0, +00). By
contradiction let £ € (0, 400) be such that £(f) > £(t). By (K2) this in particular implies

Lw(t)? _ _
that k(4(t)) > 272}(()) and so by Lemma 5.3.6 we get that ¢ is constant around ¢. Since ¢
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is nondecreasing we can repeat this argument getting that ¢ is constant on the whole [0, ¢].
This is absurd since it implies:

¢I€(€O) = ¢H(£(O)) = gbn(ﬁ(f)) > ¢I€(Z(E)) > ¢H(€0)7
and so we conclude. ]

Finally we can state and prove the main results of this section, regarding the equivalence
between Definitions 5.3.1, 5.3.2 and 5.3.3 and about existence and uniqueness of quasistatic
and AC-quasistatic evolutions. This first theorem only requires condition (K2).

Theorem 5.3.8. Assume (K2) and (KW). Then there exists a unique quasistatic evolution

(u, ), which furthermore is continuous and is given by:

o u(t,x) =w(t) (1 - Eé)) Ly sy (z),  for every (t,z) € [0, +00) x [0, 400),
) : (5.3.5)
o I(t)=o.! <max {z(wz)*(t), ¢,§(€0)}> ,  for everyt € [0, +00).

Proof. Uniqueness of quasistatic evolution, its continuity and the validity of explicit formula
(5.3.5) follow from Lemma 5.3.5 and Proposition 5.3.7. We only need to check that the pair
(@, ) is actually a quasistatic evolution. By (KW) £ is well defined and (o) is fulfilled. Con-
ditions (s1) and (s2) are satisfied by construction, thus we are left to prove that (eb) holds
for £. Since we are not able to prove it directly (even if we think it should be possible), we
exploit Theorem 5.3.9, whose proof does not rely on the theorem we are proving now: we ap-
proximate the toughness x by introducing for every n € N the function k,(x) := k(z)+ :”n_af;o ,
which satisfies (K3) and (KW). Thus the function £,(t) = ¢! (max {3 (w?).(t), ¢ (fo) })
fulfils (eb), namely:

1 w(t)? (1) _ 1w(0)? b w(r)
5@@) +/eo k(o)do = 3 —i—/o w(r)gn@_) dr, for every t € [0,+00). (5.3.6)

By construction it easy to see that ¢, converges to ¢, uniformly on compact sets of
[0, +00) as n — +oo, and this implies that lirf ¢t (y) = ¢t (y) for every point y €
n—-+0oo

[61(£0), dr(+00)). Hence we obtain that £, pointwise converges to £ in [0, :|—oo), thus, letting
n — +o0 in (5.3.6), by means of dominated convergence we deduce that ¢ satisfies (eb) and
we conclude. O

If instead we strenghten a bit the assumptions on the toughness, requiring (K3), we are
able to improve previous theorem.

Theorem 5.3.9. Assume (K3). Then a pair (u,f) is an energetic evolution if and only if
it is an AC-quasistatic evolution.

In particular, if we in addition assume (KW), the only AC-quasistatic evolution (u,f) is
given by (5.3.5).

Proof. Let (u,£) be an energetic evolution. By Proposition 5.3.4 we get u satisfies (ii) and ¢
satisfies (0), (s2) and (eb). Moreover by Proposition 5.3.7 /£ is explicitely given by (5.3.4) and
hence by (K3) it is absolutely continuous on [0, T'] for every T > 0, being composition of two
nondecreasing absolutely continuous functions. Differentiating (eb) we now conclude that
quasistatic Griffith’s criterion (iii) holds true and so (u,¢) is an AC-quasistatic evolution.

On the other hand checking that any AC-quasistatic evolution is a quasistatic evolution
is straightforward, and hence by Proposition 5.3.4 the other implication is proved.
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Let us now verify that, assuming (KW), the pair (u,/) is actually an AC-quasistatic
evolution. By (KW) ¢ is well defined and (i) is fulfilled. The only nontrivial thing to check
is the validity of the third condition in the quasistatic Griffith’s criterion (iii). We need

to prove that for any differentiability point ¢ € (0,+00) of £ such that £(¢) > 0 it holds

__ 1w(t)? . . 5
k(L)) = SRTAER From the explicit expression of ¢, namely:
i wt)u(t)
K(t) = ———71 w2=(w?2)>2¢, (¢ (t), for a.e. t € [0,+OO),
¢n(€(t)) { (w?)«>2¢x(€0)}

we deduce that in ¢t =  we must have w()? = (w?).(f) > 2¢.(fo) and so it holds:

u(l) = max { 5(%). (1)l } = 5P
and we conclude. O

Remark 5.3.10. In Theorems 5.3.8 and 5.3.9 the first condition of (KW) is needed only

to ensure that the quasistatic evolution is defined for every time. If one removes this
2
assumption (but keeps the initial stability condition x(¢y) > %“’g—g)) then the two Theorems
— 0
still hold, but (@, ¢) now exists only for times t € [0, T*), with

1
* : 2 - 2
T* := sup {T >0 | IEIEOO:U k(z) > 5 trg{l&)j(’]w(t) },

and of course one has lim /(t) = +o0.
t—T*~

5.4 Energy estimates

In this section we provide useful energy estimates for the pair of dynamic evolutions
(uf, £%) given by Theorem 5.2.3. These estimates will be used in the next section to analyse
the limit as € — 0" of both u® and ¢°. From now on we always assume that the positive
toughness k belongs to 5071([60,—}—00)). When needed we will also require the following
additional assumptions on the data:

(H1) the families {w}cs0, {ug}es0, {euS}eso are bounded in H(0,+o00), H'(0,4y) and
L?(0, 4p), respectively.

and on the toughness:
(KO0) the function & is not integrable in [¢y, +00);

Remark 5.4.1. Whenever we assume (H1), we denote by ¢, a subsequence for which we
have:

w™ — w in H'(0,400) and w®" — w uniformly in [0, T] for every T > 0, (5.4.1)

for a suitable w € H 1(0, +00). This sequence can be obtained by weak compactness and
Sobolev embedding. By abuse of notation we will not relabel further subsequences.

The first step is obtaining an energy bound uniform in € from the energy-dissipation balance
(5.2.2a). As one can see, we must deal with the work of the external loading W¢, so we
need to find a way to handle the boundary term uZ(-,0). Next lemma shows how we can
recover it via an integration by parts.
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Lemma 5.4.2. Let the function h € C*°([0,400)) satisfy h(0) =1, 0 < h(x) < 1 for every
x € [0,400) and h(x) = 0 for every x > y. Then the following equality holds true for every
€ [0,400):

;/t <€2wa(7_)2 W (T ’0)2> dr
_ _/ /fo' (i (r.0)? + 5 (7, 0)?) dadT—l//Ot /OZO h(o)ews (1, 0 il (7, o) dor dr

—5< /0 h(o)eus (t, 0 )il (¢, o) dor — /O ¢ h(a)guﬁ(a)ug(a)d(;).
(5.4.2)

Proof. We start with a formal proof, assuming that all the computation we are doing are
allowed, and then we make it rigorous via an approximation argument. Performing an
integration by parts we deduce:

% /0 t (2ie(r)? + i (r,0)°) dr = % /0 t (<0 (7,0)% + 5 (7,0)%) dr
__1/ h(o)(52u§(7,0) +u5(7,0)%) (~1) dr
_ _/ /ZO —[nO) (a7, 7+, ) (o) dordr
Lo
:—/ / ' 5 us (1, 0)> +u;(7,a)2> dodr

/ /zo 5 ug (7, 0)ug, (T,0) + ug (7, 0)ug, (7, o)) dodr = (%).

Exploiting the fact that u® solves problem (5.0.1) we hence get:

/ /50' (i (r.0)? + w5 (7.0)?) dordr
_y / / © h(o)es (.0 )l (7. 0) dordr

Lo
— 6/ / sutt T, 0)us(T,0) + eug (7, o) us, (T, a)) do dr.

Now we conclude since it holds:

Lo
/ / eutt T,0)us(T,0) + eug (T, a)uix(T,cr)) dodr

:/ h(o) /t ;T [cui (015 ()] () drdo
Ofo ZO

:/ h(a)aui(t,a)u;(t,a)da—/ h(o)eus(o)ug(o) do.
0 0

All the previous computations are rigorous if u¢ belongs to H 2(Q¢), which is not the case.
To overcome this lack of regularity we perform an approximation argument, exploiting
Remark 5.2.4 and Theorem 5.2.5.

Let us consider a sequence {u§, }nen C H?(0, lo) such that u§, (0) = u§(0), u§, (o) =0
and converging to uf in H'(0,{y) as n — +oo; then we pick a sequence {w:}nen C
H2(0,400) such that we(0) = w*(0) and converging to w® in H(0,+00) as n — ~+0o0;
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finally we take another sequence {uS }nen C H'(0,4y) converging to u5 in L?(0,4y) as
n — +oo and satisfying:

sign|ug (£ R P
us, (0) = Wi (0), s (o) = _g(gn(O))\/“Sn(ZO)Q —2k(fo), if uan(£0)2 > 2k({o),

0, otherwise.

Denoting by (u$, ¢5) the solution of coupled problem (5.0.1)&(5.0.2) related to these data,
we deduce by Remark 5.2.4 that u, belongs to H 2(QET), and so by previous computations
(5.4.2) holds true for it. By Theorem 5.2.5 equality (5.4.2) passes to the limit as n — 400

and hence we conclude. O

Thanks to previous lemma we are able to prove the following energy bound:

Proposition 5.4.3. Assume (H1). Then for every T > 0 there exists a positive constant
Cr > 0 such that for every € € (0,1/2) it holds:

30
KCE(t) + E°(t) + VE(1) +/ k(o)do < Cr, for every t € [0,T7, (5.4.3)
Lo

where K=, £ and V¢ are the energies defined in (5.2.1a), (5.2.1b) and (5.2.1c).
Proof. We fix T'> 0, t € [0,T], € € (0,1/2) and by using the energy-dissipation balance
(5.2.2a) we estimate:
(1)
ICE(t) + E°(t) + VE(t) + / k(o) do = K°(0) + £°(0) + W= (1)
Lo

1 [t 1/t
< K(0) + £°(0) + 2/ 11)5(7')2 dr + 2/ us, (T, O)2 dr
0 0

_ 22 t t
= K5(0) + £5(0) + 25 /0w6(7)2d7+;/0 (e2w6(7)2+u;(7,0)2) dr = (x).

By Lemma 5.4.2 and by applying Young’s inequality, we can continue the estimate getting:

2 gt
(= A+ +EO) + 5 [P
+<x2&2}‘h($)‘+y)/o (KE(T) + E°(7)) dT + e (K°(t) + E°(t))

We conclude by means of Gronwall Lemma and exploiting (H1). O

As an immediate corollary we have:

Corollary 5.4.4. Assume (H1) and (K0). Then for every T > 0 there exists a positive
constant Lt > 0 such that ¢¢(T') < Lt for every e € (0,1/2).

In order to improve the energy bound given by Proposition 5.4.3 we exploit the classical
exponential decay of the energy for a solution to the damped wave equation. Following the
ideas of [68] we adapt their argument to our model in which the domain of the equation
changes in time. For this aim we introduce the modified shifted potential energy:

~ 1 =@
&)= / (E(t,0) — 15(t,0))2do, for t € [0, +o0), (5.4.4)
0
where r°(t, ) is the affine function connecting the points (0,w®(¢)) and (¢¢(¢),0), namely:
ré(t, z) = w(t) <1 - gex(t)> Ljo,e=(p))(x), for (t,7) € [0, +00) x [0, +00). (5.4.5)

The main result of this section is the following decay estimate:



5.4. ENERGY ESTIMATES 117

Theorem 5.4.5. Assume (H1) and (K0) and let the parameter v be positive. Then for
every T' > 0 there exists a constant Cr > 0 such that for every t € [0,T] and ¢ € (0,1/2)
one has:

~ ~ t . —T
K (8) + (1) < 4 (K7(0) + E5(0)) ™™ + C / (6(r) 4+ 47 ()% 4 u5 (1, 0)2 + 1) e ™% dr,
0
(5.4.6)
} > 0 and u%, u%’ are defined as follows:

1
1

1
where m = m(v,T) := 2min{2u0 ) gv O+
T T T Hr

Lo\ 2
wr= "=, and py:=v <T) , (5.4.7)

with Lt given by Corollary 5.4.4.

Remark 5.4.6. Estimate (5.4.6) actually still holds true for v = 0, but in this case m = 0
and so the inequality becomes trivial and useless.

To prove this theorem we will need several lemmas. As before we always assume that
e € (0,1/2).

Lemma 5.4.7. Assume (H1). Then for every T > 0 the modified internal energy K¢ + £e
is absolutely continuous on [0,T] and the following inequality holds true for a.e. t € [0,T):

KE(t) + gs(t) < —u/ea( )5u§(t, o) do + Cr(£5(t) + (1) + u(t,002 + 1), (5.4.8)
0

where Cr is a positive constant depending on T but independent of €.
Proof. By developing the square in (5.4.4) and exploiting (5.4.5) one can easily show that:

1 we(t)?
2 02(t)

E5(t) = E5(t) — for every t € [0, +00). (5.4.9)

Now fix T > 0. The modified internal energy K¢ + £° is absolutely continuous on [0, 7]
because by (5.4.9) it is sum of two absolutely continuous functions (we recall Proposi-

tion 3.3.1). By (5.4.9) and the energy-dissipation balance (5.2.2a) we then compute for a.e.
€ [0,400):

K= (1) + E(t) = K=(t) + €°(t) - %di (? _
= —r(l5( / eus(t, 0)2 do — (L)l (L, 0)
é%t) 0Pt
T Ewr T O

Recalling that ¢¢(t) > ¢p and since by (H1) the family {w®}.~¢ is uniformly equibounded
in [0, 7] we conclude by means of Young’s inequality. O

Always inspired by [68], for ¢ € [0, +00) we also introduce the auxiliary function:

- £5(t) ve [E®
Fe(t) := /0 62u§(t, o) (ua(t, o) —r(t, J)) do + 2/0 (us(t, o) —re(t, 0'))2 do.
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Lemma 5.4.8. Assume (H1) and (K0). Then for every T > 0 one has:
el (ICE(t) + Es(t)) < Fo(t) < e(utub) (/cs(t) + E’f(t)) for every t € [0,T), (5.4.10)

where p% and pk have been defined in (5.4.7).

Proof. We fix t € [0, T] and by means of the sharp Poincare inequality:

b b
/ f(o)*do < ([);;)2/ f(0)%do, for every f € Hi(a,b), (5.4.11)

together with Young’s inequality we get:
£5(t)
g? / ui (t,0)(u*(t,0) —ré(t,0)) do
0

€ EE (t) Zs(t) ) ) T 2 (t) )
< - | —2 € € _ €
5 [ - /0 e“ui(t,0)*do + Ks(t)/o (uf(t,0) —r5(t,0))" do

e 1 éa(t) 1 fe(t) ~
< 5& / e2ui (t,0)?do + / (ui(t, o) — ri(t,a))2da < ep¥ (Ke(t) + 55(t)) .
T 2 0 2 0

From the above estimate we hence deduce:

20 _
2 / Gt 0) (u (8, 0) — (1, 0)) do| < F= (1)
0

e (K1) + W) < -

g a2 (t)2
2 72

< e+ ud) (K°() + &)

~ e (t)
<epd (lca(t) + £€(t)) + /O (us(t, o) — ri(t, a))2 do

and we conclude. O

Lemma 5.4.9. Assume (H1) and (K0). Then for every T > 0 the function F¢ is absolutely
continuous on [0,T] and the following inequality holds true for a.e. t € [0,T]:

f&(t) <2 /M) 25 (t,0)? do — K5(t) — E5(t) + Ope? (v (t)? + (t)?), (5.4.12)
0

where Cr is a positive constant depending on T but independent of €.

Proof. Fix T'> 0. By exploiting the fact that u° solves problem (5.0.1) we start formally
computing the derivative of F*¢ at almost every point t € (0,7):

- 05 (1) 20,
Fe(t) = /0 52u§(t, o) (uf(t, o) —ri(t, U)) do + /0 52u§t(t, o) (ua(t, o) —r(t, J)) do

(1)
+ VE/O (us(t,0) = r°(t,0)) (ui(t,0) — r§(t,0)) do
(1)

ZE(t% € £ € € € € €
= /0 e (t, a)(ut (t,o) —ri(t, J)) do —I—/ (u (t,o) — re(t, 0)) (um(t, o) — rm(t,a)) do

0

£2(2)
— V/ er; (t,0)(u®(t,0) —r(t,0)) do
0
e=(8) (1) ,
= / 52uf(t, o) (uf(t, o) —ri(t, 0)) do — / (ui(t, o) —ri(t, 0)) do
0 0
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€= (t)
— V/O er; (t,0)(u®(t,0) —r°(t,0)) do.

By means of an approximation argument similar to the one adopted in the proof of
Lemma 5.4.2 one deduces that F¢ is absolutely continuous on [0,7] and that the formula

for F¢ found with the previous computation is actually true.
To get (5.4.12) we use the sharp Poincare inequality (5.4.11) and Young’s inequality:

Fe(t)

e, 2 pel 1 e, 2 1o, 2
< 2/ 2l (t,0)2 do — 2 (ICE(t) +55(t)) + 2/ 2l (t,0)2 do + 2/ e2E(t,0)? do
0 0 0

v|1l =2 () 2 =(t)? e 2 2
+ 2 [1/55(75)2 /0 (u*(t,o) —r°(t,0)) do +v 2 /0 eri(t,0)"do
2 (t)

(1) - 1 1 @
< 2/ e2u(t,0)% do — 2 (/ca(t) + 56(15)) + 2/ e2u(t, o) do + 2/ e2rE(t, o) do
0 0 0

L2 (t) € 2 plE(t)
s [ tio) —sswetar L (D) [ o an
0 0

+

T
() o ()
<9 / S (1,0)” do — K7 (1) — E°(1) + 5 (1+ i) < / rE(t0)2 dor.
0 0

To conclude it is enough to use Corollary 5.4.4, (H1) and to exploit the explicit form of r©
given by (5.4.5) getting:

() .
/ ro(t,0)% do < Cp (6 ()% + £°(8)2).
0

We are now in a position to prove Theorem 5.4.5:

Proof of Theorem 5.4.5. We fix T' > 0 and we introduce the Lyapunov function:
NE € oe 2m e
De(t) = Ko(t) + E°(t) + ?]: (t), fortel0,T).
From (5.4.10) we easily infer:
(1—2mpud) (ICE(t)—l—ga(t)) <D () < (1+2m(ud+puk)) (Ka(t)+§5(t)) , for every t € [0, T],
and so in particular by definition of m we deduce:
1 € ce e € ce
5 <IC (t)+ & (t)) < D*(t) < 2 (IC (t)+ & (t)) , for every ¢ € [0, T1. (5.4.13)

Moreover we can estimate the derivative of D¢ for a.e. t € [0,T] by using (5.4.8) and
(5.4.12) and recalling that °(¢) < 1 and that 4m < v:

De(t) = K=(t) + E5(t) + %mﬁ's(t)

2 (t)
< —(v—4m) / euf (t,0)* do —
0

< —27m (ng(t) - fe(t)) + CO7 (5 () + 07 (1)? + us(t,0)2 + 1).

%m (Ka(t)+§€(t)> + O (€5 (£)+u° (t)*+us (¢, 0)%+1)
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By (5.4.13) we hence deduce:
56(75) < —?55(15) + CO7 (5 (t) + 07 (t)? + u5(,0)2 + 1), for ae. t € [0, 7],

from which for every t € [0,7] we get:

~ ~ t . .
D(t) < D(0)e ™= + Cr / (F(r) + 4 (1) + 5 (r,0) + 1)e ™ dr.
0

We conclude by using again (5.4.13). O

5.5 Quasistatic limit

In this section we show how, thanks to the estimates of Section 5.4, dynamic evolutions
(uf, %) converge to a quasistatic one as € — 0T, except for a possible initial jump due to
a steep initial position ug. The rigorous result is stated in Theorem 5.5.21. Also in this
section we assume that x belongs to C%([¢y, +00)).

5.5.1 Extraction of convergent subsequences

We first prove that the sequence of debonding fronts ¢¢ admits a pointwise convergent
subsequence.

Proposition 5.5.1. Assume (H1) and (K0). Then there exists a subsequence e, \, 0 and
there exists a nondecreasing function £: [0,+00) — [{y,+00) such that

lim ¢°7(t) = ((t), for everyt € [0, +00).

n—-+o0o

Proof. The result follows by Corollary 5.4.4 and by a simple application of the classical
Helly’s selection principle. ]

In order to deal with the convergence of the displacements u® we exploit the energy
decay (5.4.5):

Proposition 5.5.2. Assume (H1) and (K0) and let v be positive. Then for every T >0
the modified internal energy K¢ + £° converges to 0 in L'(0,T) when ¢ — 07. Thus there
exists a subsequence €, \ 0 such that:

ngrfoo (ICE" (t) + (t)) =0, for almost everyt € (0,+00).
Proof. We fix T' > 0. Theorem 5.4.5 ensures that:
Ke(t) + E5(t) < 4 (ICE(O) + 56(0)) e 4 Cp(pf % 1) (t), for every ¢ € [0,T],
where the symbol * denotes the convolution product and for a.e. t € R we define:
po(8) = (5() + ° (1) + ug(t,0)* + 1) Lo 1 (8),
(1) == € I o) (8).

Furthermore by (5.4.9) and (H1) we get that K¢(0) and £(0) are uniformly bounded in &,
and so by classical properties of convolutions we estimate:

~ +oo T
1K + &%l prom) < C/O e d7 + Orllp” * 17|l L1 )

€ e
<O+ Crlplu@ln e = —(C+ Crllplle)-
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Now we bound the L'-norm of p* by means of (H1), (K0) and recalling that by Lemma 5.4.2
and Proposition 5.4.3 we know that [|ug(+,0)|/2(,7) is uniformly bounded with respect to
£:

1p° 12y = €(T) = bo + [0° 11720, + 15 (5 O)IZ20,0y + T < Cr.
Thus we deduce that K¢ 4+ £ — 0 in L'(0,T) when ¢ — 07 and so we conclude by using a
diagonal argument. O

Similarly to what we did in Lemma 5.4.2 we need to understand the behaviour of u5 (-, 0)
when € — 0T before carrying on the analysis of the convergence of u°.

Lemma 5.5.3. Let the function h be as in Lemma 5.4.2. Then the following equality holds
true for every t € [0, +00):

1/t (52w5(7‘)2 + ( “(1,0) — (T, 0))2) dr
= —/ /ZO . 5 u§(1,0)% + (uS (1, 0) — T;(T,O’))Q) dodr

)
_1,/ / o)eui(1,0)(ug(1,0) —r5(7,0)) dodr (5.5.1)

_s</0 h(o)eus (¢, o s (¢, o)da—/ozo h(o)eus (o )ug(a)da>

fo we(t) . w(0)
_E/O h(a)<£€(t) cui(t.) = 2 €u1(0)> do

() () - wt(n)E()
+€/0/0 h(o)eug (T, 0) =2 do dr.

Proof. The proof follows by using exactly the same argument adopted in Lemma 5.4.2,
recalling the explicit formula of the affine function r* given by (5.4.5). O

Corollary 5.5.4. Assume (H1) and (K0) and let v > 0. Then for every T > 0 one has:
us(-,0) —r5(-,0) = 0, in L*(0,T) as e — OV,

T

Moreover, considering the subsequence €, given by (5.4.1) and Proposition 5.5.1, one gets:
us(+,0) — —%, in L?(0,T) as n — +oo, (5.5.2)

where w is given by (5.4.1) and ¢ is the function obtained in Proposition 5.5.1.

Proof. We fix T > 0 and we simply estimate by using (5.5.1) and recalling that by (H1)
the family {w®}.~¢ is uniformly equibounded in [0, T]:

T 2

/0 (’U,i,(’i', 0) —ri(r, 0)) dr

/ (K ()£ 8°(r)) di-t2 <55(t)+55(0)+ / () dr 41 / o) [Tatr. o) ldo df>] .
0 0 0

< Cr
0

By Holder’s inequality and since aés(t) < 1 almost everywhere we then deduce:

T . eE(T) T ES(T) % TLT 1
/ 555(7)/ |ui (1,0)|dodr < \/TLp / / ui (1,0) dodr | =/ —=V(T)>.
0 0 0 0

EV
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By means of Proposition 5.4.3 we hence obtain:

/OT (u5(7,0) = 75(7,0))" dr < Cr [/OT ()5() + &) dr + & (I ooy +1) + \/g} _

We conclude by using (H1) and Proposition 5.5.2.

The proof of (5.5.2) trivially follows by triangular inequality, recalling that by (5.4.5)

we know that r°;(¢,0) _12;:7(({3) for every t € [0, 4+00). O

We are now in a position to state our first result about the convergence of u® to the
proper affine function.

Theorem 5.5.5. Assume (H1), (K0), v > 0 and let €, be the subsequence given by (5.4.1),
Propositions 5.5.1 and 5.5.2. Let £ be the nondecreasing function obtained in Proposi-
tion 5.5.1. Then as n — +00 one has:

o c,ui"(t,+) — 0 strongly in L?(0,+00), for every t € (0,+00)\J,
o utn(t,-) — ult,-) strongly in H*(0,+00), for everyt € (0,+00)\Jy,
where Jy is the jump set of £ and:

X

u(t,z) == w(t) (1 - M) Lio ey (), for (t,z) € [0,+00) x [0, +00),

with w given by (5.4.1).

Proof. By (5.4.1) and by Proposition 5.5.1 it is easy to see that for every ¢ € [0,+00) one
has 77 (¢, -) — u(t,-) strongly in H'(0, +0c) as n — 400, thus we deduce:

lentsg™ (& M Zao,ro0) + 105 () = ults M 0,400)
< C (Jlents™ (8 M0 o) + 14 (6 ) = 75 (6 ) 0,00 + 17 (1) = 0t )10 400 )
< C (llent5™ (1 Mo oo + 15 (1) = 7508 M0 o0 + I () =t ) s 400 )
=C <ICE" (t) 4+ E5 (t) + ||[rn(t, ) — ult, ')H%{l(O,%o)) ;

where we used Poincare inequality.
To conclude it is enough to show that lim (ICE" (t) + En (t)) = 0 for every t €
o0

n—-+

(0, +00)\Jr. By (5.4.1) and (5.4.9) this is equivalent to prove that:

: En En _ 1
o (R +E(0) = 575

for every t € (0, +00)\ Jy. (5.5.3)

By Proposition 5.5.2 we know that (5.5.3) holds true for a.e. ¢ € [0,+00). To improve the
result we then fix ¢ € (0,400)\J; and we consider two sequences {s;};en and {¢;};cn such
that 0 < s; <t <t;, the limit in (5.5.3) holds true for s; and t; for every j € Nand s; "¢,
tj \yt as j — +oo. By the energy-dissipation balance (5.2.2a) we hence get:

Kon (1) + £ (8) + /t T (e (, 0) dr < KN (£) + £50 (1)

< ICS"(Sj) 4+ Een (Sj) +/ J WEn (T)Uin (7-, ()) dr.
t
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Passing to the limit as n — 400 and exploiting Corollary 5.5.4 together with (5.4.1) we
deduce:

w(t)? tj w(T
ey~ R o <m0+ 0

. e e lw(s-)2 [ w(T)
< imsup (K= (1) + £:(1) < 322 lwm dr.

Passing now to the limit as j — 400, recalling that ¢ is a continuity point of £, we finally
obtain:

Tw()? .. . : 1Lw(t)?
— < lim inf En &n < lim En En < —
> S li J1rn (Ken(t) + &5 (t)) < 111 Jsrup (K (t) + & (t)) < 27 0t)
and so we conclude. O

We want to highlight that the viscous term in the wave equation forces the kinetic
energy to vanish when ¢ — 07. Indeed this phenomenon does not happen in [52], where
on the contrary the presence of a persistent kinetic energy due to lack of viscosity is the
main reason why the convergence of u® to an affine function occurs only in a weak sense
(see Theorem 3.5 in [52]) and the limit pair (u, ) fails to be a quasistatic evolution.

5.5.2 Characterisation of the limit debonding front

Our aim now is to understand if the limit function ¢ solves quasistatic Griffith’s crite-
rion. We thus need to pass to the limit in the dynamic Griffith’s criterion (5.2.3). Next
proposition deals with the stability condition.

Proposition 5.5.6. Assume (H1), (K0), v > 0 and let ¢ be the nondecreasing function
obtained in Proposition 5.5.1. Then for every 0 < s <t one has:

1 [Pw(r)? t

— | 2 ar<

2/8 IE3E dT_/s k(€(T))dT,
where w is given by (5.4.1).

In particular the following inequalities hold true:

w(t)?

;EJF((?)? < Kk(LT(t)), for everyt € [0, +00), (5.5.4a)
w(t)?

;g—((tt))Q < k(L™ (t)), for everyt e (0,+00), (5.5.4b)

where {7 and £~ are the right limit and the left limit of ¢, respectively.

Proof. Let &, be the subsequence given by (5.4.1) and Proposition 5.5.1. By (5.2.12) we
know that for a.e. ¢t € [0,+00) one has:

1 — enlon(t)

it — en 2 E??iﬁéz En( AEn 2
1+%W@F(t&J“»—2 Fer (o (1) (5.5.5)

Ceniny =2 1)

snégn
where we introduced the function:
Fer(o) = fo (o) + vgen[us](0), for ae. o € (—eply, " (+00)).

Here we adopt the notation ¢°(+o00) = tliin ¢ (t), which exists since ¢°n is strictly
—+00

increasing. We want also to remark that ¢°"(4+00) > 0 for n large enough (actually it
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diverges to +00 as n — 400), indeed ¢ converges locally uniformly to the identity map
as n — 400 by Corollary 5.4.4. By means of (5.2.11a) and of the explicit form of f*» and
g [us"] in (—eplo,0) we deduce that:

Sent™ ()~ 25 (0, 0) 4w (67 [u5") ()~ H [1712(0,0) ) if 0 € (0, 55 (+00)),

Fe(o)= 1 o 1 o y [#)7HO) T—o0o
- En _ En _ _ En - s _
5Enl] < €n> 340 < €n) 5 /0 u; (7’, - )dT, if 0 € (—e,4p,0).

Thus, thanks to (5.2.8), we obtain:

(¢*)"1(o) _
%www—wwmm—/ n (7, T2

€n
1 o 1. o v [y s )
§€nu§” (_€n> —ngn <_€n> _2/0 uin (7’, = ) dr, if o € (—ﬁnfo, 0)
(5.5.6)
By the stability condition in dynamic Griffith’s criterion (5.2.3) we hence deduce that for

every 0 < s <t one has:

}hiwemwmm»

7_

/ k(0 (1)) dT > GE" o= (1))2dr

s enlen (T wen T

‘/Wm Fo (o) do =: I7(s,).
“m@¢www4m> 7 ’

Thus, by dominated convergence we infer:

/ k(£(T))d7 > limsup I°" (s, t).

n—-+o0o

We actually prove that the limit in the right-hand side exists and it holds:

(1)
en

HEIEOOI s, t) g G (5.5.7)

If (5.5.7) is true, then we conclude; to prove it we reason as follows. We first assume s > 0,

S10) that ¢ (s) > 0 (for n large enough) and we can write:

" Ljgen (s) 0o (] (0)
o e () Y(o))

By means of the properties of ¢°» and ", see (5.1.2) and the subsequent discussion,
Lgen (s),0mm 1)()
Pen ()1 (0))
satisfies [[a* [0y < 1 and a® — T[54 in L'(0,t) as n — 4o00. So we conclude if we
prove that:

2
e (s,t) = (2F7(0)) 1 pen (o) dor

and recalling Corollary 5.4.4 it is easy to see that the function a®" (o) :=

2F g pen (1] — % in L2(0,t) as n — oo, (5.5.8)

since the function w/¢ belongs to L>°(0,t). To prove (5.5.8) we estimate:

275 10 om0 -

+7

w . en
Tl ey S alli™l
L2(0,t) L2(0,t)

1
2 2

©=n (t) (=)~ (o) _
+v / (/ ug" (T, TE U) d7'> do | + Ce,.
0 o n
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By (H1) and (5.5.2) the first and the second term go to zero as n — +o0o. For the third
one we continue the estimate:

e () [ pe=m)"1(0) _ 2
/ (/ ug" (7’, T 0) d7'> do
0 o En
@=n (t) (=)o) —+\2
S/ ((gosn)*l(a) —O')/ ug" (T,T U) drdo
0 o
©°n (t) (=)~ (o) —_+\2
:/ enﬁgn((gpsn)_l(o'))/ ug" <7’,T U> dr do
) Co\?
< Ct/ / 8nut < ) 1[07(¢sn)—1(0)} (’7’) drdo (559)

P (1) r—o)\?
/ / 5nut < T, 6) 1[0.7«05”)—1(0)} (T) dodr

£en (T Ct
< ct/ / e2u§n 7,0)?dodr = sn7v5n(t),

which goes to zero by (5.4.3), and we conclude in the case s > 0.
If instead s = 0 we can write:

2

” ” O OV
I (0,t) = / enpui” <—> —118"< ) —1// ug" <7’, >d7‘ do
B S e W) “

—enlo

2
+2/o @ﬁsn((apEn)l(g))(zF (")> Ljo,gen (1) (0) do.

t 2
w(T
Reasoning as before one can show that the second term goes to 3 / 7 (( ))2 dr as n — +o0,
0 T
so we conclude if we prove that the first one, denoted by J», vanishes in the limit. To this

alm we estimate:

0 2 2 @) @), o\ 2
Jon < C 52u§” (—0> + g <_a> + ysn/ ug" <T, r—e J) dr
—enlp En En 0 En

< enC (llents™ 22(0,) + 1557 B2(0.00) + V" ((9°) 7(0))

do

We thus conclude by means of (H1) and (5.4.3), since (¢*)~1(0) is uniformly bounded with
respect to &, thanks to Corollary 5.4.4. O

Now we pass to the limit in the energy-dissipation balance (5.2.2a).

Proposition 5.5.7. Assume (H1), (K0), v > 0 and let w and ¢ be given by (5.4.1) and
Proposition 5.5.1, respectively. Then there exists a positive measure pp on [0,400) for
which the following equality holds true for every t € [0, +00):

1 w(t)? () 1 [b 1 [ t w(T
e @t uo(0.1) = tim (5 [ S0t (02aos 5 [iir(or2as) + o) 37 an

(5.5.10)
where €, is the subsequence given by (5.4.1) and by Propositions 5.5.1 and 5.5.2.
Moreover for every 0 < s <t one has:

w(t)? £t (t) w(s)? 0= (s) . wir
;gfz) +/£O k(o) do + pp([s, 1)) =;€_((2) +/g0 n(a)da+/s w(T) z((r)) dr. (5.5.11)
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Proof. By classical properties of BV functions in one variable (see for instance [8], Theo-
rem 3.28) it is enough to prove that the function p: (=6, +00) — R defined as:

1 602 2 1 to 2
lim inf 2/5nu‘i"(0) do + /Ougn(a) d0'>, if t € (—4,0],

pt) = T o(t) 2
) 1w(t)? / ¢ b w(r) )
= + [k(o)do — /w(T) dr, if t € (0, +00),
2 £(t) Sy o A7)
belongs to the Lebesgue class of a nonincreasing function. Indeed in that case pup := —Dp

does the job.

We actually prove that the right limit p* is nonincreasing. We fix s,t € (=4, +00) such
that s < t and we consider all the possible cases.

If s > 0 we pick two sequences {s;};jen, {¢;}jen such that for every j € N one has
s < s; <t <tj,sjand t; do not belong to the jump set of £, and s; \, s, t; \, t as
Jj — 4o00. By the energy-dissipation balance (5.2.2a) we hence get:

en(t;) t;
Kn (ty) + £5(t) + / " k(o) do + / "t (F)usr (7, 0) dr
o 0
05 (s5) sj
<K (sy) + E(s5) + / k(o) do + / W (T)uir (7,0) dr.
/4 0

Passing to the limit as n — 400, by Theorem 5.5.5 and by exploiting Corollary 5.5.4
together with (5.4.1) we deduce:

Lw(t;)? 4t) b w(T) 1w(s;)? €(s5) si o w(r)
3740, +/KOH(U)dU_/o w(T) o) dr < () +/€O m(a)da—/o w(7) dr.

Passing now to the limit as j — +o0o we get pT(t) < pT(s).
If s € (—6,0) and t > 0 we consider a sequence {¢;};cn as before and by means of the
energy-dissipation balance we infer:

O |

= () t
KCEn (1) + £57 (1) + / " k(o) do + / " (r)usr (r, 0) dr
Lo 0

1 fo 2 2 1 to 2
<K= (0)+£(0) = 5 / (o) do + / i (0)? dor
0 0

Passing to the limit as n — +o00 and then j — 400 we hence deduce that also in this case
ot () < p*(s).

If finally both s and ¢ belong to (—4, 0), then trivially p™(¢) = p*(s) and so we conclude.

O

The measure pp introduced in the previous proposition somehow represents the amount
of energy dissipated by viscosity which still is present in the limit. Indeed it can be seen
as a weak*-limit of V¢ as ¢ — 0F. The rise of such a limit measure occurs also in [79]
in a model of contact between two visco-elastic bodies. Of course, to obtain the desired
quasistatic energy-dissipation balance (eb) we need to prove that pup = 0, namely that V¢
vanishes as ¢ — 07. To this aim we assume (K1) and we exploit the following lemma:

Lemma 5.5.8. Assume (H1), (K0), (K1), v > 0 and let w and ¢ be given by (5.4.1) and
Proposition 5.5.1, respectively. Then for every 0 < s <t the following inequality holds true:

1w(t)? e (t) t w(T 1 w(s)? e (s) s w(T
2€+((i) +/30K(U) do — /Ow(T) E((T)) dr > 2£+((i) —i—/eol'i(O') do — /Ow(T) 6((7-)) dr. (5.5.12)
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Furthermore for every 0 < s <t we have:
lw(t)z (1) B t' ’LU(T) 1 w(s)2 L= (s) B s w(T)
20 (1) +/EOI€(U) do /Ow(T) o) dr > () +/ZOH(U) do /Ow(T) e dr. (5.5.13)

If in addition 22) < k(ly), then (5.5.13) holds true even in s = 0.

O |

Proof. If s =t (5.5.12) is trivially satisfied, so let us fix 0 < s < ¢ and consider a sequence
of partitions of [s,¢] of the form s =t} < t] - < ti:( ) =t such that:

1) i a ‘tj—tj ‘:0.
SRR T
It is worth noticing that by (1) and the absolute continuity of the integral we can assume
without loss of generality that:
ti 1
(2) for every j € N it holds / |w(m)w(r)|dr < = for every k =1,...,k(j).
J

J
tkl

Fix one of these partitions and, since by (5.5.4a) we know that ¢* () satisfies (s2) for every
€ [0,4+00), arguing as in the proof of Proposition 5.3.4 and exploiting (K1) we deduce
that for every k = 1,...,k(j) we have:

Lw(t )2 () Tw(t )2 ()
w(kl)—F/ klﬁ(o)dogw(k_.l)—i-/ kﬂ(a)da,
206t ) Jeo 2 +(t]) lo

and thus we obtain:

Lw(t)? 1wt ) | @
= j j /  k(o)do
20+(t) 2 et ) Jerdd )

Jy2 t] 2 td
> Lwty)”  1w(G) :/k ()2 gy
200 2 () g, @)
By summing the above inequality from k = 1 to k(j) we get:
k(G) g
Lw(t)?  1w(s)? / ®) o w(T)
= = + k(o)do > / w(T) —dr =: I,.
200(t)  207(s) " o) ; 0 () !
o w(T) o o
We prove (5.5.12) if we show that lim I; = [ w(7) d7. For this aim we split it into
j—+oo s E(T)
two parts:
¢ w(T) ) 1 1
I-:/wT dr + / w(r)w(r) | ——— — dr,
R AP Y Ml Vo e

and thus we conclude if we show that the above sum, denoted by I1;, vanishes as j — +o0.
So we estimate by using (2):

k(5) k() pt4d J t
H(t, )—ﬁ( ) () — () [
11| < Z/ —W(ti)ﬁ( e ; z /%1 lir(F)w(r)| dr
E9) g+ tﬂ) e (ti D LRt — £ (s)

*Z — =i



128 CHAPTER 5. VANISHING INERTIA AND VISCOSITY ANALYSIS

and hence (5.5.12) is proved.
Recalling that (5.5.4b) holds true only for ¢ € (0, 400) and reasoning in the same way

1 w(0)? < k(4p), then (5.5.4b) is also valid in t = 0, and

one gets (5.5.13). If in addition 5
again with the same argument one obtains (5.5.13) even in s = 0. O

2 2

As a simple byproduct we obtain the following proposition, which states that assuming
(K1) the measure pup appearing in Proposition 5.5.7 is identically zero in (0, +o00):

Proposition 5.5.9. Assume (H1), (K0), (K1), v > 0 and let w and ¢ be given by (5.4.1)
and Proposition 5.5.1, respectively. Then for every 0 < s <t the following energy balance
holds true:

1w(t)2 01 (¢) 1w(5)2 £~ (s) t w(T)
92 =5 . .b.14
2 (+(t) +/€o k(o) do 20 (s) +/£o /<;(o*)do'+/S w(T) e dr (5.5.14)
If in addition %“’22)2 < k(ly), then for every t € [0,4+00) we also have:
0
1w(0)2  1w(t)? /Wt) /f, w(7) (1Y | /?o )
= <z = <liminf (> [e2us = fign
2 6 2y oo i) gesdr <limin{g /Oenul (0)*do+3 [ (0)do)
(5.5.15)

where €y, is the subsequence given by (5.4.1) and by Propositions 5.5.1 and 5.5.2.

Proof. Let us fix 0 < s < t. By (5.5.11) we know that the left-hand side of (5.5.14) is
less or equal than the right-hand side. Let us now consider a sequence {s;};cn such that
0 < sj < s forevery j € Nand s; /s as j = 400. By means of (5.5.12) we deduce that

1w(t)? e Lw(s;)? €+ (s5) b w(r
ng(i) +/€0 k(o) do = 2545(53) +/Ko ﬁ(a)da—i-/sjw(r) ( )dq-,

and letting j — +o00 we prove the other inequality, thus (5.5.14) holds true.

If we assume %“’22)2 < k({p), reasoning in a similar way by using (5.5.10) and (5.5.13)
0
we also prove (5.5.15) and we conclude. O

Previous proposition ensures that, assuming (K1), the measure up introduced in Propo-
sition 5.5.7 is concentrated on the singleton {0}. This means that viscosity dissipates all
the initial energy at the initial time ¢ = 0. Unfortunately, the fact that up is concentrated
on t = 0 gives us no informations about the limit debonding front. Let us indeed consider
the following example: we take w®(t) = w > 0, k(z) = %1‘;—22 if © € [{y, L], where L >> {p,

and k(x) = %%’—; if © > L. Moreover we pick v = 0 and u§(z) = w <1 - %) Then any

nondecreasing function ¢ for which ¢* := inf{t > 0 | £7(¢t) > L} is positive satisfies (5.5.4)
with equality for every ¢ € [0,¢*); furthermore in this case (5.5.14) and (5.5.15) are trivially
satisfied in [0, ¥).

To overcome this problem and to give a characterisation of the limit debonding front ¢
we are forced to strenghten the assumptions on the toughness k. As we did in Section 5.3
to show equivalence between energetic and AC-quasistatic evolutions, we first prove that ¢
is a continuous function; this is, however, a crucial step for getting (eb) from (5.5.14).

Corollary 5.5.10. Assume (H1), (K0), (K2) and let v be positive. Then the nondecreasing
function € given by Proposition 5.5.1 is continuous in (0, 400).

Proof. The result follows arguing as in the proof of Lemma 5.3.5 by means of (5.5.4b) and
(5.5.14). O
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Proposition 5.5.11. Assume (H1), (K0), (K2) and let v be positive. Then the following
energy-dissipation balance holds true for the nondecreasing function ¢ obtained in Proposi-
tion 5.5.1:

W) o) w(0)2 ¢ wir
1 (*) —i—/e /-c((f)dU:1 (0) —I—/O w(T) ()dT, for every t € (0,400), (5.5.16)

where w is given by (5.4.1).

Proof. By Corollary 5.5.10 we know ¢ is continuous on (0, 400), so (5.5.16) follows from

(5.5.14). 0

Up to now we have thus proved that, under suitable assumptions, the limit pair (u, £) is
a quasistatic evolution starting from the point £*(0). The aim of the next subsection will
be characterise the value ¢£(0).

5.5.3 The initial jump

In this subsection we show that the (possible) initial jump of the limit debonding front
¢ is characterised by the equality £*(0) = , liin £(t), where £ is the debonding front related
—+00

to the unscaled dynamical coupled problem:

U (t, @) — lge(t,2) + vig(t,z) =0,  t>0,0<az<L(t),
a(t,0) = w(0), t>0,
alt, i(t) =0, t>0, (5.5.17)
u(0,2) = uo(x), 0<z <,
’LNLt(O,I'):O, 0<£L’<£0,
0< i) <1,
Gy (t) < K€1), for a.e. t € [0, +00). (5.5.18)

Here we are assuming that ug € H'(0,4) satisfies up(0) = w(0) and ug(fy) = 0.
Moreover, as before, we consider v > 0 and a positive toughness x which belongs to
C%1([€y, +0)). We also need to introduce stronger conditions than (H1):

the family {w® ;>0 1S bounde in H ,+00), ud — ug strongly in ,£o), €Uy —
H2) the family {w® is bounded in H'(0 g ly in H(0, ¢ §—0
strongly in L?(0,/p) as ¢ — 07.

(H3) w® — w weakly in ﬁIl(O,—i—oo), u§ — ug strongly in H'(0,4p), eu§ — 0 strongly in
L%(0,£y) as € — 0.

Remark 5.5.12. Assuming (H3), by the compact embedding of H(0,T) in C°([0, T]) we
deduce that for every T' > 0 we have w® — w uniformly in [0,7] as ¢ — 0T,

Remark 5.5.13. As explained in Section 5.2 the pair (@, ¢) solution of (5.5.17)&(5.5.18)
fulfils the energy-dissipation balance:

£(t) Lo
Kt)+ &)+ V() + / k(o) do = % / top(0)?do, for every t € [0,+00), (5.5.19)
Lo 0

where K, £ and V are as in (5.2.1a), (5.2.1b) and (5.2.1c) with e = 1 and 4, £ in place of
u® and £°.
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We want to notice that, assuming (H2) and considering the subsequence &,, given by Re-
mark 5.4.1, one can apply Theorem 5.2.5 deducing that actually the pair (@, ) is the limit
as n — 400 (in the sense of Theorem 5.2.5) of (ue, , le, ), where this last pair is the dynamic
evolution related to the unscaled problem

((u)e(t, ) — (ue)wa(t, @) + v(ue)e(t, z) = 0, t>0,0<z<{(t),
ue(t,0) = we(et), t >0,

ue(t, 65(t)) = 0, t >0,

ue (0, ) = ug(z), 0 <z <,

[ (ue)t(0,7) = eui(z), 0<z <l

coupled with dynamic Grifith’s criterion.
We denote by /1 the limit of £(¢) when ¢ goes to +oc. Before studying the relationship
between ¢1 and ¢ (0) we perform an asymptotic analysis of the pair (1, /) as t — +oo.

Lemma 5.5.14. Assume (K0). Then for every 6 > 0 there exists a time Ty > 0 and a
measurable set N5 C (T, 400) such that |Ns| < & and £(t) < & for every t € (Ts,+00)\ Ns.

Proof. First of all we notice that by (K0) we deduce from the energy-dissipation balance
(5.5.19) that /1 is finite. Then we fix § > 0 and we consider T; > 0 in such a way that
{1 — U(Ts) < §2. Introducing the sets:

NDs :={t > Ts | £ is not differentiable at t},
Ms = {t > Ty | £ is differentiable at ¢ and g(t) >0},

we then define N5 := ND; U Ms. By construction £(t) < § for every t € (T, 400)\ N,
while by means of Cebysév inequality we deduce:

1 [T 0 — E(Tg)

|Ns| = |Ms| < = 3 (r)dr = <94,

5 <
and we conclude. O

All the next propositions trace what we have done in the previous sections to deal with
the analysis of the limit of the pair (uf,¢°) when ¢ — 0". For this reason the proofs are
only sketched.

1 2
Proposition 5.5.15. Assume (K0). Then one has hgl (K@) +E@1) = ng)) .
t—+o00 1

Proof. As in Section 5.4 we introduce the modified shifted potential energy:

_ i
E(t) = ;/ (ita(t,0) — Fal(t, 0))2do, for t € [0, +00),
0
where
7(t,x) == w ( E?t ) 0.0(¢) (x), for (t,x) € [0,400) X [0, +00).

Repeating the proof of Theorem 5.4.5 we deduce that the following estimate holds true:

~ ~ t 2
K(t) + E(t) < 48(0)e—m + Ce—™ / {(F)e™ dr, for every £ € [0,400),  (5.5.20)
0
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where m is a suitable positive value and C'is a positive constant independent of ¢. By means
of Lemma 5.5.14 now we show that the second term in (5.5.20) goes to 0 when ¢ — +o0.
Indeed let us fix 6 > 0 and consider T5, Ns as in Lemma 5.5.14; then for every ¢ > T5 we
can estimate:

t - Ts . - 2
e Mt / (r)e™dr = e ™ l(r)e™ dr + / 0(T)e™T dr + / l(r)e™ dr
0 0
(Tg,t)ﬁN(; (T(;,t)\N(g

Ts . t
< e ™ (/ or)e™ dr 4+ emt|N5\ +0 e d7'>
0 Ts

—mt o s mT 1
<e Lr)e™dr+d(1+— |.
0 m

t .
Letting first ¢ — +o0o and then § — 07 we hence deduce that lim e~ ™ / Lr)emTdr =0
0

t—-+o00
and so we get lim (IC(t) + g(t)) = 0. Now we conclude since like in (5.4.9) we have:

t——+o0

E(t) = E(t) + % ;(2;

, for every t € [0, +00).

Lemma 5.5.16. Assume (K0). Then the following limit holds true:

t_lgrnoo % /Ot (&x(a, 0)+ %1(7())))2 dr =0.

Proof. The proof is analogous to the one of Corollary 5.5.4. By using (5.5.1) with the
obvious changes, for every t > 0 we obtain the estimate:

/ot <ax(o, 0) + %))))2 r=¢ [/ot (47) +E() dr +K(0) +&(t) + {0

<C Uot (K(r) + &) dr +£(0) + el} .

From this we conclude by applying de I’'Hopital’s rule since in Proposition 5.5.15 we proved

that lim (lC(t) +5(t)) =0. O
t——+o00
Proposition 5.5.17. Assume (K0). Then {; satisfies the stability condition at time t =0,
namely:
1w(0)?
= < Kk(ly).
2 =)

Proof. The idea is to pass to the limit as ¢ — 400 in the stability condition in Griffith’s
criterion (5.5.18), as we did in Proposition 5.5.6. Since here we want to compute a limit
when t grows to +00, as in Lemma 5.5.16 we need to average the stability condition, getting:

1

t ~ 1 t
/ k({(o))do > / G: (o)do, for every t € (0, +00). (5.5.21)
t 0 t 0 (o)

By de 'Hopital’s rule the left-hand side in (5.5.21) converges to x(¢1) as t — 400, while to
deal with the right-hand side we argue as in the proof of Proposition 5.5.6. For the sake of
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simplicity we introduce the time #* > 0 which satisfies t* = £(t*), so that for every ¢ > t*
we can write:

/ Ge(a Ge(a)( o)do
2

1 @(t) 1 1 (o)
= — B = NI( 50) + u ( ) - )d d ’
t/o o) 5 <u o 1//0 w(r, 7 —0o 7'> o

(5.5.22)
where we used the explicit formula for G; ©) (o) given by (5.5.5) and (5.5.6), with the obvious

o) _ t—i(t)

changes. By means of Lemma 5.5.16 and since lim == = lim —= =1 it is easy to
t——+o0 t——+o00
infer: ® )
1 [¥ 1 1 1w(0
lim / —— —Gp(0,0)%do = 7w(2) . (5.5.23)
t—too t J D(F1(0)) 2 2 i

Moreover, by using estimate (5.5.9) in the proof of Proposition 5.5.6 and recalling that the
dissipated energy V is bounded by (5.5.19), we deduce:

1 oen 571(0) ?
tlim n / — / tt(r, 7 —o)dr | do=0. (5.5.24)
e tJo (o) e

From (5.5.23) and (5.5.24) we can pass to the limit in (5.5.22) deducing that:

ool
lim inf — Gé(a)(a) do > -

t—+oo t Jo
and so we conclude. O
We are now in a position to compare the value of ¢ (0) with ¢;.
Lemma 5.5.18. Assume (H2) and (K0). Then ¢, < £(0).

Proof. We fix t > 0 and we consider the subsequence ¢, \, 0 given by Remark 5.4.1 and
Proposition 5.5.1. Then one has:

()= lim ()= lim £, <t)

n—-+oo n—-4o0o En

Now we fix T' > 0 and by monotonicity we deduce /., <$) > l., (T) for n large enough.

Thus, by means of Theorem 5.2.5, we get:

t -
i > = .
ngrfoo e, <€n> > lim £, (T)=¢T)

n—-+4o0o

Hence ((t) > ¢(T) and by the arbitrariness of t > 0 and T > 0 we conclude. O

Proposition 5.5.19. Assume (H2), (K0) and (K2). Then the following inequality holds

true: ) .
1 w(0)? 1w(0)? / 1
- do < = do.
2 ¢+(0) +/€0 K(o)do < 5 4 + . k(o) do

Proof. By the energy-dissipation balance (5.2.2a), Corollary 5.5.4, Theorem 5.5.5 and
Corollary 5.5.10 we know that for every ¢ > 0 it holds:

Lo w(t)? £(t) t wlT
lim VE"(t):l/O uo(a)Qda—% g(t) —/gn(a)da—i—/ow(T) ™) 4.

n—+00 2 o o(T)
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where &, is the subsequence given by (5.4.1) and by Propositions 5.5.1 and 5.5.2. By means
of (5.5.16) we hence deduce:

1 I 1 2 £+(0)
lim V& (t) = / tg(0)? do — Lw(0) / k(o) do. (5.5.25)
0 Lo

n——4o00 2

By a simple change of variable we now notice that:

t/en Ley, (T) t ple, (T)
Ve (t) = v / / (e )(r, 02 dordr > v / / (e )o(7, )2 dor dr,
0 0 0 JO

and so, by Theorem 5.2.5, we get:

t pl(7)
lim V& (t) > V/ / i (1,0)* do dr. (5.5.26)
n——+00 0o Jo

Putting together (5.5.25) and (5.5.26) we finally deduce:

1 ) ) 5 1 w(0)2 £1+(0) ' t pl(T) ) ) .
e _Z - > = .
2/0 tg(o)*do 27 (0) /go k(o)do > tl>1+mool//0 /0 u(7,0)* dodr t_lg{loo V(t)

To conclude it is enough to recall that by energy-dissipation balance (5.5.19) we have:

1 Lo @(t)
V(o) = 5 / ito(0)2do — K (t) — £(¢) — / k(o) do,  for every £ € [0, +00),
0 o
and so by Proposition 5.5.15 we obtain:
_ 1o 1 w(0)? g
tEHlOOV(t) = 2/0 Uo(0)*do — SR /eo k(o) do.

Corollary 5.5.20. Assume (H2), (K0) and (K2). Then {1 = ¢+(0).

Proof. By Lemma 5.5.18 we already know that ¢; < £7(0). As in Proposition 5.3.4 we
introduce the energy:

Eo(z) := }LO)Q + /x k(o) do, for x € [€y, +00).

2 x 4
By Proposition 5.5.19 we get Eo(¢*(0)) < Ey(¢1), while by Proposition 5.5.17 and (K2) we
deduce that Ey(z) > 0 for every = > ¢1, namely Ej is strictly increasing in (¢, 400). Thus
we finally obtain ¢; = £1(0). O

Putting together all the results obtained up to now we can finally deduce our main theorem:

Theorem 5.5.21. Fiz v > 0, o > 0 and assume the functions w®, ug and uj satisfy
(3.2.1) and (3.2.2) for every e > 0. Let the positive toughness r belong to C%([¢y, +00))
and assume (H2), (K0) and (K2). Let (u®, (%) be the pair of dynamic evolutions given by
Theorem 5.2.3. Let €, and w be the subsequence and the function given by Remark 5.4.1
and let £y be defined as ¢, := tEeroo U(t), with (@, €) solution of (5.5.17)&(5.5.18). Then for

every t € (0,400) one has:
(a) lm (5 (t) = £(t),

n—-+o0o
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(b) enui™(t,-) — 0 strongly in L*(0,+00) as n — +00,

(c) usn(t,-) — u(t,-) strongly in H*(0,4+00) as n — 400,

where (u,f) is the quasistatic evolution given by (5.3.5) starting from ¢, and with external
loading w.

Moreover, if we assume (H3), then we do not need to pass to a subsequence and the
whole sequence (u®, %) converges to (u,f) in the sense of (a), (b), (c) for every t € (0,400)
ase — 0.

If finally we assume (K3), then the limit pair (u,f) is the AC-quasistatic evolution given
by Theorem 5.3.9 starting from £1 and with external loading w.

w;%)z < k(lp), is a

necessary condition to have ¢; = ¢y, due to Proposition 5.5.17; however it is not sufficient,
indeed it does not involve the initial position ug, which can produce the initial jump if
steep enough, as the following example shows. Let us consider the case of a constant
toughness k = 1/2, a loading term satisfying 0 < w(0) < ¢y (so that initial stability
holds) and a smooth (C! is enough) initial position wug fulfilling compatibility conditions
uo(0) = w(0) and ug(£y) = 0. By means of the explicit equation solved by the debonding
front £, namely (3.4.13), and thanks to (3.4.8) we deduce that under our assuptions / is
actually C*(]0, +00)). Moreover we can compute:

o o (lo)* — 1
£(0) = max {110(50)2—1-1’0} ,

Remark 5.5.22. Of course stability condition at time ¢ = 0, namely %

from which we get £(0) > 0, and thus ¢, > £, if 1 (¢g)% > 1.
On the other hand, if the initial position is affine, namely uo(z) = w(0) (1 - %), then
stability condition at time t = 0 becomes equivalent to the absence of initial jump. Indeed in
2 ~
this case if %w(O) < k({p), then the pair (a, ¢) is explicitely given by u(t, z) = w(0) (1 — %)

A
and g(t) = {y, since by (5.2.12) we have Gy(t) = %wgg)z
0

, and thus trivially ¢1 = £g.

Remark 5.5.23. Under the same assumptions of the above theorem the convergence of
the debonding fronts can be slightly improved by classical arguments. Indeed, since ¢°
are nondecreasing continuous functions and since the pointwise limit ¢ is continuous in
(0,400), we can infer that the convergence stated in (a) is actually uniform on compact
sets contained in (0, +00).

We want also to recall that for every 7" > 0 the convergences in (b) and (c) holds true
respectively in L2(0,T; L?(0,+oc0)) and L?(0,T; H*(0,4+00)) too, as we proved in Proposi-
tion 5.5.2 under weaker assumptions.



Appendix A

Proofs on ACp and BVjp functions

In this Appendix we collect all the proofs of the results of Section 1.3 about R—absolutely
continuous functions and functions of bounded R—variation.

We recall that we are considering a reflexive Banach space X and a i-regular function
R: [a,b] x X — [0,400] in the sense of Definition 1.3.1, which we rewrite for the sake of
clarity:
Definition A.0.1. Given an admissible function 1: X — [0, +00], namely satisfying
(10) 1(0) = 0;
(1) v is convex;
(¥2) 1 is positively homogeneous of degree one;
(¥3) v is lower semicontinuous;
(4) there exists a positive constant ¢ > 0 such that c|-| < (-),

we say that R: [a,b] x X — [0, +o0] is Y—regular if:

o for every t € la,b], R(t,) is convex, positively homogeneous of degree one, lower
semicontinuous, and satisfies R(t,0) = 0;

e there exist two positive constants o > o > 0 for which

axp(v) < R(t,v) < a*p(v),  for every (t,v) € [a,b] X X; (A.0.1)

e there exists a nonnegative and nondecreasing function o € C°([0,b — a]) satisfying
o(0) =0 and for which

|R(t,v) — R(s,v)| < Y(v)o(t—s), for everya <s<t<bandv e {p <+oo}.
(A.0.2)

We also recall the definitions of R—absolutely continuous functions and functions of
bounded R—variation:

Definition A.0.2. We say that a function f: [a,b] — X is R—absolutely continuous, and
b .
we write f € ACr([a,b]; X) if f is absolutely continuous cmd/ R(7, f(1))dr < +o0.
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Definition A.0.3. Given a function f: [a,b] — X, we define its R—variation in [s,t|, with
a<s<t<b, as:

n

Vr(f;s,t) = lim Rte—1, f(tx) — f(te—1)), (A.0.3)

n—-+o0o
k=1

where {ty}}_, is a fine sequence of partitions of [s,t], namely it is of the form s =ty <
t) < - <ty =t and satisfies
li tr —tp_1) =0. A04
WA s (= te-1) (8.04)
We also set Vg(f;t,t) :=0, for every t € [a,b].
We say that f is a function of bounded R—variation in [a,b] if its R—variation in [a,b]
is finite, i.e. Vr(f;a,b) < 4+o00. In this case we write f € BVg([a,b]; X),

We can now start to prove all the results of Section 1.3. The first proof regards the
relationship between R—absolutely continuous functions and its classical counterpart.

Proof of Proposition 1.3.4. The equivalence between (1) and (2) easily follows by means of
(A.0.1).
Now assume (2). Then for every a < s <t < b we have:

t t
v - s = ([ fnar) < [utiean
where in the last step we used Jensen’s inequality together with (2). Since ¥(f(-)) is
summable we obtain (3) with m(t) = ¥(f(t)).
If instead we assume (3), then by (14) we get that f is absolutely continuous, so f
is well defined almost everywhere in [a,b] as a (strong) limit of differential quotients. By
means of (1)2) and (13) we thus deduce:

T+h
V() < ligl\%gf¢(f(7+2) — f(7)) < 1igl\igfi/7 ’ m(0) df = m(7), for a.e. T € [a,b],
b b
which implies/ O(f(r))dr S/ m(7)dr < +o0. O

Then, we prove the properties of the R—variation we exploited in the first part of the
thesis.

Proof of Proposition 1.5.11. For (a) it is enough to take a fine sequence of partions of [r, t]
containing s. The proof of (b) follows easily by (a).
The only nontrivial part in (¢) are the two equalities:

We prove only the first one, the other being analogous. Exploiting (A.0.2) we deduce that
for every t' > t we have:

VR(f;t,t) = Vray(F; )] < limsup Y [R(tk—1, f(tr) = f(te—1)) = R(E f(tk) = f(tr-1))|

n—-+00 =1

n——+oo

<limsup Y ¢ (f(tr) = f(tr-1))o(te1 — 1)
k=1

<Vy(fit, t)o(t' —1t),
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where {t}}7_, is a fine sequence of partitions of [t,¢']. Letting now t' \,t we get (A.0.5).
As regards the first inequality of (d), it is enough to prove

VrR(f; ' t') = max {Vr(f*;s,t'), Vr(f 75, 1)}, (A.0.6)

where s’ < s <t <t are continuity points of f. So we fix § > 0 and a fine sequence
of partition of [¢/,#']. Then, exploiting lower semicontinuity and (A.0.2), for any of these
partitions there exists another partition of [¢', '], made of continuity points of f and such
that each point #,_1 belongs to [t;_1,tx), which satisfies:

> R(tr-r F 1) = fT(te-1)) O Ritho1, f(Be) = f(Be1)) +6
k=1

k=1

< R, fEk) = FE-1)) + D 0(F ) = FE1)o (a1 — th1) +6
k=1 k=1

n
<Y Rk, f(B) = F(Teon)) + Vi (f; 6, 1) Sup otk — ty—1) + 0.
k=1 =1,..n
By letting first n — 400 and then 6 — 0, recalling (A.0.4) and the uniform continuity
of o, we get Vr(f;s',t') > Vr(fT;s,t'), and arguing in a similar way we also obtain
Vr(f;s',t") > Vr(f~;¢,t'), thus the first inequality in (d) is proved.

We now prove the second inequality of (d). We fix ¢ > t a continuity point of f,
we consider § > 0 and a fine sequence of partitions of [s,#]. As before, for any of these
partitions there exist continuity points of f such that each point th1 belongs to (tx_1,tk)
and they satisfy:

> Ritr-1, fT(te) = £ (te-1))

k=1

< R, fE) = f(Tmr)) + Vip(f151) sup oty — tg—1) +0
k=1 =1,..n

=Y Rlfk—1, f(Ek) = f(Te—1)) + R(s, f(To)—f(s)) = R(s, f(To)—f(s))
k=1
+ Vy(f;8',t") sup o(ty —tr—1) + 0.

k=1,..n
Letting n — 400, thanks to (A.0.4), we deduce
VR(fT38,8) S VR(f;s,t) = Vo (fi8,54) + 6 = VR(f; s+,1') +6.

Letting now § — 0 and ' \, t we deduce Vg (f;s+,t+) > Vr(fT;s,t+).
The third inequality in (d) follows in a similar way, thus we conclude. O

Next proof deals with the inclusion of the space of R—absolutely continuous functions
into the space of functions of bounded R—variation.

Proof of Proposition 1.5.12. Assume f is R—absolutely continuous. We fix a < s <t < b
and we consider a fine sequence of partitions of [s,t]. Thanks to (A.0.1) and (A.0.2) we



138 APPENDIX A. PROOFS ON ACr AND BVi FUNCTIONS

estimate:

ZR(tkflaf(tk) tk 1 / tk 17 ))dT
k=1 be=1

k=1
< ( t 7)) dr 4+ tk w(f(T))O'(T—tk_l)dT>
g f(r)dr + sup oty — te—1 /w

k=1,.

Letting n — 400 (we again recall (A.0.4)) we deduce

R(f35.) < / R(r, f(r)) dr, (A.0.7)

thus f is of bounded R—variation and the R-variation is absolutely continuous.
To obtain also the other implication and the opposite inequality in (A.0.7) we argue as
follows: first of all we notice that (A.0.1) implies:

VR(f;s,t) > a.Vip(fs5,t) > anp(f(t) — f(s)), foreverya<s<t<b, (A.0.8)

and thus f is R-absolutely continuous by applying Proposition 1.3.4 (thus (¢4) here is
needed). To conclude, introducing the notation vg (t) := Vr(f;a,t), we only need to prove
that oz (1) > R(r, f(7)) for almost every T € [a, b].

With this aim we fix 7 differentiability point for both vz and f, and we consider A > 0.
By using (A.0.2) we obtain:

vR(T +h) = vr(T) = VR(f; 7,7+ h) = R(7, f(T + h) = f(7)) = Vi(f; 7,7+ B)o(h).

Hence, letting h — 0 we deduce:

OR(T )>hm1nf7€< f(T+h]1_f(T)> — lim hV¢(f,7' 7+ h)o(h)

h—0 h—0
> R(r, f(7)),
where the limit vanishes if we pick 7 which is also a differentiability point of Vi (f;a,-),
which is absolutely continuous by (A.0.8). Hence the proof is complete. O

Subsequently, we show the weak lower semicontinuity property of the R—variation.

Proof of Lemma 1.3.13. We only sketch the proof, see the Appendix of [39] for more details.

If s =t the inequality is trivial, thus let us fix a < s < t < b and without loss of generality

we assume lim lnf Vr(fn; s,t) < +00. We now consider a fine sequence of partitions of [s, ¢]
J—+00

and, recalling that convexity plus lower semicontinuity implies weak lower semicontinuity,
we obtain :
N

N
> Rltp—r, f(tr) = f(te-1)) <hm1nfz72 ooty fr(tr) — fulti_1)). (A.0.9)

n—4o0o

We now fix n € N and we notice that by subadditivity (ensured by convexity and one-
homogeneity), (A.0.1) and (A.0.2) we have

N
ZR(tk—la In(tk) = fu(te=1)) < VR(fu;s,t) + Vip(fs s, t) k_SlupNU(tk —tr—1)
pu =l (A.0.10)

< VR(fn;s,t) (1 + S sup oty — tkl)) .

Qx |=1,..N
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Combining (A.0.9) and (A.0.10) we hence deduce:

N
> Ritn-r, f(te) = fteo1)) < lim inf VR (fn; 5,1) (1 L sup oty — tk-l)) :

(6% _
1 * k=1,...N

Letting N — 400 and recalling (A.0.4) we conclude. O

Finally, we prove the lemma stating uniform convergence of a sequence of pointwise
converging functions whose R—variation is continuous and convergent.

Proof of Lemma 1.5.14. We denote for simplicity
U%(t) = VR(fna (l,t), and U'R(t) = VR(fa (l,t).

By assumptions and since the R-variation is nondecreasing, we deduce that {v} }nen is
a sequence of nondecreasing and continuous functions pointwise converging to the nonde-
creasing continuous function vg; this implies that the convergence is actually uniform in
[a, b].

We now fix s,t € [a, b] and we estimate by using (¢4) and (A.0.1):

cclful) = Fao)] < [0R(D) = 0 (5)
< [oR(t) = vR(5)] + [vR(t) — vR(t)] + [vR(5) — vr(s)
< Ior(t) — vr(s)] + 2 ma v () — vR ()]

)

Since v uniformly converges to vz and vg is (uniformly) continuous on [a,b], we get that
for every € > 0 there exist n. € N and d. > 0 such that, assuming |t — s| < J., it holds:

|fn(t) — fu(s)] < =, for every n > n.. (A.0.11)

Wl m

So we fix ¢ > 0 and we consider a finite partition of [a,b] of the form a = 79 < 71 <
.-+ < 7n. = b such that  max (1) — Tk—1) < d-. This means that for every ¢ € [a,b] there

9 €

exists a point of this partition, denoted by 7(t), for which [t — 7(¢)| < .. Without loss of
generality we can assume that . is also the treshold given by the (uniform) continuity of f
(indeed notice that f is continuous since vg is continuous by assumption). Thus by means
of (A.0.11) we deduce that for every n > n. and for every ¢ € [a, b] we have:

[fn(®) = FOI < fa(t) = fa(r(®)] + | fu(T (@) = F(r @)+ [f(E) = f(7(2))]

€ €
< gt max | fa(me) = f(m)[ + 3

Since the maximum in the above estimate involves only a finite number of terms, by means
of the assumption of pointwise convergence and by considering a possibly greater n. > n.
we conclude that for every ¢ € [a, b] it holds

|fu(t) = f(D)] <&, for every n > n,

and we conclude. O






Appendix B

Chain rule and Leibniz
differentiation rule

In this Appendix we gather some results about the Chain rule and the Leibniz differ-
entiation rule under low regularity assumptions. These results have been used throughout
the thesis and they are of some interest on their own.

For the sake of brevity we assume that in all the statements the function ¢ is non-
decreasing (or strictly increasing), although they are still valid if ¢ is nonincreasing (or
strictly decreasing), with little changes in the proofs.

Lemma B.0.1 (Change of variables formula). Let ¢ € C%!([a,b]) be nondecreasing.
Then for every nonnegative and measurable function g on [¢(a), p(b)] (and hence for every
g € L' (p(a), p(b)) it holds

w(b) b
/ g(y)dy = / 9(0(5))p(s) ds. (B.0.1)
w(a) a

Remark B.0.2. In general the expression g(¢(s))¢(s) in (B.0.1) has to be meant replacing
g by a Borel function g equal to g a.e. in [p(a), p(b)] and finite everywhere (if ¢ is finite
a.e.); in the particular case in which ¢(t) > 0 for a.e. t € [a, b] that expression is meaningful
without modifications on sets of measure zero (see Corollary B.0.4).

Proof of Lemma B.0.1. If ¢ is strictly increasing, hence injective, the result is well known.
If not, by the Area Formula for Lipschitz maps (see [45], Corollary 5.1.13) we have

(b) b
[ sw#eohay= [ oete) s (B.0.2)

We conclude if we prove that #p~1({y}) =1 for a.e. y € [p(a), o(b)].
Since ¢ is nondecreasing and continuous, for every y € [¢(a), p(b)] the set o~ ({y}) can

be either a singleton either a closed interval, so #¢p~*({y}) € {1,+oc}. Taking g = 1 in
(B.0.2) we deduce

b 0
oo > p(b) — p(a) = / B(s)ds = / “:) 407 ({y) dy.
a v(a

This yields #¢ 1 ({y}) < +oo for a.e. y € [p(a), p(b)] and so necessarily #p~t({y}) = 1
a.e..

As an alternative proof we notice that the set {y € [p(a), o(b)] | #o ({y}) = +oo}
is in bijection with a subset of rational numbers, so it is countable and hence of measure
Zero. O
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Remark B.0.3. Formula (B.0.1) still holds true only assuming that ¢ is absolutely contin-
uous on [a, b] (and nondecreasing), see Theorem 7.26 in [81]. This ensures that every result
in this Appendix is valid replacing the assumption ¢ € C%([a,b]) by ¢ € AC([a, b]); indeed
the reader can easily check that the only ingredient needed to carry out all the proofs is
(B.0.1).

Corollary B.0.4. Let p € C%1([a,b]) be nondecreasing and let N C [p(a), p(b)] be a set
of measure zero. Then the set M = {t € ¢™1(N) | ¢(t) exists and $(t) > 0} has measure
zero as well. In particular, if p(t) > 0 for a.e. t € [a,b], then p~! maps sets of measure
zero in sets of measure zero.

Proof. Let N C [¢(a), p(b)] be a set of measure zero; then by Lemma B.0.1

w(b) b
0= [p(a) In(y) dy—/a In(p(s))p(s)ds = /go_l(N) o(s)ds = /M $(s)ds.

Since by construction ¢(t) > 0 for every ¢ € M, we deduce that the set M has measure

Zero. O

Corollary B.0.5. Let ¢ € C%!([a,b]) be a strictly increasing function such that p(t) > 0

for a.e. t € [a,b]. Then ¢~ belongs to AC([¢(a), p(b)])and i(gp_l)(:c) = _ for

dx o(e~1(x))
a.e. r € [¢(a)7<ﬂ(b)]-

Proof. Firstly we notice that Lemma B.0.1 ensures that belongs to L!(p(a), (b):

ol

@(b) 1 by L
/cp(a) o(e~Hy)) = /a @w(s) o =bma< oo

Moreover for every z € [¢(a), p(b)]

@) - pla)) = | T e / O / Ly,

so we conclude. O

Lemma B.0.6 (Chain rule). Let ¢ € C%!([a,b]) be nondecreasing and let ¢ belong to

AC([¢(a),(b)]). Then ¢ o ¢ belongs to AC([a,b]) and %((;5 o )(t) = o(p(t))p(t) for a.e.
t € [a,b], where the right-hand side is meant as in Remark B.0.2.

Proof. Since ¢ € AC([p(a),¢(b)]), Lemma B.0.1 ensures that ¢(¢(-))¢(-) is in L'(a,b).
Moreover for every ¢ € [a, b]

) . t,
o(o()) — dip(a)) = / ( o dy = / () (s) ds,
w(a a

so we conclude. O

Remark B.0.7. With a similar proof one can show that if ¢ € WP (p(a), p(b)) for p €
[1,+00], then ¢ o € WHP(a,b) and the same formula for the derivative holds. In contrast
with Remark B.0.3, for the validity of this fact we cannot replace ¢ € C%!([a,b]) by
v € AC([a,b]).

Theorem B.0.8 (Leibniz differentiation rule). Let ¢ € C%(]0,T]) be nondecreasing
and let a < ¢(0). Consider the set QF := {(t,y) | 0 <t < T,a <y < ¢(t)} and let
[ Q7 — R be a measurable function such that:
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a) for every t € [0,T)] it holds f(t,-) € L*(a, ¢(t)),
b) for a.e. y € [a,o(T)] it holds f(-,y) € AC(Iy), where I, = {t € [0,T] | y < ¢(t)},

. . Of L ft4hy) = f(ty)
c¢) the partial derivative 8t( Y): }ll_>0 Y

is well defined for a.e. t € I,) is summable in Q7.

(which for a.e. y € [a, p(T)]

(®)
Then the function F(t) := / f(t,y)dy belongs to AC(]0,T]) and moreover for a.e.

t€[0,T]

Fo = seomen+ [ Lpa (B.03)

Proof. To conclude we need to prove two things :

1) The right-hand side in (B.0.3) belongs to L'(0,T).

e(s) 9
/nydy/fscp ds// sy)dyds for every t €

To prove 1) notice that the integral part in the formula belongs to L'(0,7) by c¢) and
Fubini’s Theorem. To ensure that also f(-, ¢(-))¢(-) € L'(0,T) we argue as follows:

- By b) we know that for a.e. y € [a, o(T)] it holds f(t,y) = f(T,y) / Bt (s,y)d
for every t € I,

- since ¢ is continuous and nondecreasing we know that for a.e. y € [go(O), ©(T')] there
exists a unique element of [0, 7], denoted by ¢~1(y), such that p(p~1(y)) = y (see
the proof of Lemma B.0.1).

T
Hence f(6 )0) = FT0) = [ GH6.0)ds for ey € [0(0) 6(T)], and so
Y

»(T) . o(T) o(T) T
/ Flo )yl dy < / ATyl dy + / /
»(0) ©(0) e(0) Jo~(y)

of
< 1T osasirn + |5

of

e (s5,y)dsdy

< +00.
LY(Q7)

Using Lemma B.0.1 and recalling Corollary B.0.4 we deduce:

T
. / ) dy = /0 £ (5. ()| ¢(s) ds
90

Now we prove 2). Fix t € [0,7T], then

@(t) @(t) e(t)

F(t )=/ f(ty)dy—/ f(T,y)d / / (s,y)dsdy

o(T o(T)
/ f(T,y)dy — / f(T,y)dy — // sydyds

t)

sDT T reo(s) of

/ f(T,y)dy — / / (s,y dyds—/ f(T y)dy+// 5 —(s,y) dyds.
o(t) t Joy Ot
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So we conclude if we prove that

©(T) T re(s) of - T .
_[a(t) f(Tyy)dy—F/t /so(t) @t(s’y)dyd‘s—_/tf(SaCP(S))cp(s)ds.

This is true by the following computation:

/ / 8tsydyds—/ / sydsdy

@(T) o(T) »(T) T
= d “y),y)dy = Jy)dy — s, 0(8))p(s)ds.
L NCULTE / L I W / L / £(5,0(5)(s)

All the equalities are justified by part 1), Lemma B.0.1 and Corollary B.0.4. O

Remark B.0.9. We can replace assumption a) in Theorem B.0.8 by the weaker
&) F(T,7) € LMa, o(T)).

Indeed exploiting b) and ¢) one can recover a) from a’).

Remark B.0.10. If for some p € [1,+o0] the function f in Theorem B.0.8 satisfies
a) f(t,-) € LP(a,p(t)) for every t € [0,T],

B) f(y) € lep(Iy) for a.e. y € [a, o(T)],

)4
Vot
then the function F belongs to WP(0,7T) and the same formula for the derivative holds.

As in Remark B.0.7, for the validity of this fact we cannot replace ¢ € C%!([a,b]) by
¢ € AC([a, b]).

€ LP(Q%),
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