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Abstract. This thesis is about some recent developments on Geometric
Analysis and Geometric Measure Theory on RCD(K,N) metric measure
spaces that have been obtained in [8,48,49,51,52,171].
After the preliminary Chapter 1, where we collect the basic notions of the
theory relevant for our purposes, Chapter 2 is dedicated to the presentation
of a simplified approach to the structure theory of RCD(K,N) spaces via δ-
splitting maps developed in collaboration with Brué and Pasqualetto. The
strategy is similar to the one adopted by Cheeger-Colding in the theory of
Ricci limit spaces and it is suitable for adaptations to codimension one.
Chapter 3 is devoted to the proof of the constancy of the dimension conjec-
ture for RCD(K,N) spaces. This has been obtained in a joint work with
Brué, where we proved that dimension of the tangent space is the same
almost everywhere with respect to the reference measure, generalizing a
previous result obtained by Colding-Naber for Ricci limits. The strategy is
based on the study of regularity of flows of Sobolev vector fields on spaces
with Ricci curvature bounded from below, which we find of independent
interest.
In Chapters 4 and 5 we present the structure theory for boundaries of sets
of finite perimeter in this framework, as developed in collaboration with
Ambrosio, Brué and Pasqualetto. An almost complete generalization of
De Giorgi’s celebrated theorem is given, opening to further developments
for Geometric Measure Theory in the setting of synthetic lower bounds on
Ricci curvature.
In Chapter 6 we eventually collect some results about sharp lower bounds
on the first Dirichlet eigenvalue of the p-Laplacian based on a joint work
with Mondino. We also address the problems of rigidity and almost rigidity,
heavily relying on the compactness and stability properties of RCD spaces.
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Introduction

This thesis is about some recent developments on the Geometric Analysis and Geometric
Measure Theory of metric measure spaces satisfying the Riemannian Curvature Dimension
condition RCD(K,N). The results presented have been obtained in collaboration with Luigi
Ambrosio, Elia Brué, Andrea Mondino and Enrico Pasqualetto in [8, 48, 49, 51, 52, 171].
Other papers written during the PhD studies and not completely related to this topic are
summarised in the last part of the introduction.

Our aim here is to review the motivations which led to the birth of the theory of Rie-
mannian Curvature Dimension bounds and to explain how the contents of present thesis
relate with this research field.

The presentation is strongly inspired by the survey papers [7, 66, 126, 211] and the
introduction of [200]. Written by some of the founding fathers of the theory, they deeply
reflect the quick and remarkable developments it has seen in the last years and the various
perspectives it combines, ranging from Riemannian Geometry to Probability and Geometric
Measure Theory.

Ricci curvature

Curvature is one of the cornerstones of non Euclidean geometry. It is an infinitesimal
measurement of how much the space deviates from the Euclidean model that comes in several
different ways.

On a Riemannian manifold (M, g) the sectional curvature is a real valued function K
on the Grassmannian of 2-planes in the tangent space at each point. Given p ∈ M and
orthonormal vectors u, v ∈ TpM spanning a 2-plane π ⊂ TpM , the sectional curvatureK(π) =
K(u, v) provides the dominant correction to the distance between geodesics starting at p with
velocity u and v:

(1) d(expp(tu), expp(tv)) =
√

2t
(

1− K(u, v)
12 t2 +O(t3)

)
as t→ 0.

Above we denoted by exp the Riemannian exponential map and we notice that positive
curvature corresponds to contraction of distances.

Another way to measure the deviation from the Euclidean geometry is to look at distortion
of volumes rather than distortion of distances. The Ricci curvature captures the behaviour
of a Riemannian manifold from this point of view, even though this might be not transparent
at a first glance.
The Ricci tensor is a symmetric bilinear form on the tangent space obtained via an averaging
procedure from the sectional curvature. If u ∈ TpM is a unit vector and (u, e2, . . . , en) is an
orthonormal basis of TpM then

Ric(u, u) :=
n∑
i=2

K(u, ei).

ix
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A very common way to think of Ricci curvature is as a negative Laplacian of the metric.
There exists a suitable system of coordinates (xi) called harmonic coordinates such that,
expressing the metric and Ricci tensors in these coordinates as gij and Ricij respectively, it
holds

Ricij = −1
2∆gij + lower order terms.

This is usually seen as a first hint towards the regularizing effect of the evolution via Ricci
flow

∂

∂t
gt = −2Ricgt ,

in comparison with the well known heat equation d
dtu = ∆u.

Here we wish to provide some different interpretations of Ricci curvature borrowed from
[210]. On the one hand they will let its connection with distortions of volumes be more
transparent, on the other one they have been crucial for the development of the synthetic
treatment of Ricci curvature bounds.

Let us consider a smooth map ψ : Rn → R and let us introduce the family of deformations
Tt : Rn → Rn as Tt(x) := x + t∇ψ(x). Setting J (t) := det(DxTt(x)), it is possible to infer
that

(2) d2

dt2 (J (t))1/n ≤ 0.

The interpretation of the determinant of the Jacobian map as volume element justifies the
Lagrangian interpretation of (2) as a control over the infinitesimal rate of change of the
volume, when we move following the family of deformations induced by ∇ψ.

There is a dual Eulerian perspective on this phenomenon motivated by fluid mechanics,
where we focus on the velocity vector field instead of the trajectories, and it leads to the
inequality

(3) ∆ |∇ψ|
2

2 −∇ψ · ∇∆ψ ≥ (∆ψ)2

n
.

If we move from the flat Euclidean realm to a Riemannian manifold and we try to find
the analogues of (2) and (3), we have to recognize that the right counterpart of the family of
deformations above is given by

(4) Tt(x) := exp(t∇ψ(x)).

After facing the regularity issues due to the possible presence of a cut locus we end up with

(5) d2

dt2 (J (t))1/n + Ric(γ̇, γ̇)
n

J 1/n ≤ 0,

where γ̇ := d
dtTt(x), and

(6) ∆ |∇ψ|
2

2 −∇ψ · ∇∆ψ ≥ (∆ψ)2

n
+ Ric(∇ψ,∇ψ).

As we claimed at the beginning of this section, (Ricci) curvature controls the distortion from
the Euclidean behaviour both in (5) and (6). The second inequality in particular is known as
Bochner inequality and can also be seen as a consequence of the so-called Bochner identity.
A more geometric perspective on Ricci curvature, looking at the consequences of (5) can be
found in [126]. In the Euclidean space, given a smooth and mean convex hypersurface, all
its interior equidistant hypersurfaces are mean convex too (in a weak sense if they are non
smooth). On a Riemannian manifold this is still the case under the assumption that the Ricci
curvature is nonnegative.
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Some remarks are in order, also to compare the role of Ricci curvature with that of sec-
tional curvature. The first one is that, as it is more transparent in (5), Ricci curvature affects
the behaviour of volumes rather than of distances. The second one is that the dimension
plays a role too, while this was not the case in (1).

Lower bounds on Ricci curvature, coupled with upper bounds on the dimension are at the
heart of Geometric Analysis and of several related fields. Among their consequences we can
mention the Bishop-Gromov inequality on monotonicity of volume ratios [127], the splitting
theorem due to Cheeger-Gromoll [72], the heat kernel bounds obtained by Li-Yau [160],
several spectral gap and diameter estimates and the Lévy-Gromov isoperimetric inequality
[128].

In [127] Gromov noticed that the volume monotonicity was a sufficient condition to
guarantee the precompactness with respect to the Gromov-Hausdorff topology of the class
MK,n,D of Riemannian manifolds with Ricci curvature bounded from below by K ∈ R and
dimension and diameter uniformly bounded from above by n and D, respectively. This
remarkable observation was at the origin of a research programme stemming from the question
(*) how does a Riemannian manifold with Ricci curvature bounded from below look like?
Aimed at understanding the structure of Ricci limit spaces, i.e., those spaces arising from the
compactification ofMK,n,D, this theory was initiated by Cheeger and Colding in a series of
papers in the mid Nineties [68–71] and it is still ongoing, with contributions from several
other authors.

The role of the (pre-)compactness theorem with respect to (*) can be explained in analogy
with other theories of weak solutions such as Sobolev spaces, sets of finite perimeter or
currents. If we have reached a good understanding of Ricci limit spaces (as in the partial
regularity theory of Sobolev functions) then:

• on the positive side we can prove that Riemannian manifolds inMK,n,D (or in some
subclass of it) cannot exhibit an arbitrarily bad behaviour of a certain sort arguing
by compactness. If this is not the case, a sequence of smooth spaces with increasingly
bad behaviour would origin a limit with a particular type of singularity. In case we
have been a priori able to exclude the presence of this kind of singularity, then we
would reach a contradiction;
• on the negative side we can show that certain quantitative statements fail onMK,n,D

just by proving that they are stable under the notion of convergence in force and
exhibiting a limit space where they fail.

We refer to [65,139] for an instance of the positive argument, where uniform L2 bounds on
the Riemann curvature are obtained for manifolds with bounded Ricci curvature and volume
bounded from below. Arguments of the same spirit can also lead to almost rigidity results
for geometric and functional inequalities, see for instance [58,171].
The recent [87] is an instance of the negative one, where it is proved that it is not possible
to obtain uniform C1 estimates for harmonic functions just depending on the lower Ricci
curvature bounds.

A very natural question concerning Ricci limit spaces stood open from the birth of the
theory:
(**) do Ricci limit spaces have Ricci curvature bounded from below? In which sense?
In the investigation of (**) one should take into account the analogy with the case of sectional
curvature bounds, where the successful theory of Alexandrov metric spaces [1,55,194] had
been developed based on Toponogov’s triangle comparison, mainly with contributions from
the Russian and the Japanese schools.
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The synthetic theory of Ricci curvature bounds

In 1991 Gromov wrote that no theory of singular spaces with Ricci curvature bounded
from below existed yet [126]. He also claimed that any such theory should be dealing with
metric measure spaces rather than with metric spaces (motivated also by the work of Fukaya
[104]) and that a prominent role could be played by the heat equation and the Laplace
operator.
In [69, Appendix 2], a few years later and despite the several results obtained about Ricci
limit spaces, Cheeger and Colding pointed out that a synthetic theory of lower Ricci bounds
was still missing. With the word synthetic they meant a characterization not depending on
the existence of an underlying smooth structure nor making any reference to the notion of
smoothness. A notable remark in their paper (somehow anticipating the developments of the
theory) was the following: in the smooth setting Ricci curvature bounds are equivalent to
mean curvature comparisons or to Bishop-Gromov inequalities. To capture more completely
the implications of this condition in a synthetic framework instead, there is the need to
localize the Bishop-Gromov inequality with respect to single directions.

It took the contribution of several authors to formulate a satisfactory answer to (**).
The key insight which allowed to localize with respect to single directions the consequences
of lower Ricci curvature bounds came from Optimal Transport. Later on, the bridge with
the heat equation was found thanks to the theory of Gradient Flows, somehow closing the
circle and confirming Gromov’s prediction.

The theory of Optimal Transport takes its roots in a memoir by Monge, dating back to
1781 and inspired by economical problems, and in a paper by Kantorovich in 1942, where
the same problems were investigated from a probabilistic perspective.
In the modern formulation of the problem, given Polish spaces X,Y , a lower semicontinuous
cost function c : X × Y → [0,∞] and probability measures µ, ν over X and Y respectively,
one looks for optimizers of the problem

(7) min
{ˆ

X×Y
c(x, y) dπ(x, y)

}

where π is a probability measure on X × Y whose first and second marginals on X and Y
equal µ and ν respectively. Basically Optimal Transport is about finding the cheapest way
to transfer a certain prescribed distribution of sources into another one.

A revival of this theory began at the end of the Eighties. Different contributions made
clear that Optimal Transport could bring new information in several apparently unrelated
fields. An increasing interest was attracted by the case when X = Y is either the Euclidean
space or a Riemannian manifold with distance d, and c(x, y) = d2(x, y). On the one hand
it was realized that the ambient geometry could be lifted to a Riemannian geometry on the
space of probability measures with finite second order moment P2(X) equipped with the
so-called Wasserstein distance W2, naturally induced by Optimal Transport. This was put
forward by Benamou and Brenier [41], Jordan, Kinderlehrer and Otto [141] and Otto [179].
On the other hand, McCann pointed out in [167] the convex behaviour of certain entropy
type functionals over (P2(Rn),W2), introducing the notions of displacement interpolation, as
a way to interpolate between distributions of particles moving along straight lines from the
initial position to their destination, and displacement convexity.

A prominent role was played by Shannon’s logarithmic entropy, a functional very relevant
in Information Theory and Statistical Mechanics. Also known as relative entropy, it can be
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defined on any metric measure space (X, d,m) as

Entm(ν) :=
ˆ
X
% ln % dm,

whenever ν � m has density % such that % ln % is m-integrable, and set to be +∞ otherwise.
The connection between lower bounds on the Ricci curvature of a Riemannian manifold

(M, g, vol) and the convexity of Entvol on (P2(M),W2) was conjectured by Otto and Villani in
[178]. This interplay was confirmed by Cordero-Erasquin, McCann and Schmuckenschläger
[78] and Sturm and Von Renesse [212]. In the first paper the authors proved that the
condition Ric ≥ K on a Riemannian manifold is sufficient for the K-convexity of Entvol on
(P2(M),W2). In the second one the circle was closed confirming the equivalence of the two
conditions.
Optimal transportation was giving a way of choosing a family of directions and the convexity
of Ent could be obtained, very roughly, averaging (5) along these directions.

A breakthrough towards a synthetic treatment of lower Ricci curvature bounds came
then with the independent works of Sturm [200,201] and of Lott and Villani [162]. They
both recognized that the condition K-convexity of the relative entropy on the Wasserstein
space could be taken as a definition of metric measure space with Ricci curvature bounded
from below by K and introduced the Curvature-Dimension condition CD(K,∞) on the top
of that. The CD(K,N) Curvature-Dimension condition for 1 ≤ N <∞ was introduced as a
finite dimensional refinement, coupling dimension upper bounds with lower Ricci curvature
bounds, by looking at the behaviour of different power-like entropy functionals such as the
Rényi-entropy.1

The theory attracted a lot of interest soon. It was proved that the Curvature-Dimension
condition is stable with respect to suitable notions of convergence for metric measure spaces
and compatible with the smooth case of (weighted) Riemannian manifolds. Ohta proved in
[175] that Finsler manifolds verifying lower bounds on Ricci curvature are CD(K,N) spaces.
Later Petrunin [181] showed that Alexandrov spaces with curvature bounded below byK and
dimension n verify the CD(K(n− 1), n) condition when endowed with the natural Hausdorff
measure2. In this way sectional curvature lower bounds were proved to be stronger than Ricci
curvature lower bounds, as expected from the smooth case.
At the same time, several geometric and analytic properties valid for Riemannian manifolds
with Ricci curvature bounded from below were proved for CD(K,N) metric measure spaces,
often with elegant arguments involving optimal transportation.

While in the smooth framework lower bounds on the Ricci curvature tensor are a local
property, the analogous problem remained unsettled for the CD(K,N) condition for a few
years. The quest for better globalization properties led Bacher and Sturm to the introduction
of the reduced Curvature-Dimension condition CD∗(K,N) in [35]. Later T. Rajala proved in
[186] that the globalization property for the CD(K,N) condition fails without further regu-
larity conditions. In this regard, T. Rajala and Sturm introduced in [187] the essentially non
branching assumption as a weak version of the non branching assumption for metric spaces,
taking into account the reference measure. With this assumption, which has the negative
drawback of being not stable under the usual notions of convergence, the geometries that
behave too badly from the perspective of branching geodesics (such as the Euclidean space
endowed with the Lebesgue measure and the ∞-norm) are ruled out, leading to more refined
conclusions.

1The definitions in the two approaches were a bit different and [162] was dealing only with the CD(0, N)
condition in the case of finite N .

2Actually the proof given in [181] covers only the case K = 0 but it is commonly recognized that the
implication holds in the general case, see also [216].
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In [58] Cavalletti and Mondino, inspired by a previous work by Klartag [153], found a con-
nection between the localization technique of convex geometry and the synthetic theory of
Curvature-Dimension bounds giving a striking proof of the Lévy-Gromov isoperimetric in-
equality for essentially non branching CD(K,N) metric measure spaces. Relying on the same
technique in [59] they proved that essentially non branching CD∗(K,N) spaces satisfy basi-
cally all the known geometric and functional inequalities with the sharp constants known for
the CD(K,N) condition. In particular they obtained the sharp Brunn-Minkowski inequal-
ity, that was considered a geometric counterpart of the CD(K,N) condition. Eventually,
Cavalletti and E. Milman obtained in [57] the globalization property for the CD(K,N) con-
dition and its equivalence with the CD∗(K,N) condition under the essential non branching
assumption and the (most probably technical) assumption of finite total measure.

Despite the several properties verified by CD(K,N) metric measure spaces, this class was
still not considered a completely appropriate answer to (**). On the one hand the splitting
theorem, proved for limits of Riemannian manifolds with lower bound on the Ricci curvature
going to zero in [68], had revealed to be a crucial tool to develop a structure theory of Ricci
limits. On the other one the presence of normed Euclidean spaces (Rn, ‖·‖ ,Ln), for any
norm, in the CD(0, N) class, although being a sign of its generality, implies the failure of the
splitting theorem in this context without additional assumptions and motivated the quest for
a more restrictive class to deal with.3

A major role in the search for a refinement of the Curvature-Dimension condition ruling
out Finsler-like geometries was played by Sobolev calculus and by a careful analysis of the
heat flow.

Starting from [141] the identification between the heat flow and the gradient flow of the
logarithmic entropy over (P2,W2) was considered at increasing levels of generality. Erbar
[95] and Villani [210] obtained it for Riemannian manifolds, Gigli, Kuwada and Ohta proved
it for Alexandrov spaces in [115], Sturm and Ohta dealt with Finsler manifolds in [176]. In
the Alexandrov case a metric notion of gradient flow was considered, based on De Giorgi’s
idea of energy dissipation inequalities and deeply studied in the monograph [14] by Ambrosio,
Gigli and Savaré.
Meanwhile a Sobolev calculus was developed on general metric measure spaces with different
approaches introduced by Cheeger [62], Hajłasz [130] and Shanmugalingam [193]. In par-
ticular it was understood that there is the possibility of talking about Sobolev functions and
modulus of gradient in the great generality of metric measure spaces.

In [15], Ambrosio, Gigli and Savaré proposed an alternative approach to Sobolev calculus
based on the notion of test plan and they proved its equivalence with those proposed in [62]
and [193]. They also proved the identification of the heat flow, defined as the L2 gradient
flow of the Cheeger energy, with the metric Wasserstein gradient flow of the relative entropy
under the CD(K,∞) assumption. Ohta and Sturm [177] suggested that some estimates for
the heat flow, either gradient contractivity or W2-contractivity, whose interplay was then
studied by Kuwada [154], could give a way to distinguish between Riemannian and more
general Finsler geometries.

The turning point came with the introduction of the Riemannian Curvature-Dimension
condition RCD(K,∞) by Ambrosio, Gigli and Savaré in [16] (dealing with finite reference
measure and later extended to the case of σ-finite measure in [13] by Ambrosio, Gigli,
Mondino and T. Rajala). The definitions were based on the coupling of the Curvature-
Dimension condition with the infinitesimally Hilbertian assumption corresponding to the
Sobolev space H1,2 being Hilbert or, equivalently, to the linearity of the heat flow.

3To the best of our knowledge no structure theory for general CD(K,N) metric measure spaces has been
developed yet.
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Several properties were soon established for RCD spaces. Besides their stability and
compatibility with the smooth case, it was shown that the RCD condition was equivalent to
the heat flow being an EVI gradient flow of the relative entropy in the Wasserstein geometry.
This led to several useful contractivity estimates. It was also a key step to establish a
connection with the Eulerian approach to the curvature-dimension condition based on (6)
and developed in the setting of Dirichlet forms and Γ-calculus by Bakry and Émery in [39],
Bakry in [37] and Bakry, Gentil and Ledoux in [40]. The bridge between the RCD(K,∞)
condition and the Bakry-Émery BE(K,∞) condition was found in [17].

The natural finite dimensional refinements subsequently led to the notions of RCD(K,N)
and RCD∗(K,N) spaces, corresponding to CD(K,N) (resp. CD∗(K,N)) coupled with linear
heat flow. The class RCD(K,N) was proposed by Gigli [110], motivated by the valid-
ity of sharp Laplacian comparison and of Cheeger-Gromoll splitting theorem proved by the
same author in [108]. The (a priori more general) RCD∗(K,N) condition was thoroughly
analysed by Erbar-Kuwada-Sturm [96] and (subsequently and independently) by Ambrosio-
Mondino-Savaré [27]. One of the main results of both [96] and [27] was the identification
of RCD∗(K,N) and BE(K,N) (the natural finite dimensional counterpart of BE(K,∞)). In
both papers, gradient flows played a key role: the approach of [96] was via a dimensional
analysis of the heat flow, the one of [27] was instead via the non-linear porous media flow.

Thanks to [57] and to the fact that RCD(K,N) spaces are essentially non branching we
eventually know that, at least in the case of finite reference measures, the RCD(K,N) and the
RCD∗(K,N) conditions are equivalent. As a consequence, the Eulerian and the Lagrangian
approach to lower Ricci curvature bounds are equivalent under the Riemannian assumption.

Our understanding of RCD(K,N) metric measure spaces has been rapidly improving in
the last years.
The debate about whether they are a completely appropriate answer to (**) or not is still
ongoing and the question is probably ill-posed. It has been pointed out by De Philippis,
Mondino and Topping (cf. [206, Remark 4]) that, as a consequence of the topological man-
ifold regularity of three dimensional non collapsed Ricci limits obtained by M. Simon [195]
(see also the local refinement [196]), there are examples of three dimensional RCD spaces
that are not limits of smooth Riemannian manifolds with non-negative Ricci curvature and
dimension less than three, such as the cone over the projective plane RP2.
On the one hand this is suggesting that the RCD condition does not give a synthetic char-
acterization of Ricci limit spaces and this opens to the search for further conditions to add
to the theory as it has been the case for infinitesimal Hilbertianity. On the other hand the
recent developments confirm that the interest towards RCD spaces goes beyond the theory
of Ricci limits, as it is shown by the examples of Alexandrov spaces, stratified spaces [44]
and spaces with conical singularities [205], without mentioning the several developments of
the theory in the adimensional case.

Main contributions

Here we wish to explain how the results of the present thesis relate with the development
of a structure theory for RCD(K,N) metric measure spaces and which questions and per-
spectives they open. A more detailed discussion about each contribution can be found at the
beginning of the various chapters.

A structure theory for RCD(K,N) spaces should investigate how do they look like when
compared to the models, the Euclidean space and smooth Riemannian manifolds. As in the
regularity theory for minimal surfaces and PDEs, a very powerful tool in this perspective are
blow-ups, that in this geometric setting correspond to tangents. We know that singularities
can be present: a two dimensional cone with non Euclidean tangent at the tip can be obtained
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as a limit of smooth manifolds with Ricci curvature bounded from below by rounding off the
tip. The example of the cone over RP2 shows that there might be wilder singularities, even
at the topological level. The aim of the theory is to

• estimate the size of the bad points whose behaviour is singular;
• understand to which extent the spaces are regular, globally and on the complement
of the set of singular points.

The structure theory moreover, besides its intrinsic theoretical interest, can be seen as a first
step towards the much more challenging goal of classification up to isomorphism, at least in
dimension three.

As we have seen, one of the main motivations towards a sharpening of the CD condition
was the failure of the splitting theorem, later proved for RCD(0, N) spaces in [108]. Building
on the top of this in [117] Gigli, Mondino and T. Rajala proved existence of Euclidean
tangents almost everywhere with respect to the reference measure. This was the starting
point for the analysis pursued by Mondino and Naber in [170], where the statement was
improved getting uniqueness of tangents up to negligible sets and rectifiability of the regular
part of the space. The result was sharpened considering also the behaviour of the reference
measure with the independent contributions of Kell and Mondino, De Philippis, Marchese
and Rindler and Gigli and Pasqualetto in [85,120,144].

In Chapter 2 we review this theory through an alternative approach developed in [49]
and based on the use of δ-splitting functions. With respect to the existing literature there
is no improvement on the regularity statements for spaces, but we improve the regularity of
the charts yielding rectifiability. The use of harmonic δ-splitting maps has been crucial both
in the recent developments of the structure theory of Ricci limits and in the theory of sets of
finite perimeter considered in [8,48].

The state of the art of the structure theory for RCD(K,N) spaces after [85,120,144,170]
was comparable to that of the theory of Ricci limits after [71]. The spaces under consideration
could be stratified, up to negligible sets, into a family of regular sets of different dimensions
according to the dimension of the tangent space. Cheeger and Colding conjectured that
the regular set of non vanishing measure in this stratification should be exactly one and
this conjecture was settled by Colding and Naber in [77]. Constancy of the dimension for
RCD(K,N) spaces was conjectured, but the techniques of [77] seemed not suitable for this
more general framework and the problem was listed among the main open questions of the
theory in [211] and [7].
In [52] we proved the conjecture relying on a fine study of the regularity of Lagrangian
flows of Sobolev vector fields under lower Ricci curvature bounds. The proof is presented
in Chapter 3 with some simplifications with respect to the original approach. Besides their
applications to the conjecture, the regularity estimates we obtained are expected to improve
the understanding of the geometry of RCD spaces, for instance in the construction of parallel
transportation [122].

Many questions remain open about the shape of RCD spaces. Without the non collapsing
assumption several conjectures are still open even in the case of Ricci limits. For instance it
is unknown whether the essential almost everywhere well defined dimension coincides with
the Hausdorff dimension and whether there exists an open neighbourhood of the regular set
which is a topological manifold. Still we have reached a good understanding of the structure
of these metric measure spaces up to negligible sets and the attempt to push the study further,
up to codimension one, sounds natural.

In Chapters 4 and 5 we present the structure theory for boundaries of sets of finite
perimeter as developed in [8, 48], where we obtained an almost complete extension of the
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Euclidean theory originally due to De Giorgi. The classical theory of sets of finite perimeter
has revealed to be an extremely powerful tool in the study of variational problems dealing
with hypersurfaces when the ambient space is Euclidean or a Riemannian manifold. In the
last twenty years it has attracted a lot of interest also in more general frameworks where, in
most cases, a notion of smooth hypersurface might be not available at all.

No theory of codimension one surfaces had been previously developed in the case of
Ricci limits, to the best of our knowledge. In this regard it seems hard to obtain regularity
results for boundaries of sets of finite perimeter on Ricci limits arguing by approximation
with smooth manifolds: this requires already a big deal of efforts in codimension zero and the
structure of a general set of finite perimeter might be very poor even in smooth frameworks.
Moreover, we heavily rely in our approach on the following observation: if a product metric
measure space X ×R is RCD(0, N) then X is RCD(0, N − 1). The analogous property with
Ricci limit in place of RCD seems to be unknown.

The development of a theory of sets of finite perimeter on RCD(K,N) spaces might be
useful to various extents. On the one hand, the fact that perimeter measures only charge the
regular set, together with the versatile nature of sets of finite perimeter from the point of view
of calculus of variation, might improve our knowledge of singular sets in the collapsed setting.
On the other hand this could be seen as a first step towards a theory of minimal hypersurfaces
in the framework of synthetic lower Ricci curvature bounds. The use of minimal surfaces in
the study of manifolds with nonnegative Ricci curvature indeed has led to remarkable results
in recent and less recent times [32,161,192].

The last chapter of the thesis is dedicated to the presentation of some results taken from
[171], joint work with Mondino. We present some sharp lower bounds for the first eigenvalue
of the p-Laplacian with Dirichlet boundary conditions on domains over RCD(N − 1, N)
metric measure spaces. The topic is apparently more related to functional analysis than with
geometric measure theory, but the techniques we rely on are quite similar to those used in
the development of the structure theory. In particular, thanks to the characterization of the
equality cases in the Dirichlet spectral gap and to a compactness argument, we obtain an
almost rigidity result which seems to be new even for smooth Riemannian manifolds.

Let us also point out that in [64] some connections between the almost rigidity in the
spectral gap inequality and the structure theory of non collapsed Ricci limits have been
established, enlightening a deep link between these two topics.

Other contributions

Here we briefly review the other papers written during the PhD studies whose content is
not treated in the thesis.

Quantitative volume bounds for the singular strata of non collapsed RCD
spaces. In [33], joint work with Gioacchino Antonelli and Elia Brué, we obtained some vol-
ume bounds for the tubular neighbourhoods of the quantitative singular sets of non collapsed
RCD(K,N) metric measure spaces. In this way we generalized a result obtained by Cheeger
and Naber in [73] for non collapsed Ricci limit spaces.

In the non quantitative stratification theory for singular sets one classifies points according
to the number of independent symmetries of their tangents, that is to say according to the
behaviour of the space at an infinitesimal scale.
Letting then R ⊂ X be the set of those points where the tangent cone is the N -dimensional
Euclidean space, it is possible to introduce a stratification

S0 ⊂ · · · ⊂ SN−1 = S = X \ R
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of the singular set S where, for any k = 0, . . . , N − 1, Sk is the set of those points where
no tangent cone splits a factor Rk+1. Adapting the arguments of [70], in [84] the authors
obtained the Hausdorff dimension estimate dimH Sk ≤ k.

While in the classical stratification points are separated according to the number of sym-
metries of tangent cones, in the quantitative one they are classified according to the number
of symmetries of balls at a fixed scale. In particular, the effective singular strata might be non
empty even on smooth Riemannian manifolds while in that case there is no singular point.
For any k = 0, . . . , N − 1 and for any r, η > 0, Skη,r is the set of those points x ∈ X where the
scale invariant Gromov-Hausdorff distance between the ball Bs(x) and any ball of the same
radius centred at the tip of a metric cone splitting a factor Rk+1 is bigger than η for any
r < s < 1.

Since [73] quantitative stratification techniques have been used in a variety of different
settings, we just mention here [65, 74, 172, 173]. Usually the key tool to give effective
estimates of certain singular sets is quantitative differentiation. We refer to [67] for an
account about this tool which is extremely powerful when we are in presence of a monotone
energy, whose behaviour also characterizes rigidity/regularity.

In [33] and [73], setting vK,N (r) the volume of the ball of radius r in the model space of
sectional curvature K/(N − 1), the volume ratio

(8) r 7→ H
N (Br(x))
vK,N (r)

is the right energy to look at. Its monotonicity comes from the Bishop-Gromov inequality,
while the study of the rigidity case (when the map in (8) is constant) comes from the volume
cone implies metric cone theorem [68,83]. The main result we obtain is the following.
Theorem 0.1. Given K ∈ R, N ∈ [2,+∞), an integer k ∈ [0, N) and v, η > 0, there exists
a constant c(K,N, v, η) > 0 such that if (X, d,HN ) is an RCD(K,N) m.m.s. satisfying

(9) HN (B1(x))
vK,N (1) ≥ v ∀x ∈ X,

then, for all x ∈ X and 0 < r < 1/2, it holds

(10) HN (Skη,r ∩B1/2(x)) ≤ c(K,N, v, η)rN−k−η.

In [73] the authors argue at the level of smooth Riemannian manifolds and the effective
bounds are then passed to the possibly singular limits. In [33] instead we argue directly at
the level of RCD metric measure spaces, putting forward some consequences of the volume
bounds that we obtain at the level of the singular set of codimension one, that is not present
in the theory of non collapsed Ricci limits.

The main result of [73] has been sharpened in the recent [64] where it is shown that,
to some extent, singular sets of codimension k of a non collapsed Ricci limit do behave like
(n− k) dimensional manifolds, i.e., (10) holds even with N − k in place of N − k − η at the
exponent at the right hand side. The analysis in [33] opens to the analogous problem in the
RCD theory, since many of the estimates used in the case of non collapsed Ricci limits are
not easily extended to the non smooth framework.

Spectral gap inequalities on CD(N − 1, N) metric measure spaces. One of the
most striking results of the last years in the theory of metric measure spaces verifying the
CD(K,N) condition has been the proof of the sharp Lévy-Gromov isoperimetric inequality
obtained by Cavalletti and Mondino in [58] under the essentially non branching assumption.
In their paper (inspired by a previous work by Klartag [153] dealing with weighted Rie-
mannian manifolds) the theory of synthetic curvature dimension bounds is combined with
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the localization technique of convex geometry yielding a proof of the isoperimetric inequality.
Although quite recent, [58] has already generated a series of developments. Let us just men-
tion [59], where a number of other geometric and functional inequalities have been proven
with the tools developed in [58], and [56], where a quantitative isoperimetric inequality has
been obtained still relying on localization.

In [61], joint work with Fabio Cavalletti and Andrea Mondino, we established a quanti-
tative version of the Obata inequality over essentially non branching CD(N − 1, N) metric
measure spaces. More in detail, we proved the following.
Theorem 0.2. For every real number N > 1 there exists a real constant C(N) > 0 with
the following properties: if (X, d,m) is an essentially non branching metric measure space
satisfying the CD(N − 1, N) condition and m(X) = 1 with supp (m) = X, then

π − diam(X) ≤ C(N)
(
λ1,2

(X,d,m) −N
)1/N

,

where we denoted by λ1,2
(X,d,m) the first Neumann eigenvalue of the Laplacian on (X, d,m).

Moreover, for any Lipschitz function u : X → R with
´
X udm = 0 and

´
X u

2 dm = 1,
there exists a distinguished point P ∈ X such that

(11)
∥∥∥u−√N + 1 cos dP

∥∥∥
L2(X,m)

≤ C(N)
(ˆ

X
|∇u|2 dm−N

)η
,

where dP denotes the distance function from P and

η := 1
8N + 4 .

The main improvement over the existing literature on the topic is that our result covers
possibly non Riemannian and non smooth ambient spaces. The main novelty in the approach
is that it does not rely on PDE tools nor on smoothness of the ambient space. Still, the
exponent we obtain has the same order of the one that can be obtained on smooth Riemann-
ian manifolds relying on [43,180]. With respect to [56], the main new difficulties are due
to the necessity of handling one more constraint in Obata’s inequality. Indeed, while for
the isoperimetric inequality one minimizes the perimeter with volume fixed, in the Obata
inequality one has to minimize the Cheeger energy subject to the constraints of zero integral
and fixed L2 norm.
The analysis pursued in the paper opens to the investigation about the optimal exponent η
in (11).





CHAPTER 1

Preliminaries

This first chapter is dedicated to the introduction of the basic setting and material for the
rest of the thesis. The main object of our investigation are metric measure spaces verifying
lower Ricci curvature bounds and dimension upper bounds, that we are going to study from
the perspectives of geometric analysis and geometric measure theory.

The first section is devoted to a review of the basic background about analysis on metric
measure spaces. After introducing in Section 1.1 the notation that will be in force in the rest of
the thesis, we dedicate Section 1.2 to the basics about Optimal Transport. Then in Section 1.3
we introduce some standard material about differentiation of measures and covering theorems
in metric measure spaces. Section 1.4 is devoted to the theory of convergence of metric
measure spaces. Eventually Section 1.5 and Section 1.6 are dedicated to the introduction of
the relevant notions about Sobolev calculus and to the theory of normed modules, respectively.

In Section 2 we review the Curvature-Dimension condition CD as introduced by Lott-
Sturm-Villani. We list some of the variants and properties that we shall need in the rest of
the work.

For the sake of this thesis we will be concerned only with the theory of spaces verifying
the Riemannian Curvature Dimension condition, that we first introduce in Section 3 in the
adimensional case. Under this assumption we review the second order differential calculus
in Section 3.1 and the existence and uniqueness theory for Regular Lagrangian Flows in
Section 3.2.

The last section of this preliminary chapter is devoted to the dimensional side of the
RCD theory. After the introduction of the notion of RCD(K,N) metric measure space and
the statements of the basic properties, we review some geometric and analytic properties of
these spaces in Section 4.1 and the theory of convergence and stability of Sobolev spaces in
Section 4.2.

1. Analysis on metric measure spaces

1.1. Notation and basic tools. For our purposes, a metric measure space is a triple
(X, d,m), where (X, d) is a complete and separable metric space, while m ≥ 0 is a Borel
measure on X with m(X) 6= 0 that is finite on balls. The measure m will be usually referred
to as reference measure.

In the applications presented in this thesis all the spaces will be proper, i.e. such that all
bounded and closed sets are compact, and therefore locally compact.

We shall denote by Br(x) := {y ∈ X : d(x, y) < r} the open ball with centre x ∈ X and
radius r > 0 and by B̄r(x) := {y ∈ X : d(x, y) ≤ r} the closed ball.

We will indicate by suppµ ⊂ X the support of a nonnegtive Borel measure µ and by
sptf the support of any continuous function f : X → R. The notation P(X) will indicate
the space of probability measures over X.

We shall adopt the standard notation for the spaces of p-integrable functions Lp(X,m)
for 0 ≤ p ≤ ∞, sometimes switching to the shorter notation Lp(X) or Lp(m) whenever the
ambient space or the reference measure are implicit from the context and there is no risk of

1
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confusion. Their local counterparts will be indicated by Lploc(X,m) or by Lp(U,m) when we
focus on restrictions to a given measurable set U ⊂ X. For 1 ≤ p ≤ ∞ we will indicate by
‖f‖Lp(X,m) = ‖f‖Lp(m) = ‖f‖p the Lp norm of any f ∈ Lp(X,m).

Whenever f ∈ L1
loc(X,m) is non-negative and U ⊂ X is a bounded Borel set we will

denote by  
U
f dm := 1

m(U)

ˆ
U
f dm

the average value of f on U with respect to m. Whenever U = Br(x) for some x ∈ X and
r > 0 such that m(Br(x)) > 0, we will sometimes adopt the shortened notation

(f)x,r :=
 
Br(x)

f dm.

Given metric spaces (X, dX) and (Y, dY ), a Borel map φ : X → Y and a finite measure µ
on X we will indicate by φ]µ the finite measure on Y defined through the formula φ]µ(E) :=
µ(φ−1(E)) for any Borel subset E ⊂ Y .

Given a measure µ on X and a measurable set E ⊂ X we will indicate by µ E the
restriction of the measure µ to E that is defined by

µ E(A) := µ(E ∩A),

for any Borel A ⊂ X.
The spaces of continuous, bounded and continuous, continuous and boundedly supported

functions on X will be denoted by C(X),Cb(X) and Cbs(X), respectively.
We shall indicate by Lip(X) or Lip(X, d) the space of those f : X → R that are Lipschitz

continuous and with Lipb(X) and Lipbs(X) the subspaces of Lipschitz and bounded functions
and of Lipschitz functions with bounded support. For an open subset U ⊂ X we shall denote
by Liploc(U) the set of those functions that are locally Lipschitz on U .

Given a Lipschitz function f : X → R, we will denote by lipf : X → [0,+∞) its slope,
which is defined as

lipf(x) := lim sup
y→x

∣∣f(x)− f(y)
∣∣

d(x, y) for every accumulation point x ∈ X

and lipf(x) := 0 elsewhere.
We introduce also the notion of asymptotic Lipschitz constant of a Lipschitz function f defined
as

lipaf(x) := lim
r→0

sup
y,z∈Br(x)

|f(z)− f(y)|
d(z, y) ,

for any accumulation point x ∈ X and lipaf(x) = 0 otherwise.
Given any open set Ω ⊆ X, we denote by Lipc(Ω) the family of all Lipschitz functions

f : Ω → R whose support is bounded and satisfies dist
(
spt(f), X \ Ω

)
> 0 (i.e. compactly

supported functions).
The space of geodesics of (X, d) is denoted by

Geo(X) :=
{
γ ∈ C([0, 1], X) : d(γs, γt) = |s− t|d(γ0, γ1), for every s, t ∈ [0, 1]

}
.

A metric space (X, d) is said to be a geodesic space if and only if for each x, y ∈ X there
exists γ ∈ Geo(X) such that γ0 = x, γ1 = y.

Below we list two useful lemmas. The proof of the first one, based on Cavalieri’s formula,
can be found for instance in [17, Lemma 3.3] (notice that since we are assuming that µ and
all µn are probability measures, weak convergence in duality w.r.t. Cbs(Z) and w.r.t. Cb(Z)
are equivalent).
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Lemma 1.1. Let (Z, dZ) be a complete and separable metric space. Let (µn) ⊂ P(Z) be
weakly converging in duality with Cbs(Z) to µ ∈ P(Z) and let fn be Borel functions uniformly
bounded from above and such that
(1.1) lim sup

n→∞
fn(zn) ≤ f(z) whenever suppµn 3 zn → z ∈ suppµ,

for some Borel function f . Then

lim sup
n→∞

ˆ
Z
fn dµn ≤

ˆ
Z
f dµ.

Remark 1.2. If (Z, dZ) is proper, fn and f are continuous, and µn have uniformly bounded
supports, then the uniform bound from above for fn over the support of µn is a direct
consequence of (1.1).

The proof of Lemma 1.1 can be easily adapted to the case when we need to estimate the
liminf of

´
Z fn dµn.

Lemma 1.3. Let (Z, dZ) be a complete and separable metric space. Let (µn) be a sequence of
non-negative Borel measures on Z finite on bounded sets and assume that µn weakly converge
to µ in duality w.r.t. Cbs(Z). Let (fn) and f be non-negative Borel functions on Z such that
(1.2) f(z) ≤ lim inf

n→∞
fn(zn) whenever suppµn 3 zn → z ∈ suppµ.

Then ˆ
f dµ ≤ lim inf

n→∞

ˆ
fn dµn.

1.2. Optimal Transport tools. Here we introduce the basic notions and statements
about Optimal Transport that will be needed in the thesis. We refer to [14,210] for a more
detailed account about this subject.

Given a metric space (X, d), the subspace of probability measures with finite second order
moment, i.e. those µ ∈ P(X) such that

´
d2(x, x̄) dµ(x) < ∞ for some (and thus for all)

x̄ ∈ X will be denoted by P2(X).
We define the L2-Kantorovich-Wasserstein distance W2 between two measures µ0, µ1 ∈

P2(X) as

(1.3) W2(µ0, µ1)2 := inf
π

ˆ
X×X

d2(x, y) dπ,

where the infimum is taken over all π ∈ P(X×X) with µ0 and µ1 as the first and the second
marginal, i.e. (P1)]π = µ0, (P2)]π = µ1. Here Pi, i = 1, 2 denotes the projection on the first
(respectively second) factor. As (X, d) is complete, one can prove that also (P2(X),W2) is
complete.

A basic fact of W2 geometry, is that if (X, d) is geodesic then (P2(X),W2) is geodesic as
well. For any t ∈ [0, 1], let et denote the evaluation map:

et : Geo(X)→ X, et(γ) := γt.

Any geodesic (µt)t∈[0,1] in (P2(X),W2) can be lifted to a measure ν ∈ P(Geo(X)), called
dynamical optimal plan, such that (et)] ν = µt for all t ∈ [0, 1]. Given µ0, µ1 ∈ P2(X),
we denote by Opt(µ0, µ1) the space of all ν ∈ P(Geo(X)) for which (e0, e1)] ν realizes the
minimum in (1.3). If (X, d) is geodesic, then the set Opt(µ0, µ1) is non-empty for any µ0, µ1 ∈
P2(X).

We will denote by Qt the Hopf-Lax semigroup defined by

Qtf(x) := inf
y∈X

{
f(y) + d2(x, y)

2t

}
for any (x, t) ∈ X × (0,+∞),
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for any f : X → R∪{±∞}, referring to [10,15] for a detailed discussion about its properties.
Recall that the c-transform f c of c is defined as f c := Q1(−f) and that g : X → R∪{−∞} is
said to be c-concave provided it is not identically −∞ and g = f c for some f : X → R∪{−∞}.

Let us recall that, given µ, ν ∈ P2(X), a function ϕ : X → R∪{−∞} is said Kantorovich
potential from µ to ν provided it is c-concave and a maximizer for the dual problem of optimal
transport. We quote a general result about the evolution of Kantorovich potentials along a
W2-geodesic in a metric space, referring to [13, Theorem 2.18] or [210, Theorem 7.35] for a
proof.
Proposition 1.4 (Evolution of Kantorovich potentials). Let (X, d) be a metric space, (µt)
be a W2-geodesic and ϕ : X → R ∪ {−∞} be a Kantorovich potential between µ0 and µ1.
Then for every t ∈ [0, 1]:

i) the function tQt(−ϕ) = Q1(−tϕ) is a Kantorovich potential between µt and µ0;
ii) the function (1− t)Q1−t(−ϕc) = Q1(−(1− t)ϕc) is a Kantorovich potential from µt

to µ1.
Furthermore, for every t ∈ [0, 1] it holds

Qt(−ϕ) = Q1−t(−ϕc) ≥ 0, everywhere,

Qt(−ϕ) = Q1−t(−ϕc) = 0, on supp (µt).

Next we review the notions of non branching metric space and essentially non branching
metric measure space.
A set F ⊂ Geo(X) is a set of non-branching geodesics if and only if for any γ1, γ2 ∈ F , it
holds:

∃ t̄ ∈ (0, 1) such that ∀t ∈ [0, t̄ ] γ1
t = γ2

t =⇒ γ1
s = γ2

s , ∀s ∈ [0, 1].

A measure µ on a measurable space (Ω,F) is said to be concentrated on F ⊂ Ω if there exists
E ⊂ F with E ∈ F so that µ(Ω\E) = 0. With this terminology, we next recall the definition
of essentially non-branching space from [188].
Definition 1.5 (Essentially non-branching space). A metric measure space (X, d,m) is essen-
tially non-branching if and only if for any µ0, µ1 ∈ P2(X), with µ0, µ1 absolutely continuous
with respect to m, any element of Opt(µ0, µ1) is concentrated on a set of non-branching
geodesics.

1.3. Hausdorff measures, covering theorems and differentiation. Let us intro-
duce the so-called Hausdorff (type) measures on a metric measure space and the basic cov-
ering and differentiation theorems that we shall need in the thesis. The discussion is mainly
borrowed from [2]. We refer also to [100,134] for an exhaustive treatment of the topic.
Definition 1.6 (Hausdorff measure). Let (X, d) be a metric space. For any k ∈ [0,+∞) we
let

ωk := πk/2

Γ(1 + k/2) , where Γ(k) :=
ˆ +∞

0
tk−1e−t dx

is the Euler function. If δ ∈ (0,+∞] and A ⊂ X we let

(1.4) H k
δ (A) := ωk

2k inf
{∑
i∈I

(diam(Ai))k : A ⊂
⋃
i∈I

Ai, diamAi < δ

}
.

Finally we define

(1.5) H k(A) := sup
δ>0

H k
δ (A).
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Observe that since δ 7→ H k
δ (A) is nonincreasing we can replace the supremum with a

limit as δ ↓ 0 in (1.5) above. The quantity H k(A) will be referred throughout as the k-
dimensional Hausdorff measure of A. Moreover, let us point out that when k is a natural
number ωk coincides with the Lebesgue measure of the unit ball in Rk.

Let us point out that, for any k ≥ 0 and for any δ ∈ (0,+∞], H k
δ and H k are outer

measures. Moreover Borel sets are Hk-measurable and
H k(A) > 0⇒H k′(A) = +∞ for any k > k′ ≥ 0.

Definition 1.7 (Hausdorff dimension). Given any set A ⊂ X we define the Hausdorff di-
mension of A as
(1.6) dimH (A) := inf

{
k ≥ 0 : H k(A) = 0

}
.

The Hausdorff dimension of the ambient metric space is dimH (X) by definition.
The construction of the Hausdorff measures is an instance of the Carathéodory construc-

tion which can be made with functions (usually referred as gauge functions in the literature)
other than the k-th power of the diameter or with more specific families of covering sets. In
particular, when we require that the sets Ai are balls then the outcome of the construction
is the so-called spherical Hausdorff measure Sk.
Remark 1.8. Given a metric measure space (X, d,m), applying the Carathédory construction
with coverings made by balls and gauge function Br(x) 7→ m(Br(x))/rα one obtains the so-
called codimension-α Hausdorff measure (pre-measures respectively), that we shall denote by
H hα (H hα

δ respectively) in the following. A prominent role will be played by the case α = 1.
For this reason we shall adopt the shortened notation H h in that case.

We will make appeal several times to the following covering theorem, valid on any metric
space. We refer to [2, Theorem 2.2.3] for its proof.
Theorem 1.9 (Vitali covering lemma). Let (X, d) be a metric space and F be a family of
balls such that

sup {r(B) : B ∈ F} < +∞,
where r(B) denotes the radius of a ball B. Then there exists a disjoint subfamily F ′ ⊂ F
such that ⋃

F
Br(x) ⊂

⋃
F ′
B5r(x).

Definition 1.10 (Doubling metric measure spaces). A metric measure space is said to be
locally doubling if there exists a nondecreasing function C : (0,∞) → (0,∞) such that, for
any x ∈ X and for any 0 < r < R, it holds
(1.7) m(B2r(x)) ≤ C(R)m(Br(x)).
We will say that the m.m.s. is doubling if the function C can be chosen to be constant and,
in that case, we shall call doubling constant its value.
Eventually, we shall say that the m.m.s. is asymptotically doubling if

(1.8) lim sup
r→0

m(B2r(x))
m(Br(x)) <∞ for m-a.e. x ∈ X.

Remark 1.11. On any doubling m.m.s. (X, d,m) spheres, i.e. sets of the form {y ∈ X :
d(x, y) = r} for some x ∈ X and r > 0, are m-negligible.
Theorem 1.12 ([2, Theorem 5.2.2]). A metric measure space (X, d,m) is doubling if and
only if there exist constants C ′, s > 0 such that

(1.9) m(Br(x))
m(BR(y)) ≥ C

′
(
r

R

)s
,
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for any x, y ∈ X and for any R ≥ r > 0 such that x ∈ BR(y).
A stronger condition, called Ahlfors regularity asks for a double-sided control on the

measure of balls.
Definition 1.13 (Ahlfors regularity). Let (X, d,m) be a metric measure space. We say that
it is n-Ahlfors regular provided there exist constants A, a > 0 such that

arn ≤ m(Br(x)) ≤ Arn, for any x ∈ X and any 0 < r < diam(X).

Definition 1.14 (Hardy-Littlewood maximal operator). Let (X, d,m) be a metric measure
space and µ be a non-negative Borel measure on (X, d). Then we define the maximal operator
of the measure µ with respect to m as

Mµ(x) := sup
r>0

µ(Br(x))
m(Br(x)) , for any x ∈ X.

If f : X → [0,+∞] is a non-negative Borel function we shall denote by Mf := M(fm).
The statement below is usually referred to as weak 1−1 estimate. We refer to [2, Theorem

5.2.4] for a proof based on Theorem 1.9.
Theorem 1.15 (Weak 1-1 estimate). Let (X, d,m) be a doubling metric measure space. Then
there exists a constant C > 0 depending only on the doubling constant of m such that

m ({x ∈ X : Mµ(x) > λ}) ≤ C

λ
µ(X), for any λ > 0.

Relying on Theorem 1.15 one can obtain a version of the Lebesgue differentiation theorem
valid on any doubling metric measure space (cf. [2, Theorem 5.2.6]).
Theorem 1.16. Let (X, d,m) be a doubling m.m.s. and f ∈ L1

loc(X,m). Then

(1.10) lim
r→0

 
Br(x)

|f(y)− f(x)| dm(y) = 0, for m-a.e. x ∈ X.

Corollary 1.17. Let (X, d,m) be a doubling m.m.s. and let f ∈ L1
loc(X,m). Then

(1.11) lim
r→0

 
Br(x)

f(y) dm(y) = f(x) for m-a.e. x ∈ X

Remark 1.18. We remark that Theorem 1.16 holds true even under the weaker asymptoti-
cally doubling assumption on (X, d,m), see [189, Remark 3.3] and [100, Theorem 2.9.8].

The following fundamental result, originally due to Hardy and Littlewood, shows that
the maximal operator, though nonlinear, continuously maps Lp into Lp for any p > 1. We
refer to [2, Theorem 5.2.10] for a proof in the present context.
Theorem 1.19. Let (X, d,m) be a doubling m.m.s.. Then, for any p > 1 there exists a
constant Cp such that, for any f ∈ Lp(X,m) it holds

(1.12) ‖Mf‖Lp(X,m) ≤ Cp ‖f‖Lp(X,m) .

If (X, d,m) satisfies only the local doubling condition, one can prove a local version of
Theorem 1.19 with minor modifications to the arguments used in the global case.
Let us fix 1 < p ≤ ∞ and a compact set P ⊂ X. Then, there exists a constant C > 0,
depending only on the diameter of P and the local doubling constant of (X, d,m), such that
for every f ∈ Lp(X,m) with sptf ⊂ P , it holds

(1.13) ‖Mf‖Lp(P,m) ≤ C ‖f‖Lp(X,m) .

The proof of the following technical lemma is strongly inspired by the proof of the anal-
ogous statement in the Euclidean setting given in [97]. We refer to [148, Lemma 4.3] for
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a similar result in the present context, formulated in terms of Sobolev capacities instead of
Hausdorff measures.
Lemma 1.20. Let (X, d,m) be a locally doubling m.m.s.. Let f ∈ L1(X,m), f ≥ 0 be given.
Then for any exponent α > 0 it holds that

H hα(Λα) = 0, where we set Λα :=
{
x ∈ X

∣∣∣ lim sup
r↓0

rα(f)x,r > 0
}
,

where we recall that H hα is the Hausdorff type measure of codimension α that we introduced
in Remark 1.8.

Proof. By Corollary 1.17 we know that the limit limr↓0(f)x,r exists and is finite for m-a.e.
x ∈ X, thus for any α > 0 we have that lim supr↓0 rα(f)x,r = 0 holds for m-a.e. x ∈ X. This
means that m(Λα) = 0. Calling

Λkα :=
{
x ∈ X

∣∣∣ lim sup
r↓0

rα(f)x,r ≥ 1/k
}

for every k ∈ N,

we see that Λα =
⋃
k Λkα, thus in particular m(Λkα) = 0 for every k ∈ N. Given that f ∈

L1(X,m), for any ε > 0 there exists δ > 0 such that
´
A f dm ≤ ε for any Borel set A ⊂ X

satisfying m(A) < δ. Fix k ∈ N and pick an open set U ⊂ X such that Λkα ⊂ U and m(U) < δ.
Let us define

F :=
{
Br(x)

∣∣∣∣ x ∈ Λkα, r ∈ (0, ε), Br(x) ⊂ U,
ˆ
Br(x)

f dm ≥ m
(
Br(x)

)
/(rαk)

}
.

Therefore by the Vitali covering Theorem 1.9 we can find a sequence (Bi)i∈N ⊂ F of pairwise
disjoint balls Bi = Bri(xi) such that Λkα ⊂

⋃
iB5ri(xi). Since m is locally doubling, there

exists a constant CD ≥ 1 such that m
(
B5r(x)

)
≤ CD m

(
Br(x)

)
for every x ∈ X and r < ε.

Consequently

H hα
10ε (Λkα) ≤ 1

5α
∞∑
i=1

m
(
B5ri(xi)

)
rαi

≤ CD
5α

∞∑
i=1

m(Bi)
rαi

≤ CDk

5α
∞∑
i=1

ˆ
Bi

f dm ≤ CDk

5α

ˆ
U
f dm

≤ CDk

5α ε.

By letting ε ↓ 0 we conclude that H hα(Λkα) = 0, whence H hα(Λα) = limk H hα(Λkα) = 0. �

1.4. Convergence of metric measure spaces. We wish to introduce the basic notions
and results about convergence of (pointed) metric measure spaces. Basic references about
this topic are the monographs [54, 210] and the paper [118]. Here we closely follow the
presentation of [170].

A pointed metric measure space (abbreviated to p.m.m.s. in the following) is a quadruple
(X, d,m, x) where (X, d,m) is a metric measure space and x ∈ suppm is a given reference
point. Two p.m.m. spaces (X, d,m, x), (X ′, d′,m′, x′) are said to be isomorphic if there exists
an isometry T : (suppm, d) → (suppm′, d′) such that T]m = m′ (measure preserving condi-
tion) and T (x) = x′.
We say that a p.m.m.s. is normalised provided

´
B1(x)(1 − d(·, x)) dm = 1. Observe that

for any p.m.m.s. (X, d,m, x) there exists a unique constant c > 0 such that (X, d, cm, x) is
normalised.
We shall denote by MC the class of normalised p.m.m.s. verifying (1.7) for a given nonde-
creasing function C : (0,+∞)→ (0,+∞).
Definition 1.21 (Pointed measured Gromov-Hausdorff convergence). A sequence of p.m.m.
spaces (Xn, dn,mn, xn) is said to converge in the pointed measured Gromov-Hausdorff topol-
ogy to (X, d,m, x) if there exist a separable metric space (Z, dZ) and isometric embeddings
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ιn : (suppmn, dn)→ (Z, dZ) and ι : (suppm, d)→ (Z, dZ) such that, for any ε > 0 and R > 0
there exists n0 ∈ N such that for every n ≥ n0 it holds

(1.14) ι
(
BX
R (x)

)
⊂ BZ

ε

(
ιn
(
BXn
R+ε(xn)

))
, ιn

(
BXn
R (xn)

)
⊂ BZ

ε

(
ι
(
BX
R+ε(x)

))
and

(1.15) lim
n→∞

ˆ
Z
ϕ d

(
(ιn)]mn

)
=
ˆ
Z
ϕd (ι]m) , for any ϕ ∈ Cb(Z).

It is straightforward to check that this is a notion of convergence for isomorphism classes
of pointed metric measure spaces.

The application of an argument originally due to Gromov [127] allows to prove compact-
ness with respect to the pmGH topology for the class of uniformly doubling pointed metric
measure spaces.
Proposition 1.22. Let C : (0,∞) → (0,∞) be a nondecreasing function. Then there exists
a distance DC over MC for which converging sequences are exactly those converging with
respect to the pmGH topology. Moreover, the space (MC ,DC) is compact.

Let us recall that there is an equivalent way to define pmGH convergence via ε-isometries
as follows.
Theorem 1.23 (pmGH convergence via ε-isometries). Let (Xn, dn,mn, xn) and (X, d,m, x)
be as above. Then (Xn, dn,mn, xn) converge to (X, d,m, x) in the pmGH sense if and only if
for any ε,R > 0 there exists N(ε,R) ∈ N such that, for any n ≥ N(ε,R) there exists a Borel
map f ε,Rn : BXn

R (xn)→ X for which the following hold:
i) f ε,Rn (xn) = x;
ii) sup

x,y∈BXnR (xn)

∣∣∣dn(x, y)− d(f ε,Rn (x), fε,Rn (y))
∣∣∣ ≤ ε;

iii) the ε-neighbourhood of f ε,Rn (BR(xn)) contains BR−ε(x);
iv)

(
f ε,Rn

)
]

(
mn|BR(xn)

)
→ m|BR(x) weakly in duality with Cbs(X) as n → ∞ for a.e.

R > 0.
Metric measured tangents will play a crucial role in the development of the note. Given

a m.m.s. (X, d,m) and a point x ∈ suppm, for any r ∈ (0, 1) we shall consider the rescaled
and normalised p.m.m.s. (X, d/r,mx

r , x), where

(1.16) mx
r :=

(ˆ
Br(x)

(
1− 1

r
d(x, ·)

)
dm
)−1

m = C(x, r)m.

Definition 1.24 (Tangent cones). Let (X, d,m) be a m.m.s. and x ∈ suppm. We define the
space of tangent cones Tanx(X, d,m) at the point x ∈ suppm as the family of all those spaces
(Y, %, n, y) such that

lim
n→∞

dpmGH
(
(X, d/rn,mx

rn , x), (Y, %, n, y)
)

= 0

for some sequence (rn)n ⊆ (0, 1) of radii with rn ↓ 0.
Notice that, if (X, d,m) ∈MC for some nondecreasing function C : (0,∞)→ (0,∞), then

so is (X, d/r,mx
r , x) for any x ∈ suppm and any r ∈ (0, 1). It follows from Proposition 1.22

that Tanx(X, d,m) is not empty for any x ∈ suppm.
Next we recall the definition of pointed measured Gromov convergence and compare it

with the one of pmGH convergence.
Definition 1.25 (Pointed measured Gromov convergence). Assume that (Xn, dn,mn, xn) and
(X, d,m, x) are pointed metric measure spaces. Then we say that (Xn, dn,mn, xn) converge to
(X, d,m, x) in the pointed measured Gromov topology (abbreviated pmG topology) if there
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exist a complete and separable metric space (W, dW ) and isometric embeddings (ιn)n, ι with
ιn : Xn →W and ι : X →W such that

ιn(xn)→ ι(x) ∈ suppm,

(ιn)]mn → (ι)]m weakly in duality with Cbs(W ).
Remark 1.26. Whenever we are dealing with families of metric measure spaces with diameter
uniformly bounded from above we will employ the simpler notion of measured Gromov-
Hausdorff convergence. This notion was introduced in [104] and it can be equivalently
characterized by Definition 1.25 neglecting the condition about the convergence of the base
points. We will indicate by dmGH the distance inducing convergence in the mGH topology.

The implication from pmGH convergence to pmG convergence is always true. The con-
verse one becomes true under the additional doubling assumption (cf. [118], treating the case
of uniformly doubling spaces. The general case can be handled reducing to balls of increasing
radii where the uniform doubling assumption is in force.).
Proposition 1.27. Let (Xn, dn,mn, xn) be a sequence of pointed metric measure spaces that
converges to (X, d,m, x) in the pmGH sense. Then the convergence holds also in the pmG
sense. Moreover, if the spaces are C-doubling for some nondecreasing function C : (0,∞)→
(0,∞) then also the converse implication holds true.
Definition 1.28. Let (Xi, di,mi, xi), (Y, %, µ, y), (Z, dZ) be as above and fi : Xi → R,
f : Y → R. We say that fi → f pointwise if fi(zi)→ f(z) for every sequence of points zi ∈ Xi

such that zi → z in Z. If for every ε > 0 there exists δ > 0 such that |fi(zi)− f(z)| ≤ ε for
every i ≥ δ−1 and zi ∈ Xi, z ∈ Y with dZ(zi, z) ≤ δ, then we say that fi → f uniformly.

The next proposition is a version of the Ascoli–Arzelà compactness theorem for sequences
of functions defined on varying spaces. Its proof can be obtained arguing as in the case of a
fixed space, see [210, Proposition 27.20].
Proposition 1.29. Let (Xi, di,mi, xi) and (Y, ρ, µ, y) be as above and R > 0, L > 0 fixed.
Then for any sequence of L-Lipschitz functions fi : BR(xi)→ R such that supi

∣∣fi(xi)∣∣ < +∞
there exists a subsequence that converges uniformly to some L-Lipschitz function f : BR(y)→
R.
Remark 1.30. Let us point out that, if all the spaces coincide and they are compact, then
fi → f pointwise according to Definition 1.28 if and only if f is continuous and fi → f
uniformly. Therefore the terminology “pointwise convergence” might be a bit misleading.
Nevertheless we prefer to keep using it since it is adopted in several other works [18,21,170].

1.5. Sobolev calculus and Heat flow. In this section we recall the basic facts about
Sobolev calculus and heat flow on metric measure spaces. We refer to [15,110] for a more
systematic treatment of this topic.

1.5.1. Cheeger energy and minimal relaxed gradients. For p ∈ (1,∞) we recall that the
p-Cheeger energy Chp : Lp(m)→ [0,+∞] is the convex and lower semicontinuous functional

Chp(f) := inf
{

lim inf
n→∞

ˆ
lipp(fn) dm

∣∣∣∣ (fn)n ⊆ Lp(m) ∩ Lipb(X), lim
n→∞

‖fn − f‖Lp(m) = 0
}
.

The original definition given in [62] involves generalized upper gradients in place of the
slopes of the functions fn and many other pseudo-gradients can be used, leading to the same
functional. This is a consequence of a powerful identification result proved in [10].

The Sobolev spaces H1,p(X, d,m) are defined as the finiteness domains of the energies
Chp. When endowed with the norm

(1.17) ‖f‖H1,p :=
(
‖f‖pLp(X,m) + Chp(f)

) 1
p
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they become Banach spaces. Furthermore, under the assumption that (X, d,m) is doubling,
the Sobolev spaces are reflexive (see [10, Corollary 7.5]). In that case standard functional
analytic arguments yield separability and density of bounded Lipschitz functions (cf. [10,
Proposition 7.6]).

For any f ∈ H1,p(X, d,m) one can define, through a minimizing procedure, an object
|∇f |p called p-minimal relaxed gradient providing the integral representation

(1.18) Chp(f) =
ˆ
X
|∇f |pp dm.

Remark 1.31. We chose to adopt the notation |∇f |p even though the most appropriate
choice would be |Df |p. Our choice is motivated by the fact that the case p = 2 will play
a prominent role in the thesis in presence of an infinitesimally Hilbertian assumption (cf.
Definition 1.35 below). We refer to [110] for a thorough discussion about the differential
structure of metric measure spaces.
Remark 1.32. Let us point out that the p-minimal relaxed gradient can depend on p. We
refer to [91] for the construction of an explicit example of metric measure space where this
occurs. Nevertheless, in all the relevant applications for the sake of this thesis it can be
proved that there is independence of the integrability exponent, as we shall see below.

Let us recall that (X, d,m) satisfies a weak local (1, p)-Poincaré inequality with constants
CP > 0 and λ ≥ 1, for some 1 ≤ p <∞, if it holds
(1.19) 

Br(x)

∣∣f − (f)x,r
∣∣ dm ≤ CP r

( 
Bλr(x)

|Df |p dm
)1/p

for all f ∈ H1,p(X), x ∈ X, r > 0.

In the context of metric measure spaces verifying a doubling assumption and a weak
local (1, 2)-Poincaré inequality (usually referred to as PI spaces) a deep identification result
due to Cheeger [62] allows to identify (in the almost everywhere sense) the minimal relaxed
gradient with the slope for Lipschitz functions, removing also the dependence of the minimal
relaxed gradient on the integrability exponent. We refer to [10, Theorem 8.4] for the present
formulation and for a different proof.
Theorem 1.33. Let (X, d,m) be a m.m.s. with m doubling and supporting a weak (1, p)-
Poincaré inequality for some 1 < p < +∞. Then, for any f ∈ H1,p(X, d,m) ∩ Liploc(X), it
holds lipf = |∇f |p m-a.e. on X.

We turn to the introduction of the notion of 2-capacity, referring to [88,149] for a detailed
discussion on the topic.

The capacity of a given set E ⊂ X is defined as

Cap(E) := inf
{
‖f‖2H1,2(X)

∣∣∣ f ∈ H1,2(X, d,m), f ≥ 1 m-a.e. on some neighbourhood of E
}
.

We remark that a notion of p-capacity can be defined in an analogous way. Since we will
only be concerned with the case p = 2 we will omit the dependence on the exponent. We
refer moreover to [88, Remark 2.7] for a comparison with other notions of Capacity based on
Newtonian functions rather than Sobolev functions. As it is pointed out therein, the notions
are equivalent on PI spaces.

It turns out that Cap is a submodular outer measure on X, finite on all bounded sets,
such that the inequality m(E) ≤ Cap(E) holds for any Borel set E ⊂ X. Any function
f : X → [0,+∞] can be integrated with respect to the capacity via Cavalieri’s formulaˆ

f dCap :=
ˆ +∞

0
Cap

(
{f > t}

)
dt,
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since the function t 7→ Cap
(
{f > t}

)
is non-increasing, thus it is Lebesgue measurable. The

integral operator f 7→
´
f dCap is subadditive as a consequence of the submodularity of Cap.

Given any set E ⊂ X, we shall use the shorthand notation
´
E f dCap :=

´
χEf dCap.

On PI spaces the 2-capacity controls H hα for any α < 2. The proof of this result is
inspired by the one given in [97] in the Euclidean context.
Theorem 1.34. Let (X, d,m) be a PI space. Then it holds that H hα � Cap for every
α ∈ (0, 2).

Proof. Fix α ∈ (0, 2) and a set A ⊂ X with Cap(A) = 0. We aim to prove that H hα(A) = 0.
By definition of capacity, we can find a sequence (fi)i ⊂ H1,2(X) such that fi ≥ 1 on some
neighbourhood of A and ‖fi‖H1,2(X) ≤ 1/2i for every i ∈ N. Since

∑∞
i=1 ‖fi‖H1,2(X) < +∞,

one has that g :=
∑∞
i=1 fi is a well-defined element of the Banach space H1,2(X). For any

k ∈ N it clearly holds that g ≥ k on some neighbourhood of A, whence for any x ∈ A we
have (g)x,r ≥ k for every r < dist

(
x, {g < k}

)
and accordingly

(1.20) lim
r↓0

(g)x,r = +∞ for every x ∈ A.

Furthermore, we claim that

(1.21) lim sup
r↓0

rα
 
Br(x)

|Dg|2 dm = +∞ for every x ∈ A.

In order to prove it, we argue by contradiction: suppose that lim supr↓0 rα
ffl
Br(x) |Dg|

2 dm <

+∞ for some x ∈ A, so that there exists a constant M > 0 such that

(1.22) rα
 
Br(x)

|Dg|2 dm ≤M for every r ∈ (0, 1).

Call CD and CP the doubling and the Poincaré constant of (X, d,m) (for r < 1/2), respec-
tively. Therefore, for every r < 1/(2λ) we have that∣∣(g)x,r − (g)x,2r

∣∣ = 1
m
(
Br(x)

) ∣∣∣∣ ˆ
Br(x)

g − (g)x,2r dm
∣∣∣∣

≤ CD

 
B2r(x)

∣∣g − (g)x,2r
∣∣ dm

(1.19)
≤ 2CD CP r

(  
B2λr(x)

|Dg|2 dm
)1/2

(1.22)
≤ (21−α/2 CD CP λ

−α/2 M
1/2) r1−α/2.

Let us set C := 21−α/2 CD CP λ
−α/2 M 1/2 and θ := 1 − α/2 ∈ (0, 1). Then the previous

computation gives
∑∞
i=2

∣∣(g)x,2−i − (g)x,2−i+1
∣∣ ≤ C

∑∞
i=2(2θ)−i < +∞, contradicting (1.20).

This proves (1.21).
Finally, it immediately follows from (1.21) that A is contained in the set of all points

x ∈ X that satisfy lim supr↓0 rα
ffl
Br(x) |Dg|

2 dm > 0, which is H hα-negligible by Lemma 1.20.
Therefore, we conclude that H hα(A) = 0. �

As we anticipated, the case p = 2 will play a central role in the thesis. Therefore we shall
adopt the shortened notation Ch := Ch2 when there is no risk of confusion.

We wish to emphasize that in general Ch is not a quadratic form and H1,2(X, d,m) is not
a Hilbert space. In particular, if ‖·‖ is a norm over Rn, then the Cheeger energy associated
to (Rn, d‖·‖,Ln) is quadratic if and only if the norm is induced by a scalar product. More in
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general, if (X, d,m) is the metric measure structure associated to a smooth Finsler manifold,
then the Cheeger energy is quadratic if and only if the Finsler manifold is indeed Riemannian
(cf. [110]).
Also motivated by the remarks above, Gigli introduced in [110] the notion of infinitesimally
Hilbertian metric measure space (see also [16] where the condition was present and studied
when coupled with lower Ricci curvature bounds).
Definition 1.35 (Infinitesimally Hilbertian space). A metric measure space (X, d,m) is said
to be infinitesimally Hilbertian if the associated Cheeger energy is a quadratic form on
L2(X,m).
Remark 1.36. Since Ch is convex and 2-homogeneous the quadraticity is equivalent to ask
for the validity of the parallelogram rule
(1.23) Ch(f + g) + Ch(f − g) = 2Ch(f) + 2Ch(g), for any f, g ∈ L2(X,m).
Furthermore, another equivalent condition amounts to ask that the (a priori only) Banach
space H1,2(X, d,m) is a Hilbert space.

Next we recall that the global assumption about H1,2(X, d,m) being a Hilbert space has a
series of nontrivial outcomes. We refer to [45,105] for the basic terminology about Dirichlet
forms, that will not play an explicit role in the development of the thesis.
Theorem 1.37. If Ch is quadratic then we can introduce a symmetric bilinear operator
Γ : H1,2(X, d,m)×H1,2(X, d,m)→ L1(X,m) by

Γ(f, g) := lim
ε→0

|∇(f + εg)|2 − |∇f |2

2ε ,

where the limit is understood in L1(X,m). Moreover, Γ is a symmetric bilinear form and

E(f1, f2) :=
ˆ
X

Γ(f1, f2) dm, for all f1, f2 ∈ H1,2(X, d,m)

defines a strongly local Dirichlet form.
In the rest of the thesis we shall adopt the notation ∇f · ∇g to indicate Γ(f, g).

Most of the standard calculus rules can be proved when dealing with minimal relaxed gradi-
ents, let us list here the most relevant ones.

Locality on Borel sets. For any f, g ∈ H1,2(X, d,m) it holds that |∇f | = |∇g| m-a.e.
on {f = g}.

Chain rule. For any f ∈ H1,2(X, d,m) and for any φ ∈ Lip(R) with φ(0) = 0 it holds
|∇(φ ◦ f)| = |φ′(f)| |∇f |.

Leibniz rule. If f, g ∈ H1,2(X, d,m) and h ∈ Lipb(X, d), then
(1.24) ∇f · ∇(gh) = h∇f · ∇g + g∇f · ∇h m-a.e. in X.

Thanks to the locality of the minimal relaxed gradient we introduce in the standard way
the local Sobolev spaces on open domains of X.
Given an open set Ω ⊆ X, we define H1,2

loc (Ω, d,m) as the space of all those f ∈ L2
loc(Ω,m)

such that ηf ∈ H1,2(X, d,m) holds for every η ∈ Lipc(Ω). Thanks to the locality property
of the minimal relaxed slope, it makes sense to define, through an exhaustion procedure,
|∇f | ∈ L2

loc(Ω,m) as
|∇f | :=

∣∣∇(ηf)
∣∣ m-a.e. on {η = 1}, for any η ∈ Lipc(Ω).

Moreover, we can argue that H1,2(Ω, d,m) coincides with the space of all f ∈ H1,2
loc (Ω, d,m)

such that f, |∇f | ∈ L2(Ω,m).
Eventually, given an open domain Ω ⊂ X we define the space H1,2

0 (Ω, d,m) as the closure of
Lipc(Ω, d) in H1,2(X, d,m).
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To conclude this overview about Sobolev calculus we introduce the notion of function of
bounded variation on a metric measure space (X, d,m), following [11].
Definition 1.38 (Function of bounded variation). A function f ∈ L1(X,m) is said to be-
long to the space BV(X, d,m) if there exist locally Lipschitz functions fi converging to f in
L1(X,m) such that

lim sup
i→∞

ˆ
X

lip(fi) dm <∞.

By localizing this construction one can define

|Df | (A) := inf
{

lim inf
i→∞

ˆ
A

lip(fi) dm : fi ∈ Liploc(A), fi → f in L1(A,m)
}

for any open A ⊂ X. In [11] (see also [169] for the case of locally compact spaces) it is
proven that this set function is the restriction to open sets of a finite Borel measure that we
call total variation of f and still denote |Df |.

Dropping the global integrability condition on f = χE , let us recall now the analogous
definition of set of finite perimeter in a metric measure space (see again [5,11,169]).
Definition 1.39 (Perimeter and sets of finite perimeter). Given a Borel set E ⊂ X and an
open set A the perimeter Per(E,A) is defined in the following way:

Per(E,A) := inf
{

lim inf
n→∞

ˆ
A

lip(un) dm : un ∈ Liploc(A), un → χE in L1
loc(A,m)

}
.

We say that E has finite perimeter if Per(E,X) < +∞. In that case it can be proved that the
set function A 7→ Per(E,A) is the restriction to open sets of a finite Borel measure Per(E, ·)
defined by

Per(E,B) := inf {Per(E,A) : B ⊂ A, A open} .
Let us remark for the sake of clarity that E ⊂ X with finite m-measure is a set of finite

perimeter if and only if χE ∈ BV(X, d,m) and that Per(E, ·) = |DχE | (·). We will use both
the notations Per(E, ·) and |DχE | (·) in the rest of the thesis.

In the following we will say that E ⊂ X is a set of locally finite perimeter if χE is a function
of locally bounded variation, that is to say ηχE ∈ BV(X, d,m) for any η ∈ Lipbs(X, d).

The following coarea formula for functions of bounded variation on metric measure spaces
is taken from [169, Proposition 4.2], dealing with locally compact spaces and its proof works
in the more general setting of metric measure spaces.
Theorem 1.40 (Coarea formula). Let v ∈ BV(X, d,m). Then, {v > r} has finite perimeter
for L1-a.e. r ∈ R and, for any Borel function f : X → [0,∞], it holds

(1.25)
ˆ
X
f d |Dv| =

ˆ +∞

−∞

(ˆ
X
f dPer({v > r}, ·)

)
dr.

By applying the coarea formula to the distance function we obtain immediately that, given
x ∈ X, the ball Br(x) has finite perimeter for L1-a.e. r > 0, and in the sequel this fact will
also be used in the quantitative form provided by (1.25). We also recall (see for instance [4,5])
that sets of locally finite perimeter are an algebra, more precisely Per(E,B) = Per(X \E,B)
and

Per(E ∩ F,B) + Per(E ∪ F,B) = Per(E,B) + Per(F,B).

We will need also the following localized version of the coarea formula, which is an easy
consequence of [169, Remark 4.3].
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Corollary 1.41. Let v ∈ BV(X, d,m) be continuous and non-negative. Then, for any Borel
function f : X → [0,∞], it holds that |Dv| ({v = t}) = 0 for every t ∈ [0,∞) and

(1.26)
ˆ
{s<v<t}

f d |Dv| =
ˆ t

s

(ˆ
X
f dPer({v > r}, ·)

)
dr, 0 ≤ s < t <∞.

After the introduction of the space of functions of bounded variation, it is natural to let
W 1,1(X, d,m) be the space of those functions f ∈ BV(X, d,m) with the following property:
there exists |∇f |∗ ∈ L1(X,m) such that |Df | = |∇f |∗m. The space W 1,1(X, d,m) endowed
with the norm ‖f‖W 1,1 := ‖f‖L1 + ‖|∇f |∗‖L1 is a Banach space.

In an analogous way one can define the spaceW 1,1
loc (X, d,m), exploiting the strong locality

of the relaxed gradient |∇f |∗ for f ∈W 1,1(X, d,m).
1.5.2. Laplacian and heat flow. Next we review the notion of heat flow on a metric mea-

sure space. Let us recall that, thanks to the Komura-Brezis theory (cf. [46]), any lowersemi-
continuous convex functional on a Hilbert space admits a unique gradient flow.
Definition 1.42 (Heat flow). The heat flow Pt is defined as the L2(X,m)-gradient flow of
1
2Ch.

We point out that the Brezis-Komura theory provides a continuous semigroup in L2(X,m)
which, under the volume growth assumption

m(Br(x̄)) ≤ aebr2
, for any r > 0,

can be extended to a continuous mass preserving semigroup (still denoted by Pt) in all
Lp(X,m) spaces, 1 ≤ p < ∞. In addition, Pt preserves upper and lower bounds with
constants, namely f ≤ C m-a.e. (respectively f ≥ C m-a.e.) implies Ptf ≤ C m-a.e. (resp.
Ptf ≤ C m-a.e.) for all t ≥ 0.

For the rest of this section, unless otherwise stated, we work under the additional as-
sumption that (X, d,m) is infinitesimally Hilbertian.
Definition 1.43 (Laplacian). The Laplacian ∆ : D(∆) → L2(X,m) is a densely defined
linear operator whose domain consists of all functions f ∈ H1,2(X, d,m) satisfyingˆ

hg dm = −
ˆ
∇h · ∇f dm for any h ∈ H1,2(X, d,m)

for some g ∈ L2(X,m). The unique g with this property is denoted by ∆f .1

More generally, we say that f ∈ H1,2
loc (X, d,m) is in the domain of the measure valued

Laplacian, and we write f ∈ D(∆), if there exists a Radon measure µ on X such that, for
every ψ ∈ Lipc(X), it holds ˆ

ψ dµ = −
ˆ
∇f · ∇ψ dm.

In this case we write ∆f := µ. If moreover ∆f � m with density in L2
loc we denote by ∆f

the unique function in L2
loc(X,m) such that ∆f = ∆fm and we write f ∈ Dloc(∆).

We will also be dealing with the local counterpart of the notion above.
Definition 1.44. A function f ∈ H1,2(Ω, d,m) belongs to D(∆,Ω) if there exists g ∈
L2(Ω,m) satisfyingˆ

Ω
∇f · ∇h dm = −

ˆ
Ω
f g dm for any h ∈ H1,2

0 (Ω, d,m).

With a slight abuse of notation we write ∆f = g in Ω.

1The linearity of ∆ follows from the quadraticity of Ch.
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It is easily seen that, if f ∈ D(∆,Ω) and η ∈ Lipc(Ω, d) ∩ D(∆), ∆η ∈ L∞(X,m) then
ηf ∈ D(∆).

Having introduced the notion of Laplacian, let us point out that the heat flow can equiv-
alently be characterized by saying that for any u ∈ L2(X,m) the curve t 7→ Ptu ∈ L2(X,m)
is locally absolutely continuous in (0,+∞) and satisfies

d
dtPtu = ∆Ptu for L1-a.e. t ∈ (0,+∞).

Under our assumptions the heat flow provides a linear, continuous and self-adjoint contraction
semigroup in L2(X,m). Moreover, it is easily seen that

lim
t→0

Ptf = f strongly in H1,2 for all f ∈ H1,2(X, d,m).

We shall also extensively use the typical regularizing properties

(1.27) Ptf ∈ H1,2(X, d,m) for all f ∈ L2(X,m), t > 0 and Ch(Ptf) ≤
‖f‖2L2(X,m)

2t ,

(1.28) Ptf ∈ D(∆) for all f ∈ L2(X,m), t > 0 and ‖∆Ptf‖2L2(X,m) ≤
‖f‖2L2(X,m)

t2
,

as well as the commutation rule Pt ◦∆ = ∆ ◦ Pt, valid for any t > 0.
1.5.3. Derivations and their regularity. The concept of derivation on a metric measure

space has been introduced and deeply studied in [213] (see also [214]). In more recent papers
[89,112] derivations have proved to be a natural tool for the development of a differential
calculus in metric measure spaces.
Definition 1.45 (Derivation). Let (X, d,m) be a metric measure space. Then a derivation
on X is a linear map b : Lipbs(X)→ L0(m) such that the following properties are satisfied:

i) Leibniz rule. b(fg) = b(f)g + fb(g) for every f, g ∈ Lipbs(X).
ii) Weak locality. There exists G ∈ L0(m) such that

|b(f)| ≤ G lipa(f) m-a.e. for every f ∈ Lipbs(X).

The least function G (in the m-a.e. sense) with this property is denoted by |b|.
The space of all derivations onX is denoted by Der(X). Given any derivation b ∈ Der(X),

we define its support supp(b) ⊂ X as the essential closure of {|b| 6= 0}. For any open set
U ⊂ X, we write supp(b) b U if supp(b) is bounded and dist(supp(b), X \U) > 0. Given any
b ∈ Der(X) with |b| ∈ L1

loc(X), we say that div(b) ∈ Lp(m) – for some exponent p ∈ [1,∞] –
provided there exists a function h ∈ Lp(m) such that

(1.29) −
ˆ

b(f) dm =
ˆ
fh dm for every f ∈ Lipbs(X).

The function h is uniquely determined, thus it can be unambiguously denoted by div(b). We
set

Derp(X) :=
{
b ∈ Der(X)

∣∣ |b| ∈ Lp(m)
}
,

Derp,p(X) :=
{
b ∈ Derp(X)

∣∣ div(b) ∈ Lp(m)
}

for any p ∈ [1,∞]. The set Derp(X) is a Banach space if endowed with the norm ‖b‖p :=
‖|b|‖Lp(m).
Remark 1.46. We claim that for every b ∈ Derp,p(X) – where p ∈ [1,∞] – it holds that

(1.30) supp
(
div(b)

)
⊂ supp(b).
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In order to prove it, fix any open bounded subset U of X \ supp(b). Then formula (1.29)
guarantees that

´
f div(b) dm = −

´
b(f) dm = 0 for every f ∈ Lipbs(U), whence accordingly

div(b) = 0 holds m-a.e. on U . By arbitrariness of U , we conclude that (1.30) is verified.
In [89] it has been proven that the action of any derivation in Der2,2(X) can be extended

in a unique way from Lipbs to H1,2(X) and even to H1,2
loc (X) getting a linear functional

b : H1,2
loc (X, d,m)→ L1

loc(X,m),

such that |b(f)| ≤ |b| |∇f | holds true m-a.e. on X for any f ∈ H1,2
loc (X).

Next we introduce a class of more regular derivations for which, on RCD(K,∞) metric
measure spaces, Ambrosio-Trevisan have been able to prove existence and uniqueness for the
associated ODE problem. We postpone a detailed discussion about this issue to Section 3.2
introducing only here the relevant class of derivations with deformation in L2.

The next definition, taken from [30], is the natural extension of Bakry’s weak definition
of Hessian [37].
We shall denote by V4 the set of those f ∈ H1,2(X, d,m) for which |∇f | ∈ L4(X,m).
Definition 1.47 (Derivation with deformation in L2). Let b ∈ Der2,2(X) and assume that
Lipbs is dense in V4. We write Dsymb ∈ L2(X,m) if there exists c ≥ 0 such that

(1.31)
∣∣∣∣ˆ Dsymb(f, g) dm

∣∣∣∣ ≤ c ‖|∇f |‖L4 ‖|∇g|‖L4 ,

for all f, g ∈ V4 with ∆f,∆g ∈ L4(X,m), where

(1.32)
ˆ
Dsymb(f, g) dm := −1

2

ˆ
[b(f)∆g + b(g)∆f − div b (∇f · ∇g)] dm.

Moreover, we let ‖Dsymb‖2 be the smallest c in (1.31).

1.6. The theory of normed modules. We briefly review the theory of tangent mod-
ules (and normed modules, more in general) in the case of infinitesimally Hilbertian metric
measure spaces. This theory has been developed by Gigli in [112] inspired by previous works
by Weaver [213]. Here we follow the simplified presentation of [20], where there are minor
simplifications with respect to the general case, thanks to the Hilbertian assumption. We
remark that the original approach in [112] starts from the construction of L2 sections of the
cotangent bundle to recover via duality the tangent module.

Let R be either L∞(m) or L0(m). Let M be a module over the commutative ring R. Then
an Lp-pointwise norm on M , for some p ∈ {0} ∪ [1,∞), is any mapping | · | : M → Lp(m)
such that

|v| ≥ 0 for every v ∈M , with equality if and only if v = 0,
|v + w| ≤ |v|+ |w| for every v, w ∈M ,

|fv| = |f ||v| for every f ∈ R and v ∈M ,

(1.33)

where all (in)equalities are in the m-a.e. sense. We shall consider two classes of normed
modules:

• Lp(m)-normed L∞(m)-modules, with p ∈ [1,∞). A module M p over L∞(m)
endowed with an Lp-pointwise norm | · | such that ‖v‖M p :=

∥∥|v|∥∥
Lp(m) is a complete

norm on M p.
• L0(m)-normed L0(m)-modules. A module M 0 over L0(m) endowed with an L0-
pointwise norm | · | such that dM 0(v, w) :=

´
min

{
|v − w|, 1

}
dm′ (where m′ is any

probability measure that is mutually absolutely continuous with m) is a complete
distance on M 0.
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We also recall a variant of the notion of L0-normed L0-module – where the Borel measure
m is replaced by the capacity – which has been proposed in [88] and will be relevant for the
development of the theory of sets of finite perimeter in Chapters 4 and 5.

Fix a metric measure space (X, d,m). The space of all Borel functions on X – considered
up to Cap-a.e. equality – is denoted by L0(Cap). If continuous functions are strongly dense
in H1,2(X) (this condition is met, for instance, if the space is infinitesimally Hilbertian), then
there exists a unique “quasi-continuous representative” map QCR : H1,2(X)→ L0(Cap) that
is characterized as follows: QCR is a continuous map, and for any f ∈ H1,2(X) it holds that
QCR(f) is (the equivalence class of) a quasi-continuous function that is m-a.e. coinciding with
f itself. Let us recall that a function f : X → R is said to be quasi-continuous if for any
ε > 0 there exists a set E ⊂ X with Cap(E) < ε such that f : X \E → R is continuous. We
refer to [88, Theorem 1.20] for a proof of this result and to [149] for a previous approach.

Given a module MCap over the ring L0(Cap), we say that a mapping | · | : MCap →
L0(Cap) is a pointwise norm provided it satisfies the (in)equalities in (1.33) in the Cap-a.e.
sense for any choice of v, w ∈MCap and f ∈ L0(Cap). Then the space MCap is said to be an
L0(Cap)-normed L0(Cap)-module if it is complete when endowed with the distance

dMCap(v, w) :=
∑
k∈N

1
2k max

{
Cap(Ak), 1

} ˆ
Ak

min
{
|v − w|, 1

}
dCap,

where (Ak)k is any increasing sequence of open subsets of X having finite capacity that is
chosen in such a way that any bounded set B ⊂ X is contained in Ak for some k ∈ N
sufficiently big.

The starting point of Gigli’s construction of the tangent module is provided by the formal
expressions {(Ai,∇fi)}i∈I , where I is a finite index set, {Ai}i∈I is a m-measurable partition
of X and fi ∈ H1,2(X, d,m).

The sum of two families {(Ai,∇fi)}i∈I , {(Bj ,∇gi)}j∈J is {Ai ∩ Bj ,∇(fi + gj)}(i,j)∈I×J
and multiplication by m-measurable functions χ taking finitely many values is defined by

(1.34) χ{(Ei,∇fi)}i∈I = {(Ei ∩ Fj ,∇(zjfi))}(i,j)∈I×J ,

where χ =
∑
zjχFj .

Two families {(Ai,∇fi)}i∈I , {(Bj ,∇gi)}j∈J are said to be equivalent if fi = gj m-a.e. on
Ai ∩ Bj for all (i, j) ∈ I × J and one works with the vector space M of these equivalence
classes, since the above defined operations are compatible with the equivalence relation.

We let the pointwise norm |{(Ai,∇fi)}| ∈ L2(X,m) of {(Ai,∇fi)} be |{(Ai,∇fi)}| (x) :=
|∇fi| (x) m-a.e. on Ai. Thanks to the locality properties of the minimal relaxed slope, this
definition does not depend on the choice of the representative and satisfies |χ{(Ai,∇fi)}| =
|χ| |{(Ai,∇fi)}| whenever χ takes finitely many values. This way, all the properties of
L2(X,m)-normed modules are satisfied, with the only difference that multiplication is de-
fined only for functions χ ∈ L∞(X,m) having finitely many values. By completion ofM with
respect to the norm

(´
X |{Ai, fi}|

2 dm
)1/2

we obtain the normed module L2(T (X, d,m)) that
we shall also denote by L2(TX) when there is no risk of confusion.

In the sequel we shall denote by V,W , etc. the typical elements of L2(T (X, d,m)) and
by |V | the pointwise norm. We start using a more intuitive notation ∇f for (the equivalence
class of) {(X,∇f)} and expressions like finite sums

∑
i
χi∇fi

As a consequence of the very construction of the tangent module one can check that the
family of finite sums

(1.35)
∑
i

χi∇fi,
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where χi ∈ L∞(X,m) and fi ∈ H1,2(X, d,m) is dense in L2(TX). More in general this is true
whenever the functions χ are allowed to vary in a subset of L2(X,m)∩L∞(X,m) stable with
respect to truncations and dense in L2(X,m).

It is easy to check that, under our assumptions, L2(TX) equipped with the norm ‖·‖ is
a Hilbert space. Moreover its pointwise norm satisfies a pointwise parallelogram rule. By
polarization one can then introduce a pointwise scalar product
(1.36) L2(TX) 3 V,W 7→ V ·W ∈ L1(X,m)
which we might think of as the metric tensor of the space. It can also be verified that,
whenever f, g ∈ H1,2(X, d,m) the scalar product of the tangent module L2(TX) coincides
with the Carré du champ Γ(f, g) introduced via Sobolev calculus, therefore justifying the use
of the same notation.

Elements of the tangent module shall be referred to as vector fields. A notion of divergence
can be introduced via integration by parts also in this context.
Definition 1.48 (Divergence of a vector field). Let (X, d,m) be an infinitesimally Hilbertian
m.m.s. and let V ∈ L2(TX). Then we say that V has divergence in L2 (and write V ∈
D(div )) if there exists g ∈ L2(X,m) such thatˆ

X
V · ∇f dm = −

ˆ
X
fg dm,

for any f ∈ H1,2(X, d,m). It is easily seen that g is uniquely determined, if it exists and we
shall denote it by divV .

We shall indicate by L2(T ∗(X, d,m)) the cotangent module of (X, d,m) that we define as
the dual of L2(T (X, d,m)). The shortened notation L2(T ∗X) will be adopted whenever there
is no risk of confusion.
Remark 1.49. Under the additional infinitesimal Hilbertianity assumption one can introduce
also an L0-version of the tangent module L0(TX) which is characterized as follows: there
is a unique couple

(
L0(TX),∇), where L0(TX) is an L0(m)-normed L0(m)-module and ∇ :

H1,2(X)→ L0(TX) is a linear gradient map, such that the following hold:
|∇f | coincides with the minimal relaxed slope of f for every f ∈ H1,2(X),{ n∑

i=1
χEi∇fi

∣∣∣∣ (Ei)ni=1 Borel partition of X, (fi)ni=1 ⊂ H1,2(X)
}

is dense in L0(TX).

It can be readily checked that L2(TX) :=
{
v ∈ L0(TX) : |v| ∈ L2(m)

}
.

Remark 1.50. In the general situation (without infinitesimal Hilbertianity) there is a canon-
ical differential operator d : H1,2(X, d,m)→ L2(T ∗X) such that |df | = |∇f | m-a.e. for any
f ∈ H1,2(X, d,m), where the modulus at the left handside stands for the pointwise norm of
L2(T ∗X) while the modulus at the right handside stands for the minimal relaxed gradient.
Recall, moreover, that the tangent bundle L2(TX) is defined to be the dual of the cotangent
bundle in the general case.

The following useful result has been established as an intermediate step in the proof of
[90, Proposition 6.5]. It allows to identify vector fields in L2(TX) with a suitable subclass of
the space of derivations. The identification can be pushed up to the notion of divergence.
Proposition 1.51. Let (X, d,m) be an infinitesimally Hilbertian metric measure space. Let
us denote by D the closure in Der2(X) of the pre-Hilbert space D :=

(
Der2,2(X), ‖·‖2

)
. Then D

has a natural structure of Hilbert L2(m)-normed L∞(m)-module and the map A : L2(TX)→
D, defined as

A(v)(f) := v · ∇f for every v ∈ L2(TX) and f ∈ Lipbs(X),
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is a normed module isomorphism between L2(TX) and D. Moreover, it holds A
(
D(div)

)
= D

and
div(A(v)) = div(v) for every v ∈ D(div).

Remark 1.52. In view of Proposition 1.51 in the rest of the thesis we will be dealing mainly
with vector fields, even though some of the results we are going to present have originally
been formulated with the language of derivations.

We proceed reviewing the basic terminology about the so-called dimension of the tangent
module L2(TX). The present discussion is taken from [112,133].

Given a Borel set A ⊂ X we denote the subset of L2(TX) consisting of those v such that
χAcv = 0 by L2(TX)|A.
Definition 1.53 (Local independence). Let A ⊂ X be a Borel set with positive measure.
We say that {vi}i∈I ⊂ L2(TX) is independent on A if∑

i

fivi = 0, m-a.e. on A

holds if and only if fi = 0 m-a.e. on A for each i ∈ I.
Definition 1.54 (Local span and generators). Let A ⊂ X be a Borel set and V := {vi}i∈I ⊂
L2(TX). The span of V in A, denoted by spanA(V ), is the subset of those elements of
L2(TX)|A with the following property: there exist a Borel decomposition {An}n∈N of A and
families of vectors {vi,n}mni=1 ⊂ V and functions {fi,n}mni=1 ⊂ L∞(X,m), for n ∈ N such that

χAnv =
mn∑
i=1

fi,nvi.n

for any n. We call the closure of spanA(V ) the space generated by V on A.
We say that L2(TX) is finitely generated if there is a finite family v1, . . . , vn spanning

L2(TX) and locally finitely generated if there is a Borel partition(Ei)i∈N of X such that
L2(TX)|Ei is finitely generated for every i ∈ N.
Definition 1.55 (Local basis and dimension). We say that a finite set v1, . . . , vn is a basis
on a Borel set A if it is independent on A and spanA{v1, . . . , vn} = L2(TX)|A. If L2(TX)
has a basis of cardinality n on A then we say that it has dimension n on A or that its local
dimension is n on A.

It can be proved (cf. [112, Proposition 1.4.4]) that the definition of basis and local
dimension are well-posed.
Remark 1.56. Among the powerful consequences of [62] there is the fact that for any metric
measure space (X, d,m) doubling and verifying a local Poincaré inequality the tangent module
L2(TX) is finitely generated.

We refer to [112, Section 1.5] for the notion of tensor product of Hilbert modules.
The only applications which will be relevant for the sake of this thesis are to the cases
of the tensor product of the cotangent module L2(T ∗X) with itself, that we shall denote by
L2
(
(T ∗)⊗2

X
)
, and of the tensor product of the tangent module with itself, that we shall

indicate as L2
(
(T )⊗2

X
)
. We will indicate by |·|HS the associated pointwise norm, with the

subscript HS standing for Hilbert-Schmidt.
Remark 1.57. The adoption of the terminology Hilbert-Schmidt for the pointwise norm of
the tensor product module of the cotangent module with itself is motivated by the following
observation: when the base space is the Euclidean space, the abstract construction gives rise
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to the space of matrix valued fields, the pointwise norm being the Hilbert-Schmidt norm on
matrixes.

2. Curvature dimension conditions

Let us introduce the relevant curvature-dimension conditions for the development of the
thesis, starting from the infinite dimensional case, the basic references being the seminal
papers by Sturm [200,201]and Lott-Villani [163].

In the sequel we shall always assume that the metric measure space (X, d,m) verifies the
volume growth assumption

(1.37) m(Br(x̄)) ≤ aebr2
, for some x ∈ X, a, b ≥ 0 and for all r > 0.

Definition 1.58 (Logarithmic entropy). We introduce the relative entropy functional Entm :
P2(X)→ (−∞,+∞] by

(1.38) Entm(µ) :=
{´

X ρ log ρ, if µ = ρm,
+∞, otherwise.

Observe that the good definition of the relative entropy follows combining the assumption
µ ∈ P2(X) with (1.37).
Definition 1.59 (CD(K,∞) condition). We say that a metric measure space (X, d,m) verifies
the CD(K,∞) condition if Entm is geodesically K-convex on (P2(X),W2), that is to say for
any µ0, µ1 ∈ D(Ent) there exists (µs)s∈[0,1] ∈ Geo(P2(X)) joining µ0 with µ1 and such that

Entm(µs) ≤ (1− s)Entm(µ0) + sEntm(µ1)− s(1− s)
2 KW 2

2 (µ0, µ1), for any s ∈ [0, 1].

Remark 1.60 (Strong curvature-dimension condition). Let us remark that in the definition
of m.m.s. verifying the CD condition above one asks for the convexity inequality to be
satisfied along one geodesic. The condition obtained forcing the convexity inequality along
any geodesic is referred to as strong curvature-dimension condition.

Let us mention a useful analytic consequence of the curvature-dimension condition. It
has been proved in [185] that CD(K,∞) metric measure spaces verify a local (1, 1)-Poincaré
inequality. That is to say

(1.39)
ˆ
Br(x)

∣∣∣∣∣f −
 
Br(x)

f dm
∣∣∣∣∣ dm ≤ 4re|K|r2

ˆ
B2r(x)

|∇f | dm,

for any f ∈ H1,2(X, d,m), x ∈ X and r > 0.
Next we move to the finite dimensional case with the introduction of the CD(K,N)

condition for K ∈ R and 1 < N < +∞. Here we follow the presentation of [201], remarking
that in [163] only the case K = 0 was considered.

Given k ∈ R, θ ∈ [0,∞) and s ∈ [0, 1], let us define σ(s)
k : [0,∞)→ [−∞,∞] as follows:

(1.40) σ
(s)
k (θ) :=


sk(sθ)
sk(θ) , if kθ2 6= 0, kθ2 < π2,

s, if kθ2 = 0,
+∞, if kθ2 > π2,

with

sk(r) :=


sin(
√
kr)√
k

, if k > 0,
r, if k = 0,
sinh(

√
−kr)√
−k , if k < 0.
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Set also

(1.41) τ
(s)
K,N (θ) := s

1
N

(
σ

(s)
K/(N−1)(θ)

)1− 1
N .

Definition 1.61 (Rényi entropy). For N ∈ (1,∞), the N -Rényi relative-entropy functional
EN : P2(X)→ [−∞, 0] is defined as

EN (µ) := −
ˆ
X
ρ1− 1

N dm ,

where µ = ρm + µ⊥ is the Lebesgue decomposition of µ with µ⊥ singular with respect to m.
Definition 1.62 (CD(K,N) spaces). We say that (X, d,m) verifies the curvature dimension
condition CD(K,N) for some K ∈ R and 1 < N < ∞ if for all µ0 = ρ0m, µ1 = ρ1m ∈
P2(X) with bounded support and absolutely continuous with respect to m there exists η ∈
Opt(µ0, µ1) such that (et)]η � m for any t ∈ [0, 1] and

(1.42) EN ′(µs) ≤ −
ˆ [

τ
(1−s)
K,N ′ (d(γ0, γ1)) ρ−1/N ′

0 (γ(0)) + τ
(s)
K,N ′ (d(γ0, γ1)) ρ−1/N ′

1 (γ1)
]

dη(γ),

for any N ′ ≥ N and s ∈ [0, 1], where we set µs := (es)]η.
Remark 1.63 (Scaling properties). It can be easily argued that, if (X, d,m) is a CD(K,N)
m.m.s. then (X,αd, βm) is a CD(K/α2, N) m.m.s. and the analogous property holds in the
infinite dimensional case.
Remark 1.64 (The smooth case). Any smooth and possibly weighted Riemannian manifold
(M, dg, e−VHn), where V : M → R is smooth, verifies the CD(K,N) condition if and only if
the modified Ricci tensor

(1.43) Ric + HessV − ∇V ⊗∇V
N − n

is bounded from below by K, as a symmetric bilinear form. Here we denote by n the
topological dimension of the base Riemannian manifold and we point out that in the case
N = n only constant weights are admitted, in which case the last term in (1.43) is intended
to be 0 by definition.

Let us point out that while on smooth weighted Riemannian manifolds lower bounds on
the (modified) Ricci curvature tensor are local properties (indeed they are infinitesimal) the
analogous property is false without additional assumptions for the CD condition, as it has
been pointed out in [186].

Motivated by the quest for better globalization properties, Bacher-Sturm introduced in
[35] a variant of the curvature dimension condition, called reduced curvature-dimension con-
dition CD∗(K,N).
Definition 1.65 (Reduced curvature-dimension condition). Let K ∈ R and N > 1. We
say that a metric measure space (X, d,m) verifies the reduced curvature dimension condition
CD∗(K,N) if for all µ0 = ρ0m, µ1 = ρ1m ∈ P2(X) with bounded support and absolutely
continuous with respect to m there exists η ∈ Opt(µ0, µ1) such that (et)]η � m for any
t ∈ [0, 1] and
(1.44)
EN ′(µs) ≤ −

ˆ [
σ

(1−s)
K/(N ′−1) (d(γ0, γ1)) ρ−1/N ′

0 (γ(0)) + σ
(s)
K/(N ′−1) (d(γ0, γ1)) ρ−1/N ′

1 (γ1)
]

dη(γ),

for any N ′ ≥ N and s ∈ [0, 1], where we set µs := (es)]η.
Remark 1.66. We point out that the CD∗(K,N) condition is weaker than the CD(K,N)
condition in general. If K = 0, then the very definition of the distortion coefficients implies
that the two definitions agree. Furthermore it is possible to check that, whenever K > 0, any
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CD∗(K,N) m.m.s. verifies the CD condition with the same dimension upper bound and the
worsened lower Ricci curvature bound K(N − 1)/N , see [35].

It was known since its introduction in [35], that the reduced curvature dimension condi-
tion verifies a local to global property and that the local version of the CD∗(K,N) condition
is equivalent to the local version of the CD(K,N) condition in the non branching case. More-
over, in [96, Corollary 3.13, Theorem 3.14, Remark 3.26] this identification was extended to
the case of essentially non branching spaces. Observe that some non branching assumption
is indeed necessary for the validity of the local to global property as shown in [186], where
Rajala provided an example of complete and geodesic metric measure space verifying the
local CD(0, 4) but failing to satisfy the CD(K,N) condition globally for any K ∈ R and for
any N > 1.

Later on in [57], Cavalletti and E. Milman proved that the two conditions are equivalent
under the additional essentially non branching assumption (and assuming finiteness of the
measure). Due to the local nature of their arguments it is believed that the equivalence
should extend to the case of a σ-finite reference measure.

As a non trivial geometric property of CD(K,N) metric measure spaces, we recall that
they satisfy the Bishop-Gromov inequality (see [200,210]), that is to say

(1.45) m(BR(x))
m(Br(x)) ≤

VK,N (R)
VK,N (r) ,

for any 0 < r < R and for any x ∈ X, where VK,N (s) stands for the volume of the ball of
radius s in the model space for the curvature-dimension condition CD(K,N). In particular,
when K ≥ 0, (1.45) implies that (X, d,m) is doubling with doubling constant 2N , i.e.
(1.46) m(B2r(x)) ≤ 2Nm(Br(x)) for any x ∈ X and for any r > 0.
In the case of a possibly negative lower Ricci curvature bound we can achieve the weaker
conclusion that (X, d,m) is locally uniformly doubling, i.e. it satisfies (1.7) for a function C
depending only on K and N .
In any case, as a consequence of the local doubling property, any CD(K,N) m.m.s. (X, d,m)
is proper.
Remark 1.67. As a consequence of the Bishop Gromov inequality, it can be proved that, on
any CD(K,N) m.m.s. (X, d,m), spheres have vanishing measure m, as we already remarked
in Remark 1.11.

It is worth pointing out that, among the properties satisfied by CD(K,N) spaces, there
is the (2, 2)-Poincaré inequality. This statement can be obtained as a direct consequence of
[129, Theorem 5.1], relying on the local doubling property of CD(K,N) spaces and on the
(1, 1)-Poincaré inequality (1.39).
Remark 1.68. As a consequence of the discussion above, CD(K,N) spaces are PI spaces,
with the terminology introduced in the discussion before Theorem 1.33.

3. RCD(K,∞) metric measure spaces

Aim of this section is to review the basic notions about spaces verifying the Riemannian
curvature dimension condition RCD(K,∞). Their introduction dates back to [16], that was
dealing only with the case of finite reference measure, while the theory was extended to σ-
finite reference measures in [13] to which we refer for this presentation. Let us recall that
the volume growth assumption m(Br(x)) ≤ a exp(br2) will be in force throughout.
Definition 1.69 (RCD(K,∞) space). We say that (X, d,m) is an RCD(K,∞) metric mea-
sure space for some K ∈ R if it verifies the CD(K,∞) curvature dimension condition and it
is infinitesimally Hilbertian according to Definition 1.35.
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Remark 1.70. Let us point out that (X, d,m) is an RCD(K,∞) space if and only if (X, d)
is a length space and any µ ∈ P2(X) is the starting point of an EVIK gradient flow (Ptµ)t of
Entm. We refer to [13, Section 6] for the proof of this result, which has played a key role in
the developments of the theory and to [14] for a general account about the theory of gradient
flows on metric spaces.
Remark 1.71. Let us remark a powerful consequence of the EVI formulation of the RCD
condition. Thanks to [80], the existence of an EVIK gradient flow starting from any µ ∈
P2(X) implies K-convexity of the relative entropy along any W2-geodesic. It follows that
RCD(K,∞) spaces are strong CD(K,∞) spaces.
Remark 1.72. In [187] it has been proved that strong CD(K,∞) metric measure spaces are
essentially non branching. It follows from Remark 1.71 above that RCD(K,∞) spaces are
essentially non branching.

The approach adopted in Definition 1.69 is Lagrangian, being based on the curvature-
dimension condition. Its equivalence with a dual Eulerian approach based on Bochner inequal-
ity was one of the main accomplishments of [17] (see also [16] for one of the implications).
Theorem 1.73 (Equivalence between RCD(K,∞) and BE(K,∞)). Let (X, d,m) be a metric
measure space verifying the volume growth assumption m(Br(x̄)) ≤ a exp(br2) for some x̄ ∈
X, a, b ∈ R and for any r > 0. Then (X, d,m) verifies the RCD(K,∞) condition if and only
if the following are satisfied:

i) (X, d,m) is infinitesimally Hilbertian;
ii) (X, d,m) verifies the Sobolev to Lipschitz property: any f ∈ H1,2(X, d,m) such that
|∇f | ∈ L∞(X,m) admits a Lipschitz representative f̃ such that Lip(f̃) = ‖|∇f |‖L∞;

iii) a weak Bochner inequality is satisfied: for any f ∈ D(∆) and for any g ∈ D(∆) ∩
L∞(X,m)+ such that ∆f ∈ H1,2(X, d,m) and ∆g ∈ L∞(X,m) it holds

(1.47) 1
2

ˆ
X
|∇f |2 ∆g dm ≥

ˆ
X

[
∇f · ∇∆f +K |∇f |2

]
g dm.

Remark 1.74. We will need also the following local version of the Sobolev to Lipschitz
property: any f ∈ H1,2

loc (X, d,m) with |∇f | ∈ L∞(B2r(x),m) for some x ∈ X and r > 0,
admits a Lipschitz representative f̄ in Br(x) such that Lipf̄|Br(x) ≤ ‖∇f‖L∞(B2r(x),m).
Remark 1.75. One of the main contributions of [114] has been to prove, roughly speaking,
that, under the RCD(K,∞) assumption, the minimal relaxed slope |∇f |p is independent of
p, for any 1 < p <∞. This as a further motivation for our choice to omit the dependence on
p in the notation for the minimal relaxed gradient.

We go on by stating a few regularizing properties of the heat flow on RCD(K,∞) spaces,
referring again to [13,16] for a more detailed discussion and the proofs of these results.

Let us first explicitly point out that the semigroup P ∗t defined on P2(X) (that we intro-
duced in Remark 1.70) is the dual semigroup of Pt, that is to say

ˆ
X
f dP ∗t µ =

ˆ
X
Ptf dµ ∀µ ∈ P2(X), ∀f ∈ Lipb(X).

Moreover, with an argument introduced in the literature by Kuwada [154], it can be proved
that, on any RCD(K,∞) metric measure space, P ∗t is K-contractive (w.r.t. the W2-distance)
and, for t > 0, maps probability measures into probability measures absolutely continuous
w.r.t. m. Then, for any t > 0, we can introduce the so called heat kernel pt : X×X → [0,+∞)
by

pt(x, ·)m := P ∗t δx.
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From the fact that (Pt)t≥0 is self adjoint one argues that, for any p ∈ [1,+∞), for any
f ∈ Lp(X,m) and for any t ≥ 0

(1.48) Ptf(x) =
ˆ
pt(x, y)f(y) dm(y), for m-a.e. x ∈ X.

Moreover, for any f ∈ L∞(X,m), the formula

Ptf(x) =
ˆ
X
f(y)pt(x, y) dm(y)

is well defined and provides a pointwise version of the heat flow for which the so-called
L∞ − Lip regularization property is satisfied, that is to say, for any f ∈ L∞(X,m), we have
Ptf ∈ Lip(X) with

(1.49)
√

2I2K(t)Lip(Ptf) ≤ ‖f‖L∞ , for any t > 0,

where IL(t) :=
´ t

0 e
Lr dr.

Then, as a consequence of the contractivity of the heat flow, we have the crucial estimate,
proved in [191]

(1.50) lip(Ptf) ≤ e−KtPt(lipf), pointwise on X,

valid for any t ≥ 0 and for all f ∈ Lipbs(X, d). This allows to generalize the Bakry-Émery
contraction estimate obtained for p = 2 in [16] to the whole range of exponents p ∈ (1,∞):

(1.51) |∇Ptf |p ≤ e−pKtPt (|∇f |p) , m-a.e. on X,
for any t ≥ 0 and for any f ∈ H1,p(X, d,m).

Under the assumption that (X, d) is a proper metric space, in [114] the authors proved
that the contractivity estimate holds also in the degenerate case of BV functions:
(1.52) |DPtf | ≤ e−KtP ∗t |Df | ,
for any f ∈ BV(X, d,m) and for any t ≥ 0.

To conclude this introduction to RCD(K,∞) spaces we also quote from [112] a useful
result about a dimensional decomposition of the tangent module L2(TX).
Proposition 1.76. Let (X, d,m) be an RCD(K,∞) metric measure space. Then there exists
a unique decomposition {En}n∈N∪{∞} of X such that:

i) for any n ∈ N and any B ⊂ En of finite positive measure, L2(TX) has a unit
orthogonal basis {eni }ni=1 on B;

ii) for every subset B ⊂ E∞ with finite positive measure, there exists a unit orthogonal
set {ei,B}i∈N ⊂ L2(TX)|B which generates L2(TX)|B.

Definition 1.77 (Analytic dimension). Let (X, d,m) be an RCD(K,∞) metric measure
space. We say that the dimension of L2(TX) is k if k = sup{n ∈ N : m(En) > 0}, where
{En}n∈N∪{∞} is the dimensional decomposition of the tangent module provided by Proposi-
tion 1.76.
We define the analytic dimension of (X, d,m) as the dimension of L2(TX).

3.1. Second order differential calculus. One of the main accomplishments of [112]
has been the construction of a second order differential calculus over RCD(K,∞) metric
measure spaces. We refer also to the previous [203] for analogous constructions under the
existence of a core of good functions.

Following [112] we introduce the space of “test” functions Test(X, d,m) by
(1.53)

Test(X, d,m) := {f ∈ D(∆) ∩ L∞(X,m) : |∇f | ∈ L∞(X) and ∆f ∈ H1,2(X, d,m)}.
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We remark that, for any g ∈ L2 ∩ L∞(X,m), it holds that Ptg ∈ Test(X, d,m) for any t > 0,
thanks to the regularizing properties of the heat flow that we recalled above. In particular
Test(X, d,m) is dense in H1,2(X, d,m). Moreover, any f ∈ Test(X, d,m) admits a Lipschitz
representative thanks to the Sobolev to Lipschitz property.

Generalizing and adapting the arguments proposed by Bakry in [37,38], Savaré proved
in [191] the following crucial regularity result, which constitutes the first step towards the
construction of the second order differential calculus of RCD spaces.
Theorem 1.78. Let f ∈ Test(X, d,m), then |∇f |2 ∈ D(∆) ⊂ H1,2(X, d,m) and

(1.54) Ch(|∇f |2) ≤ −
ˆ [

K |∇f |4 + |∇f |2∇f · ∇∆f
]

dm,

(1.55) 1
2∆ |∇f |2 ≥

(
K |∇f |2 +∇f · ∇∆f

)
m.

By polarization we can deduce from (1.54) that ∇f · ∇g ∈ H1,2(X, d,m) for any f, g ∈
Test(X, d,m). With this information it is readily checked, thanks to the Leibniz rule for the
Laplacian, that Test(X) is an algebra.

We proceed introducing the notion of Hessian and the space W 2,2(X, d,m). The idea
behind the definition in [112] is the observation that the identity

(1.56) 2 Hess f(∇g1,∇g2) = ∇g1 · ∇(∇f · ∇g2) +∇g2 · ∇(∇f · ∇g1)−∇f · ∇(∇g1 · ∇g2)

valid for a sufficiently large class of test functions g1, g2 characterizes the hessian Hess f of f .
Definition 1.79 (The spaceW 2,2 and the Hessian). The spaceW 2,2(X, d,m) ⊂ H1,2(X, d,m)
is the space of all f ∈ H1,2(X, d,m) for which there exists A ∈ L2

(
(T ∗)⊗2

X
)
such that for

any h, g1, g2 ∈ Test(X) it holds

2
ˆ
hA(∇g1,∇g2) dm

=−
ˆ

[∇f · ∇g1 div (h∇g2) +∇f · ∇g2 div (h∇g1) + h∇f · ∇(∇g1 · ∇g2)] dm.
(1.57)

In this case the operator A will be called Hessian of f and denoted as Hess f .
We endow W 2,2(X, d,m) with the norm ‖·‖W 2,2(X) defined by

(1.58) ‖f‖2W 2,2 := ‖f‖2L2 + ‖∇f‖2L2(TX) + ‖Hess f‖2
L2((T ∗)⊗2X) .

Existence of many functions in W 2,2(X, d,m) comes from [112, Theorem 3.3.8] that we
state below.
Theorem 1.80. Any function f ∈ Test(X, d,m) belongs to W 2,2(X, d,m). Moreover, for any
f, g1, g2 ∈ Test(X, d,m), the identity (1.56) is verified.
Corollary 1.81. It holds that D(∆) ⊂W 2,2(X, d,m). Moreover, the quantitative estimate

(1.59)
ˆ
X
|Hess f |2 dm ≤

ˆ
X

{
(∆f)2 −K |∇f |2

}
dm

is verified for any f ∈ D(∆).
Given the inclusion above, following [112, Definition 3.3.17] we let H2,2(X, d,m) be de-

fined as the W 2,2-closure of Test(X) in W 2,2(X, d,m). In [112, Proposition 3.3.18] it is then
established that H2,2 is the closure of D(∆) in W 2,2.

Let us recall that the Hessian enjoys the following locality property that has been proved
in [112, Proposition 3.3.24].
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Proposition 1.82. Given f1, f2 ∈ H2,2(X, d,m) it holds

|Hess f1| = |Hess f2| m-a.e. in {f1 = f2} .

Moreover, for f1, f2 ∈ H2,2(X, d,m) the expected identity

(1.60) d (∇f1 · ∇f2) = Hess f1(∇f2, ·) + Hess f2(∇f1, ·), m-a.e.,

is satisfied, see [112, Proposition 3.2.22]. As a useful consequence of (1.60) we have that

(1.61) |∇ (∇f · ∇g)| ≤ |Hess f | |∇g|+ |Hess g| |∇f | ,

for any f, g ∈ H2,2(X, d,m).

Next we move from functions to vector fields. Also in this case it will be important to
have a class of regular test vector fields to work with.
Definition 1.83 (Test vector fields). We introduce the class of test vector fields TestV(X) ⊂
L2(TX) as

(1.62) TestV(X) :=
{

n∑
i=1

gi∇fi : n ∈ N, fi, gi ∈ Test(X)
}
.

Below we introduce our working definition of Sobolev vector field with symmetric covari-
ant derivative in L2.
Definition 1.84. The Sobolev space H1,2

C,s(TX) ⊂ L2(TX) is the space of all b ∈ L2(TX)
with div b ∈ L2(X,m) for which there exists a tensor S ∈ L2(T⊗2X) such that, for any choice
of h, g1, g2 ∈ Test(X, d,m), it holdsˆ

hS :(∇g1 ⊗∇g2) dm

= 1
2

ˆ
{−b(g2)div (h∇g1)− b(g1)div (h∇g2) + div (hb)∇g1 · ∇g2} dm.(1.63)

In this case we shall call S the symmetric covariant derivative of b and we will denote it by
∇symb. We endow the space H1,2

C,s(TX) with the norm ‖·‖
H1,2
C,s(TX) defined by

‖b‖2
H1,2
C,s(TX) := ‖b‖2L2(TX) + ‖∇symb‖2L2(T⊗2X) .

Remark 1.85. It is not difficult to check that when the ambient space is a smooth Riemann-
ian manifold and b is a smooth vector field, the above defined symmetric covariant derivative
coincides with the symmetric part of the covariant derivative ∇b. We refer to [165] for this
verification in the case of gradient vector fields.
Remark 1.86. With an abuse of notation, from now on we shall indicate by S(∇g1,∇g2) =
S : (∇g1 ⊗∇g2). Let us remark that we denoted by : the canonical pointwise scalar product
induced by the Hilbert-Schmidt norm on L2(T⊗2

X).
Remark 1.87. It easily follows from the definition that the symmetric covariant derivative
of any vector field in H1,2

C,s(TX) is a symmetric tensor.
Moreover, any b ∈ H1,2

C (TX) such that div b ∈ L2(X,m) belongs to H1,2
C,s(TX) and ∇symb is

the symmetric part of ∇b (we refer to [112, Section 3.4] for the definition of space H1,2
C (TX)

and of the associated notion of covariant derivative).
In particular, it holds that TestV(X) is included in the space of vector fields with symmetric
covariant derivative in L2 and that, for any f ∈W 2,2(X, d,m)∩D(∆), it holds∇f ∈ H1,2

C (TX)
and, a fortiori, ∇f ∈ H1,2

C,s(TX).
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Remark 1.88. Let us point out, since this observation will be relevant for the applications
to the theory of Regular Lagrangian Flows we are going to present in the next subsection,
that vector fields in H1,2

C,s(TX) have deformation in L2 according to Definition 1.47. This can
be readily checked passing to the modules in (1.63).

Thanks to the existence of a second order differential calculus on RCD(K,∞) spaces there
is the possibility to consider vector fields which are defined capacity almost everywhere, while
on a general metric measure space without further regularity assumptions, roughly speaking,
they are only defined m-almost everywhere.

Let us recall, since this fact plays a crucial role in the discussion below, that |∇f | ∈
H1,2(X) for any f ∈ Test(X) (see [88]). In particular, for any f ∈ Test(X), |∇f | admits a
quasi-continuous representative.
Theorem 1.89 (Tangent L0(Cap)-module [88]). Let (X, d,m) be an RCD(K,∞) space, then
the following holds: there exists a unique couple

(
L0

Cap(TX), ∇̃
)
, where L0

Cap(TX) is an
L0(Cap)-normed L0(Cap)-module and ∇̃ : Test(X) → L0

Cap(TX) is a linear operator, such
that

|∇̃f | = QCR(|∇f |) in the Cap-a.e. sense for every f ∈ Test(X),{∑
n∈N

χEn∇̃fn
∣∣∣∣ (En)n Borel partition of X, (fn)n ⊂ Test(X)

}
is dense in L0

Cap(TX).

The space L0
Cap(TX) is called capacitary tangent module on X, while ∇̃ is the capacitary

gradient.

To conclude this subsection we review the theory of the Holdge Laplacian studied in [112].
The discussion in this part is less introductory and contains some results borrowed from [48],
where these tools were developed and used in the proof of the Gauss-Green formula for sets
of finite perimeter (cf. Chapter 5).

Let us consider the spaceH1,2
H (TX) ⊂ H1,2

C (TX) and the Hodge Laplacian ∆H : D(∆H) ⊂
H1,2

H (TX) → L2(TX), which have been defined in [112, Definition 3.5.13] and [112, Defi-
nition 3.5.15], respectively (cf. the first paragraph of [111, Section 2.6] for the identification
between vector and covector fields).

It follows from its definition that the Hodge Laplacian is self-adjoint, namely that

(1.64)
ˆ
〈∆Hv, w〉 dm =

ˆ
〈v,∆Hw〉 dm for every v, w ∈ D(∆H).

Let us consider the augmented Hodge energy functional ẼH : L2(TX) → [0,+∞], which
is defined in [112, eq. (3.5.16)] (up to identifying L2(T ∗X) with L2(TX) via the musical
isomorphism). Then we denote by (hH,t)t≥0 the gradient flow in L2(TX) of the functional
ẼH. This means that for any vector field v ∈ L2(TX) it holds that t 7→ hH,t(v) ∈ L2(TX)
is the unique continuous curve on [0,+∞) with hH,0(v) = v, which is locally absolutely
continuous on (0,+∞) and satisfies

hH,t(v) ∈ D(∆H) and d
dthH,t(v) = −∆HhH,t(v) for every t > 0.

It also holds that

(1.65) hH,t(∇f) = ∇Ptf for every f ∈ H1,2(X) and t ≥ 0.
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Finally, we recall that vector fields satisfy the following Bakry-Émery contraction estimate
(see [112, Proposition 3.6.10]):

(1.66) |hH,t(v)|2 ≤ e−2KtPt(|v|2) m-a.e. for every v ∈ L2(TX) and t ≥ 0.

Lemma 1.90 (hH,t is self-adjoint). Let (X, d,m) be an RCD(K,∞) space. Then it holds that

(1.67)
ˆ
〈hH,t(v), w〉 dm =

ˆ
〈v, hH,t(w)〉 dm for every v, w ∈ L2(TX) and t ≥ 0.

Proof. Fix v, w ∈ L2(TX) and t > 0. We define the function ϕ : [0, t]→ R as

ϕ(s) :=
ˆ
〈hH,s(v), hH,t−s(w)〉 dm for every s ∈ [0, t].

Therefore, the function ϕ is absolutely continuous and satisfies

ϕ′(s) = −
ˆ
〈∆HhH,s(v), hH,t−s(w)〉 dm +

ˆ
〈hH,s(v),∆HhH,t−s(w)〉 dm (1.64)= 0 for a.e. t > 0.

Then ϕ is constant, thus in particular
´
〈hH,t(v), w〉 dm = ϕ(t) = ϕ(0) =

´
〈v, hH,t(w)〉 dm.

�

Proposition 1.91. Let (X, d,m) be an RCD(K,∞) space. Then for any v ∈ D(div) it holds
that

hH,t(v) ∈ H1,2
C (TX) ∩D(div) and div(hH,t(v)) = Pt(div(v)) for every t > 0.

Proof. First of all, observe that hH,t(v) ∈ H1,2
H (TX) ⊂ H1,2

C (TX) by [112, Corollary 3.6.4].
Moreover, let f ∈ H1,2(X) be given. Then it holds thatˆ

〈∇f, hH,t(v)〉 dm (1.67)=
ˆ
〈hH,t(∇f), v〉 dm (1.65)=

ˆ
〈∇Ptf, v〉 dm = −

ˆ
Ptf div(v) dm

= −
ˆ
fPt(div(v)) dm.

By arbitrariness of f , we conclude that hH,t(v) ∈ D(div) and div(hH,t(v)) = Pt(div(v)). �

3.2. Regular Lagrangian Flows of Sobolev vector fields. In this subsection we
review the theory of regular Lagrangian Flows (RLF for short) of Sobolev vector fields in
RCD(K,∞) metric measure spaces. This theory has been firstly introduced in the Euclidean
setting by Ambrosio in [6], inspired by the earlier work by Di Perna-Lions [93]. In more
recent times the theory has been extended to the setting of metric measure spaces verifying
suitable regularity assumptions by Ambrosio-Trevisan in [30]. In this discussion we follow the
presentation of the lecture notes [31], assuming throughout that (X, d,m) is an RCD(K,∞)
m.m.s..

Let us first point out that a notion of time dependent vector field over (X, d,m) can be
introduced in the natural way.
Definition 1.92. Let us fix T > 0. We say that b : [0, T ] → L2(TX) is a time dependent
vector field if, for every f ∈ H1,2(X, d,m), the map

(t, x) 7→ bt · ∇f(x)

is measurable with respect to the completion of the product sigma-algebra L1(R) ⊗B(X).
We say that b is bounded if

‖b‖L∞ := ‖|b|‖L∞([0,T ]×X) <∞,
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and that b ∈ L1((0, T );L2(TX)) ifˆ T

0
‖bs‖L2(TX) ds <∞.

In the sequel we shall stress the dependence of a vector field b on the time variable only
in case it is relevant for the sake of clarity.

In the context of RCD(K,∞) spaces the definition of Regular Lagrangian flow reads as
follows.
Definition 1.93. Let us fix a possibly time dependent vector field b. We say that X :
[0, T ]×X → X is a Regular Lagrangian flow associated to b if the following conditions hold
true:

1) X(0, x) = x and X(·, x) ∈ C([0, T ];X) for every x ∈ X;
2) there exists L ≥ 0, called compressibility constant, such that

X(t, ·)]m ≤ Lm, for every t ∈ [0, T ];

3) for every f ∈ Test(X, d,m) the map t 7→ f(X(t, x)) belongs to AC([0, T ]) for m-a.e.
x ∈ X and

(1.68) d
dtf(X(t, x)) = bt · ∇f(X(t, x)) for a.e. t ∈ (0, T ).

We remark that the notion of RLF is stable under modification in a negligible set of initial
conditions, but we prefer to work with a pointwise defined map in order to avoid technical
issues.
Remark 1.94. Under the additional assumption b ∈ L1((0, T );L2(TX)), (1.68) holds true
for every g ∈ H1,2(X, d,m) (where it is understood that in this case the map t 7→ g(Xt(x))
belongs to W 1,1((0, T )) for m-a.e. x ∈ X) if and only if it holds for every h ∈ D with
D ⊂ H1,2(X, d,m) dense with respect to the strong topology.
Indeed, if this is the case, for any g ∈ H1,2(X, d,m) and every ε > 0 we can find h ∈ D such
that ‖g − h‖H1,2(X,d,m) < ε. Hence, since (1.68) holds true for h, we can estimate
ˆ
X

∣∣∣g(X(t, x))− g(x)−
ˆ t

0
bs · ∇g(X(s, x)) ds

∣∣∣2 dm(x)

≤2
ˆ
X
|g(X(t, x))− h(X(t, x))|2 dm(x) + 2

ˆ
X
|g(x)− h(x))|2 dm(x)

+ 2
ˆ
X

∣∣∣∣∣
ˆ t

0
bs · ∇(g − h)(X(s, x)) ds

∣∣∣∣∣
2

dm(x)

≤2(L+ 1) ‖g − h‖2L2(X,m) + 2L ‖g − h‖2H1,2(X,d,m)
√
t

ˆ t

0
‖bs‖2L2 ds

≤ε2C(L, t, ‖b‖L1((0,T );L2(TX))),

that, together with an application of Fubini’s theorem, implies the validity of (1.68) for g.
Moreover, one can easily prove via a localization procedure that also functions in the class
H1,2

loc (X, d,m) are admissible tests in (1.68).
Next we can review the well-posedness theorem for the existence and uniqueness problem

for regular Lagrangian flows of Sobolev vector fields over RCD spaces, as proved in [30].
Theorem 1.95. Let (X, d,m) be an RCD(K,∞) m.m.s. and (bt) ∈ L1((0, T );L2(TX)) be a
time dependent vector field. If

(1.69) ‖Dsymbt‖2 ∈ L
1(0, T ), and |div bt| ∈ L1((0, T );L∞(X,m)),
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then there exists a unique regular Lagrangian flow Xt of bt on (0, T ), where we stress that
uniqueness is understood in the pathwise sense: for any X and X′ regular Lagrangian flows
it holds that Xt(x) = X′t(x) for any t ∈ (0, T ) for m-a.e. x ∈ X.
Remark 1.96. The bounded compressibility assumption in the definition of regular La-
grangian flow can be improved to a quantitative control as follows:

(1.70) (Xt)]m ≤ e
´ t

0‖div bs‖∞ dsm for any t ∈ [0, T ].

Remark 1.97. Let us point out that in order to obtain existence and uniqueness of regular
Lagrangian flows in [30] the duality with the Eulerian perspective based on the continuity
equation was crucially exploited.
In particular, under the assumptions of Theorem 1.95, for any ū ∈ L1(X,m)∩L∞(X,m) there
exists u ∈ L∞loc((0, T );L1(X,m) ∩ L∞(X,m)) such that (Xt)] (um) = utm and it solves the
continuity equation: for any φ ∈ Test(X, d,m) the map t 7→

´
X φut dm is locally absolutely

continuous with distributional derivative
d
dt

ˆ
X
φut dm =

ˆ
X

(b · ∇φ)ut dm.

Remark 1.98. As a consequence of the uniqueness part of Theorem 1.95, the following
semigroup law is verified: for any t ∈ (0, T ) it holds that for m-a.e. x ∈ X

(1.71) Xt(Xs(x)) = Xt+s(x) for all s ∈ (0, T ) such that t+ s ∈ (0, T ).

In Chapter 3 we will need a specialization of the general existence and uniqueness the-
orem to the case when the vector field is time independent, it has vanishing divergence and
vanishing deformation.
Theorem 1.99. Let (X, d,m) be an RCD(K,∞) space for some K ∈ R. Let b be a bounded
vector field with div b = 0 and Dsymb = 0 (i.e. ‖Dsymb‖2 = 0). Then

(i) there exists a unique regular Lagrangian flow X : R×X → X associated to b2

(ii) X admits a representative satisfying a pointwise semigroup property: for any s, t ∈ R
and for any x ∈ X it holds that

(1.72) Xt(Xs(x)) = Xt+s(x)

and Xt is a measure-preserving isometry for any t ∈ R.

Proof. Part (i) is a consequence of Theorem 1.95. Let us prove (ii). From (1.70) we conclude
that (Xt)]m = m for any t ∈ R. Let us now take ū ∈ L∞(X,m) ∩ H1,2(X, d,m) and u a
solution of the continuity equation as in Remark 1.97. Thanks to [30, Lemma 5.8] we get
that Pαut ∈ Test(X, d,m) is still a solution of the continuity equation for any α ∈ (0, 1).
Then we can compute

d
dt

1
2

ˆ
X
|∇Pαut|2 dm = − d

dt
1
2

ˆ
X
Pαut∆Pαut dm

= −
ˆ
X
b · ∇∆Pαut Pαut dm.

Since div b = 0 and Dsymb = 0, we deduce

−
ˆ
X
b · ∇∆Pαut Pαut dm =

ˆ
X
b · ∇Pαut Pα∆ut dm = 0,

2To be more precise, there exist unique Regular Lagrangian flows X+,X− : [0,+∞)×X → X associated
to b and −b respectively and we let Xt = X+

t for t ≥ 0 and Xt = X−−t for t ≤ 0.
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therefore

(1.73)
ˆ
X
|∇Pαut|2 dm =

ˆ
X
|∇Pαū|2 dm ∀t ∈ R, ∀α ∈ (0, 1).

Taking the limit in (1.73) as α→ 0 it easily follows that ut ∈ H1,2(X, d,m) for any t ∈ R and
that

´
X |∇ut|

2 dm does not depend on t ∈ R. Using the identity ut(x) = ū(X(−t, x)) (which
can be checked using the semigroup property (1.72) and

(
Xt
)
]
m = m) we deduce that, for

any t ∈ R,
Ch(ū ◦Xt) = Ch(ū) ∀ū ∈ L∞(X,m) ∩H1,2(X, d,m).

The conclusion follows from arguments that have been used several times in the literature,
as in [108, Proposition 4.20]. �

4. RCD(K,N) metric measure spaces

The notion of RCD(K,N) metric measure space was proposed in [110] as a finite dimen-
sional counterpart of RCD(K,∞) metric measure spaces, coupling the curvature-dimension
condition CD(K,N) with the infinitesimal Hilbertianity assumption.
Definition 1.100 (RCD(K,N) space). A metric measure space (X, d,m) is an RCD(K,N)
space for some K ∈ R and 1 < N < ∞ if it verifies the CD(K,N) condition and it is
infinitesimally Hilbertian.

Later on, after the introduction of the CD∗(K,N) condition in [36], also the following
variant was naturally introduced.
Definition 1.101 (RCD∗(K,N) space). A metric measure space (X, d,m) is said to be an
RCD∗(K,N) m.m.s. if it verifies the CD∗(K,N) condition and it is infinitesimally Hilbertian.

Inspired by the infinite dimensional case, in the two independent papers [27, 96] an
Eulerian counterpart for the Riemannian curvature dimension condition was proposed and
its equivalence with the previous Lagrangian approach was studied.

Recall that we keep assuming that all the metric measure spaces verify the volume growth
assumption m(Br(x)) ≤ aebr2 for some x ∈ X, any r > 0 and some a, b ≥ 0.
Definition 1.102 (BE(K,N) condition). We say that a metric measure space (X, d,m) ver-
ifies the BE(K,N) condition for some K ∈ R and 1 ≤ N < +∞ if:

i) the Cheeger energy is quadratic (i.e. (X, d,m) is infinitesimally Hilbertian);
ii) a weak dimensional Bochner inequality is satisfied: for any f ∈ D(∆) and for any

g ∈ D(∆) ∩ L∞(X,m)+ such that ∆f ∈ H1,2(X, d,m) and ∆g ∈ L∞(X,m) it holds

(1.74) 1
2

ˆ
X
|∇f |2 ∆g dm ≥

ˆ
X

[
∇f · ∇∆f +K |∇f |2 + 1

N
(∆f)2

]
g dm.

iii) any f ∈ H1,2(X) such that |∇f | ≤ 1 m-a.e. onX admits a 1-Lipschitz representative.
With two different approaches, in [27,96], the following equivalence was established.

Theorem 1.103. A metric measure space (X, d,m) verifies the BE(K,N) condition for some
K ∈ R and 1 < N < +∞ if and only if it verifies the RCD∗(K,N) condition.
Remark 1.104. Let us point out that with arguments analogous to those leading to the
conclusion of Remark 1.72, it is possible to prove that RCD(K,N) metric measure spaces
are essentially non branching. Therefore we are in force to apply [57] to obtain that, at least
in the case of finite reference measure, the RCD∗(K,N) and the RCD(K,N) condition are
equivalent, yielding also equivalence of the RCD(K,N) and the Eulerian BE(K,N) condition.
As we already pointed out, it is thought that the arguments leading to the identification
between CD∗ and CD in the essentially non branching case should extend to the case of a
σ-finite reference measure due to their local nature.
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A class of RCD(K,N) metric measure spaces enjoying further regularity properties is
that of non collapsed spaces, that has been introduced by De Philippis-Gigli in [84] (see also
the previous work by Kitabeppu [151] where a similar condition was proposed) as a natural
synthetic counterpart of Cheeger-Colding’s non collapsed Ricci limits [69].
Definition 1.105 (Non collapsed spaces). Let K ∈ R and N ≥ 1. We say that a metric mea-
sure space (X, d,m) is a non collapsed RCD(K,N) (ncRCD(K,N) for short) space provided
it is an RCD(K,N) m.m.s. and m = HN .

In [84] also the more general class of weakly non collapsed spaces has been introduced.
In order to do recall this notion let us introduce the notation

(1.75) θN (x) := lim
r→0

m(Br(x))
VK,N (r) = sup

r>0

m(Br(x))
VK,N (r) .

Observe that the second equality above is a consequence of the Bishop-Gromov inequality
(1.45).
Definition 1.106 (Weakly non collapsed spaces). Let K ∈ R and N ≥ 1. We say that
(X, d,m) is a weakly non collapsed RCD(K,N) space (wncRCD(K,N) for short) provided

θN (x) < +∞, for m-a.e. x ∈ X.

4.1. Geometric analysis on RCD(K,N) spaces. We collect here some basic proper-
ties of RCD(K,N) spaces that will be relevant in the thesis.

Let us first point out that since, as we already remarked, CD(K,N) spaces are PI spaces,
the same is true a fortiori for RCD(K,N) spaces. In particular Cheeger’s Theorem 1.33 about
the identification of minimal relaxed gradients with the slope applies.

Moreover (see [114, Remark 3.5]), since RCD(K,N) spaces are proper, if it holds that
f ∈ W 1,1(X, d,m) ∩ Lp(X,m) and |∇f |∗ ∈ Lp(X,m) for some p > 1, then f ∈ H1,p(X, d,m)
with |∇f |p = |∇f |∗ m-a.e.. Vice versa, if f ∈ H1,p(X, d,m)∩L1(X,m) and |∇f |p ∈ L1(X,m),
then f ∈ W 1,1(X, d,m) and |∇f |∗ = |∇f |p m-a.e.. Therefore the identification result for
minimal relaxed gradients extends to the whole range of exponents p ∈ [1,+∞).

The following result establishes existence of regular cut-off functions in this context.
Lemma 1.107 (Good cut-off functions [26]). Let (X, d,m) be an RCD(K,N) space. Let
Ω ⊆ X be an open set and K ⊆ Ω a compact set. Then there exists η ∈ Test(X) such that
0 ≤ η ≤ 1 on X, the support of η is compactly contained in Ω, and η = 1 on some open
neighbourhood of K.

Moreover, in the particular case of balls, for every x ∈ X, R > 0, 0 < r < R there
exists η ∈ Test(X, d,m) as above with respect to the domains Br(x) ⊂ BR(x), with support
contained in B2r(x) and such that
(1.76) r2 |∆η|+ r |∇η| ≤ C(K,N,R).

We shall denote in the sequel by Testc(X, d,m) the space of test functions with compact
support.

The following remark plays a role in the definition of δ-splitting maps in Section 2.
Remark 1.108. Given an open set Ω ⊆ X and a function f ∈ D(Ω,∆), we say that f is
harmonic if ∆f = 0. If in addition f is Lipschitz, then one can define (the modulus of) its
Hessian as follows:
(1.77)

∣∣Hess(f)
∣∣ :=

∣∣Hess(ηf)
∣∣ m-a.e. on {η = 1}, for η ∈ Test(X) with spt(η) ⊆ Ω.

This way we obtain a well-defined function
∣∣Hess(f)

∣∣ : Ω → [0,+∞), thanks to the locality
property of the Hessian and the fact that ηf ∈ D(∆) ⊂ H2,2(X, d,m), for every good cut-off
function η.
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Corollary 1.109. Let (X, d,m) be an RCD(K,N) m.m.s..Then there exists a constant C :=
CK,N ≥ 0 such that for any f ∈ Test(X) and for any x ∈ X it holds

ˆ
B1(x)

|Hess f |2 dm ≤CN,K

(ˆ
B2(x)

|∆f |2 dm + inf
m∈R

ˆ
B2(x)

∣∣|∇f |2 −m∣∣ dm
)

(1.78)

−K
ˆ
B2(x)

|∇f |2 dm.

Proof. The sought estimate can be obtained integrating with respect to η, where η is a good
cut off function as in Lemma 1.107 with respect to B1(x) ⊂ B2(x), the improved Bochner
inequality with Hessian term obtained in [112, Theorem 3.3.8]. �

Since RCD(K,N) spaces are locally doubling and satisfy a local Poincaré inequality, the
general theory of Dirichlet forms as developed in [197–199] guarantees that we can find a
locally Hölder continuous representative of the heat kernel p on X ×X × (0,+∞).

Moreover in [138] the following finer properties of the heat kernel have been proved
relying on the previous [106,137]: there exist constants C1 > 1 and c ≥ 0 such that

(1.79) 1
C1m(B√t(x)) exp

{
−d2(x, y)

3t − ct
}
≤ pt(x, y) ≤ C1

m(B√t(x)) exp
{
−d2(x, y)

5t + ct

}
for any x, y ∈ X and for any t > 0. Moreover it holds

(1.80) |∇pt(x, ·)| (y) ≤ C1√
tm(B√t(x))

exp
{
−d2(x, y)

5t + ct

}
for m-a.e. y ∈ X,

for any t > 0 and for any x ∈ X. We remark that in (1.79) and (1.80) above one can take
c = 0 whenever (X, d,m) is an RCD(0, N) m.m.s..

In [108] (see also [109]) Gigli generalized the splitting theorem, originally due to Cheeger-
Gromoll [72] in the setting of smooth Riemannian manifolds with non-negative Ricci curva-
ture and to Cheeger-Colding [68] for Ricci limit spaces (with lower Ricci bounds converging
to 0), to the framework of RCD(0, N) spaces.

Recall that, for a metric space (X, d), a line γ : (−∞,+∞)→ X is a curve such that

(1.81) d(γ(s), γ(t)) = |t− s| , for any s, t ∈ R.

Moreover, when dealing with the product Z := X × Y of two metric measure spaces
(X, dX ,mX) and (Y, dY ,mY ) we will always consider it endowed with the product distance

(1.82) d2
Z

(
(x, y), (x′, y′)

)
:= d2

X(x, x′) + d2
Y (y, y′)

and the product measure mZ := mX⊗mY . In that case we will write write Z = (X, dX ,mX)×
(Y, dY ,mY ).
Remark 1.110 (Tensorization of the Cheeger energy). In [13,16,17] (see also [28] where
the problem is treated in absence of curvature assumptions) it has been proved that on
product spaces the Cheeger energy has the tensorization property. That is to say, for any
given f ∈ L2(Z,mZ), it holds that f ∈ H1,2(Z, dZ ,mZ) if and only if the following holds.
Denoting by fx(y) := f(x, y) and fy(x) := f(x, y), fx ∈ H1,2(Y, dY ,mY ) for mX -a.e. x ∈ X
and

´
ChY (fx) dmX < +∞, if and only if fy ∈ H1,2(X, dX ,mX) for mY -a.e. y ∈ Y and´

ChX(fy) dmY < +∞. In that case it holds that

(1.83) |∇f |2Z (x, y) = |∇fy|2X (x, y) + |∇fx|2Y (x, y), for mZ-a.e. (x, y) ∈ X × Y .
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Theorem 1.111 (Splitting theorem for RCD(0, N) spaces). Let (X, d,m) be an RCD(0, N)
metric measure space. Assume that there exists a line γ : (0,+∞) → X. Then there exists
an RCD(0, N − 1) m.m.s. (Y, dY ,mY ) such that

(1.84) (X, d,m) = (R, deucl,L1)× (Y, dY ,mY ),

where the product is intended in the sense of metric measure spaces.
We next recall the notion of warped product between metric measure spaces, generalizing

the well known Riemannian construction. This is going to play a role in Chapter 6.
Given two geodesic metric measure spaces (B, dB,mB) and (F, dF ,mF ) and a Lipschitz func-
tion f : B → [0,+∞) one can define a length structure on the product B × F as follows: for
any absolutely continuous curve γ : [0, 1]→ B × F with components (α, β), define

L(γ) :=
ˆ 1

0

(∣∣α′∣∣2 (t) + (f ◦ α(t))2 ∣∣β′∣∣2 (t)
) 1

2 dt

and consider the associated pseudo-distance

d((p, x), (q, y)) := inf {L(γ) : γ(0) = (p, x), γ(1) = (q, y)} .

The f -warped product of B with F is the metric space defined by

B ×f F := (B × F/∼, d) ,

where (p, x) ∼ (q, y) if and only if d((p, x), (q, y)) = 0. One can also associate a natural
measure and obtain

B ×Nf F := (B ×f F,mC) , mC := fNmB ⊗mF ,

that we will call warped product metric measure space of (B, dB,mB) and (F, dF ,mF ).

In Proposition 1.112 below we collect some results concerning the improved regularity
of W2-geodesics on RCD(K,N) metric measure spaces. The results are mainly taken from
[107,184].
Proposition 1.112. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 < N <
+∞. Let µ0, µ1 ∈ P2(X) be absolutely continuous w.r.t. m, with bounded densities and
bounded supports. Then:

(i) there exists a unique W2-geodesic (µt)t∈[0,1] joining µ0 and µ1. Moreover, it holds
µt ≤ Cm for any t ∈ [0, 1] for some C > 0;

(ii) letting ρt be the density of µt w.r.t. m, it holds that, for any t ∈ [0, 1] and for any
sequence (tk)k∈N converging to t, there exists a subsequence (tnk)k∈N such that

ρtnk → ρt m-a.e. as k →∞.

Equivalently, the map t 7→ ρt is continuous in L1(m).

4.2. Convergence and stability results. A crucial role in the development of the
thesis will be played by the stability of relevant geometric and analytic properties along se-
quences of RCD(K,N) metric measure spaces converging in the pmGH sense (see Section 1.4
for the relevant definitions in the general framework of pointed metric measure spaces).

We start recalling the basic stability result for the RCD(K,N) condition. Stability of
the RCD(K,∞) condition was among the outcomes of [118]. Its refinement to the finite
dimensional case can be obtained relying on the stability of the CD(K,N) condition and
exploiting the various equivalences between different notions of convergence that hold true
in the framework of locally compact spaces. Observe that RCD(K,N) spaces for finite N
satisfy indeed this last assumption.
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Theorem 1.113 (Stability of the RCD(K,N) condition). Let (Xi, di,mi, xi) be RCD(Ki, Ni)
pointed metric measure spaces. Suppose that Ki → K and Ni → N as i → ∞ and that
(Xi, di,mi, xi) converge in the pmGH topology to (Y, dY ,mY , y). Then (Y, dY ,mY ) is an
RCD(K,N) metric measure space.
Remark 1.114 (Tangents to RCD(K,N) spaces). As a consequence of the scaling and sta-
bility properties of the RCD(K,N) condition, combined with Gromov’s compactness argu-
ment, it can be easily argued that for any RCD(K,N) m.m.s. (X, d,m) and for any x ∈ X,
Tanx(X, d,m) is not empty and all its elements are RCD(0, N) spaces.

More in general, any sequence of normalized RCD(K,N) pointed metric measure spaces
admits a subsequence converging in the pmGH sense to a normalized RCD(K,N) pointed
m.m.s..

From now on in this subsection we are concerned with the stability properties of functions
and spaces of functions along a fixed sequence of RCD(Ki, Ni) (pointed) metric measure
spaces (Xi, di,mi, xi)→ (Y, %, µ, y) converging in the (pointed) measured Gromov-Hausdorff
topology to the RCD(K,N) p.m.m.s. (Y, dY ,mY , y) and such that Ki → K and Ni → N as
i→∞. The basic references for this part are [18,19,118].

Recall that, since the dimension upper bounds and the lower Ricci curvature bounds are
converging to finite limits, the spaces in the sequence are uniformly doubling. Therefore, as
we have seen in Section 1.4, pmGH convergence is equivalent to pmG convergence. From
now on we assume that the convergence is realized by means of isometric embeddings of the
spaces into a common separable metric space (Z, dZ).

We recall below the notions of convergence in Lp and Sobolev spaces for functions defined
over converging sequences of metric measure spaces. We will be concerned only with the cases
p = 2 and p = 1 in the rest of the thesis.
Definition 1.115. We say that fi ∈ L2(Xi,mi) converge in L2-weak to f ∈ L2(Y, µ) if
fimi ⇀ fµ in duality with Cbs(Z) and supi ‖fi‖L2(Xi,mi) < +∞.

We say that fi ∈ L2(Xi,mi) converge in L2-strong to f ∈ L2(Y, µ) if fimi ⇀ fµ in duality
with Cbs(Z) and limi ‖fi‖L2(Xi,mi) = ‖f‖L2(Y,µ).
Definition 1.116. We say that a sequence (fi) ⊂ L1(Xi,mi) converges L1-strongly to f ∈
L1(Y, µ) if

σ ◦ fimi ⇀ σ ◦ fµ and
ˆ
Xi

|fi| dmi →
ˆ
Y
|f | dµ,

where σ(z) := sign(z)
√
|z| and the weak convergence is understood in duality with Cbs(Z).

Equivalently, if σ ◦ fi L2-strongly converge to σ ◦ f .
We say that fi ∈ BV(Xi,mi) converge in energy in BV to f ∈ BV(Y, µ) if fi converge

L1-strongly to f and
lim
i→∞
|Dfi|(Xi) = |Df |(Y ).

Remark 1.117. The presence of the function σ in the definition of L1-strong convergence
is necessary due to the lack of reflexivity of L1. Indeed the counterpart of Definition 1.115
in the case p = 1 is easily seen to be not equivalent to convergence in L1 norm when all the
spaces coincide.

Next we deal with the stability of Lp convergence with respect to the basic operations.
Proposition 1.118. Let us fix p = 1, 2.

(i) For any fi, gi ∈ Lp(Xi,mi) such that fi → f ∈ Lp(Y, µ) and gi → g ∈ Lp(Y, µ)
strongly in Lp one has fi + gi → f + g strongly in Lp.

(ii) If fi → f and gi → g in L2-strong then figi → fg in L1-strong.
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(iii) If fi → f in L1-strong and supi∈N ‖fi‖L∞(Xi,mi) <∞ then ‖fi‖L2(Xi,mi) → ‖f‖L2(Y,µ).
In particular, fi → f in L2-strong.

(iv) More in general, if fi ∈ Lp(Xi,mi) converge in Lp-strong to f ∈ Lp(Y, µ) then φ ◦ fi
converge to φ ◦ f in Lp-strong for any φ ∈ Lip(R) such that φ(0) = 0.

Let us now introduce the notion of H1,2-convergence, along with its local counterpart.
Definition 1.119 (H1,2 convergence). We say that fi ∈ H1,2(Xi, di,mi) are weakly conver-
gent to f ∈ H1,2(Y, %, µ) if they converge in L2-weak and supi Chi(fi) < ∞. Strong H1,2-
convergence is defined asking that fi converge to f in L2-strong and limi Chi(fi) = Ch(f).
Definition 1.120 (LocalH1,2 convergence). We say that fi ∈ H1,2(BR(xi), di,mi) are weakly
convergent in H1,2 to f ∈ H1,2(BR(y), %, µ) on BR(y) if fi are L2-weakly (or L2-strongly,
equivalently) to f on BR(y) with supi∈N ‖fi‖H1,2 <∞. Strong convergence in H1,2 on BR(y)
is defined by requiring

lim
i→∞

ˆ
BR(xi)

|∇fi|2 dmi =
ˆ
BR(y)

|∇f |2 dµ.

Below we list some useful results about convergence of Sobolev spaces taken from [18].
Proposition 1.121 ([18, Lemma 5.8]). Let fi ∈ H1,2(Xi, di,mi) be weakly converging in
H1,2 to f ∈ H1,2(Y, %, µ). Then

lim inf
i→∞

ˆ
Z
g |∇fi| dmi ≥

ˆ
Z
g |∇f | dµ, for any non-negative g ∈ Lipbs(Z).

Proposition 1.122 ([18, Corollary 5.5]). The following stability results hold true:
(a) if fi ∈ H1,2(Xi, di,mi), fi ∈ D(∆i) converge in L2-strong to f and ∆ifi are uniformly

bounded in L2, then f ∈ D(∆), ∆ifi converge in L2-weak to ∆f and fi converge in
H1,2-strong to f ;

(b) for all t > 0, P it fi converge in H1,2-strong to Ptf whenever fi converge in L2-strong
to f .

Theorem 1.123 ([18, Theorem 5.7]). Let vi, wi ∈ H1,2(Xi, di,mi) be strongly convergent in
H1,2 to v, w ∈ H1,2(Y, %, µ), respectively. Then ∇vi · ∇wi converge L1-strongly to ∇v · ∇w.

The following useful compactness criterion is borrowed from [118, Theorem 6.3] (see also
[18, Theorem 7.4]).
Theorem 1.124. Let fi ∈ H1,2(Xi, di,mi) be such that

sup
i

{ˆ
Z
|fi|2 dmi + Chi(fi)

}
<∞

and
lim
R→∞

lim sup
i→∞

ˆ
Z\BR(z̄)

|fi|2 dmi = 0,

for some (and thus for all) z̄ ∈ Z. Then (fi) has a L2-strongly convergent subsequence to
f ∈ H1,2(Y, %, µ).

We end up collecting some useful results about local convergence of Sobolev spaces.
Lemma 1.125 ([19, Lemma 2.10]). Let f ∈ Lipc(BR(y), %). Then there exists a sequence of
functions fi ∈ Lipc(BR(xi), di) satisfying

sup
i∈N
‖|∇fi|‖L∞(Xi,mi) <∞

and strongly convergent to f in H1,2.
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Theorem 1.126 ([19, Theorem 4.4]). Let fi ∈ D(∆, BR(xi)) with

sup
i∈N

ˆ
BR(xi)

(|fi|2 + |∇fi|2 + (∆fi)2) dmi <∞,

and let f be an L2-strong limit function of fi on BR(y). Then:
(i) f ∈ D(∆, BR(y));
(ii) ∆fi → ∆f on BR(y) weakly in L2;
(iii) |∇fi|2 → |∇f |2 on BR(y) strongly in L1.

Proposition 1.127 ([19, Corollary 4.12]). Let f ∈ H1,2(BR(y), %, µ) be a harmonic function.
Then, for any 0 < r < R there exist fi ∈ H1,2(Br(xi), di,mi) harmonic such that fi → f on
Br(y) strongly in H1,2.





CHAPTER 2

Metric measure rectifiability of RCD(K, N) spaces

In this chapter we present the contents of [49], joint work with Bruè and Pasqualetto,
where we obtained simplified proofs of the rectifiability of RCD(K,N) metric measure spaces
via the theory of δ-splitting maps.

Many efforts have been recently aimed at understanding the so-called structure theory of
RCD(K,N) spaces. As in the more classical regularity theory in Partial Differential Equations
and Geometric Measure Theory, this amounts to find points where the object looks like a
regular one, usually referred to as regular points, to distinguish them from the singular ones
and to control both the geometry o the regular part and the size of the singular one. Part of
the job in this study is of course to understand which is the right notion of regularity.

After [170] by Mondino-Naber, we know that RCD(K,N) spaces are rectifiable as metric
spaces and later, in the three independent works by De Philippis-Marchese-Rindler, Kell-
Mondino and Gigli-Pasqualetto [85,120,146], the analysis was sharpened taking into account
the behaviour of the reference measure and getting rectifiability as metric measure spaces.
The development of this theory was inspired in turn by the results obtained for Ricci limit
spaces in the seminal papers by Cheeger-Colding [69–71]. In the proofs given in those papers,
a crucial role was played by (k, δ)-splitting maps:
Definition 2.1. Let (X, d,m) be an RCD(−1, N) space. Let x ∈ X and δ > 0 be given.
Then a map u = (u1, . . . , uk) : Br(x)→ Rk is said to be a (k, δ)-splitting map provided:

i) ua : Br(x)→ R is harmonic and CN -Lipschitz for every a = 1, . . . , k,
ii) r2 ffl

Br(x)
∣∣Hess(ua)

∣∣2 dm ≤ δ for every a = 1, . . . , k,
iii)

ffl
Br(x) |∇ua · ∇ub − δab| dm ≤ δ for every a, b = 1, . . . , k.

These maps provide approximations, in the integral L2-sense and up to the second order,
of k independent coordinate functions in the Euclidean space and they were introduced in
[68] in the study of Riemannian manifolds with lower Ricci curvature bounds.
Item ii) in the definition of δ-splitting maps is about smallness of the L2-norm of the Hessian,
in scale invariant sense. Let us point out that in [69,71] and in more recent works about
Ricci limits as [64], δ-splitting maps are built only at the level of the smooth approximating
sequence, where there is a clear notion of Hessian available. The metric information they
encode (ε-GH closeness to spaces splitting Euclidean factors, cf. Section 2 below) is then
passed to the limit.
Prior than [112], there was no notion of Hessian available in the RCD framework. This
fact, together with the absence of smooth approximating sequences, motivated the necessity
to find an alternative approach to rectifiability in [85, 120, 146, 170] with respect to the
Cheeger-Colding theory. A new almost splitting via excess theorem was the main ingredient
playing the role of the theory of δ-splitting maps in [170] while, studying the behaviour of
the reference measure with respect to charts, a crucial role was played in both [85,120,146]
by a recent and powerful result obtained by De Philippis-Rindler [86].

39
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Nowadays we have at our disposal both a second order differential calculus on RCD
spaces [112] and general convergence and stability results for Sobolev functions on converg-
ing sequences of RCD(K,N) spaces [18,19,118]. In a previous collaboration with Bruè and
Pasqualetto [48] we exploited all these tools to prove rectifiability for reduced boundaries
of sets of finite perimeter in this context. The study of [48] was devoted to the theory in
codimension one, which required some additional ideas and technical efforts, but it was evi-
dent that similar arguments could provide more direct proofs of rectifiability for RCD(K,N)
spaces in the spirit of those in [69,71]. In the treatment of the reference measure the neces-
sity of a new tool was also motivated by the failure in the setting of weighted Riemannian
manifolds of one of the key lemmas valid in the non weighted case and used in [70].

Taking as a starting point existence of Euclidean tangents almost everywhere with respect
to the reference measure, obtained by Gigli-Mondino-Rajala in [117], in [49] we provided the
arguments to get uniqueness (almost everywhere) of tangents and rectifiability of RCD(K,N)
spaces as metric measure spaces via δ-splitting maps. Moreover, we recovered via a different
strategy the lower semicontinuity of the so called essential dimension proved firstly in [152].
A beautiful argument to obtain uniqueness of tangents from the lower semicontinuity of
the dimension partially bypassing [117] has been pointed out to us by one of the reviewers
of [49] and can be found in the paper. For the sake of this presentation we chose the
original argument, since the strategy of the present proof can be generalized to the theory in
codimension one.

This chapter is organised as follows: the preliminary Section 1 is dedicated to the intro-
duction of the main notions of rectifiability in this context. Section 2 is then devoted to the
introduction of the notion of δ-splitting map and of their main properties, in particular to the
equivalence between closeness to products with Euclidean factors and existence of splitting
maps. Sections 3 to 5 are then dedicated to establish uniqueness of tangents, rectifiability as
metric spaces and rectifiability of the reference measure, respectively. In order to achieve the
absolute continuity of the reference measure with respect to the relevant Hausdorff measure
we rely on [86], as in the previous approaches.

Since the results contained in this chapter and in the reference paper [49] are not new
a comparison is in order, mainly with the strategy adopted in [170]. The two approaches
have indeed the same key ingredient, that is a good enough approximation of coordinate
maps on Euclidean tangent spaces. While in [170] the approximating maps are built in
terms of distance functions, in our approach we deal with the harmonic approximations of
the coordinates, relying on [19]. While the improvement upon the regularity of the charts,
from distance functions to harmonic functions, does not lead to new results in the theory in
codimension zero, it is expected that this can lead to a better understanding of the structure
in positive codimension, as it has been the case for (non collapsed) Ricci limit spaces in
[64, 73, 139] and for the theory fo sets of finite perimeter we shall present in Chapters 4
and 5.

The role of this chapter in the context of this thesis is twofold. On the one hand we report
about the new proofs for the structure theorems obtained in [49], on the other one all the
the results we present below played a crucial preliminary role both in the development of the
theory of sets of finite perimeter [8,49] (cf. Chapters 4 and 5) and in the proof of constancy
of the dimension in [52] (cf. Chapter 3).

1. Strongly m-rectifiable metric measure spaces

Below we report the classical definition of m-rectifiable metric space and quote from [121]
the definition of (strongly) m-rectifiable space. The rest of the chapter will be dedicated to
the proof of strong m-rectifiability for RCD(K,N) metric measure spaces.
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Definition 2.2 (m-rectifiable metric space). Given a metric measure space (X, d,m) we say
that it is m-rectifiable as a metric space provided it can be covered by a countable disjoint
union

⋃
k∈NAk, where Ak ∈ B(X) for any n, k ∈ N there exists a countable union

⋃
n∈N U

k
n

with Unk ∈ B(X) such that
i) m(Ak \

⋃
n∈N U

k
n) = 0;

ii) for any n ∈ N there exist a biLipschitz map ϕkn : Ukn → ϕ(Ukn) ⊂ Rk that we shall
indicate by chart.

Whenever we want to stress the dimension of the target space of the charts and that we can
take (1 + ε) as biLipschitz constant, we might also say that Ak is (m, k, ε)-rectifiable. If Ak
is (m, k, ε)-rectifiable for any ε > 0 then we will say that it is a strongly m-rectifiable metric
space.
Definition 2.3 (m-rectifiable metric measure space). We say that (X, d,m) is m-rectifiable
as metric measure space provided the charts in Definition 2.2 above can be chosen in such a
way that

(ϕkn)#m� Lk, for any k, n ∈ N.
Furthermore, we say that (X, d,m) is strongly m-rectifiable as metric measure space if, for
any ε > 0, the charts ϕkn can be chosen to be (1 + ε)-biLipschitz.

2. Splitting maps on RCD spaces

This section is devoted to the study of δ-splitting maps. Let us recall that their introduc-
tion in the study of spaces with lower Ricci curvature bounds dates back to [68]. Since then
they have been used for a wide range of applications in the setting of Ricci limit spaces (see
[63–65,69–71]). The use of δ-splitting maps in the RCD framework has remained elusive in
the first developments of the theory. Indeed, prior than [112], there was no notion of Hessian
available to give a meaning to condition ii) in Definition 2.5 below. While the use of this tool
was implicit in [20], in two collaborations with Bruè and Pasqualetto [48,49] we explicitly
stated and proved some useful properties of δ-splitting maps.

Let us make a few preliminary observations in order to motivate the rest of the discussion.
The first one is that on a space of the form Rk×Z the k coordinate functions of the Euclidean
factor are harmonic, they have vanishing Hessian and they have gradients which are orthog-
onal in the m-a.e. sense. These properties can be easily verified relying on the tensorization
of the Cheeger energy on product spaces, see Remark 1.110. The second remark is that also
the converse implication is true, as we argue in the next lemma. We refer to [33, Lemma
1.21] for a proof.
Lemma 2.4. Let (X, d,m) be an RCD(0, N) m.m.s. and suppose that there exist func-
tions u1, . . . , uk such that ∆ui = 0, |∇ui| = 1 and ∇ui · ∇uj = 0 for any i, j = 1, . . . , k.
Then there exists an RCD(0, N − k) m.m.s. (Z, dZ ,mZ) such that (X, d,m) is isomorphic to
(Rk, dEucl,Lk)× (Z, dZ ,mZ).

Maps of δ-splitting are (local) approximations in the integral L2-sense of coordinate func-
tions over the Euclidean factor of a split space. In the definition below CN > 1 is a constant
depending only on the upper dimension bound, whose explicit value can be computed follow-
ing [136].
Definition 2.5 (Splitting map). Let (X, d,m) be an RCD(−1, N) space. Let x ∈ X and
δ > 0 be given. Then a map u = (u1, . . . , uk) : Br(x) → Rk is said to be a δ-splitting map
provided:

i) ua : Br(x)→ R is harmonic and CN -Lipschitz for every a = 1, . . . , k,
ii) r2 ffl

Br(x)
∣∣Hess(ua)

∣∣2 dm ≤ δ for every a = 1, . . . , k,
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iii)
ffl
Br(x) |∇ua · ∇ub − δab| dm ≤ δ for every a, b = 1, . . . , k.

Remark 2.6. We refer to Remark 1.108 where we clarified the meaning of |Hessu| when
u : Br(x) → R is harmonic and not necessarily globally defined thanks to the existence of
good cut-off functions.
Remark 2.7. Let us point out that if u : Br(x) → Rk is a δ-splitting map then for any
orthogonal linear transformation A : Rk → Rk the map v := A ◦ u : Br(x) → Rk is still
a δ-splitting map. More in general this is the case even under the assumption that A is δ-
close to an orthogonal transformation, up to turn the δ-splitting property into a Cδ-splitting
property for some constant C > 0.
Remark 2.8. Let us explicitly point out, since this remark will play a role in the forthcoming
arguments, that the integral quantities appearing in ii) and iii) of Definition 2.5 are invariant
if the metric measure space and the function are scaled accordingly.
Remark 2.9. With respect to the definition of δ-splitting map which is nowadays adopted
within the theory of Ricci limits (see for instance [65, Definition 1.20]) the main difference is
condition (i). Therein the sharper bound |∇u| ≤ 1 + δ is imposed in the definition though, as
they observe, it can be obtained as a consequence of the bound |∇u| ≤ CN and of the other
defining properties (when working in the smooth framework), see in particular [65, (3.45)-
(3.48)].
Remark 2.10. Let us point out that, if we assume that r2 ≤ δ, then a map u : Br(x)→ Rk
verifying i) and iii) in Definition 2.5 is a CNδ-splitting map. In order to prove this statement
it is sufficient to apply Corollary 1.109 to each component ui of u, taking into account the
assumption that ui is harmonic (therefore the first term at the right handside vanishes) and
that condition iii), applied with choice a = b = i, yields 

Br(x)

∣∣∣∣∣∣∣∇ui∣∣∣2 − 1
∣∣∣∣ dm ≤ δ, for any i = 1, . . . , k.

Even though in the applications to the theory of rectifiability we will build δ-splitting
maps only on balls that, when rescaled to radius one, have lower Ricci bound −δ, we chose
to include also the bound on the scale invariant Hessian in the defining conditions for two
reasons:

• coherence with the literature of Ricci limit spaces;
• to always have clear the properties at our disposal.

2.1. δ-splitting maps and ε-closeness. The power of δ-splitting maps in the theory of
lower Ricci bounds is that, roughly speaking, they allow to pass from analysis to geometry and
vice-versa. Namely, the existence of a δ-splitting map with k components on a Riemannian
manifold with Ricci bounded below by −δ can be turned into ε-GH closeness (in the scale
invariant sense) to a space which splits a factor Rk and vice-versa (see [68] and [65, Lemma
1.21]).

Below we wish to provide rigorous statements of the above-mentioned statements in the
framework of RCD spaces. The convergence and stability results of [18, 19, 118] allow us
to argue by compactness avoiding the explicit constructions of [68]. The price we have to
pay is that the statements become less local in nature w.r.t. [65, Lemma 1.21], still they
are sufficient for our purposes. Let us also mention that in a work in progress with Bruè
and Naber [47] we prove the local version of the equivalence between existence of δ-splitting
maps and ε-closeness to spaces splitting Euclidean factors, therefore closing the gap with the
theory of Ricci limits.

Proposition 2.11 ensures that, over an RCD(−ε,N) space ε-close to a product Rk × Z,
one can build a δ-splitting map with k components. Proposition 2.12 instead corresponds to
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the rough statement “the existence of a δ-splitting map with k components implies that the
m.m.s. is ε-close to a product Rk × Z”.
Proposition 2.11 (From GH-isometry to δ-splitting). Let N > 1 be given. Then for any
δ > 0 there exists ε = εN,δ > 0 such that the following property holds. If (X, d,m) is an
RCD(K,N) space, x ∈ X, r > 0 with r2|K| ≤ ε, and there is an RCD(0, N − k) space
(Z, dZ ,mZ , z) such that

dpmGH
((
X, d/r,mr

x, x
)
,
(
Rk × Z, dEucl × dZ ,Lk ⊗mZ , (0k, z)

))
≤ ε,

then there exists a δ-splitting map u : B5r(x)→ Rk.

Proof. Let us begin pointing out that, by scaling, it is sufficient to prove the following state-
ment: for any δ > 0 there exists ε = εN,δ > 0 such that, if (X, d,m) is an RCD(−ε,N)
m.m.s., x ∈ X and

dpmGH
(
(X, d,m, x) ,

(
Rk × Z, (0k, z)

))
< ε

for some pointed RCD(0, N − k) metric measure space (Z, dZ ,mZ , z), then there exists a
δ-splitting map u : B5(x)→ Rk.

We are going to build upon the local convergence and stability results that we recalled
in Section 4.2, arguing by contradiction.

Suppose the conclusion to be false, then we could find a sequence of RCD(−1/n,N)
pointed m.m. spaces (Xn, dn,mn, xn) such that, for some RCD(0, N − k) pointed m.m.s.
(Z, dZ ,mZ , z) it holds that

dpmGH
(
(Xn, dn,mn, xn) ,

(
Rk × Z, (0k, z)

))
< 1/n

for any n ≥ 1. Furthermore there should be δ0 > 0 such that there is no δ0-splitting map
over B5(xn) for any n ≥ 1.

Let v : Rk × Z → Rk be defined by v(p, x) = x and denote by v1, . . . , vk its components
(they are the coordinate functions of the split factor). Observe that ∆vi = 0 for any i =
1, . . . , k and∇vi·∇vj = δij for any i, j = 1, . . . , k. In particular, vi is harmonic onB10((z, 0k)).
Hence we can apply Proposition 1.127 to get harmonic functions vin : B9(xn) → R that
converge strongly in H1,2 to vi on B9((z, 0k)).

Observe that, thanks to [136, Theorem 1.1], we can assume that vin is CN -Lipschitz for
any n ∈ N and for any i = 1, . . . , k. We wish to prove that vn = (v1

n, . . . , v
k
n) is a δ0-splitting

map on B5(xn) for n sufficiently big.
To this aim let us recall that Theorem 1.126 yields strong L1-convergence of ∇vin · ∇vjn to
δij on B9((z, 0k)) and on B5((z, 0k)) for any i, j = 1, . . . , k (as a consequence of the L1

convergence of ∇vin · ∇vin and of ∇(vin + vjn) · ∇(vin + vjn)). In particular, due to the uniform
boundedness of the gradients, we get

(2.1) lim
n→∞

 
BR(xn)

∣∣∣∇vin · ∇vjn − δij∣∣∣ dmn = 0,

for any i, j = 1, . . . , k and for any R = 5, 9. The choice R = 5 gives the second defining
condition of δ-splitting map for n sufficiently large and we are left with the verification of the
third one.
We wish to prove that

(2.2) lim
n→∞

ˆ
B5(xn)

∣∣∣Hess vin
∣∣∣2 dmn = 0
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for any i = 1, . . . , k. As we already pointed out in Remark 2.10, (2.2) follows from the
improved Bochner inequality with Hessian term integrated against a good cut-off function
Corollary 1.109 taking into account (2.1).

�

Proposition 2.12 (From δ-splitting to GH-isometry ). Let N > 1 be given. Then for any
ε > 0 there exists δ = δN,ε > 0 such that the following property holds. Let (X, d,m) be an
RCD(K,N) space, x ∈ X, and let u : Br(x)→ Rk be such that u : Bs(x)→ Rk is a δ-splitting
map for all s < r. Then for any (Y, %, n, y) ∈ Tanx(X, d,m) it holds that

dpmGH
(
(Y, %, n, y),

(
Rk × Z, dEucl × dZ ,Lk ⊗mZ , (0k, z)

))
≤ ε,

for some pointed RCD(0, N − k) space (Z, dZ ,mZ , z).

Proof. We claim that the following statement holds: for any ε > 0, there exists δ = δN,ε > 0
such that, for any RCD(−δ,N) normalized p.m.m.s. (X, d,m, x), if there exists a map u :
Bδ−1(x)→ Rk such that u is a δ-splitting map over Bs(x) for any 0 < s < δ−1, then

dpmGH
(
(X, d,m, x), (Rk × Z, (0k, z))

)
< ε

for some pointed RCD(0, N − k) metric measure space (Z, dZ ,mZ , z).
Let us see how to conclude the proof given this statement.

Choose δ = δ(K,N, ε/2) given by the claim above. If (Y, %, µ, y) ∈ Tanx(X, d,m) then there
exists t > 0 such that t−1r > δ−1, t2 |K| ≤ δ and

(2.3) dpmGH
(
(X, t−1d,mt

x, x), (Y, %, µ, y)
)
< ε/2.

Thanks to the claim applied to (X, t−1d,mt
x, x), there exists an RCD(0, N − k) p.m.m.s.

(Z, dZ ,mZ , z) such that

(2.4) dpmGH
(
(X, t−1d,mt

x, x), (Z × Rk, (z, 0k))
)
< ε/2.

The conclusion follows from (2.3) and (2.4) by the triangle inequality.
Let us pass to the proof of the claim.

We wish to prove it arguing by contradiction. To this aim let us suppose that, for any
n ≥ 1, there exist an RCD(−1/n,N) m.m.s. (Xn, dn,mn), a point xn ∈ Xn and a map
un : Bn(xn)→ Rk which is a 1/n-splitting map when restricted to Bs(xn) for any 0 < s < n.
Up to extracting a subsequence that we do not relabel, we can assume that (Xn, dn,mn, xn)
converge in the pmGH-topology to an RCD(0, N) p.m.m.s. (X∞, d∞,m∞, x∞). Here we have
used the stability and compactness property of RCD(K,N) spaces, cf. Remark 1.114. We
claim that X∞ splits off a factor Rk. Observe that, if this is the case, then we reach the
sought contradiction. The rest of this proof is dedicated to establishing the claim.

We wish to prove that there exists a function v : X∞ → Rk such that, letting v :=
(v1, . . . , vk), it holds that vi is Lipschitz, harmonic and with vanishing Hessian for any
i = 1, . . . , k and ∇vi · ∇vj = δij m∞-a.e. for any i, j = 1, . . . , k. The function v will be
obtained as a limit function of the 1/n-splitting maps un : Bn(xn)→ Rk. Indeed, by Defini-
tion 2.5 (i) the un are CN -Lipschitz for any n ∈ N. Moreover we can assume without loss of
generality that un(xn) = 0k for any n ∈ N. Therefore by the generalized Ascoli–Arzelà theo-
rem (Proposition 1.29) and a diagonal argument we can infer the existence of v : X∞ → Rk
such that un converge to v locally uniformly on BR(xn) for any R > 0. As a consequence, it
is easy to check that un converge strongly in L2 (see Definition 1.115) to v on BR(xn) for any
R > 0. Since the functions un are harmonic on B2R(xn), at least for n sufficiently large, by
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Theorem 1.126 and Proposition 1.118 it follows that v is harmonic and that, for any R > 0
and i, j = 1, . . . , k, 

BR(x∞)

∣∣∣∇vi · ∇vj − δij∣∣∣ dm∞ = lim
n→∞

 
BR(xn)

∣∣∣∇uin · ∇ujn − δij∣∣∣ dmn = 0.

Hence ∇vi · ∇vj = δij m∞-a.e. on X∞.
Since (X∞, d∞,m∞) is an RCD(0, N) m.m.s., from ∆vi = 0 and

∣∣∇vi∣∣2 = 1 we infer by
(1.78) that Hess vi = 0, for any i = 1, . . . , k. Thanks to Lemma 2.4 the space X∞ splits of a
factor Rk. �

2.2. Propagation of regularity. With the aim of proving uniqueness of tangents and
rectifiability, given the results of Section 2.1, it will be useful to propagate the information
“there exists a δ-splitting map over a given ball” at many locations and at scales. In order to
do so we rely on a maximal function argument, exploiting the integral nature of the defining
conditions of δ-splitting maps.

Let us point out that analogous arguments were used also in the structure theory of Ricci
limits by Cheeger-Colding and by Mondino-Naber in [170]. Moreover, in Chapter 5 we will
provide a generalization of the statement below, suited for the theory in codimension one (cf.
in particular Proposition 5.15).
Proposition 2.13 (Propagation of the δ-splitting property). Let N > 1 be given. Then there
exists a constant CN > 0 such that the following property holds. If (X, d,m) is an RCD(K,N)
space and u : B2r(p) → Rk is a δ-splitting map for some p ∈ X, r > 0 with r2|K| ≤ 1, and
δ ∈ (0, 1), then there exists a Borel set G ⊆ Br(p) such that m

(
Br(p) \G

)
≤ CN

√
δm
(
Br(p)

)
and

u : Bs(x)→ Rk is a
√
δ-splitting map, for every x ∈ G and s ∈ (0, r).

Proof. Thanks to a scaling argument, it is sufficient to prove the claim in the case in which
r = 1 and |K| ≤ 1. Let us define G ⊆ B1(p) as G :=

⋂k
a=1Ga ∩

⋂k
a,b=1Ga,b, where we set

Ga :=
{
x ∈ B1(p)

∣∣∣∣ sup
s∈(0,1)

 
Bs(x)

∣∣Hess(ua)
∣∣2 dm ≤

√
δ

}
,

Ga,b :=
{
x ∈ B1(p)

∣∣∣∣ sup
s∈(0,1)

 
Bs(x)

∣∣∇ua · ∇ub − δab∣∣2 dm ≤
√
δ

}
.

It holds that u : Bs(x) → Rk is a
√
δ-splitting map for all x ∈ G and s ∈ (0, 1). To prove

the claim, it remains to show that m
(
B1(p) \Ga

)
,m
(
B1(p) \Ga,b

)
≤ CN

√
δm
(
B1(p)

)
for all

a, b = 1, . . . , k.
Given any x ∈ B1(p)\Ga, we can choose sx ∈ (0, 1) such that

ffl
Bsx (x)

∣∣Hess(ua)
∣∣2 dm >

√
δ.

By using Vitali covering Theorem 1.9, we can find a sequence (xi)i ⊆ B1(p) \ Ga such that{
Bsxi (xi)

}
i
are pairwise disjoint and B1(p) \Ga ⊆

⋃
iB5sxi (xi). Therefore

m
(
B1(p) \Ga

)
≤
∑
i∈N

m
(
B5sxi (xi)

)
≤ CN

∑
i∈N

m
(
Bsxi (xi)

)
≤ CN√

δ

∑
i∈N

ˆ
Bsxi (xi)

∣∣Hess(ua)
∣∣2 dm

≤
CNm

(
B2(p)

)
√
δ

 
B2(p)

∣∣Hess(ua)
∣∣2 dm ≤ CN

√
δm
(
B1(p)

)
,

where we used the doubling property of m, the defining property of sxi , and the fact that u
is a δ-splitting map on B2(p).
An analogous argument shows that m

(
B1(p) \Ga,b

)
≤ CN

√
δm
(
B1(p)

)
for all a, b = 1, . . . , k,

thus the statement is achieved. �
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3. Uniqueness of tangents to RCD spaces

Aim of this section is to give a proof of uniqueness and regularity of tangents over
RCD(K,N) metric measure spaces up to measure zero sets, relying on the theory of δ-
splitting maps. As we already pointed out this result was proved for the first time in [170]
in this framework, while the proof for Ricci limits dates back to [69].

As in [170], we take as a starting point [117] by Gigli-Mondino-Rajala, where the authors
proved existence of Euclidean tangents outside of a negligible set.
The fundamental tools for the proof of Theorem 2.15 given in [117] were the splitting theorem
for RCD(0, N) spaces [108,109] and an instance of the so called iterated tangent property
that we quote below.
Theorem 2.14 (Iterated tangent property [117]). Let (X, d,m) be an RCD(K,N) space.
Then for m-a.e. point x ∈ X it holds that

Tanz(Y, %, n) ⊆ Tanx(X, d,m) for every (Y, %, n, y) ∈ Tanx(X, d,m) and z ∈ Y.
Let us remark that Theorem 2.14 above sharpens a previous result obtained by Le Donne

in [157] dealing with doubling metric spaces, which, in turn, was inspired by the seminal
paper by Preiss [182]. In the forthcoming Chapter 4 (see in particular Theorem 4.41) we
will provide another instance of this phenomenon in the case of sets of finite perimeter over
RCD(K,N) spaces, taken from the joint work with Ambrosio and Bruè [8].
Theorem 2.15 (Euclidean tangents to RCD spaces [117]). Let (X, d,m) be an RCD(K,N)
space. Then for m-a.e. point x ∈ X there exists k(x) ∈ N with k(x) ≤ N such that(

Rk(x), dEucl, ck(x)Lk(x), 0k(x)) ∈ Tanx(X, d,m),

where we set ck := Lk
(
B1(0k)

)
/(k + 1) for every k ∈ N.

In order to prove that there exist Euclidean tangents almost everywhere, in [117] the
author first argue that almost every point is an intermediate point of a geodesic. Therefore,
any element of the tangent cone at those points contains a line and hence it splits a Euclidean
factor by the splitting Theorem 1.111. Iterating this argument one can recover Theorem 2.15
by Theorem 2.14.

Motivated by the analogous definitions given in [69], in [170] the following notion of
regular points and sets were introduced.
Definition 2.16. Let (X, d,m) be an RCD(K,N) space. Then we define

Rk :=
{
x ∈ X

∣∣∣ Tanx(X, d,m) =
{
(Rk, dEucl, ckLk, 0k)

}}
for every k ∈ N with k ≤ N.

The elements of Rk are said to be the k-regular points in X.
Remark 2.17. The value of the normalizing constant ck depends on the scaling for the
measure we chose in Definition 1.24.

Observe that, if x ∈ Rk, then one has

(2.5) lim
r→0

´
Br(x)

(
1− d(x,y)

r

)
dm(y)

m(Br(x)) = 1
k + 1 .

Moreover it can be easily checked that x ∈ Rk if and only if

lim
r→0

dpmGH
((

X, r−1d, m

m(Br(x)) , x
)
,

(
Rk, deucl,

1
ωk
Lk, 0k

))
= 0.

Let us introduce also some auxiliary terminology. Given any point x ∈ X and any k ∈ N,
we say that an element (Y, %, n, y) ∈ Tanx(X, d,m) splits off a factor Rk provided

(Y, %, n, y) ∼=
(
Rk × Z, dEucl × dZ ,Lk ⊗mZ , (0k, z)

)
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for some pointed RCD(0, N − k) space (Z, dZ ,mZ , z).
Theorem 2.18 (Uniqueness of tangents). Let (X, d,m) be an RCD(K,N) space. Then

m

(
X \

⋃
k≤N
Rk
)

= 0.

Proof. The proof will be achieved through three intermediate steps where we cover the metric
measure space by auxiliary sets.

Step 1. Fix any k ∈ N with k ≤ N . We define the auxiliary sets Ak, A′k ⊆ X as follows:
i) Ak is the family of all points x ∈ X such that (Rk, dEucl, ckLk, 0k) ∈ Tanx(X, d,m),

but no other element of Tanx(X, d,m) splits off a factor Rk.
ii) A′k is the family of all points x ∈ X which satisfy (Rk, dEucl, ckLk, 0k) ∈ Tanx(X, d,m)

and (R`, dEucl, c`L`, 0`) /∈ Tanx(X, d,m) for every ` ∈ N with ` > k.
Observe that Rk ⊆ Ak ⊆ A′k. The m-measurability of the sets Rk, Ak, A′k can be proven
by adapting the proof of [170, Lemma 6.1]. It also follows from the very definitions that
m
(
X \

⋃
k≤N A

′
k

)
= 0.

Step 2. We aim to prove that m(A′k\Ak) = 0 arguing by contradiction. Suppose m(A′k\Ak) >
0, then we can find a point x ∈ A′k \Ak where the iterated tangent property of Theorem 2.14
holds. Since x /∈ Ak, there exists a pointed RCD(0, N−k) space (Y, %, n, y) with diam(Y ) > 0
such that (

Rk × Y, dEucl × %,Lk ⊗ n, (0k, y)
)
∈ Tanx(X, d,m).

Theorem 2.15 yields the existence of a point z ∈ Y such that it holds (R`, dEucl, c`L`, 0`) ∈
Tanz(Y, %, n), for some ` ∈ N with 0 < ` ≤ N − k. This implies that

(Rk+`, dEucl, ck+`Lk+`, 0k+`) ∈ Tan(0k,z)(Rk × Y, dEucl × %,Lk ⊗ n).

Therefore, Theorem 2.14 guarantees that (Rk+`, dEucl, ck+`Lk+`, 0k+`) ∈ Tanx(X, d,m), which
contradicts the fact that x ∈ A′k. Consequently, we have proven that m(A′k \ Ak) = 0, as
desired.
Step 3. In order to complete the proof of the statement, it suffices to show that

(2.6) m
(
BR(p) ∩ (Ak \ Rk)

)
= 0 for every p ∈ X and R > 0.

Let p ∈ X and R, η > 0 be fixed. Choose any δ ∈ (0, η) associated with η as in Proposi-
tion 2.12. Moreover, choose any ε ∈ (0, 1/7) associated with δ2 as in Proposition 2.11. Given
a point x ∈ Ak, we can find rx ∈ (0, 1) such that 4r2

x|K| ≤ ε and

dpmGH
((
X, d/(2rx),mx

2rx , x
)
, (Rk, dEucl, ckLk, 0k)

)
≤ ε.

By applying Vitali covering Theorem 1.9 to the family
{
Brx(x) : x ∈ Ak∩BR(p)

}
, we obtain

a sequence (xi)i ⊆ Ak ∩BR(p) such that
{
Brxi (xi)

}
i
are pairwise disjoint and Ak ∩BR(p) ⊆⋃

iB5rxi (xi). For any i ∈ N, we know from Proposition 2.11 that there exists a δ2-splitting
map ui : B10rxi (xi)→ Rk. Furthermore, Proposition 2.13 guarantees the existence of a Borel
set Giη ⊆ B5rxi (xi) such that m

(
B5rxi (xi) \G

i
η

)
≤ CNδm

(
B5rxi (xi)

)
and ui : Bs(x)→ Rk is a

δ-splitting map for every x ∈ Giη and s ∈ (0, 5rxi). Hence, Proposition 2.12 guarantees that
for any x ∈ Giη the following property holds:

Given any element (Y, %, n, y) ∈ Tanx(X, d,m), there exists
a pointed RCD(0, N − k) space (Z, dZ ,mZ , z) such that

dpmGH
(
(Y, %, n, y),

(
Rk × Z, dEucl × dZ ,Lk ⊗mZ , (0k, z)

))
≤ η.

(2.7)
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Then let us define Gη :=
⋃
iG

i
η. Clearly, each element of Gη satisfies (2.7). Moreover, it holds

m
(
BR(p) ∩ (Ak \Gη)

)
≤
∑
i∈N

m
(
B5rxi (xi) \G

i
η

)
≤ CNδ

∑
i∈N

m
(
B5rxi (xi)

)
≤ CNη

∑
i∈N

m
(
Brxi (xi)

)
≤ CNηm

(
BR+1(p)

)
.

(2.8)

Now consider the Borel setG :=
⋂
i

⋃
j G1/2i+j . It follows from (2.8) thatm

(
BR(p)∩(Ak\G)

)
=

0. Moreover, let x ∈ Ak ∩G and (Y, %, n, y) ∈ Tanx(X, d,m) be fixed. Then by using (2.7) we
can find a sequence

{
(Zi, dZi ,mZi , zi)

}
i
of pointed RCD(0, N − k) spaces such that

(2.9)
(
Rk × Zi, dEucl × dZi ,Lk ⊗mZi , (0k, zi)

) pmGH−→ (Y, %, n, y) as i→∞.
Up to a not relabeled subsequence, we can suppose that (Zi, dZi ,mZi , zi) → (Z, dZ ,mZ , z)
in the pmGH-topology for some pointed RCD(0, N − k) space (Z, dZ ,mZ , z). Consequently,
(2.9) ensures that (Y, %, n, y) is isomorphic to

(
Rk × Z, dEucl × dZ ,Lk ⊗ mZ , (0k, z)

)
. Given

that x ∈ Ak, we deduce that Z must be a singleton. In other words, we have proven that any
element of Tanx(X, d,m) is isomorphic to (Rk, dEucl, ckLk, 0k), so that x ∈ Rk. This shows
that Ak ∩G ⊆ Rk, whence the claim (2.6) follows. �

By combining Theorem 2.18 with the properties of δ-splitting maps discussed in Section 2,
we can prove the following result, which constitutes a strengthening of [152, Theorem 1.2]:
Theorem 2.19. Let (X, d,m) be an RCD(K,N) space. Let k ∈ N, k ≤ N be the maximal
number such that m(Rk) > 0. Then for any x ∈ X and ` > k we have that no element of
Tanx(X, d,m) splits off a factor R`. In particular, it holds that R` = ∅ for every ` > k.

Proof. First of all, we claim that for any given ` > k there exists ε > 0 such that

(2.10) dpmGH
(
(Rj , dEucl, cjLj , 0j),

(
R` × Z, dEucl × dZ ,L` ⊗mZ , (0`, z)

))
> ε

for every j ≤ k and for every pointed normalised RCD(0, N−`) space (Z, dZ ,mZ , z). To prove
it, we argue by contradiction: suppose there exist j ≤ k and a sequence (Zn, dZn ,mZn , zn),
n ∈ N of pointed RCD(0, N − `) spaces such that

(
R`×Zn, dEucl× dZn ,L`⊗mZn , (0`, zn)

)
→

(Rj , dEucl, cjLj , 0j) in the pmGH-topology. Up to taking a not relabelled subsequence, we have
that (Zn, dZn ,mZn , zn) pmGH-converge to some pointed RCD(0, N − `) space (Z, dZ ,mZ , z)
by Remark 1.114. Therefore, we deduce that (Rj , dEucl, cjLj , 0j) and

(
R`×Z, dEucl×dZ ,L`⊗

mZ , (0`, z)
)
are isomorphic, which is not possible as ` > j. This leads to a contradiction, thus

proving the claim.
We prove the main statement by contradiction: suppose there exist x ∈ X and ` > k

such that
(2.11)

(
R` × Z, dEucl × dZ ,L` ⊗mZ , (0`, z)

)
∈ Tanx(X, d,m)

for some pointed RCD(0, N − `) space (Z, dZ ,mZ , z). Consider ε > 0 associated with ` as in
the first part of the proof. Choose δ > 0 associated with ε as in Proposition 2.12, then η > 0
associated with δ2 as in Proposition 2.11. It follows from (2.11) that there is r > 0 such that
r2|K| ≤ η and

dpmGH
(
(X, d/r,mx

r , x),
(
R` × Z, dEucl × dZ ,L` ⊗mZ , (0`, z)

))
≤ η.

Then Proposition 2.11 guarantees the existence of a δ2-splitting map u : B5r(x)→ R`. There-
fore, by Proposition 2.13 and Proposition 2.12 there exists a Borel set G ⊆ Br(x) with
m(G) > 0 satisfying the following property: for any y ∈ G, each element of Tany(X, d,m) is
ε-close (with respect to the distance dpmGH) to some space that splits off a factor R`. Given
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that m(X \ (R1 ∪ · · · ∪ Rk)) = 0 by Theorem 2.18, there exist y ∈ G and j ≤ k for which
(Rj , dEucl, cjLj , 0j) is the only element of Tany(X, d,m). Consequently, we have that

dpmGH
(
(Rj , dEucl, cjLj , 0j),

(
R` × Z ′, dEucl × dZ′ ,L` ⊗mZ′ , (0`, z′)

))
≤ ε

for some pointed normalised RCD(0, N − `) space (Z ′, dZ′ ,mZ′ , z
′). This is in contradiction

with (2.10). �

4. Metric rectifiability of RCD spaces

Aim of this section is to exploit the properties of δ-splitting maps discussed in Section 2
to show that finite-dimensional RCD(K,N) spaces are metrically rectifiable in the sense of
Definition 2.2. The first proof of this result was obtained in [170].

A key tool in our proof will be the following lemma.
Lemma 2.20. Let N > 1 be given. Then for any η > 0 there exists δ = δN,η > 0 such that
the following property holds. If (X, d,m) is an RCD(K,N) space and u : Br(x) → Rk is a
δ-splitting map for some radius r > 0 with r2|K| ≤ 1 and some point x ∈ X satisfying

dpmGH
(
(X, d/r,mx

r , x), (Rk, dEucl, ckLk, 0k)
)
< δ2,

then
(2.12)

∣∣∣∣∣u(y)− u(z)
∣∣− d(y, z)

∣∣∣ ≤ ηr, for every y, z ∈ Br(x).

Proof. Thanks to a scaling argument, it suffices to prove the statement for r = 1 and |K| ≤ 1.
We argue by contradiction: suppose there exist η > 0, a sequence (Xn, dn,mn, xn), and a
sequence of maps un : B1(xn)→ Rk, such that the following properties are satisfied:

i) (Xn, dn,mn, xn) is a normalised RCD(K,N) space;
ii) un is a 1/n-splitting map with un(xn) = 0k;
iii) it holds that dpmGH

(
(Xn, dn,mn, xn), (Rk, dEucl, ckLk, 0k)

)
≤ 1/n;

iv) there exist points yn, zn ∈ B1(xn) such that

(2.13)
∣∣∣∣∣un(yn)− un(zn)

∣∣− dn(yn, zn)
∣∣∣ > η.

Observe that item iii) guarantees that (Xn, dn,mn, xn)→ (Rk, dEucl, ckLk, 0k) in the pmGH-
topology. Possibly taking a not relabelled subsequence, it holds that un → u∞ strongly in
H1,2 on B1(0k), for some limit map u∞ : B1(0k) → Rk (cf. Section 4.2 for the theory of
convergence of Sobolev spaces along pmGH converging sequences). Moreover, thanks to the
uniform Lipschitz continuity of the maps un, an Ascoli-Arzelà type argument implies that
the convergence is also pointwise in the following sense: whenever Xn 3 wn → w∞ ∈ Rk,
it holds un(wn) → u∞(w∞). We also deduce from item ii) above that Hess(u∞a ) = 0 and
∇u∞a · ∇u∞b = δab on B1(0k) for all a, b = 1, . . . , k, whence u∞ is the restriction to B1(0k)
of an orthogonal transformation of Rk. Indeed the vanishing of the Hessian, together with
the condition u∞(0) = 0, yields the linearity of the components, while the orthogonality of
the transformation comes from the orthogonality of the gradients, since the ambient space is
Euclidean. However, this contradicts the fact that by letting n→∞ in (2.13) we obtain that∣∣∣∣∣u∞(y∞)− u∞(z∞)

∣∣− |y∞ − z∞|∣∣∣ ≥ η,
where y∞, z∞ ∈ B1(0k) stand for the limit points of (yn)n and (zn)n, respectively. �

Let (X, d,m) be an RCD(K,N) space and k ∈ N be such that k ≤ N . Recall that k-
regular points are defined according to the behaviour of the tangent cone. For the sake of the
arguments we are going to present below it is relevant to introduce auxiliary sets collecting
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points where balls (with center at the given point) behave like the Euclidean ones for any
radius below a certain threshold and not only after the blow-up.
In order to do so, following [70], we define

(Rk)r,δ :=
{
x ∈ Rk

∣∣∣ dpmGH
(
(X, d/s,mx

s , x), (Rk, dEucl, ckLk, 0k)
)
< δ for every s < r

}
for every r, δ > 0. Observe that for any given δ > 0 it holds that (Rk)r,δ ↗ Rk as r ↘ 0, as
one can easily argue relying on the definition of tangent cone.
Theorem 2.21. Let (X, d,m) be an RCD(K,N) space. Let k ∈ N be such that k ≤ N . Then
the k-regular set Rk of X is (m, k, ε)-rectifiable for every ε > 0.

Proof. The proof is divided into two intermediate steps. First we prove that δ-splitting map
are biLpischitz charts when restricted to suitable subsets of the starting space. Then we get
rectifiability via a covering argument.

Step 1. First of all, we claim that for any η > 0 there exists δ = δN,η ∈ (0, 1) such that
the following property holds: if (X, d,m) is an RCD(K,N) space and u : B5r(p) → Rk is a
δ-splitting map for some radius r > 0 satisfying r2|K| ≤ 1 and some point p ∈ (Rk)2r,δ, then
there exists a Borel set G ⊆ Br(p) such that m

(
Br(p) \G

)
≤ CNηm

(
Br(p)

)
and

(2.14)
∣∣∣∣∣u(x)− u(y)

∣∣− d(x, y)
∣∣∣ ≤ η d(x, y) for every x, y ∈ (Rk)2r,δ ∩G.

To prove it, choose any δ ∈ (0, η2) so that
√
δ is associated with √η as in Lemma 2.20.

Now let us consider an RCD(K,N) space (X, d,m) and a δ-splitting map u : B5r(p) → Rk,
for some r > 0 with r2|K| ≤ 1 and p ∈ (Rk)2r,δ. By using Proposition 2.13, we can find
a Borel set G ⊆ Br(p) such that m

(
Br(p) \ G

)
≤ CNηm

(
Br(p)

)
and u : Bs(x) → Rk is a√

δ-splitting map for all x ∈ G and s ∈ (0, 2r). Then Lemma 2.20 guarantees that the map
u : Bs(x) → Rk verifies the scale invariant version of (2.12) for every x ∈ (Rk)2r,δ ∩ G and
s ∈ (0, 2r); here we used that x ∈ (Rk)2r,δ ⊆ (Rk)s,δ.

Fix any x, y ∈ (Rk)2r,δ∩G. Being d(x, y) < 2r, we know that the map u : Bd(x,y)(x)→ Rk

verifies the condition above, therefore
∣∣|u(x)− u(y)| − d(x, y)

∣∣ ≤ η d(x, y). This yields (2.14).
Step 2. Let ε > 0 be fixed. We aim to show that Rk is (m, k, ε)-rectifiable. Fix x̄ ∈ X
and j ∈ N. Choose any sequence ηn ↘ 0 such that 1 − ηn ≥ 1/(1 + ε) for every n ∈ N. Let
δn ∈ (0, 1) be associated with ηn as in Step 1, then let εn ∈ (0, δn) be associated with δn as
in Proposition 2.11.

Now choose a sequence (rn)n ⊆ (0, 1) of radii such that r2
n|K| ≤ 1 and

(2.15) m
(
Bj(x̄) ∩

(
Rk \ (Rk)2rn,εn

))
≤ 1
n

for every n ∈ N.

Let n ∈ N be fixed. By Vitali covering Theorem 1.9, we find points x1, . . . , x` ∈ Bj(x̄) ∩
(Rk)2rn,εn for which

{
Brn/5(xi)

}`
i=1 are pairwise disjoint and Bj(x̄)∩ (Rk)2rn,εn ⊆ Brn(x1)∪

· · ·∪Brn(x`). Proposition 2.11 guarantees the existence of a δn-splitting map ui : B5rn(xi)→
Rk for every i = 1, . . . , `. Therefore Step 1 yields a Borel set G′i ⊆ Brn(xi) such that
m
(
Brn(xi) \ G′i

)
≤ CNηnm

(
Brn(xi)

)
and

∣∣|ui(x) − ui(y)| − d(x, y)
∣∣ ≤ ηn d(x, y) for every

x, y ∈ Gjni := (Rk)2rn,εn ∩ G′i. Since it holds that 1 − ηn ≥ 1/(1 + ε) by assumption,
we deduce that ui is (1 + ε)-biLipschitz with its image when restricted to Gjni , whence
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Gjn := Bj(x̄) ∩
⋃`
i=1G

jn
i is (m, k, ε)-rectifiable. Observe that

m
((
Bj(x̄) ∩ (Rk)2rn,εn

)
\Gjn

)
≤
∑̀
i=1

m
(
Brn(xi) \Gjni

)
≤ CNηn

∑̀
i=1

m
(
Brn(xi)

)
≤ CNηn

∑̀
i=1

m
(
Brn/5(xi)

)
≤ CNηnm

(
Bj+1(x̄)

)
.

By taking (2.15) into account, we conclude that m
(
Rk \

⋃
j,n∈NG

jn
)

= 0. Given that the set⋃
j,k∈NG

jn is (m, k, ε)-rectifiable by construction, the statement is achieved. �

5. Behaviour of the reference measure under charts

In this section we deal with the behaviour of the reference measure m of an RCD(K,N)
m.m.s. (X, d,m) with respect to charts. The only difference with respect to the original proofs
in [85,120,146] is that the charts in our approach are components of harmonic δ-splitting
maps. Still, we heavily rely on one of the corollaries of the main achievement of [86]. Before
quoting it let us make a couple of remarks about vector fields on weighted Euclidean spaces
and normal currents. The discussion and the statements are borrowed from [120].

Suppose that µ is a non-negative Radon measure on Rk. Then there are at least two
reasonable notions for the space of L2(µ) vector fields: the first one is to consider the abstract
construction of the L2 tangent module of a metric measure space (cf. Section 1.6), that we
shall denote by L2

µ(TRk). The second possibility is to consider the space of Borel maps from
Rk to Rk that are in L2(µ). We will denote by L2(Rk,Rk;µ) this space. It turns out that
L2(Rk,Rk;µ) is an L2(µ)-normed L∞(µ)-module generated by

{
∇f : f ∈ C∞c (Rk)

}
, where

∇f : Rk → Rk stands for the ‘classical’ gradient of f .
In [120, Proposition 2.10] it has been proven that there exists a map ι : L2

µ(TRk) →
L2(Rk,Rk, µ) which is an L∞-module morphism preserving the pointwise norm.

With the embedding above at our disposal we can go further associating to any vector
field v ∈ L2

µ(TRk) a normal one dimensional current in the following way: for any smooth
compactly supported one differential form ω we let

J (v)(ω) :=
ˆ
ω(ι(v)) dµ.

It is easy to check that J (v) has finite mass and, since ι preserves the pointwise norm, it
holds ‖J (v)‖ = |v|µ, where we denoted by ‖·‖ the mass measure.

By the definition of the boundary operator on currents, it holds

(∂J (v)) (f) = (J (v)) ( df) =
ˆ

df(v) dµ.

Hence we can argue that ∂J (v) is a Radon measure if and only if ι(v)µ has measure valued
divergence and, in that case, there is the expected identification between boundary measure
and divergence.
Lemma 2.22 (Corollary 2.12 in [120]). Let v ∈ L2

µ(TRk) be compactly supported. Then
J (v) is a normal one dimensional current if and only if ι(v)µ has measure valued divergence.
In that case

∂J (v) = −divµv.
Below we state a crucial result from [86], that has been obtained as corollary of a deep

structural result for measure solutions of linear PDEs.
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Theorem 2.23 (Corollary 1.12 in [86]). Let T1 = −→T1 ‖T1‖ , . . . , Tk = −→Tk ‖Tk‖ ∈ N1(Rk)
be one dimensional normal currents on Rk such that there exists a positive Radon measure
µ ∈M+(Rk) with the following properties:

i) µ� ‖Ti‖ for i = 1, . . . , k;
ii) for µ-a.e. x it holds span

{−→
T1, . . . ,

−→
Tk
}

= Rk.

Then µ� Lk.
As anticipated, our aim is to prove that, given any of the (k, δ)-splitting maps u : X → Rk

providing rectifiability of a region K of the RCD(K,N) m.m.s. (X, d,m), it holds that
u] (m|K) � Lk. In order to be in position to apply Theorem 2.23, we need a way to build
normal one currents by means of the chart.

Let us introduce some auxiliary notation. Let X,Y be Polish spaces, fix a finite Borel
measure µ ≥ 0 on X and a Borel map ϕ : X → Y . Then we define

(2.16) Prϕ(f) := dϕ](fµ)
dϕ]µ

for every f ∈ L1(µ).

The resulting map Prϕ : L1(µ) → L1(ϕ]µ) is linear and continuous. Given any p ∈ (1,∞],
it holds that Prϕ maps continuously Lp(µ) to Lp(ϕ]µ). The essential image of a Borel set
E ⊆ X is defined as Imϕ(E) :=

{
Prϕ(χE) > 0

}
⊆ Y .

The key tool is the proposition below, that we borrow from [120], reporting a sketch of
the proof for sake of completeness.
Proposition 2.24 (Differential of an Rk-valued Lipschitz map). Let (X, d, µ) be an in-
finitesimally Hilbertian metric measure space such that µ is finite. Let ϕ : X → Rk be a
Lipschitz map. Then there exists a unique linear and continuous operator Dϕ : L2(TX) →
L2(Rk,Rk;ϕ]µ) such that

(2.17)
ˆ
F
∇f · Dϕ(v) dϕ]µ =

ˆ
ϕ−1(F )

∇(f ◦ ϕ) · v dµ

for any f ∈ C∞c (Rk), v ∈ L2(TX) and any Borel F ⊆ Rk. In particular, if v ∈ D(div ), then
the distributional divergence of Dϕ(v) is Prϕ

(
div (v)

)
.

Moreover, if the map ϕ is biLipschitz with its image when restricted to some Borel
set E ⊆ X and v1, . . . , vk ∈ L2(TX) are independent on E, then the family of vectors
Dϕ(χE v1)(y), . . . ,Dϕ(χE vk)(y) constitutes a basis of Rk for ϕ]µ-a.e. point y ∈ Imϕ(E).

Proof. Existence of the map Dϕ is proven in [120]: it suffices to define Dϕ := ι◦Prϕ◦ dϕ. The
fact that this map satisfies (2.17) follows from [120, Proposition 2.7] and the very definition
of ι (we do not need to require properness of ϕ, as µ is a finite measure). Uniqueness of Dϕ

follows from the fact that
{
∇f : f ∈ C∞c (Rk)

}
generates L2(Rk,Rk;ϕ]µ).

Suppose now that v ∈ D(div ). Then for every f ∈ C∞c (Rk) it holds that f ◦ ϕ ∈
H1,2(X, d, µ), whenceˆ
∇f · Dϕ(v) dϕ]µ

(2.17)=
ˆ
∇(f ◦ ϕ) · v dµ = −

ˆ
f ◦ ϕ div (v) dµ = −

ˆ
f dϕ]

(
div (v)µ

)
(2.16)= −

ˆ
f Prϕ

(
div (v)

)
dϕ]µ.

This shows that the distributional divergence of Dϕ(v) is represented by Prϕ
(
div (v)

)
. Finally,

the last claim of the statement follows from [120, Proposition 2.2] and [120, Proposition
2.10]. �
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Theorem 2.25 (Behaviour of m under charts). Let (X, d,m) be an RCD(K,N) space. Con-
sider a δ-splitting map u : Br(p) → Rk which is (1 + ε)-biLipschitz with its image (for some
ε < 1/k) when restricted to some compact set K ⊆ Br(p). Then it holds that

u](m K)� Lk.

In particular, for any k ∈ N, k ≤ N , m Rk is absolutely continuous with respect to the
k-dimensional Hausdorff measure on (X, d).

Proof. First of all, fix a good cut-off function η : X → R for the pair K ⊆ Br(p), in the sense
of Lemma 1.107. Define µ := m Br(p) and ϕ := ηu : X → Rk. Observe that the components
ϕ1, . . . , ϕk of ϕ are test functions and ϕ|K is (1 + ε)-biLipschitz with its image. Consider the
differential Dϕ : L2(TX)→ L2(Rk,Rk;ϕ]µ) defined in Proposition 2.24. Fix a sequence (ψi)i
of compactly-supported, Lipschitz functions ψi : X → [0, 1] that pointwise converge to χK.
We then set

via := Dϕ(ψi∇ϕa) ∈ L2(Rk,Rk;ϕ]µ) for every i ∈ N and a = 1, . . . , k.

Note that ψi∇ϕa ∈ D(div ) by the Leibniz rule for divergence and the fact that ϕa ∈ D(∆),
whence Proposition 2.24 ensures that the distributional divergence of each vector field via
is an L2(ϕ]µ)-function. Hence, it holds that Iia := via ϕ]µ is a normal 1-current in Rk by
Lemma 2.22. Note also that

−→
Iia = χ{|via|>0}

via
|via|

and ‖Iia‖ = |via|ϕ]µ for every i ∈ N and a = 1, . . . , k.

Call Ai the set of y ∈ Rk such that vi1(y), . . . , vik(y) form a basis of Rk. Since (ϕ]µ)|Ai � ‖Iia‖
holds for all a = 1, . . . , k, we deduce by Theorem 2.23 that

(2.18) (ϕ]µ) Ai � Lk for every i ∈ N.

Now define va := Dϕ(χK∇µϕa) ∈ L2(Rk,Rk;ϕ]µ) for every a = 1, . . . , k. It can readily be
checked that ∇µϕ1, . . . ,∇µϕk are independent on K (here the assumption ε < 1/k plays a
role), whence the vectors v1(y), . . . , vk(y) are linearly independent for ϕ]µ-a.e. y ∈ Imϕ(K)
by Proposition 2.24.

Furthermore, for any given a = 1, . . . , k, we can see (by using dominated convergence
theorem) that ψi∇µϕa → χK∇µϕa in L2(TX) as i→∞, thus via → va in L2(Rk,Rk;ϕ]µ) as
i → ∞ by continuity of Dϕ. In particular, possibly passing to a not relabelled subsequence,
we can assume that limi v

i
a(y) = va(y) for ϕ]µ-a.e. y ∈ Rk. This implies that (ϕ]µ)

(
Imϕ(K) \⋃

iAi
)

= 0, thus (2.18) yields (ϕ]µ) Imϕ(K) � Lk. Since Imϕ(K) =
{
Prϕ(χK) > 0

}
by

definition, we conclude that

u](m K) = ϕ](µ K) = dϕ](χKµ)
dϕ]µ

ϕ]µ = Prϕ(χK)ϕ]µ� Lk.

Therefore, the first part of the statement is achieved.
The last part of the statement follows from the first one, the inner regularity of m, and

(the proof of) Theorem 2.21. �

In order to recapitulate the results of this chapter and some of their consequences let us
collect them in a single statement.
Before doing that we introduce a refined subset of the k-dimensional regular set R∗k by

R∗k :=
{
x ∈ Rk : ∃ lim

r→0

m(Br(x))
ωkrk

∈ (0,+∞)
}
.
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Theorem 2.26. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 < N < +∞.
Then (X, d,m) is strongly m-rectifiable as a metric measure space. Moreover, for m-a.e.
x ∈ Rk the tangent cone at x is the Euclidean space of dimension k, m(Rk \ R∗k) = 0 and

(2.19) lim
r→0

m(Br(x))
ωkrk

=
d
(
m R∗

k

)
d
(
Hk R∗

k

) for m-a.e. x ∈ R∗k.

We do not prove the parts of the statement that do not follow from the discussion of this
chapter, referring to [21] for the detailed arguments. We just point out that the conclusions
m(Rk \ R∗k) = 0 and (2.19) follow from the first part via standard geometric measure theory
arguments (see [2,100,150]).



CHAPTER 3

Constancy of the dimension for RCD(K, N) spaces via
regularity of Lagrangian flows

This chapter is dedicated to the proof of the constancy of the dimension conjecture for
RCD(K,N) metric measure spaces.
Theorem 3.1 (Constancy of the dimension). Let (X, d,m) be an RCD(K,N) m.m.s. for
some K ∈ R and 1 ≤ N < ∞. Then there is exactly one regular set Rn having positive
m-measure in the Mondino-Naber decomposition of (X, d,m).

This conclusion has been achieved in [52], written in collaboration with Brué. For the
sake of this thesis we chose to slightly modify the presentation, avoiding some of the technical
tools developed in [52] to reach the regularity result for Lagrangian Flows of Sobolev vector
fields and focusing only on the minimal regularity needed for the proof of the constancy of
the dimension.

Let us point out that some of the ideas which led to the proof of Theorem 3.1 had been
developed in a previous joint work with Brué [51] and that in another ongoing collaboration
[50], more focused on the sharpness of the regularity statements, we improve upon some of
the results of [52].

The starting point of our analysis is the structure theory of RCD(K,N) spaces as devel-
oped in [85,120,144,170] and reviewed in Chapter 2.
Let us mention that an analogous structure theory for Ricci limit spaces had been already
developed by Cheeger-Colding in the nineties. Moreover, in [69], they conjectured that there
should be exactly one k-dimensional regular set Rk having positive measure. It took more
than ten years before the work [77], where Colding-Naber affirmatively solved this conjec-
ture. The analogous problem in the framework of RCD(K,N) metric measure spaces was
open since [170].

In order to motivate the developments in [52], that we shall present below, we find it
relevant to explain why it seemed hard to adapt the strategy pursued by Colding-Naber in
the case of Ricci limits to the setting of RCD(K,N) spaces and then to present the heuristic
standing behind our new approach.

The technique of [77] is based on fine estimates on the behaviour of balls of small radii
centred along the interior of a minimizing geodesic over a smooth Riemannian manifold (with
Ricci bounded from below) that are stable enough to pass through the possibly singular
measured Gromov-Hausdorff limits.
When dealing with an RCD(K,N) space, in general, there is no smooth approximating
sequence one can appeal on. Nevertheless, one could try to reproduce their main estimate
(see [77, Theorem 1.3]) directly at the level of the given metric measure space: up to our
knowledge, the calculus tools available at this stage, although being quite powerful (see for
instance [112]), are still not sufficient to such an issue.

This being said, the study of the flow of a suitably chosen vector field, which was at the
technical core of the proof for Ricci limit spaces, is the starting point in our approach too. A
key idea is the following: one would expect the geometry to change continuously along a flow

55
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and that, as a consequence, flow maps might be a useful tool to prove that the space has a
certain “homogeneity” property.
Let us illustrate what we mean with a completely elementary example. Consider a smooth
and connected differentiable manifold M . Given x, y ∈ M , there exists a diffeomorphism
φ : M → M such that φ(x) = y. Moreover, a rather common way to build such a map is as
flow map at a fixed time of a suitably chosen smooth vector field and we could rephrase this
statement by saying that “flows of smooth vector fields act transitively on M”. Of course
this construction gives nothing more, at the level of the qualitative structure of M , than a
confirmation of the fact that that different points in M have diffeomorphic neighbourhoods.
Instead, a quantitative analysis based on this strategy was at the core of [77] and a non
smooth version of it has as deep consequence the proof of Theorem 3.1.

Trying to pursue such a plan, we are left with a series of questions: given an RCD(K,N)
metric measure space (X, d,m),

i) can we find a notion of vector field, a notion of flow associated to it and a class of
vector fields “rich enough” for the sake of the applications and “regular enough” to
prove existence and uniqueness for such a generalized notion of flow?

ii) What do we mean by “rich enough” in the question above? And, can we gain some
transitivity in the spirit of the smooth elementary example?

iii) Are the flows considered in i) regular in some sense?
iv) Eventually, are the regularity in iii) and the transitivity in ii) strong enough to be

incompatible with the possibility of having regular sets of different dimensions with
positive measure in Theorem 2.26?

The remainder of this introduction is dedicated to a brief overview of this plan, that we
are going to pursue in the rest of the chapter. While addressing i) is a matter of collecting
ingredients available in the literature the main novelty of [52] stands in the study of points
ii)-iv).

Concerning i), we recall that a first order differential calculus that can be built on any
metric measure space. In particular, it is possible to talk about vector fields in such framework
(cf. Sections 1.5 and 1.5.3). Moreover, in Section 3.1 we presented the second order differential
structure of RCD(K,∞) spaces. At the level of vector fields, which are first order differential
objects, this further regularity allows to define a notion of covariant derivative such that the
class of Sobolev vector fields with covariant derivative in L2 is a rich one.
Moreover, as we have seen in Section 3.2, in [30] Ambrosio-Trevisan developed an existence
and uniqueness theory for Regular Lagrangian Flows of Sobolev vector fields over RCD spaces,
completing the picture about the first point of our plan.

At this stage a comment is in order to motivate why different choices for the class of
vector fields to deal with seem to be not well suited for the study of spaces with lower Ricci
curvature bounds. In the case of smooth ambient spaces the most natural class to develop
an existence and regularity theory for flows would have been that of Lipschitz vector fields.
However, as it has been recently pointed out in [87], in the non smooth setting it is out of
hope to expect continuity even for the norms of gradients of harmonic functions, which might
be thought to be the smoothest functions available. Both in the smooth and in the synthetic
framework one can obtain contraction and regularity estimates even for flows associated to
monotone vector fields (cf. [132]) and gradient flows of semiconvex functions (cf. [202]).
However, while in the case of Alexandrov spaces the existence of many semiconvex functions
is a direct consequence of the definition, in the setting of RCD spaces even the existence of
a single semiconvex function is not clear. These remarks motivate the necessity to look for
vector fields with lower regularity assumptions with the aim of developing a geometrically
relevant theory.
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Let us deal with ii), the “transitivity” issue. Over an RCD(K,N) metric measure space
(X, d,m) a pointwise notion of transitivity might be out of reach. Nevertheless, some of
the known constructions and results of the smooth category can be recovered in this more
general framework by looking at measures absolutely continuous with respect to the reference
measure and curves of measures instead of points and curves (cf. [10,15,108,113]).
In this regard, here is a natural question towards a weak form of transitivity: is it true
that, for any pair of probability measures µ0, µ1 absolutely continuous and with bounded
densities with respect to m, we can find a Sobolev vector field such that, calling F its regular
Lagrangian flow at a fixed time, it holds F]µ0 = µ1? In Section 3.2, we will see how the
Lewy-Stampacchia inequality, proved in this abstract framework by Gigli-Mosconi in [119],
allows to give an (almost) affirmative answer to this question.

Next we pass to the regularity issue. As in the case of the well-posedness problem, the
study of regularity for Lagrangian flows associated to Sobolev vector fields is far from being
trivial also in the Euclidean setting. The first result in this direction was obtained by Crippa-
De Lellis in [79] building upon some ideas that have previously appeared in [25]. Therein it
was proved that Regular Lagrangian flows of Sobolev vector fields are Lusin Lipschitz maps.

When trying to control the behaviour of the distance between two trajectories of the flow
in the Euclidean setting as in [79], a key tool is the so-called maximal estimate for Sobolev
functions. Here comes a key issue when moving from the case of a flat ambient space to
Riemannian manifolds or more general metric measure spaces: while on the Euclidean space
one can deal with vector fields arguing componentwise, in the more general setting of curved
or non smooth spaces this is not the case. Therefore, the scalar valued maximal estimate for
Sobolev functions, holding in a broad class of metric measure spaces including RCD spaces
(cf. [9,10]), cannot be lifted from Sobolev functions to Sobolev vector fields.

In Section 2.1 we make a digression to explain why, in the Euclidean case, looking at the
Green function of the Laplacian (in place of the distance function) along trajectories of the
flow, one is led to a different perspective about the problem, suitable for generalizations to
the setting of our interest.

In [51] we pursued this strategy obtaining an extension of the result by Crippa-De Lellis
to compact non collapsed RCD(K,N) spaces. Therein the Green function played the role of
an auxiliary tool in the measurement of regularity in Lusin Lipschitz terms.
The key novelty in the approach that we present in this chapter is a change of perspective:
regularity is measured in terms of Green functions, not anymore in terms of distance func-
tions. Quite surprisingly, to obtain our key estimates we do not rely on the second order
differentiation formula proved on RCD(K,N) spaces by Gigli-Tamanini in [123,124].

In Section 1 we prove some useful estimates for the Green function of the Laplacian
and for its counterpart in the case of a negative lower bound on the Ricci curvature. Key
references about the Green function in geometric analysis are [158–160,207–209], while to
the best of our knowledge, the related tools had not been previously developed in the RCD
framework. Proposition 3.16 and its counterpart Proposition 3.21 in the case of an arbitrary
lower Ricci curvature bound, are new even in the smooth setting and play the role of the
Lusin-Lipschitz property for Sobolev functions in the case of vector fields.
These estimates are the key tool for the regularity theory that we develop in Section 2. In
Theorem 3.26 we prove that, on any RCD(0, N) metric measure space (X, d,m) satisfying
suitable volume growth assumptions at infinity, a weak version of Crippa-De Lellis’ result
holds if we understand Lusin-Lipschitz regularity with respect to a newly defined quasi-metric
dG = 1/G, G being the minimal positive Green function of the Laplacian over (X, d,m). In
Theorem 3.27 we also adapt our arguments to cover the case of an arbitrary lower Ricci
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curvature bound, using the Green function of a modified elliptic operator as measurement of
regularity.

After i), ii) and iii) we address iv). Let us point out that having at our disposal a perfect
extension of Crippa-De Lellis’ result to the metric setting it would have been rather easy to
exclude the possibility of regular sets of different dimensions with positive measure in the
Mondino-Naber decomposition of an RCD(K,N) metric measure space, just building on the
transitivity result in ii) and the observation that, given k < n, it is impossible to find a
Lipschitz map Φ : Rk → Rn such that Φ]Lk � Ln.

Here we exploit a modification of this idea. The RCD(K,N) condition concerns neither
the distance nor the reference measure by themselves but a coupling of these objects, as it
happens for the Laplacian, the heat flow and the Green function. Moreover, it is possible
to catch, in a quantitative way, the asymptotic behaviour of the Green function near to reg-
ular points of the metric measure space in terms of distance, measure and dimension (see
Lemma 3.35). This allows to find a counterpart for the “preservation of the Hausdorff dimen-
sion via biLipschitz maps” formulated just in terms of Green functions (see Theorem 3.36)
and to complete the proof of Theorem 3.1, the spirit being that a control over two among
distance, reference measure and Green function gives in turn a control over the remaining
one.
While Green functions have proved to be very useful in the theory of non collapsed Ricci
spaces to establish deep regularity results, such as in [76,139], to the best of our knowledge
[52] has been the first application of this tool to the collapsed setting.

As we anticipated, here we chose to state and prove weaker regularity results for La-
grangian flows with respect to [52]. This choice allows to simplify the presentation, avoiding
the discussion of some properties of the (modified) Green functions and the implementation
of the Crippa-De Lellis regularity scheme. However, some more efforts are needed in Sec-
tion 3 in order to achieve Theorem 3.1. Let us also mention that the stronger regularity
results obtained of [52], although being not necessary for the solution of the constancy of the
dimension conjecture, are expected to be useful in the future development of a refined theory
of RCD(K,N) spaces, e.g. in the construction of parallel transport (cf. [122]).

1. Green functions

The aim fo this section is to introduce and study the main properties of the Green function
of the Laplacian on an RCD(0, N) metric measure space verifying suitable volume growth
assumptions. Then, in Section 1.2, we show how the theory can adapted to cover the case of
a possibly negative lower Ricci curvature bound.

The role of Green functions in geometric analysis has been prominent in the literature
(cf. [158–160,207–209]) and also, more recently, in the theory of Ricci limit spaces (see for
instance [65,75,92]).

1.1. Non-negative Ricci curvature. A natural setting to have existence of a positive
Green function is that of RCD(0, N) metric measure spaces satisfying suitable volume growth
conditions (see Assumption 3.2 and Assumption 3.14 below).

Up to the end of this subsection we assume that (X, d,m) is an RCD(0, N) metric measure
space. Further assumptions on the space will be added in the sequel.

We set

G(x, y) :=
ˆ ∞

0
pt(x, y) dt
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and, for every ε > 0,

(3.1) Gε(x, y) :=
ˆ ∞
ε

pt(x, y) dt.

We shall adopt in the sequel also the notation Gx(·) := G(x, ·) (and analogously for Gε).
Before going on let us observe that, at least at a formal level, the Green function is the

fundamental solution of the Laplace operator. Indeed

∆yGx(·) = ∆y

(ˆ ∞
0

pt(x, ·) dt
)

=
ˆ ∞

0
∆ypt(x, ·) dt =

ˆ ∞
0

d
dtpt(x, ·) dt = [pt(x, ·)]∞0 = −δx.

In order to get the good definition of both G and Gε, up to the end of this subsection,
unless otherwise stated, we will work under the following assumption.
Assumption 3.2. There exists x ∈ X such that

(3.2)
ˆ ∞

1

s

m(Bs(x)) ds <∞.

Recall that, for a non compact Riemannian manifold with non-negative Ricci curvature,
it was proved by Varopoulos (cf. [207–209]) that (3.2) is a necessary and sufficient condition
for the existence of a positive Green function of the Laplacian (and this last condition is
known as non-parabolicity in the literature).
Remark 3.3. Let us observe that all the metric measure spaces obtained as tensor products
between an RCD(0, N) m.m.s. (X, d,m) and an Euclidean factor (Rk, dRk ,Lk) for k ≥ 3 do
satisfy Assumption 3.2.

We introduce the auxiliary functions F,H : X × (0,+∞)→ (0,+∞) by

(3.3) F (x, r) :=
ˆ ∞
r

s

m(Bs(x)) ds

and

(3.4) H(x, r) :=
ˆ ∞
r

1
m(Bs(x)) ds.

They are the objects we will use to estimate the Green function and its gradient (see [125]
for analogous results in the smooth setting). As for the Green function, we will often write
Fx(r) or Hx(r) in place of F (x, r) and H(x, r).
Remark 3.4. Let us remark that both F and H are continuous w.r.t. the first variable.
This property can be verified recalling that spheres are negligible on doubling m.m. spaces
(cf. Remark 1.11) and using the continuity of the function x 7→ m(Br(x)) (with r > 0 fixed).

The next proposition has the aim to provide estimates for the Green function and its
gradient in terms of Fx(d(x, y)) and Hx(d(x, y)) that are simpler objects to work with. Its
proof is postponed after a series of useful lemmas.
Proposition 3.5 (Main estimates for G). Let (X, d,m) be an RCD(0, N) m.m.s. satisfying
Assumption 3.2. Then there exists a constant C2 ≥ 1, depending only on N , such that, for
any x ∈ X,

(3.5) 1
C2
Fx(d(x, y)) ≤ Gx(y) ≤ C2Fx(d(x, y)) for any y ∈ X.

Moreover for any x ∈ X it holds that Gx ∈W 1,1
loc (X, d,m) and

(3.6) |∇Gx|(y) ≤
ˆ ∞

0
|∇pt(x, ·)|(y) dt ≤ C2Hx(d(x, y)), for m-a.e. y ∈ X.
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The first lemma below deals with the integrability properties of the maps y 7→ Fx(d(x, y))
and y 7→ Hx(d(x, y)). Since its formulation and its proof do not require any regularity
assumption for the metric measure space, apart from the validity of Assumption 3.2, we state
it in this generality.
Lemma 3.6. Let (X, d,m) be a m.m.s. satisfying Assumption 3.2. Then for every x ∈ X,
the functions y 7→ Fx(d(x, y)) and y 7→ Hx(d(x, y)) belong to L1

loc(X,m). Moreover the map
(w, z) 7→ H(w, d(w, z)) belongs to L1

loc(X ×X,m×m).

Proof. Let g : R→ [0,+∞) be a Borel function, define f(r) :=
´∞
r g(s) ds. Observe that

(3.7)
ˆ
BR(x)

f(dx(w)) dm(w) =
ˆ R

0
g(s)m(Bs(x)) ds+ f(R)m(BR(x)), for any R > 0,

as an application of Fubini’s theorem shows. Fix now any x ∈ X. Applying (3.7), first with
g(s) = s

m(Bs(x)) and then with g(s) = 1
m(Bs(x)) , we get

(3.8)
ˆ
BR(x)

Fx(dx(w)) dm(w) = R2

2 + Fx(R)m(BR(x)),

and

(3.9)
ˆ
BR(x)

Hx(dx(w)) dm(w) = R+Hx(R)m(BR(x)),

that imply in turn that y 7→ Fx(d(x, y)) and y 7→ Hx(d(x, y)) belong to L1
loc(X,m).

We now prove the local integrability of (w, z) 7→ H(w, d(w, z)). It suffices to show that

(3.10)
ˆ
BR(x̄)

ˆ
BR(x̄)

H(w, d(w, z)) dm(z) dm(w) <∞, ∀R > 0, ∀x̄ ∈ X.

Observe that for every w ∈ BR(x̄) it holds BR(x̄) ⊂ B2R(w). Henceˆ
BR(x̄)

ˆ
BR(x̄)

H(w, d(w, z)) dm(z) dm(w)

≤
ˆ
BR(x̄)

ˆ
B2R(w)

H(w, d(w, z)) dm(z) dm(w)

(3.9)=
ˆ
BR(x̄)

[2R+ m(B2R(w))Hw(2R)] dm(w)

≤2Rm(BR(x̄)) + m(B3R(x̄))
ˆ
BR(x̄)

Hw(2R) dm(w).

Since Bs/2(x̄) ⊂ Bs(w) for every w ∈ BR(x̄) and s > 2R, we obtainˆ
BR(x̄)

Hw(2R) dm(w) =
ˆ ∞

2R

ˆ
BR(x̄)

1
m(Bs(w)) dm(w) ds

≤
ˆ ∞

2R

ˆ
BR(x̄)

1
m(Bs/2(x̄)) dm(w) ds

=m(BR(x̄))
ˆ ∞

2R

1
m(Bs/2(x̄)) ds <∞.

�

The following lemma deals with the regularity of the approximations of the Green function
Gεx.
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Lemma 3.7. Let (X, d,m) be an RCD(0, N) space satisfying Assumption 3.2 and fix x ∈ X.
For every 0 < ε < 1 the function Gεx belongs to Lipb(X) ∩ Dloc(∆) and it holds ∆Gεx =
−pε(x, ·). Moreover Gx ∈W 1,1

loc (X, d,m) and

(3.11) lim
ε→0

Gεx = Gx in W 1,1
loc (X, d,m).

Proof. First of all let us prove that Gεx ∈ L∞(X,m). Using (1.79) and Assumption 3.2 we
have

Gεx(y) =
ˆ ∞
ε

pt(x, y) dy ≤
ˆ ∞
ε

C1
m(B√t(x)) dt = 2C1

ˆ ∞
√
ε

t

m(Bt(x)) dt <∞.

The proof of the property Gεx ∈ Lipb(X) will follow by (1.49) after proving that the
identity Gα+t

x = PtG
α
x holds true for any α, t ∈ (0,+∞), since we proved that Gα ∈ L∞. To

this aim, for any x, y ∈ X and for any t, α > 0, we compute

PtG
α
x(y) =

ˆ
X
pt(y, z)Gαx(z) dm(z) =

ˆ ∞
α

ˆ
X
pt(y, z)ps(x, z) dm(z) ds

=
ˆ ∞
α

pt+s(x, y) ds =
ˆ ∞
α+t

ps(x, y) ds = Gα+t
x (y).

In order to prove that Gεx ∈ Dloc(∆) and ∆Gεx = pε(x, ·) we consider a function f ∈
Test(X, d,m) and we computeˆ

X
Gεx(w)∆f(w) dm(w) =

ˆ ∞
ε

Pt∆f(x) dt = −Pεf(x),

where the last equality follows from the observation that Prf → 0 pointwise as r → ∞ for
any f ∈ L1 ∩ L2(X,m), that is a consequence of the estimates for the heat kernel (1.79) and
the fact that m(X) =∞.

Let us prove (3.11). We preliminary observe that Gεx → Gx in L1
loc(X,m), since Gx−Gεx ≥

0 and̂

X
(Gx(y)−Gεx(y)) dm(y) =

ˆ
X

ˆ ε

0
pt(x, y) dtdm(y) =

ˆ ε

0

ˆ
X
pt(x, y) dm(y) dt = ε.

To conclude the proof it suffices to show that Gεx is a Cauchy sequence in W 1,1
loc (X, d,m). We

claim that, for every 0 < ε1 < ε2 < 1,

(3.12) |∇(Gε1
x −Gε2

x )|(y) = lip(Gε1
x −Gε2

x )(y) ≤
ˆ ε1

ε2

lip (pt(x, ·)) (y) dt, for m-a.e. y ∈ X.

As a consequence of the Bishop-Gromov inequality (1.46) we get

sup
t>0

ˆ
X

e−
d2(x,y)

5t

m(B√t(x)) dm(y) = sup
t>0

1
m(B√t(x))

ˆ
X

ˆ ∞
d2(x,y)/t

e−s/5

5 ds dm(y)

= sup
t>0

ˆ ∞
0

e−s/5

5
m(B√st(x))
m(B√t(x)) ds

≤
ˆ ∞

0

e−s/5

5 max{s; 1}N/2 ds <∞,

that, together with the estimate for the gradient of the heat kernel (1.80), implies
ˆ 1

0

ˆ
X
|∇pt(x, ·)|(y) dm(y) dt ≤

ˆ 1

0

C2√
t

ˆ
X

e−
d2(x,y)

5t

m(B√t(x)) dm(y) dt <∞,

therefore (3.12) will yield the desired conclusion.
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Let us pass to the verification of (3.12). Observe that the m-a.e. identifications between
slopes and minimal weak upper gradients follow from the local Lipschitz regularity of the
heat kernel and Gεx for ε > 0 thanks to Theorem 1.33. Moreover, the very definition of Gε
guarantees that

(3.13) lip(Gε1
x −Gε2

x )(y) ≤ lim sup
z→y

ˆ ε1

ε2

|pt(x, y)− pt(x, z)|
d(y, z) dt, for every y ∈ X.

Moreover, for any r < 1
2d(x, y), the gradient estimate for the heat kernel (1.80) yields

(3.14) |∇pt(x, ·)|(w) ≤ C1e
− r

2
5t

√
tm(B√t(x))

for m-a.e w ∈ Br(y).

Hence pt(x, ·) is Lipschitz in Br/2(y) with Lipschitz constant bounded from above by the
right hand side of (3.14), thanks to Remark 1.74. Summarizing we obtained the bound

(3.15) |pt(x, y)− pt(x, z)|
d(y, z) ≤ C1e

− r
2

5t
√
tm(B√t(x))

,

for every z ∈ Br/2(y) and every t ∈ (0,∞). Hence we can apply Fatou’s lemma and pass
from (3.13) to (3.12). �

Remark 3.8. Proceeding as in the proof of Lemma 3.7 above, one can prove that, for any
η ∈ Test(X, d,m) with compact support, it holds that ηGεx ∈ Test(X, d,m) for any x ∈ X
and for any ε > 0.

The elementary proof of Lemma 3.9 below can be obtained with minor modifications to
the proof of [125, Lemma 5.50].
Lemma 3.9. Let φ : (0,+∞)→ (0,+∞) be monotone increasing and set

ψ(r) :=
ˆ +∞

0

1
φ(
√
t)

exp
(
−r

2

t

)
dt.

If φ satisfies the local doubling property
φ(2r) ≤ C(R)φ(r) for any 0 < r < R,

for some nondecreasing function C : (0,+∞) → (0,+∞), then there exists a nondecreasing
function Λ : (0,+∞)→ (0,+∞), whose values depend only on the function C, such that

(3.16) 1
Λ(R)

ˆ ∞
r

s

φ(s) ds ≤ ψ(r) ≤ Λ(R)
ˆ ∞
r

s

φ(s) ds,

for any 0 < r < R and for any R ∈ (0,+∞). Moreover, when C is constant, we can choose
Λ to be constant.

Proof of Proposition 3.5. The proof of (3.5) follows from the estimates for the heat kernel
(1.79) applying Lemma 3.9 with φ(r) := m(Br(x)).

In order to prove (3.6) we observe that, arguing exactly as in the proof of (3.11), one
obtains that, for any ε > 0 and any x ∈ X,

(3.17) |∇Gεx| (y) ≤
ˆ ∞
ε
|∇pt(x, ·)|(y) for m-a.e. y ∈ X.

The sought conclusion follows from (3.11).
The proof of the inequalityˆ ∞

0
|∇pt(x, ·)|(y) dt ≤ C2Hx(d(x, y)), for m-a.e. y ∈ X
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follows from the gradient estimate for the heat kernel (1.80), applying Lemma 3.9 with choice
φ(r) := rm(Br(x)). �

Remark 3.10. It is clear from the proof of Proposition 3.5 that the regularized functions Gε
satisfy

(3.18) |∇Gεx|(y) ≤
ˆ ∞
ε
|∇pt(x, ·)|(y) dt ≤ C2Hx(d(x, y)), for m-a.e. y ∈ X.

Remark 3.11. As a consequence of (3.6) and of the continuity of the map x 7→ Hx(r), ex-
ploiting the monotonicity w.r.t. r of H and Remark 1.74, one can prove that Gx is continuous
in X \ {x}.

The maximal estimate below is a key tool to bound the rate of change of the Green
function along trajectories of a Lagrangian flow. It will be crucial in the proof of the vector-
valued maximal estimate Proposition 3.16.
Proposition 3.12 (Maximal estimate, scalar version). Let (X, d,m) be an RCD(0, N) m.m.s.
satisfying Assumption 3.2. Then there exists CM > 0, depending only on N , such that, for
any Borel function f : X → [0,+∞), it holds

(3.19)
ˆ
f(w) |∇Gx(w)| |∇Gy(w)| dm(w) ≤ CMG(x, y) (Mf(x) +Mf(y)) ,

for every x, y ∈ X.

Proof. Fix two different points in x, y ∈ X. Thanks to (3.6) we can estimate the left hand
side of (3.19) with

C2
2

ˆ ∞
0

ˆ ∞
0

ˆ
X
f(w)

IBr(x)(w)
m(Br(x))

IBs(y)(w)
m(Bs(y)) dm(w) dsdr.

By splitting the domain (0,+∞)×(0,+∞) into A1, A2 and A3, with A1 := {(s, r)| d(x, y)+s ≤
r}, A2 := {(s, r)| d(x, y) + r ≤ s} and A3 := {(s, r)| d(x, y) > |r − s|} we are left with the
estimates of the following quantities:

I1 :=
ˆ
A1

ˆ
X
f(w)

IBr(x)(w)
m(Br(x))

IBs(y)(w)
m(Bs(y)) dm(w) ds dr,

I2 :=
ˆ
A2

ˆ
X
f(w)

IBr(x)(w)
m(Br(x))

IBs(y)(w)
m(Bs(y)) dm(w) ds dr

and
I3 :=

ˆ
A3

ˆ
X
f(w)

IBr(x)(w)
m(Br(x))

IBs(y)(w)
m(Bs(y)) dm(w) ds dr.

In order to estimate I1, we observe that Bs(y) ⊂ Br(x) for every (s, r) ∈ A1, thus

I1 =
ˆ
A1

1
m(Br(x))

 
Bs(y)

f(w) dm(w) ds dr

≤Mf(y)
ˆ ∞

d(x,y)

ˆ r−d(x,y)

0

1
m(Br(x)) ds dr

≤Mf(y)
ˆ ∞

d(x,y)

r

m(Br(x)) dr

≤C2G(x, y)Mf(y).
By symmetry we get

I2 ≤ C2G(x, y)Mf(x).
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To estimate I3 let us observe that, if r + s < d(x, y), then Br(x) ∩ Bs(y) = ∅. Thus the
integration can be restricted to the smaller domain B := {(s, r)| d(x, y) > |r − s|, r + s ≥
d(x, y)} that we split once more into B1 := {(s, r)| d(x, y) > r − s, r + s ≥ d(x, y), r ≥ s}
and B2 := {(s, r)| d(x, y) > s− r, r + s ≥ d(x, y), r < s}. Therefore we have

I3 =
ˆ
B

ˆ
X
f(w)

IBr(x)(w)
m(Br(x))

IBs(y)(w)
m(Bs(y)) dm(w) ds dr

=
ˆ
B1

ˆ
X
f(w)

IBr(x)(w)
m(Br(x))

IBs(y)(w)
m(Bs(y)) dm(w) dsdr

+
ˆ
B2

ˆ
X
f(w)

IBr(x)(w)
m(Br(x))

IBs(y)(w)
m(Bs(y)) dm(w) ds dr

=:I1
3 + I2

3 .

We now deal with I1
3 . Using the rough estimate IBr(x) ≤ 1 we obtain

I1
3 ≤

ˆ
B1

1
m(Br(x))

 
Bs(y)

f(w) dm(w) dsdr

≤Mf(y)
ˆ ∞

d(x,y)/2

ˆ r

|d(x,y)−r|

1
m(Br(x)) ds dr

≤Mf(y)
ˆ ∞

d(x,y)/2

r

m(Br(x)) dr

=Mf(y)1
4

ˆ ∞
d(x,y)

r

m(Br/2(x)) dr.

With a simple application of (1.46) and (3.5) we conclude that I1
3 ≤ C(C2, N)Mf(y)G(x, y).

By symmetry we also have I2
3 ≤ C(C2, N)Mf(x)G(x, y). Putting all these estimates together

we obtain the desired result. �

Remark 3.13. It is clear from the proof of Proposition 3.12 and from Remark 3.10 that the
same estimate holds true if one puts ∇Gεx and ∇Gεy in place of ∇Gx and ∇Gy at the left
hand side of (3.19). More precisely it holds that

(3.20)
ˆ
f(z) |∇Gεx(z)| |∇Gεy(z)| dm(z) ≤ CMG(x, y) (Mf(x) +Mf(y)) ,

for every x, y ∈ X.
Next we introduce a key object, the Green quasi-metric dG:

(3.21) dG(x, y) :=
{ 1
G(x,y) if x 6= y,
0 otherwise.

In [52] we proved that (under the additional volume growth assumption Assumption 3.14) dG
is a quasi-metric on X (i.e. it satisfies a triangle inequality up to a multiplicative constant)
and that m is still a doubling measure over (X, dG). The terminology, quite common in the
literature about analysis on metric spaces, is borrowed from [134, Chapter 14].
Assumption 3.14. There exists an RCD(0, N−3) metric measure space (X̄, d̄, m̄) such that
(X, d,m) is the tensor product between (X̄, d̄, m̄) and (R3, dR3 ,L3).

First of all observe that dG is symmetric and positive whenever x 6= y. Moreover, for
every x ∈ X, the map y 7→ dG(x, y) is continuous. Indeed, thanks to the continuity of Gx in
X \ {x} (see Remark 3.11 above), we need only to show that dG(x, ·) is continuous at x, and
this is the content of the following lemma.
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Lemma 3.15. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying Assumption 3.14. Then for
any x ∈ X it holds that dG(x, y)→ 0 if and only if d(x, y)→ 0.

Proof. Suppose that dG(x, y)→ 0. Then, by the very definition of dG, it must be G(x, y)→
+∞. Hence, since we have the uniform control G(x, y) ≤ C2F (x, d(x, y)) and F (x, ·) is
bounded away from 0, we conclude d(x, y)→ 0.

In order to prove the converse implication let us observe that, if d(x, y) → 0, then
F (x, d(x, y)) → ∞. Indeed under our assumptions s 7→ s/m(B(x, s)) is not integrable at
0 and to conclude we just need to exploit the bound G(x, y) ≥ 1/C2F (x, d(x, y)) (see Propo-
sition 3.5 above). �

Proposition 3.16 (Maximal estimate, vector-valued version). Let (X, d,m) be an RCD(0, N)
m.m.s. satisfying Assumption 3.2. Assume that b ∈ H1,2

C,s(TX) is a compactly supported and
bounded vector field. Then, setting g := |∇symb|+ |div b|, it holds

(3.22) |b · ∇Gx(y) + b · ∇Gy(x)| ≤ 2CMG(x, y)(Mg(x) +Mg(y)),

for m×m-a.e. (x, y) ∈ X ×X, where M stands for the maximal operator.

Proof. The heuristic standing behind the proof of this result is the following one: assuming
that b is divergence free we can formally compute

b · ∇Gx(y) + b · ∇Gy(x) =−
ˆ
X
b · ∇Gx(w) d∆Gy(w)−

ˆ
X
b · ∇Gy(w) d∆Gx(w)

=2
ˆ
X
∇symb(w)(∇Gx(w),∇Gy(w)) dm(w),

so that, taking the moduli and applying Proposition 3.12, we would reach the desired con-
clusion.

The proof will be divided into two steps: in the first one we are going to prove an estimate
for the regularized functions Gε; in the second one the sought conclusion will be recovered
by an approximation procedure.

Step 1 We start proving that, for every ε ∈ (0, 1) and for every x, y ∈ X, it holds

(3.23)
∣∣∣∣ˆ
X

{
b · ∇Gεx∆Gεy + b · ∇Gεy∆Gεx

}
dm
∣∣∣∣ ≤ 2CMG(x, y) (Mg(x) +Mg(y)) .

To this aim, we choose a cut-off function with compact support η ∈ Test(X, d,m) such that
η ≡ 1 on supp b (the existence of such function follows from Lemma 1.107). Applying (1.63)
with h = η, f = ηGεx and g = ηGεy (observe that they are admissible test functions in the
definition of symmetric covariant derivative thanks to Remark 3.8) we obtain:∣∣∣ ˆ

X

{
b · ∇Gεx∆Gεy + b· ∇Gεy∆Gεx

}
dm
∣∣∣

≤
∣∣∣∣ˆ
X

{
b · ∇Gεx∆Gεy + b · ∇Gεy∆Gεx − div b ∇Gεx · ∇Gεy

}
dm
∣∣∣∣

+
∣∣∣∣ˆ
X

div b ∇Gεx · ∇Gεy dm
∣∣∣∣

=2
∣∣∣∣ˆ
X
∇symb (∇Gεx,∇Gεy) dm

∣∣∣∣+ ∣∣∣∣ˆ
X

div b ∇Gεx · ∇Gεy dm
∣∣∣∣

≤2
ˆ
X
g(w)|∇Gεx(w)||∇Gεy(w)|dm(w).(3.24)

The estimate in (3.23) follows from (3.24) applying (3.20).
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Step 2 In the second step of the proof we prove that, as ε→ 0, it holds

(3.25)
∣∣∣∣ˆ
X

{
b · ∇Gεx∆Gεy + b · ∇Gεy∆Gεx

}
dm
∣∣∣∣→ |b · ∇Gx(y) + b · ∇Gy(x)|

in L1
loc(X × X,m × m). This will allow us to get (3.22) by choosing a sequence εi ↓ 0 such

that the convergence in (3.25) holds true m×m-a.e. on X ×X and exploiting Step 1.
In order to prove (3.25), we start recalling that ∆Gεy(w) = −pε(y, w) for any ε > 0 (see

Lemma 3.7). Thus

(3.26)
ˆ
X
b · ∇Gεx∆Gεy dm = −Pε(b · ∇Gεx)(y) for any x, y ∈ X.

For our purposes it suffices to check that
´
K

´
K |Pε(b ·∇G

ε
x)(y)−b ·∇Gx(y)| dm(x) dm(y)→ 0

as ε → 0, for every compact K ⊂ X. Adding and subtracting Pε(b · ∇Gx)(y) (that is well
defined since b · ∇Gx ∈ L1(X,m)), we obtainˆ

K

ˆ
K
|Pε(b · ∇Gεx)(y)− b · ∇Gx(y)| dm(x) dm(y)

≤
ˆ
K
‖Pε(b · ∇(Gεx −Gx))‖L1(X,m) dm(x) +

ˆ
K
‖Pε(b · ∇Gx)− b · ∇Gx‖L1(X,m) dm(x).

Using the L1-contractivity of the semigroup Pε, we deduce that
‖Pε(b · ∇(Gεx −Gx))‖L1(X,m) ≤ ‖b · ∇(Gεx −Gx)‖L1(X,m) for any x ∈ X.

Hence, for any x ∈ X,
‖Pε(b · ∇(Gεx −Gx))‖L1(X,m) → 0 as ε ↓ 0,

since Gεx → Gx in W 1,1
loc (X, d,m) by Proposition 3.5 and b has compact support by assump-

tion. Also the term ‖Pε(b · ∇Gx)− b · ∇Gx‖L1(X,m) goes to zero for every x ∈ X since, as
just remarked, b · ∇Gx ∈ L1(X,m). Moreover both these terms are uniformly bounded by
the function x 7→ C ‖b‖L∞ ‖Hx(dx(·))‖L1(supp (b),m) that is locally integrable, since the map
(x, y) 7→ H(x, d(x, y)) belongs to L1

loc(X×X,m×m) by Lemma 3.6. The conclusion of (3.25)
can now be recovered applying the dominated convergence theorem. �

1.2. Extension to the case of an arbitrary lower Ricci bound. Aim of this subsec-
tion is to study more general Green functions (that, formally, will be fundamental solutions
of modified elliptic operators). These modified Green functions will play the role of the Green
function of the Laplacian in the case of an arbitrary lower Ricci curvature bound when de-
veloping a regularity theory for Lagrangian flows of Sobolev vector fields as we shall do in
Section 2.

This being said, the spirit of this part will be to show how to adapt the estimates we
obtained in the case of non-negative Ricci curvature to this more general setting up to pay
the price that they become local and less intrinsic.
Assumption 3.17. Throughout this section we assume that (X, d,m) is the tensor product
between an arbitrary RCD(K,N − 3) m.m.s. for some K ∈ R and 4 < N < ∞ and a
Euclidean factor (R3, dR3 ,L3).

Let us stress once more that, for the purposes of the upcoming Section 3, it will be not
too restrictive to have a regularity result for Lagrangian flows just over spaces satisfying
Assumption 3.17.

Let c ≥ 0 be the constant appearing in (1.79) and (1.80) and set

(3.27) Ḡ(x, y) :=
ˆ ∞

0
e−ctpt(x, y) dt for any x, y ∈ X,
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and, in analogy with (3.1),

(3.28) Ḡε(x, y) :=
ˆ ∞
ε

e−ctpt(x, y) for any ε > 0 and any x, y ∈ X.

As in the case of the Green function G, we shall adopt in the sequel also the notation
Ḡx(·) = Ḡ(x, ·) (and analogously for Ḡε).
Observe that, assuming that c > 0, Ḡx is well defined and belongs to L1(X,m) for every
x ∈ X. Indeed an application of Fubini’s theorem yields

(3.29)
ˆ
X
Ḡx(w) dm(w) =

ˆ ∞
0

e−ct
ˆ
X
pt(x,w) dm(w) dt =

ˆ ∞
0

e−ct dt <∞.

We can also remark that (3.29) holds true without any extra hypothesis on the RCD(K,N)
m.m.s. (X, d,m). Nevertheless, Assumption 3.17 will be crucial in order to obtain meaningful
estimates for Ḡ and its gradient in terms of the functions F and H introduced in (3.3), (3.4).

At least at a formal level one can check that Ḡ solves the equation ∆Ḡx = −δx + cḠx.
Indeed

∆yḠx(·) =∆y

(ˆ ∞
0

e−ctpt(x, ·) dt
)

=
ˆ ∞

0
e−ct∆ypt(x, ·) dt =

ˆ ∞
0

e−ct
d
dtpt(x, ·) dt

= [pt(x, ·)]∞0 + c

ˆ ∞
0

e−ctpt(x, ·) dt = −δx + cḠx(·).

To let this computation become rigorous, one can proceed as in the proof of Lemma 3.7
and check firstly that Ḡεx ∈ Lipb ∩Dloc(∆) for any x ∈ X and any ε > 0, with

(3.30) ∆Ḡεx(y) = −e−cεpε(x, y) + cḠεx(y), for m-a.e. y ∈ X,
and then that
(3.31) lim

ε→0
Ḡεx → Ḡx in W 1,1(X, d,m).

Our primary goal is now to obtain useful local estimates for Ḡ and its gradient in terms
of F and H.
Proposition 3.18 (Main estimates for Ḡ). Let (X, d,m) be an RCD(K,N) m.m.s. satisfying
Assumption 3.17. Then, for any compact P ⊂ X, there exists C̄ = C̄(P ) ≥ 1 such that

(3.32) 1
C̄
Fx(d(x, y)) ≤ Ḡx(y) ≤ C̄Fx(d(x, y)) for any x, y ∈ P .

Moreover for any x ∈ X it holds Ḡx ∈W 1,1
loc (X, d,m) and, for any x ∈ P ,

(3.33) |∇Ḡx|(y) ≤
ˆ ∞

0
e−ct|∇pt(x, ·)|(y) dt ≤ C̄Hx(d(x, y)) for m-a.e. y ∈ P .

Proof. Applying the estimates for the heat kernel (1.79) we find out that

(3.34) 1
C1

ˆ ∞
0

e−2cte−
d(x,y)2

3t

m(B√t(x)) dt ≤ Ḡx(y) ≤ C1

ˆ ∞
0

e−
d(x,y)2

5t

m(B√t(x)) dt for any x, y ∈ X.

Exploiting (1.7) (which is a consequence of the Bishop-Gromov inequality) and Lemma 3.9,
we obtain from (3.34) that

(3.35) Ḡx(y) ≤ C1Λ(R)Fx
(d(x, y)√

5

)
for any x, y such that d(x, y) < R,
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where Λ is the function in the statement of Lemma 3.9.
The bound from above in (3.32) follows from (3.35) together with the following observation,
that will play a role also in the sequel: for any compact P ⊂ X, for any R > 0 and for any
λ < 1, there exists C(P,R, λ) ≥ 0 such that

(3.36) Fx(λr) ≤ C(P,R, λ)Fx(r) for any x ∈ P and any 0 < r < R.

Indeed (3.36) can be checked splitting

(3.37) Fx(λr) =
ˆ λR

λr

s

m(Bs(x)) ds+
ˆ ∞
λR

s

m(Bs(x)) ds,

(3.38) Fx(r) =
ˆ R

r

s

m(Bs(x)) ds+
ˆ ∞
R

s

m(Bs(x)) ds

and using the local doubling property (1.7) together with a change of variables to bound the
first term in (3.37) with the first one in (3.38) and the continuity of x 7→ Fx(R) to compare
the second terms (here the compactness of P comes into play).

To obtain the lower bound in (3.32) we proceed as follows. Starting from the lower
bound in (3.34), exploiting the elementary inequality e−d2/3t ≥ e−1/3I[d,∞](

√
t) and changing

variables, we obtain
ˆ ∞

0

e−2cte−
d(x,y)2

3t

m(B√t(x)) dt ≥ e−1/3
ˆ ∞

d(x,y)
e−2ct2 t

m(Bt(x)) dt.

To conclude it suffices to observe that, splitting the integral in two parts and using a continuity
argument, as in the verification of (3.36) above, we find a constant C(P ) > 0 such thatˆ ∞

d(x,y)
e−2ct2 t

m(Bt(x)) dt ≥ C(P )
ˆ ∞

d(x,y)

t

m(Bt(x)) dt = C(P )Fx(d(x, y)),

for any x, y ∈ P .
The proof of (3.33) can be obtained with arguments analogous to those presented above,

starting from (1.80) and following the strategy we adopted to prove (3.6). �

Proposition 3.19 (Maximal estimate, scalar version). Let (X, d,m) be an RCD(K,N) met-
ric measure space satisfying Assumption 3.17. For any compact set P ⊂ X, there exists
CM (P ) > 0 such that, for any Borel function f : X → [0,+∞) supported in P , it holds

(3.39)
ˆ
X
f(w)

∣∣∣∇Ḡx(w)
∣∣∣ ∣∣∣∇Ḡy(w)

∣∣∣ dm(w) ≤ C̄M (P )Ḡ(x, y) (Mf(x) +Mf(y)) ,

for any x, y ∈ P .

Proof. We begin by recalling that, as an intermediate step in the proof of Proposition 3.12,
we obtained the following inequality:ˆ

X
f(w)Hx(d(x,w))Hy(d(y, w)) dm(w)

≤ C
(
Fx

(d(x, y)
2

)
+ Fy

(d(x, y)
2

)
+ Fx(d(x, y)) + Fy(d(x, y))

)
(Mf(x) +Mf(y)) ,

(3.40)

for any x, y ∈ X, for some numerical constant C > 0 (the assumptions concerning the m.m.s.
(X, d,m) played no role in that part of the proof).
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Then let us observe that, thanks to (3.33),
(3.41)̂

X
f(w)

∣∣∣∇Ḡx(w)
∣∣∣ ∣∣∣∇Ḡy(w)

∣∣∣ dm(w) ≤ C̄(P )2
ˆ
X
f(w)Hx(d(x,w))Hy(d(y, w)) dm(w)

for any x, y ∈ P . Exploiting (3.36) with λ = 1/2, (3.40) and (3.41), we obtain that, up to
increasing the constant C̄(P ), it holds
(3.42)ˆ

X
f(w)

∣∣∣∇Ḡx(w)
∣∣∣ ∣∣∣∇Ḡy(w)

∣∣∣ dm(w) ≤ C̄(P ) (Fx(d(x, y)) + Fy(d(x, y))) (Mf(x) +Mf(y)),

for any x, y ∈ P .
The sought conclusion (3.39) follows from (3.42) and the lower bound in (3.32). �

Remark 3.20. It follows from the proof of Proposition 3.19 above that also the estimate

(3.43)
ˆ
X
f(w)

∣∣∣∇Ḡεx(w)
∣∣∣ ∣∣∣∇Ḡεy(w)

∣∣∣ dm(w) ≤ C̄M (P )Ḡ(x, y) (Mf(x) +Mf(y))

holds true, for any ε > 0 and for any x, y ∈ P .
By analogy with (3.21), we introduce a function dḠ that we will use to measure the

regularity of RLFs, in the following way:

(3.44) dḠ(x, y) :=
{

1/Ḡ(x, y) if x 6= y,
0 otherwise.

It is immediate to check that it is symmetric, non-negative and that dḠ(x, y) = 0 if and only
if x = y. Moreover, following verbatim the proof of Lemma 3.15 and exploiting the two-sided
bounds in (3.32), it is easy to prove that, for any x ∈ X, the map y 7→ dḠ(x, y) is continuous
with respect to d.

We end this section about the properties of the modified Green function Ḡ with a vector
valued maximal estimate. In the proof of Theorem 3.26 it plays the same role that Proposi-
tion 3.16 plays in the proof of Theorem 3.27.
Proposition 3.21 (Maximal estimate, vector-valued version). Assume that (X, d,m) is an
RCD(K,N) m.m.s. satisfying Assumption 3.17 and let P ⊂ X be a compact set. Then, for
any b ∈ H1,2

C,s(TX) bounded and with compact support in P , there exists a positive function
F ∈ L2(P,m) such that

(3.45)
∣∣∣b · ∇Ḡx(y) + b · ∇Ḡy(x)

∣∣∣ ≤ Ḡ(x, y)(F (x) + F (y)) for m×m-a.e. (x, y) ∈ P × P ,

and

(3.46) ‖F‖L2(P,m) ≤ CV ‖|∇symb|+ |div b|‖L2(X,m) ,

where CV = CV (P ) > 0.

Proof. The strategy we follow is the same proposed in the proof of Proposition 3.16.
First we are going to prove that there exists F as above such that

(3.47)
∣∣∣∣ˆ
X

{
b · ∇Ḡεx(w)pε(y, w) + b · ∇Ḡεy(w)pε(x,w)

}
dm(w)

∣∣∣∣ ≤ Ḡ(x, y) (F (x) + F (y)) ,

for any x, y ∈ P and for any 0 < ε < 1. The stated conclusion will then follow from
(3.47), taking into account (3.31) and following verbatim the second step of the proof of
Proposition 3.16.
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Recall from (3.30) that pε(x,w) = ecε[−∆Ḡεx(w) + cḠεx(w)] for m-a.e. w ∈ X. Hence we
can estimate∣∣∣ ˆ

X
b · ∇Ḡεx(w)pε(y, w) + b · ∇Ḡεy(w)pε(x,w) dm(w)

∣∣∣
=ecε

∣∣∣∣ˆ
X

{
b · ∇Ḡεx(w)(−∆Ḡεy(w) + cḠεy(w)) + b · ∇Ḡεy(w)(−∆Ḡεx(w) + cḠεx(w))

}
dm(w)

∣∣∣∣
≤ecε

∣∣∣∣ˆ
X

{
b · ∇Ḡεx∆Ḡεy + b · ∇Ḡεy∆Ḡεx

}
dm
∣∣∣∣+ cecε

∣∣∣∣ˆ
X

{
b · ∇Ḡεx Ḡεy + b · ∇Ḡεy Ḡεx

}
dm
∣∣∣∣

=:Iε1(x, y) + Iε2(x, y).

Arguing as in the first step of the proof of Proposition 3.16 and applying Remark 3.20, we
obtain that

(3.48) Iε1(x, y) ≤ ecεC̄M (P )Ḡ(x, y)(Mg(x) +Mg(y)),

for any x, y ∈ P and for any 0 < ε < 1, where g := |∇symb| + |div b|. Dealing with Iε2 ,
integrating by parts and using the Leibniz rule we obtain that

(3.49) Iε2(x, y) = cecε
∣∣∣∣ˆ
X

div b ḠεxḠεy dm
∣∣∣∣

for any x, y ∈ P . Arguing as we did in the proofs of the previous results it is possible
to find a constant C̄ = C̄(P ) > 0 depending only on the compact set P and such that
Ḡεx(y) ≤ C̄Hx(d(x, y)) for any x, y ∈ P and for any ε > 0. Then we can estimate Iε2(x, y)
with

cecε
ˆ
X
|div b|Hx(d(x,w))Hy(d(y, w)) dm(w) ≤ cecεC̄(P )Ḡ(x, y) (M |div b| (x) +M |div b| (y))

≤ cecεC̄(P )Ḡ(x, y) (Mg(x) +Mg(y)) .

To conclude it is sufficient to observe that (3.46) follows from the local version of the Hardy
Littlewood theorem (cf. with the discussion after Theorem 1.19).

�

2. G-regularity of Lagrangian Flows

In this section we achieve a regularity result for Lagrangian Flows of Sobolev vector fields
which will be the key tool to establish the constancy of the dimension for RCD(K,N) spaces.

As we anticipated, for the sake of this thesis we chose to weaken the regularity achieved to
the minimal one needed for proving the constancy of the dimension, in order to shorten and
clarify the presentation. What we are going to prove is a kind of Lusin-Lipschitz regularity
result for Lagrangian flows, understood in terms of the quasi-metrics dG or dḠ. We point
out that Lusin-Lipschitz regularity, although being a quite mild notion, has revealed to be
crucial in a broad range of applications, for instance in [22,79].

This section is divided in three subsections. In Section 2.1 we review in a rather informal
way the classical Cauchy-Lipschitz theory and the regularity theory for Lagrangian flows of
Sobolev vector fields in the Euclidean case as developed in [79]. These considerations motivate
the necessity of an alternative approach in our setting. Then we illustrate the heuristic
standing behind the theory of regularity in terms of Green functions that we developed
in [51, 52]. In Section 2.2 we present some preliminary technical tools that we exploit in
Section 2.3 to achieve the regularity statement.
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2.1. A motivating digression. Let b : Rd → Rd be a vector field and denote by
X : [0, T ] × Rd → Rd its flow map, that we assume to be well-defined for every t ∈ [0, T ]
and for every x ∈ Rd. A natural way to measure the regularity of X is in terms of Lipschitz
continuity. Moreover, it is a rather elementary fact that, whenever b is Lipschitz, the flow
map Xt is Lipschitz as well. Indeed, willing to control the distance between trajectories
starting from different points x, y ∈ Rd, it is sufficient to compute

(3.50) d
dt |Xt(x)−Xt(y)| ≤ |b(Xt(x))− b(Xt(y))| ≤ Lip(b)|Xt(x)−Xt(y)|,

to obtain that
|Xt(x)−Xt(y)| ≤ etLip(b)|x− y|, for any t ∈ [0, T ].

Lowering the regularity assumption on the vector field from Lipschitz to Sobolev, the
second inequality in (3.50) fails and we cannot expect Lipschitz continuity for the Lagrangian
flow Xt that, in general, might even be discontinuous. However, in [79], Crippa-De Lellis
obtained a Lusin-Lipschitz regularity result for Lagrangian flows associated to vector fields
b ∈ W 1,p(Rd;Rd) for p > 1. That is to say, for every bounded K ⊂ Rd and for every ε > 0,
there exist C = C(ε, ‖b‖W 1,p ,K) > 0 and E ⊂ K with Ld(K \ E) < ε such that Xt is
C-Lipschitz over E, for any t ∈ [0, T ].

The key tool exploited by Crippa-De Lellis seeking for an analogue of (3.50) is the so-called
maximal estimate for Sobolev functions: there exists Cd > 0, such that any f ∈W 1,p(Rd;R)
admits a representative, still denoted by f , for which
(3.51) |f(x)− f(y)| ≤ Cd(M |∇f |(x) +M |∇f |(y)) |x− y| , for any x, y ∈ X,
where M |∇f | is the maximal operator applied to |∇f |. Observe that, if p > 1, then
‖M |∇f |‖Lp ≤ Cp,d ‖|∇f |‖Lp for some constant Cp,d > 0, thanks to Theorem 1.19. More-
over, since on Rd a vector field is Sobolev if and only if its components are so, (3.51) holds
true also for any b ∈W 1,p(Rd;Rd).

This being said, the replacement of (3.50) in the Sobolev case is

(3.52) d
dt |Xt(x)−Xt(y)| ≤ C {M |∇b|(Xt(x)) +M |∇b|(Xt(y))} |Xt(x)−Xt(y)|.

The sought regularity for Xt does not follow any more applying Gronwall lemma to (3.52).
However, one might think of (3.52) as a quantitative infinitesimal version of the regularity
result for the Lagrangian flow.

Having such a perspective in mind, the situation changes significantly passing from the
Euclidean space to an RCD(K,N) metric measure space or, more simply, to a smooth Rie-
mannian manifold. Indeed, while the maximal estimate for real valued Sobolev functions
(3.51) is a very robust result (cf. [9,10]), we are not aware of any intrinsic way to lift it to
the level of vector fields.

Let us introduce the more appealing notation d for the distance function but still think
for sake of simplicity to the Euclidean case. Trying to turn the Sobolev regularity of the
vector field into some bound for the right hand side in the expression

(3.53) d
dtd(Xt(x),Xt(y)) = b · ∇dXt(x)(Xt(y)) + b · ∇dXt(y)(Xt(x)),

a natural attempt could be to appeal to the interpolation

(3.54) b · ∇dx(y) + b · ∇dy(x) =
ˆ 1

0
∇symb(γ′(s), γ′(s)) ds,

where γ : [0, 1] → Rd is the geodesic joining x to y and ∇symb is the symmetric part of the
covariant derivative of b. However, when the bounds on ∇symb are only of integral type, it is
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not clear how to obtain useful estimates from (3.54) without deeply involving the Euclidean
structure, that is something to be avoided in view of the extensions to the metric setting.

The starting point of the study in [51,52] was, instead, the following observation: suppose
that d ≥ 3, then, calling G the Green function of the Laplacian on Rd, it holds G(x, y) =
cdd(x, y)2−d. This implies in turn that controlling the distance between two trajectories of
the flow is the same as controlling the Green function along them. Moreover, computing the
rate of change of the Green function along the flow, we end up with the necessity to bound
the quantity

b · ∇Gx(y) + b · ∇Gy(x),
that, assuming div b = 0 for sake of simplicity, we can formally rewrite as

b · ∇Gx(y) + b · ∇Gy(x) = −
ˆ
Rd
b(w) · ∇Gx(w) d∆Gy(w)−

ˆ
Rd
b(w) · ∇Gy(w) d∆Gx(w)

= 2
ˆ
Rd
∇symb(∇Gx,∇Gy) dm.(3.55)

Observe that, being (3.55) in integral form, we can expect it to fit better than (3.54) with the
assumption ∇symb ∈ L2 and this expectation is confirmed by the validity, for some C > 0, of
the key estimate

(3.56)
ˆ
Rd
f |∇Gx||∇Gy| dm ≤ CG(x, y)(Mf(x) +Mf(y)), for any x, y ∈ X

and for any Borel function f : Rd → [0,+∞). In Proposition 3.12 and Proposition 3.19 we
obtained generalizations of the estimate above to the setting of our interest and we are going
to apply them in the forthcoming subsections to develop a regularity theory for Lagrangian
flows.

2.2. Flows and vector fields on product spaces. This subsection is dedicated to
the proof of a general result about the structure of regular Lagrangian flows associated to
vector fields with product structure over product spaces. As a corollary we will obtain that,
for m × m-a.e. (x, y) ∈ X ×X, the map t 7→ G(Xt(x),Xt(y)) is differentiable L1-a.e., with
the explicit and expected formula for the derivative, together with the counterpart of this
result for the modified Green function Ḡ.

Let (X, dX ,mX) and (Y, dY ,mY ) be RCD(K,∞) m.m. spaces. Let Z := X × Y be
endowed with the product m.m.s. structure (see (1.82) and the discussion thereafter) and
recall from [13,16] that (Z, dZ ,mZ) is an RCD(K,∞) m.m.s itself.
We will denote by πX and πY the canonical projections from Z onto X and Y respectively.
This being said we introduce the so-called algebra of tensor products by

A :=


n∑
j=1

gj ◦ πX · hj ◦ πY : gj ∈ H1,2
loc ∩ L

∞
loc(X) and hj ∈ H1,2

loc ∩ L
∞
loc(Y ) ∀j = 1, . . . , n

 .
Theorem 3.22. Let X,Y and Z be as above. Then, for any f ∈ H1,2

loc (Z, dZ ,mZ)∩L∞loc(Z,m)
and for any compact P ⊂ Z, there exists a sequence (f)n∈N in A with ‖fn‖L∞(P ) uniformly
bounded and such that ‖fn − f‖L2(P,mZ) + ‖|∇(fn − f)|‖L2(P,mZ) → 0 as n→∞.

Proof. Let us denote by Ā the set of functions f ∈ H1,2
loc (Z, dZ ,mZ) ∩ L∞loc(Z,m) for which

the statement of the theorem holds true. Let Ad be the smallest subset of Lipb(X) con-
taining truncated distances from points of Z and closed with respect to sum, product and
lattice operations, let Adbs ⊂ H1,2(Z, dZ ,mZ) ∩ L∞(Z,mZ) be the subalgebra of Ad made
by functions with bounded support. In [29, Theorem B.1] it is proved that Adbs is dense in
H1,2(Z, dZ ,mZ) and it is straightforward to check that one can approximate any bounded
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function in H1,2(Z, dZ ,mZ) with a sequence of uniformly bounded functions in Adbs. Hence,
to get the stated conclusion, it is sufficient to prove that dZ(z, ·) ∧ k ∈ Ā for any z ∈ Z, for
any k ≥ 0, and the implication f, g ∈ Ā =⇒ f ∧ g ∈ Ā.

Let us first prove that dZ(z, ·) ∈ Ā for any z ∈ Z. For any natural n ≥ 1 let (hkn)k∈N be
a sequence of polynomials converging to t 7→

√
1/n+ t in C1

loc([0,+∞)) as k → ∞. Let us
fix z ∈ Z. It is simple to see that hkn(dZ(z, ·)2) converges in H1,2

loc (Z, dZ ,mZ) ∩ L∞loc(Z,mZ)
to
√

1/n+ d2
Z(z, ·) when k →∞ and that

√
1/n+ d2

Z(z, ·)→ dZ(z, ·), in the same topology,
when n→∞. Observe that the very definition of dZ yields dZ(z, w)2 = dX(πX(z), πX(w))2 +
dY (πY (z), πY (w))2 for any w ∈ Z, therefore hkn(dZ(z, ·)2) ∈ A.

Let us now prove the implication g ∈ Ā =⇒ |g| ∈ Ā. With this aim, let us fix g ∈ Ā
and a sequence gm ∈ A converging to g in H1,2

loc (Z, dZ ,mZ) ∩ L∞loc(Z,mZ) when m → ∞.
Setting gkn,m := hkn ◦ g2

m, we have gkn,m ∈ A and it is easy to check that it converges to√
1/n+ g2

m in H1,2
loc (Z, dZ ,mZ) ∩ L∞loc(Z,mZ) as k → ∞. Moreover

√
1/n+ g2

m → |gm| in
H1,2

loc (Z, dZ ,mZ)∩L∞loc(Z,mZ) when n→∞ and eventually |gm| → |g|, in the same topology,
when m→∞. By a diagonal argument, we recover the sought approximating sequence.

Finally we exploit the identity

a ∧ b = |a+ b| − |a− b|
2 , ∀a, b ∈ [0,∞),

to deduce that dZ(z, ·)∧k ∈ Ā for any z ∈ Z, for any k ≥ 0 and the implication f, g ∈ Ā =⇒
f ∧ g ∈ Ā. �

Let us consider now bXt ∈ L1((0, T );L2(TX)) and bYt ∈ L1((0, T );L2(TY )). We introduce
the “product” vector field bZt by saying that, for every f ∈ H1,2(Z, dZ ,mZ),

(3.57) bZt · ∇f(x, y) := bXt · ∇fy(x) + bYt · ∇fx(y),

for mZ-a.e. (x, y) ∈ Z, where fx(y) := f(x, y), fy(x) := f(x, y) and we are implicitly
exploiting the tensorization of the Cheeger energy (see Remark 1.110). It is simple to check
that bZt ∈ L1((0, T );L2

loc(TZ)) and

|bZt |2(x, y) ≤ |bXt |2(x) + |bYt |2(y), for m×m-a.e. (x, y) ∈ X × Y.

Proposition 3.23. Let bXt and bYt be as above and let XX
t and XY

t be regular Lagrangian
flows associated to bXt and bYt , respectively. Then

XZ
t (x, y) := (XX

t (x),XY
t (y))

is a regular Lagrangian flow associated to bZt .

Proof. We need to check the validity of the three conditions in Definition 1.93.
The first one is trivial and the bounded compressibility property of XZ

t is a direct consequence
of the bounded compressibility property of XX

t and XY
t .

Dealing with the third one, we observe that, thanks to Theorem 3.22 and Remark 1.94, it is
sufficient to check its validity testing it for any f ∈ A. Moreover, by the linearity of (1.68)
w.r.t. the test function, we can assume without loss of generality that f = g ◦ πX · h ◦ πY ,
with g ∈ H1,2

loc (X, dX ,mX) ∩ L∞loc(X,mX) and h ∈ H1,2
loc (Y, dY ,mY ) ∩ L∞loc(Y,mY ). We need to

prove that for mZ-a.e. (x, y) ∈ X × Y the map z 7→ f(XZ
t (z)) belongs to W 1,1((0, T )) and

has derivative given by

(3.58) d
dtf(XZ

t (z)) = bZt · ∇Zf(Xt(z)) for L1-a.e. t ∈ (0, T ).
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To this aim we observe that, since XX
t and XY

t are regular Lagrangian flows of bXt and bYt
respectively, it holds that the maps t 7→ g(XX

t (x)) and t 7→ h(XY
t (y)) are bounded and belong

to W 1,1((0, T )) for mX -a.e. x ∈ X and mY -a.e. y ∈ Y respectively. Moreover
d
dtg(XX

t (x)) = bXt ·∇g(XX
t (x)) and d

dth(XY
t (y)) = bYt ·∇h(XY

t (y)) for L1-a.e. t ∈ (0, T ),

for mX -a.e. x ∈ X and mY -a.e. y ∈ Y , respectively. Applying Fubini’s theorem and the
Leibniz rule we obtain that, for mX×mY -a.e. (x, y) ∈ X×Y , the map t 7→ g(XX

t (x))h(XY
t (y))

belongs to W 1,1((0, T )), moreover
d
dt
(
g(XX

t (x))h(XY
t (y))

)
=
( d

dtg(XX
t (x))

)
h(XY

t (y)) + g(XX
t (x))

( d
dth(XY

t (y))
)

=h(XY
t (y))bXt · ∇g(XX

t (x)) + g(XX
t (x))bYt · ∇h(XY

t (y))
=bZt · ∇f(XZ

t (x, y)),

for L1-a.e. t ∈ (0, T ), which implies (3.58). �

Corollary 3.24. Let (X, d,m) be an RCD(0, N) m.m.s. satisfying Assumption 3.2. Let
moreover b ∈ L1((0, T );L2(TX)) and Xt be a regular Lagrangian flow associated to b. Then,
the map

t 7→ G(Xt(x),Xt(y))
belongs to W 1,1((0, T )) for m×m-a.e. (x, y) ∈ X ×X and its derivative is given by

d
dtG(Xt(x),Xt(y)) = bt · ∇GXt(x)(Xt(y)) + bt · ∇GXt(y)(Xt(x)),

for L1-a.e. t ∈ (0, T ).

Proof. Let us start observing that Gε ∈ H1,2
loc (X ×X) for any ε > 0 (actually it has locally

bounded weak upper gradient as one can prove with the same techniques introduced in the
proof of Proposition 3.5, taking into account Remark 3.4).
It follows from Proposition 3.23, applied with X = Y and bX = bY =: b, that

(3.59) Gε(Xt(x),Xt(y))−Gε(x, y) =
ˆ t

0

{
bs · ∇GεXs(x)(Xs)(y) + bs · ∇GεXs(y)(Xs(x))

}
ds,

for m×m-a.e. (x, y) ∈ X ×X and for every t ∈ [0, T ].
We wish to pass to the limit as ε ↓ 0 in (3.59) to obtain that for any t ∈ [0, T ] it holds

(3.60) G(Xt(x),Xt(y))−G(x, y) =
ˆ t

0

{
bs · ∇GXs(x)(Xs(y)) + bs · ∇GXs(y)(Xs(x))

}
ds,

for m × m-a.e. (x, y) ∈ X × X. The sought conclusion would easily follow. To this aim
let us observe that the left hand side in (3.59) converges to G(Xt(y),Xt(x)) − G(x, y) in
L1

loc(X ×X,m×m). Thus, it suffices to prove that the right hand side in (3.59) converges toˆ t

0

{
bs · ∇GXs(x)(Xs(y)) + bs · ∇GXs(y)(Xs(x))

}
ds in L1

loc(X ×X,m×m).

To this aim we fix z ∈ X such that d(Xs(z), z) ≤ ‖b‖L∞ t for every s ∈ [0, t] (observe that
this property holds true for m-a.e. point). The triangle inequality yields

(3.61) d(Xs(z),Xs(y)) ≤ 2t ‖b‖L∞ + d(z, y), for m-a.e. y ∈ X.

Thus, setting B := B(z,R), for some R > 0, and B̄ := B(z,R+ 2t ‖b‖L∞), we have

(3.62) (Xs)#(IBm) ≤ LIB̄m.
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The bounded compressibility property of the RLF allows us to estimateˆ
B×B

∣∣∣∣∣
ˆ t

0
bs · ∇GεXs(x)(Xs(y)) ds−

ˆ t

0
bs · ∇GXs(x)(Xs(y)) ds

∣∣∣∣∣ dm(x) dm(y)

≤
ˆ t

0

ˆ
B

ˆ
B
|bs|(Xs(y)) · |∇(GεXs(x) −GXs(x))|(Xs(y)) dm(y) dm(x) ds

≤L2t ‖b‖L∞
ˆ
B̄
‖∇(Gεx −Gx)‖L1(B̄) dm(x).

Observe that the last term above goes to zero, as a simple application of the dominated conver-
gence theorem shows (for more details about this step we refer to the proof of Proposition 3.16,
where we dealt with a similar term). Arguing similarly for the term

´ t
0 bs ·∇G

ε
Xs(y)(Xs(x)) ds

we obtain the sought conclusion. �

Remark 3.25. A conclusion analogous to the one stated in Corollary 3.24 holds true with Ḡ
in place of G assuming that (X, d,m) is an RCD(K,N) m.m.s. satisfying Assumption 3.17.
To get this result it suffices to argue as in the proof of Corollary 3.24 using Proposition 3.18
instead of Proposition 3.5.

2.3. A Lusin-Type regularity result. In this subsection we achieve a regularity result
for Lagrangian Flows of Sobolev vector fields on RCD(K,N) spaces that will provide the key
tool to establish constancy of the dimension.

In [51,52] the starting point for our analysis has been the Euclidean regularity theory
developed in [79] (inspired by the previous [25]).
In the case of compact Ahlfors regular RCD(K,N) spaces (including in particular ncRCD
spaces) covered in [51] we obtained an analogue of the Crippa-De Lellis result, using the
Green function of the Laplacian as an intermediate tool and relying on the global comparison
between the Green function and a suitable power of the distance. Then, in [52], we exploited
a careful analysis of the properties of Green and generalized Green functions to achieve a
regularity theory in the spirit of [79] but formulated in terms of the quasi-metrics dG and dḠ.
Let us also mention that in the work in progress [50] we sharpen the regularity statements
of [52] relying on more careful analysis of the asymptotics of the Green functions near to the
poles, obtaining the expected behaviour of the estimates with respect to time.

For the sake of the present thesis, we chose to state and prove the regularity results
for Lagrangian flows in a weaker form with respect to the one of [52]. In this way we
avoid the technicalities necessary to implement the Crippa-De Lellis scheme, bypassing also
the treatment of some estimates involving the Green quasi-metrics (i.e. the quasi triangle
inequality and the doubling property of [52]). The price we have to pay is that the results
are only proved to hold m×m-a.e. in the product space X ×X. Still, they are sufficient for
the purpose of the proof of the constancy of the dimension Theorem 3.1.

Let us first deal with the case of a non-negative lower Ricci curvature bound.
Theorem 3.26. Let (X, d,m) be an RCD(0, N) m.m.s. verifying Assumption 3.2. Let us fix
T > 0 and let bt ∈ L∞((0, T ) × X) be a time dependent vector field with compact support,
uniformly w.r.t. time. We further assume that bt ∈ H1,2

C,s(TX) for a.e. t ∈ (0, T ) and
that |∇symbt| ∈ L1((0, T );L2(X,m)) and div bt ∈ L1((0, T );L∞(X,m)). Let (Xt)t∈[0,T ] be the
unique regular Lagrangian flow of bt and let L ≥ 0 be its compressibility constant. Then the
following holds: for every T > 0

(3.63) dG(Xt(x),Xt(y)) ≤ dG(x, y) exp
{ˆ T

0
Mg(Xs(x)) ds+

ˆ T

0
Mg(Xs(y)) ds

}
,
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for m×m-a.e. (x, y) ∈ X ×X, where we set gt := |∇symbt|+ |div bt|.
Furthermore, there exists a constant C = C(N) ≥ 0 such that, setting

(3.64) g∗(x) :=
ˆ T

0
Mgt(Xt(x)) dt,

it holds

(3.65) ‖g∗‖L2 ≤ CL
ˆ T

0
‖|∇symbs|+ |div bs|‖L2 ds.

Proof. We wish to estimate the derivative with respect to time of the Green quasi metric
between trajectories of the RLF t 7→ dG(Xt(x),Xt(y)). In order to do so we use Corollary 3.24
and Proposition 3.16 obtaining

(3.66)
∣∣∣∣ d

dtG(Xt(x),Xt(y))
∣∣∣∣ ≤ 2CMG(Xt(x),Xt(y)) (Mgt(Xt(x)) +Mgt(Xt(y))) ,

for L1-a.e. t ∈ (0, T ) and for m×m-a.e. (x, y) ∈ X ×X.
Integrating with respect to the time variable and recalling that dG := 1/G we get, for

any t ∈ [0, T ],

(3.67) dG(Xt(x),Xt(y)) ≤ dG(x, y) exp
{ˆ T

0
Mgs(Xs(x)) ds+

ˆ T

0
Mgs(Xs(y)) ds

}

for m × m-a.e. (x, y) ∈ X ×X. Note that the function g∗(x) :=
´ T

0 Mgs(Xs(x)) ds belongs
to L2 with

(3.68) ‖g∗‖L2 ≤ CL
ˆ T

0
‖|∇symbs|+ |div bs|‖L2 ds,

where C is a universal constant and L is as in Definition 1.93. This bound can be obtained
relying on the bounded compressibility of the RLF, taking into account Theorem 1.19.

�

Passing to the case of a possibly negative lower Ricci curvature bound, with Proposi-
tion 3.21 at our disposal we can develop a regularity theory for Regular Lagrangian flows of
Sobolev vector fields in terms of the quasi-metric dḠ.
Theorem 3.27. Let (X, d,m) be an RCD(K,N) m.m.s. verifying Assumption 3.17. Let
P ⊂ X be compact and T > 0 be fixed. Let bt ∈ L∞((0, T ) × X) be a time dependent
vector field with support contained in P . Let us further assume that bt ∈ H1,2

C,s(TX) for a.e.
t ∈ (0, T ), that |∇symbt| ∈ L1((0, T );L2(X,m)) and that div bt ∈ L1((0, T );L∞(X,m)). Let
(Xt)t∈[0,T ] be the Regular Lagrangian flow of b. Then, for every t ∈ [0, T ] and for m×m-almost
every (x, y) ∈ X ×X it holds that

(3.69) dḠ (Xt(x),Xt(y)) ≤ dḠ(x, y) exp
{ˆ T

0
Fs (Xs(x)) ds+

ˆ T

0
Fs (Xs(y)) ds

}
,

for some non-negative function Ft : (0, T )×X → [0,+∞] verifying

(3.70)
ˆ T

0
‖Ft‖L2(X,m) dt <∞.

Proof. We just sketch the proof, highlighting the main differences with respect to the case of
non-negative lower Ricci curvature bound we treated in Theorem 3.26

Taking into account Remark 3.25 we can argue that the map
t 7→ Ḡ(Xt(x),Xt(y))
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belongs to W 1,1((0, T )) for m×m-a.e. (x, y) ∈ X ×X and its derivative is given by

(3.71) d
dtḠ(Xt(x),Xt(y)) = bt · ∇ḠXt(x)(Xt(y)) + bt · ∇ḠXt(y)(Xt(x)),

for L1-a.e. t ∈ (0, T ).
With (3.71) at our disposal we can argue as in the previously treated case, relying on

Proposition 3.21 in place of Proposition 3.16 and then integrating with respect to time.
The bound in (3.70) can be achieved taking into account the bounded compressibility of

the RLF as in the previous case too. �

In analogy with the case of real valued functions (where the Lipschitz regularity is under-
stood w.r.t. the distance d), in [52] we introduced the notions of dG and dḠ Lusin Lipschitz
maps.
Definition 3.28 (Green Lusin Lipschitz maps). Let (X, d,m) be an RCD(0, N) m.m.s. sat-
isfying Assumption 3.2. We say that a map Φ : X → X is dG-Lusin Lipschitz if there exists
a family {En : n ∈ N} of Borel subsets of X such that m(X \ ∪n∈NEn) = 0 and

dG(Φ(x),Φ(y)) ≤ ndG(x, y),
for any x, y ∈ En and for any n ∈ N.
By analogy, if (X, d,m) is an RCD(K,N) m.m.s. satisfying Assumption 3.17, we say that
Ψ : X → X is dḠ-Lusin Lipschitz if it satisfies the above conditions with dḠ in place of dG.
Remark 3.29. Let us remark that, with the above introduced terminology, we could combine
[52, Proposition 2.19] and [52, Theorem 2.20] to say that the Regular Lagrangian flow of a
sufficiently regular vector field over an RCD(0, N) m.m.s. satisfying Assumption 3.14 is a
dG-Lusin Lipschitz map (the RLF of a sufficiently regular vector field over an RCD(K,N)
m.m.s. satisfying Assumption 3.17 is a dḠ-Lusin Lipschitz map, respectively).

Given the weaker results that we chose to present in this thesis, we introduce an alternative
terminology.
Definition 3.30 (Weak Green Lusin Lipschitz maps). Let (X, d,m) be an RCD(0, N) m.m.s.
satisfying Assumption 3.2. We say that a map Φ : X → X is weakly dG-Lusin Lipschitz (or
a weak dG-Lusin Lipschiz map) if there exists a function g ∈ L2(X,m) such that
(3.72) dG(Φ(x),Φ(y)) ≤ dG(x, y) exp(g(x) + g(y)), for m×m-a.e. (x, y) ∈ X ×X.
By analogy, if (X, d,m) is an RCD(K,N) m.m.s. satisfying Assumption 3.17, we say that
Ψ : X → X is weakly dḠ-Lusin Lipschitz (alternatively a weak dḠ-Lusin Lipschitz map) if it
satisfies (3.72) with dḠ in place of dG, for some g ∈ L2(X,m).
Remark 3.31. With the above introduced terminology, Theorem 3.26 can be rephrased by
saying that the Regular Lagrangian Flow of a Sobolev vector field with uniformly compact
support and uniformly bounded divergence on an RCD(0, N) m.m.s. satisfying Assump-
tion 3.14 is a weak dG-Lusin Lipschitz map. An analogous conclusion holds with dḠ in place
of dG when the ambient space is an RCD(K,N) m.m.s. verifying Assumption 3.17, as a
consequence of Theorem 3.27.

3. Constancy of the dimension

The aim of this section is to prove Theorem 3.1 (see also Theorem 3.40 below), that
could be restated by saying that, if (X, d,m) is an RCD(K,N) m.m.s. for some K ∈ R and
1 ≤ N < ∞, then there exists a natural number 1 ≤ n ≤ N such that the tangent cone of
(X, d,m) is the n-dimensional Euclidean space at m-almost every point in X. In this way
we extend to this abstract framework a relatively recent result obtained by Colding-Naber in
[77] for Ricci-limit spaces.
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Let us briefly describe the strategy we are going to implement, which is different with
respect to the one adopted in [77], since we cannot rely on the existence of a smooth approx-
imating sequence for (X, d,m).

We begin remarking that the statement of Theorem 3.1 is not affected by taking the
tensor product with Euclidean factors. By means of this simple observation, we will put
ourselves in position to apply the results of Section 2.

In Section 3.1 we start proving that weak dG/dḠ-Lusin Lipschitz maps having bounded
compressiblity from an RCD(K,N) m.m.s. into itself are regular enough to carry an infor-
mation about the dimension from their domain to their image. This rigidity result has to be
compared with the standard fact that biLipschitz maps preserve the Hausdorff dimension.

Then we are going to prove that the class of RLFs of Sobolev vector fields, that we know
to be weakly dG/dḠ-Lusin Lipschitz from Section 2, is rich enough to gain “transitivity”
at the level of probability measures with bounded support and bounded density w.r.t. m.
Better said, the primary goal of Section 3.2 is to show that any pair of probability measures
which are intermediate points of a W2-geodesic joining probabilities with bounded support
and bounded density w.r.t. m can be obtained one from the other via push-forward through
the RLF of a vector field satisfying the assumptions of Theorem 3.26 (or Theorem 3.27).

Eventually in Section 3.3 we will prove that the above mentioned “transitivity” is not
compatible with the “rigidity” we obtain in Section 3.1 and the possibility of having non neg-
ligible regular sets of different dimensions in the Mondino-Naber decomposition of (X, d,m)
(cf. [170] and Chapter 1).

3.1. A rigidity result for Regular Lagrangian Flows. The aim of this subsection
is to prove a rigidity result for weak dG and dḠ-Lusin Lipschitz maps (see Definition 3.30)
that we are going to apply later on to Regular Lagrangian Flows of Sobolev vector fields.

Roughly speaking, given an RCD(K,N) m.m.s. satisfying Assumption 3.17, we are going
to prove that a weak dG/dḠ-Lusin Lipschitz map with bounded compressibility cannot move
a part of dimension n of (X, d,m) into a part of dimension k < n (see Theorem 3.36 below
for a precise statement).
Remark 3.32. Just at a speculative level, let us point out that, in the case of d-Lusin
Lipschitz maps, this conclusion would have been a direct consequence of standard geometric
measure theory arguments. However, a priori, it is not clear how to build directly non trivial
maps from the space into itself with d-Lusin Lipschitz regularity, while in Section 2 above we
were able to obtain weak dG-Lusin Lipschitz regularity for a very rich family of maps1.

We begin with a result about preservation of the dimension that can be considered to
some extent a much simplified version of Sard’s lemma (see Remark 3.34 below).
With respect to the corresponding statement in [52] the present one is more general, allowing
to weaken the regularity assumptions on the map and for more general domain and target
spaces
Proposition 3.33. Fix k, n ∈ N such that 1 ≤ k < n. Let (X, d,m) be a doubling metric
measure space and (Y, dY ) be a metric space.

Let A ⊂ X and Φ : A→ Y be a measurable function such that
i)

(3.73) lim
r→0+

ess sup y∈A∩Br(x)
dY (Φ(y),Φ(x))

d(x, y)
n
k

= 0, for any x ∈ A;

ii) any x ∈ A is a density point of A with respect to m.

1A posteriori, one of the consequences of Theorem 3.40 is that Regular Lagrangian Flows are also d-Lusin
Lipschitz, as we proved on [52]
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Then, if Hn(A) <∞, Hk(Φ(A)) = 0.

Proof. As a first step we reduce to the case in which the essential supremum is replaced by
a supremum in (3.73).
In order to do so let us point out that, since n > k, (3.73) yields that

(3.74) lim
r→0+

ess sup y∈A∩Br(x)
dY (Φ(y),Φ(x))

d(x, y) = 0, for any x ∈ A.

Observe that the combination of i) and ii) implies the more classical condition approximate
slope of Φ at x equal to 0. By [94] (see also [100, Theorem 3.1.8]), (3.74) combined with the
density assumption implies that A is a countable union of m-measurable sets An such that
Φ|An is Lipschitz for any n ∈ N. The result in [94] is stated for real valued functions but the
proof carries over also for metric space valued functions.
The Lipschitz continuity after restriction guarantees that the essential supremum can be
replaced by the supremum at any fixed r > 0. Therefore, for any n ∈ N, it holds

lim
r→0+

sup
y∈An∩Br(x)

dY (Φ(x),Φ(y))
d(x, y)

n
k

= 0, for any x ∈ An.

Given what we observed above, thanks to the fact that Φ(A) = ∪nΦ(An) and that the
union of a countable family of Hk-negligible sets is Hk-negligible, we can assume without loss
of generality that

(3.75) lim
r→0+

sup
y∈A∩Br(x)

dY (Φ(y),Φ(x))
d(x, y)

n
k

= 0, for any x ∈ A.

We wish to prove that Hkδ (Φ(A)) = 0 for any δ > 0. Fix now ε > 0. It follows from (3.75)
that, for any x ∈ A, we can find rx < δ/10 such that, for any y ∈ B5rx(x) ∩A, it holds

(3.76) dY (Φ(y),Φ(x)) ≤ εd(x, y)
n
k .

Next we split A into a countable disjoint union A = ∪lAl in such a way that, for any
x ∈ Al it holds rx > 1/l. Then, for any l ∈ N we choose a covering (Ail)i∈N of Al such that
diamAil ≤ min {δ, 1/l} for any i ∈ N, any element of the covering intersects Al and

(3.77)
∑
i

(
diamAil

)n
≤ Hn(Al) + 2−l.

Observe that, since we can find x ∈ Al for which x ∈ Ail for any i ∈ N, (3.76) guarantees that

(3.78) diam
(
Φ(Ail)

)
≤ ε

(
diam(Ail)

)n/k
.

Moreover,

(3.79) Φ(A) ⊂
⋃
l∈N

⋃
i∈N

Φ
(
Ail

)
.

Therefore

Hkδn/k(A) ≤
∑
l∈N

∑
i∈N

(
diam

(
Φ(Ail)

))k
(3.80)

≤εk
∑
l∈N

(
diam(Ail)

)n
(3.81)

≤εk
∑
l∈N

(
Hn(Al) + 2−l

)
≤ εk (Hn(A) + 2) ,(3.82)

where the first inequality follows from (3.79), the second one from (3.78), the third one
from(3.77) and the last one from te fact that (Al)l is a partition of A.
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Letting ε→ 0 we infer that Hk
δk/n

(Φ(A)) = 0 for any δ > 0. Eventually, letting δ → 0 we
get the sought conclusion.

�

Remark 3.34. The proof of Proposition 3.33 resembles the part of the proof of Sard’s lemma
where it is shown that the image of the set of points where all the derivatives vanish up to a
certain order is negligible (see for instance [102] for a proof of Sard’s lemma which has been
inspiring for this case and [190] for the original paper by Sard). Recall that the classical Sard
lemma requires some regularity of the map and that the highest is the difference between the
dimension of the domain an the dimension of the codomain the highest is the regularity to be
required. Actually, even if we do not explicitly require any sort of regularity for Φ, (3.75) is
essentially telling us that the map is differentiable with vanishing derivatives up to the order
n/k.

It is a rather classical fact in Riemannian geometry that on an n-dimensional compact
Riemannian manifold with n > 2 the Green function behaves locally like the distance raised
to the power 2 − n (see [34, Chapter 4]). The comparison is also global on a non compact
manifold with non-negative Ricci curvature and Euclidean volume growth (see [92]) and in
[51] we extended these results to Ahlfors regular RCD(K,N) metric measure spaces.
The aim of Lemma 3.35 below is to prove that the weak Ahlfors regularity result of Theo-
rem 2.26 is enough to obtain an asymptotic version of this comparison on any RCD(K,N)
m.m.s. satisfying Assumption 3.2.

Let us point out that in the work in progress [50], we sharpen these estimates catching
the asymptotic behaviour of the Green function at regular points of an RCD(K,N) m.m.s.
satisfying suitable volume growth assumptions via blow-up arguments.
Lemma 3.35. Let (X, d,m) be an RCD(K,N) m.m.s. satisfying Assumption 3.2. Suppose
that x ∈ R∗k for some k ≥ 3 and denote by θk(x) ∈ (0,+∞) the value of the limit appearing
in (2.19). Then

lim
r→0+

F (x, r)
1

rk−2
= k − 2
ωkθk(x) .

Proof. Let us observe that

F (x, r)
1

rk−2
= (k − 2)

´ +∞
r

s
m(Bs(x)) ds´ +∞

r
1

sk−1 ds
.

An application of De L’Hopital’s rule yields now

lim
r→0+

F (x, r)
1

rk−2
= lim

r→0+
(k − 2)

r
m(Br(x))

1
rk−1

= k − 2
ωkθk(x) ,

since, by the very definition of θk(x), it holds limr→0+
m(Br(x))
ωkrk

= θk(x). �

Let us assume up to the end of this section that (X, d,m) is an RCD(K,N) m.m.s. sat-
isfying Assumption 3.17. It is not difficult to check that, under this assumption, the regular
sets Rk of (X, d,m) associated to k = 0, 1 and 2 are empty.

In Theorem 3.36 we reach the same conclusion as in the corresponding statement of [52]
under weakened assumptions. The main motivation for this generalization is that we wish to
rely on the weaker regularity results we proved in Section 2.3.
Theorem 3.36. Let (X, d,m) be as in the discussion above. Let Φ : X → X be either a weak
dG-Lusin Lipschitz or a weak dḠ-Lusin Lipschitz map (see Definition 3.28). Fix µ ∈ P(X)
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absolutely continuous w.r.t. m and assume that ν := Φ]µ � m. If µ is concentrated on Rn
for some n ≥ 3, then ν is concentrated on ∪k≥nRk.

Proof. We will divide the proof into two steps, let us briefly outline its strategy.
The first step consists in proving that, if we have a weak dG/dḠ-Lusin Lipschitz map

which maps a subset of R∗n into R∗k for some n > k ≥ 3, then we essentially end up with a
map which satisfies the assumptions of Proposition 3.33.
In the second step we use this information to prove that ν = Φ]µ is concentrated over
∪k≥nRk, a formal argument being the following one: suppose that m(Φ(R∗n)∩R∗k) = 0, then,
neglecting the measurability issues, we could compute

Φ]µ(R∗k) =µ
(
Φ−1(R∗k)

)
= µ

(
Φ−1(R∗k) ∩R∗n

)
≤µ

(
Φ−1(R∗k ∩ Φ(R∗n))

)
= Φ]µ(R∗k ∩ Φ(R∗n)) = 0.

Step 1. We want to prove that, for any 3 ≤ k < n, if P ⊂ R∗n is such that
i) Φ(P ) ⊂ R∗k;
ii) Hn(P ) <∞;
iii) for any x ∈ P , x is a density point for m and it holds

(3.83) lim
r→0

ess sup y∈P∩Br(x)
dG(Φ(x),Φ(y))

dG(x, y) <∞;

then Hk(Φ(P )) = 0.
Moreover, an analogous conclusion holds with dḠ in place of dG in (3.83). Since m R∗k and
Hk R∗k are mutually absolutely continuous it will follow that m(Φ(P )) = 0.

In order to do so we first read (3.83) in terms of powers of the distance function. For any
x ∈ R∗n such that Φ(x) ∈ R∗k, we claim that (3.83) yields

(3.84) lim
r→0+

ess sup y∈Br(x)∩P
d(Φ(x),Φ(y))

d(x, y)
n−2
k−2

<∞.

To this aim we observe that, by the very definition of dG and thanks to the two-sided
bounds we obtained in Proposition 3.5, (3.83) can be turned into

lim
r→0+

ess sup y∈Br(x)∩P
F (x, d(x, y))

F (Φ(x), d(Φ(x),Φ(y))) <∞

and the same holds true in case we are working with dḠ, thanks to (3.32). Observe now
that Lemma 3.15 guarantees that, as d(x, y)→ 0, also dG(x, y)→ 0 (and an analogous result
holds for dḠ, as we observed after (3.44)). Hence we can apply Lemma 3.35 to obtain, taking
into account the fact that x ∈ R∗n and Φ(x) ∈ R∗k,

lim
r→0+

ess sup y∈Br(x)∩P
d(Φ(x),Φ(y))k−2

d(x, y)n−2 <∞,

which easily yields (3.84).
To get the claimed conclusion it is now sufficient to apply Proposition 3.33.
Step 2. Suppose by contradiction that

ν

⋃
k<n

Rk

 > 0.

Then we can find k < n such that ν(Rk) > 0. Moreover, thanks to Theorem 2.26 and to the
assumption ν � m, we can also say that ν(R∗k) > 0.
We claim that, if this is the case, we can find a measurable set P ⊂ X such that
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i) P ⊂ R∗n, Φ(P ) ⊂ R∗k;
ii) µ(P ) > 0, Hn(P ) <∞;
iii) every x ∈ P is a density point of P with respect to m and satisfies

(3.85) lim
r→0

ess sup y∈P∩Br(x)
dG(Φ(x),Φ(y))

dG(x, y) <∞.

In this way we reach a contradiction. Indeed in Step 1 we proved that, under the assumptions
above, it holds Hk(Φ(P )) = 0. Therefore Φ(P ) is m-measurable and we can compute

0 < µ(P ) ≤ µ(Φ−1(Φ(P ))) = Φ]µ(Φ(P )) = ν(Φ(P )),

which contradicts the fact that Hk(Φ(P )) = 0, since Φ(P ) ⊂ R∗k and ν R∗k � Hk.
Let us pass to the verification of the claim. We are assuming that ν(R∗k) = Φ]µ(R∗k) > 0,

hence µ(Φ−1(R∗k)) = µ(Φ−1(R∗k) ∩R∗n) > 0.
It follows from the weak Lusin Lipschitz property that we can find Q ⊂ Φ−1(R∗k) ∩R∗n with
positive m-measure and such that for all x ∈ Q

(3.86) lim
r→0

ess sup y∈Q∩Br(x)
dG(Φ(x),Φ(y))

dG(x, y) <∞.

Up to restricting Q we can also assume that Hn(Q) is finite, in view of Theorem 2.26, and
this restriction does not affect the validity of (3.86). Up to restrict again Q to the set P
made of all the density points with respect to m of Q we can also assume that all this points
are density points with respect to m without affecting (3.86), obtaining a set verifying all the
sought properties i)-iii).

�

3.2. Regularity of vector fields drifting W2-geodesics. In Theorem 3.37 below,
which is [119, Theorem 3.13], we state a version of the so-called Lewy-Stampacchia inequal-
ity. It will be the key tool in order to apply the regularity theory of Lagrangian Flows we
developed in Section 2 to vector fields drifting W2-geodesics.
We refer to Section 1.2 for an overview on the basic results about W2-geodesics and Kan-
torovich potentials.

Below we will indicate by lK,N : [0,+∞) → [0,+∞) the continuous function, whose
explicit expression will be of no importance for our purposes, appearing in the Laplacian
comparison theorem (see [110] and [119, Theorem 3.5]).
Theorem 3.37 (Lewy Stampacchia inequality). Let (X, d,m) be an RCD(K,N) metric mea-
sure space for some K ∈ R and 1 < N <∞. Let µ0, µ1 ∈ P(X) be absolutely continuous w.r.t.
m and with bounded supports, (µt)t∈[0,1] be the W2-geodesic connecting them and ϕ : X → R
be a Kantorovich potential inducing it (which we can assume to be Lipschitz and with compact
support).

Then, for every t ∈ (0, 1), there exists ηt ∈ Lip(X) with compact support, uniformly w.r.t.
time, and such that

(3.87) −Qt(−ϕ) ≤ ηt ≤ Q(1−t)(−ϕc),

(tηt)cc(x) = tηt(x) and (−(1− t)ηt)cc(x) = −(1− t)ηt(x) for any x ∈ suppµt
and ηt ∈ D(∆) with

(3.88) ‖∆ηt‖L∞ ≤ max

 lK,N (2
√
t ‖ϕ‖L∞)
t

,
lK,N (

√
2(1− t) ‖ϕ‖L∞)

1− t

 .
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Remark 3.38. We remark that, passing from the starting potentials to the regularized po-
tentials ηt, we gain global regularity without modifying the potential in the support of µt, as
it follows from (3.87) recalling that −Qt(−ϕ) = Q(1−t)(−ϕc) on suppµt (see Proposition 1.4).

In view of the applications of Section 3.3, in Proposition 3.39 below we collect some
consequences of the improved regularity of Kantorovich potentials.
Proposition 3.39. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 < N <∞.
Let µ0, µ1 ∈ P(X) be absolutely continuous w.r.t. m with bounded densities and bounded
supports. Then there exists a time dependent vector field (bt)t∈(0,1) such that the following
conditions are satisfied:

(i) for any t ∈ (0, 1) it holds bt ∈ H1,2
C (TX) and

(3.89)
ˆ 1−ε

ε

{
‖∇symbs‖L2(X,m) + ‖div bs‖L2(X,m)

}
ds <∞ for any 0 < ε < 1;

(ii) for any 0 < s < 1, denoting by (Xt
s)t∈[s,1) the Regular Lagrangian flow of (bt)t∈(s,1),

it holds that
(
Xt
s

)
] µs = µt for any s ≤ t < 1.

Proof. We claim that the vector field (∇ηs)s∈(0,1) (where ηs are the regularized Kantorovich
potentials we introduced in Theorem 3.37) does the right job.

Observe that, for any s ∈ (0, 1), it holds that ∇ηt is bounded with bounded support,
as it was stated in Theorem 3.37, Moreover, since ηs ∈ D(∆), Corollary 1.81 implies that
ηs ∈W 2,2(X, d,m) which yields, in turn, ∇ηs ∈ H1,2

C (TX).
Let us check (3.89). To this aim we observe that the construction described in the proof
of [119, Theorem 3.13] guarantees that the regularized potentials can be chosen to have all
support contained in the same compact set C ⊂ X. Hence

ˆ 1−ε

ε
‖div bs‖L2 ds

≤
ˆ 1−ε

ε
max

 lK,N (2
√
s ‖ϕ‖L∞)
s

,
lK,N (

√
2(1− s) ‖ϕ‖L∞)

1− s

m(C) ds <∞.

Dealing with the bound of the Sobolev norm we recall that Corollary 1.81 provides the
quantitative bound

(3.90)
ˆ
X
|Hess f |2 dm ≤

ˆ
X

{
(∆f)2 −K |∇f |2

}
dm

for any f ∈ D(∆). Recalling that the regularized potentials can also be chosen uniformly
Lipschitz on (0, 1), the sought bound for

´ 1−ε
ε ‖∇symbs‖L2 ds follows applying (3.90) to the

functions ηs, taking into account the L∞-bound for the Laplacian (3.88) and the uniform
boundedness of the supports.

Passing to the proof of (ii), observe that the very construction of the regularized Kan-
torovich potentials (see Remark 3.38) ηs guarantees that (µs, bs)s∈(0,1) is a solution to the
continuity equation with uniformly bounded density (see [113], the uniform bound for the
densities is a consequence of Proposition 1.112). Moreover, (3.89) guarantees, via [30, Theo-
rem 5.4, Theorem 8.3], that, for any 0 < s < t < 1, there exists a unique Regular Lagrangian
flow (Xr

s)r∈[s,t] of (br)r∈(s,t). Observe that, by the very definition of RLF, also r 7→ (Xr
s)]µs is

a solution, with uniformly bounded density and initial datum µs, to the continuity equation
induced by (br)r∈(s,t). Hence (Xt

s)]µs = µt for any 0 < s ≤ t < 1, since (i), coupled with
the L∞-bound on the divergence, implies that the continuity equation induced by (br)r∈(s,t)
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has a unique solution with uniformly bounded density (again by the results of [30, Theorem
5.4]). �

3.3. Conclusion.
Theorem 3.40 (Constancy of the dimension). Let (X, d,m) be an RCD(K,N) m.m.s. for
some K ∈ R and 1 ≤ N < ∞. Then there is exactly one regular set Rn having positive
m-measure in the Mondino-Naber decomposition of (X, d,m).

Proof. As we already observed, the statement is not affected by tensorization with Euclidean
factors. Thus we assume without loss of generality that (X, d,m) satisfies either Assump-
tion 3.14 or Assumption 3.17.

Suppose by contradiction that there exist 3 ≤ k < n such that m(Rk),m(Rn) > 0.
Then we can find θ0, θ1 ∈ P(X), absolutely continuous w.r.t. m, with bounded densities and
bounded supports, such that θ0(Rn) = 1 and θ1(Rk) = 1.
Let (θr)r∈[0,1] be the W2-geodesic joining them and recall from Proposition 1.112 that the
measures θr are absolutely continuous w.r.t. m, with uniformly bounded densities and uni-
formly bounded supports. Applying the second conclusion in Proposition 1.112, we can also
conclude that there exist 0 < s < t < 1 such that θs(Rn) > 1/2 and θt(Rk) > 1/2. Call-
ing Π ∈ P(Geo(X)) the unique geodesic plan lifting (θr)r∈[0,1], it follows from what we just
observed that

Π({γ ∈ Geo(X) : γ(s) ∈ Rn and γ(t) ∈ Rk}) > 0.
Hence, setting

A := {γ ∈ Geo(X) : γ(s) ∈ Rn and γ(t) ∈ Rk}, Π̄ := 1
Π(A)ΠxA and µr := (er)]Π̄,

for any r ∈ [0, 1], we obtain a W2-geodesic (µr)r∈[0,1] which joins probabilities with bounded
support and bounded densities w.r.t. m and such that µs is concentrated on Rn and µt is
concentrated on Rk.

Next we apply Proposition 3.39 to the W2-geodesic (µr)r∈[0,1] to obtain that, with the
notation therein introduced, Xs

t is the RLF of a Sobolev time dependent vector field satisfying
the assumptions of Theorem 3.26 (or Theorem 3.27). Hence Xs

t is a weak dG/dḠ-Lusin
Lipschitz map such that

(
Xt
s

)
] µs = µt and, applying Theorem 3.36, we eventually reach a

contradiction. �

Remark 3.41. We point out that in [135] Honda constructs a family of spaces satisfying
the weak (K,N)-Bochner inequality as in Theorem 1.103 ii), but not the Sobolev to Lipschitz
property, having regular sets of different dimensions with positive measure. Therefore we
realize that the RCD(K,N) condition has to be used in all its strength to get the constancy
of the dimension.

Even though we obtained the constancy of the dimension for RCD(K,N) spaces without
passing through the continuity of tangent cones along minimizing geodesics we conjecture
that this property should be true also in this context, at least in the following weak form.
Conjecture 3.42. Let (X, d,m) be an RCD(K,N) m.m.s. and let Π be an optimal geodesic
plan connecting probabilities with bounded densities and bounded supports (cf. Section 1.2).
Then, for Π-a.e. γ ∈ Geo(X) and for any δ > 0 there exists a modulus of continuity ω = ωγ,δ
such that

dpmGH
(
(X, d/r,mγ(t)

r , γ(t)), (X, d/r,mγ(s)
r , γ(s))

)
≤ ωγ,δ(|s− t|),

for any 0 < δ < s, t < 1− δ and for any 0 < r < 1.
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A first direct consequence of Conjecture 3.42 above would be that tangent cones arising
from the same sequence of scaling are continuous in the interior of Π almost every geodesic,
since the modulus of continuity is independent of r. We refer to [77] and [145] for the original
stronger versions of the continuity of tangent cones on Ricci limit spaces, with modulus of
continuity also independent of the geodesic.

Let us conclude this section stating and proving some corollaries of Theorem 3.40.
Definition 3.43 (Essential dimension). Let (X, d,m) be an RCD(K,N) m.m.s. for some
K ∈ R and N ≥ 1. We shall indicate by essential dimension the unique n such that
m(Rn) > 0.
Theorem 3.44 (Structure theory reviewed). Let (X, d,m) be an RCD(K,N) m.m.s. for
some K ∈ R and 1 ≤ N <∞. Then there exists a unique integer 1 ≤ n ≤ N , called essential
dimension of (X, d,m), such that the following hold:

i) m(X \ Rn) = 0, where

Rn :=
{
x ∈ X

∣∣∣ Tanx(X, d,m) =
{
(Rn, deucl, cnLn, 0n)

}}
;

ii) m = θH n Rn, for some density θ ∈ L1
loc(H n);

iii) (X, d,m) is strongly (m, n)-rectifiable.
In view of [121], the constancy of the dimension, that we stated and proved in Theo-

rem 3.40 at the level of the Mondino-Naber decomposition, can be equivalently rephrased
at the level of the dimensional decomposition of the tangent module L2(TX) (cf. Proposi-
tion 1.76) .
Corollary 3.45. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 < N <∞.
Let 1 ≤ n ≤ N be the essential dimension of (X, d,m). Then the tangent module L2(TX)
has constant dimension equal to n.

Proof. The result directly follows from [121, Theorem 3.3] and Theorem 3.40. �

Remark 3.46. With the notation introduced in Corollary 3.45, one has that n is the analytic
dimension of (X, d,m) (see Definition 1.77).

To let the picture about the different notions of dimension introduced in the literature so
far be more complete, we also point out that n is also the dimension of (X, d,m) according
to [152, Definition 4.1]. Indeed, as it is observed in [152, Remark 4.14], if Rn is the unique
regular set of positive measure, Theorem 2.19 guarantees that it is also the non empty regular
set of maximal dimension.

Up to our knowledge, the problem of whether n is the Hausdorff dimension of (X, d)
or not is still open also in the case of collapsed Ricci limit spaces (see [77, Remark 1.3])
essentially due to the lack of knowledge about the Hausdorff dimension of the singular set.

It might be interesting to sharpen the knowledge both of the singular set of an RCD(K,N)
m.m.s., defined as S := X \ ∪kRk and of the regular sets of dimension less than the essential
dimension of (X, d,m). We formulate a conjecture about this second problem.
Conjecture 3.47. Let (X, d,m) be an RCD(K,N) m.m.s. with essential dimension 1 ≤ n ≤
N . Then Rn is the unique non empty regular set.

Eventually we give a positive answer to a conjecture raised in [84, Remark 1.13]. As it
is therein observed, its validity follows from the fact that the tangent module has constant
local dimension exploiting the results of [133].
Theorem 3.48. Let (X, d,m) be an RCD(K,N) m.m.s. for some K ∈ R and 1 ≤ N < ∞.
Assume that H2,2(X, d,m) = D(∆) and
(3.91) tr Hess f = ∆f, for any f ∈ H2,2(X, d,m).
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Then, there exists n ∈ N, 1 ≤ n ≤ N such that (X, d,m) is a weakly non collapsed RCD(K,n)
m.m.s..

Proof. We wish to prove that the statement holds true with n equal to the dimension of the
unique regular set with positive measure in the Mondino-Naber decomposition of (X, d,m).

By the very definition of weakly non collapsed RCD(K,n) m.m.s. (cf. Definition 1.106),
we just need to prove that (X, d,m) is an RCD(K,n) m.m.s.. To this aim, observe that the
first and the second assumption in the statement of [133, Theorem 4.3] are fulfilled thanks
to our choice of n and the validity of (3.91). To see that also the third one is satisfied, it
suffices to observe that
(3.92) Ricn(∇f,∇f) = Γ2(∇f,∇f)− |Hess f |2 m ≥ K |∇f |2 m,
for any f ∈ H2,2(X, d,m). We refer to [112,133] for the relevant notation about the measure
valued Ricci tensor and the Γ2 operator. The equality in (3.92) follows from (3.91) and the
inequality from the assumption that (X, d,m) is an RCD(K,N) m.m.s..

�



CHAPTER 4

Sets of finite perimeter over RCD(K, N) spaces: existence of
Euclidean tangents

This is the first of two chapters dedicated to the theory of sets of finite perimeter over
RCD(K,N) metric measure spaces as developed in [8], joint work with Ambrosio and Brué,
and in the sequel [48], written in collaboration with Brué and Pasqualetto.

After [52, 85, 120, 144, 170] we have reached a good understanding of the structure
of RCD(K,N) spaces up to measure zero, that we reviewed in Chapters 2 and 3 (see in
particular Theorem 3.44). It sounded therefore quite natural to try to push the study further,
investigating their structure up to sets of positive codimension, both from the analytic and
from the geometric points of view.
In this perspective in the last three years there have been some independent and remarkable
developments. We wish to mention a few of them below, without the aim of being complete
in this list.

• In the setting of non collapsed Ricci limit spaces, Cheeger-Jiang-Naber have obtained
in [64] rectifiability for the singular sets of any codimension. Let us also mention
[65,73], both containing crucial developments for the study of singular sets over Ricci
limits, and [33], joint work with Antonelli and Brué, where some of the estimates in
[73] are proved for the singular strata of non collapsed RCD spaces.
• There have been some efforts aimed at defining a notion of boundary for metric
measure spaces and relating it with the singular set of codimension 1. See [142–144].
• In [88] a notion of capacitary cotangent module has been proposed and the theory
of vector fields defined Cap-almost everywhere on RCD spaces has been initiated.1

Apart from the increasing efforts devoted to the investigation of the fine structure in
positive codimension, at this stage of the development of the RCD theory it is also natural
to investigate the typical themes of Geometric Measure Theory, since it provides techniques
for dealing with nonsmooth objects already when the ambient space is smooth.
One of the most fundamental results of Geometric Measure Theory, that eventually led to the
Federer-Fleming theory of currents [101], is De Giorgi’s structure theorem for sets E ⊂ Rn
of finite perimeter. De Giorgi’s theorem, established in [81,82], provides the representation
of the perimeter measure |DχE | as the restriction of H n−1 to a suitable measure-theoretic
boundary FE of E. In addition, it provides a description of E on small scales, showing that
for all x ∈ FE the rescaled set r−1(E−x) is close, for r > 0 sufficiently small, to an halfspace
orthogonal to a unit normal vector νE(x) and that FE is (|DχE | , n− 1)-rectifiable.

Our goal in [8, 48] has been to provide an extension of this result to the setting of
RCD(K,N) metric measure spaces. Of course, part of the efforts have been aimed at the
introduction of the right counterparts of the Euclidean notions of tangent (cf. Definition 4.30)
and normal vector (cf. Theorem 5.6). In the statement below the non expert reader can
understand Tanx(X, d,m, E), the space of tangents to the set of finite perimeter E at x, as
the collection of limits of rescaled sets on rescaled spaces, for sequences of radii converging

1We point out however that [84], which has been crucial for the development of [48], has appeared after
the publication of [8].
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to 0. We refer to Remark 1.8 for the definition of Hausdorff-type measure induced by a given
gauge function.
Theorem 4.1 (De Giorgi’s theorem on RCD(K,N) spaces). Let (X, d,m) be an RCD(K,N)
m.m.s. of essential dimension n ∈ N, for some K ∈ R and 1 ≤ n ≤ N <∞, and let E ⊂ X
be a set of locally finite perimeter. Then it holds that:

i) |DχE | is concentrated on the reduced boundary FE = ∪ni=1FkE, where we set

FkE :=
{
x ∈ X : Tanx(X, d,m, E) =

{
(Rk, deucl, ckLk, 0k, {xk > 0})

}}
;

ii) for any k = 1, . . . , n, FkE is strongly (|DχE | , k − 1)-rectifiable;
iii)

|DχE | =
n∑
k=1

ωk−1
ωk
Sh FkE,

where Sh is the codimension one Hausdorff type measure built with gauge function
h(Br(x)) := m(Br(x))/r.

While in the general case the picture is not yet completely understood, since conjecturally
one should have constancy of the dimension for the reduced boundary and better represen-
tation formulas for the perimeter measure with respect to the Hausdorff measure, in the non
collapsed setting (cf. Definition 1.105) we reached a complete generalization of the Euclidean
theorem.
Theorem 4.2 (De Giorgi’s theorem on non collapsed RCD(K,N) spaces). Assume that
(X, d,H N ) is an RCD(K,N) m.m.s. for some K ∈ R and 1 ≤ N <∞, and let E ⊂ X be a
set of locally finite perimeter. Then it holds that

i) |DχE | is concentrated on the reduced boundary FE = FNE;
ii) the reduced boundary FNE is strongly (|DχE | , N − 1)-rectifiable;
iii) |DχE | = H N−1 FE.

Theorem 4.1 and Theorem 4.2 are the main outcomes of the analysis pursued in [8,48].
In [8], whose contents are the main subject of the present chapter, we obtained existence of a
Euclidean half-space in the tangent space to a set of locally finite perimeter almost everywhere
with respect to the perimeter measure. This was the starting point of [48], where we got
uniqueness of tangents, rectifiability of the reduced boundary and representation formulas
for the perimeter, along with a Gauss-Green integration by parts formula of independent
interest.

For the sake of motivating the contents of the present and of the forthcoming chapter,
let us comment about the difficulties one meets trying to generalize the Euclidean theorem
to this framework.
In De Giorgi’s proof and its many extensions to currents and other weak objects, a crucial role
is played by the normal direction νE coming out of the blow-up analysis, which is identified by
looking at the polar decomposition DχE = νE |DχE | of the distributional derivative (choosing
approximate continuity points of νE , relative to |DχE |). In turn, the polar decomposition
essentially depends on the particular structure of the tangent bundle of the Euclidean space.

At the moment of writing [8], [88] was not available yet. Therefore there was the necessity
to find an approach to the study of blow-ups alternative to the classical one, since on a general
metric measure space one is allowed to talk about vector fields only up to m-negligible sets,
while any reasonable unit normal should be defined almost everywhere with respect to the
perimeter measure, which has codimension one.2

2Let us also point out that, even after the development of a theory of vector fields defined capacity-almost
everywhere in [88], it seems not clear how to adapt the Euclidean strategy to the RCD framework.
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In the study of this problem, we realized the importance of the rigidity case in the Bakry-
Émery inequality, namely the analysis of the implications of the condition
(4.1) |∇Ptf | = Pt|∇f | m-a.e. in X, for every t ≥ 0
for some nontrivial function f , if the ambient space is RCD(0, N).

Our rigidity result Theorem 4.3 shows that (4.1) is sufficiently strong to imply the splitting
of the m.m.s. as Z×R, in addition with a monotonic dependence of f on the split real variable.
This result could be considered as “dual” to the classical splitting theorem, since the basic
assumption is not the existence of a curve with a special property (namely an entire geodesic),
but rather the existence of a function satisfying (4.1).

Now, what is the relation between (4.1) and the fine structure of sets of finite perimeter?
To bypass the difficulties met in the development of a theory of tangents to sets of finite

perimeter through the fine study of the unit normal, we establish this new principle: given
a set of locally finite perimeter E over an RCD(K,N) m.m.s., at |DχE |-a.e. point x, any
tangent set F to E at x in any tangent, pointed, metric measure structure (Y, %, µ, y) has to
satisfy the condition
(4.2) |∇PtχF |µ = P ∗t |DχF | ∀t ≥ 0.
Notice that |DχF |, the semigroup Pt and its dual P ∗t in (4.2) have, of course, to be understood
in the tangent metric measure structure. The proof of this principle, given in Theorem 4.31,
ultimately relies on the lower semicontinuity of the perimeter measure |DχE | (as it happens
for the powerful principle that lower semicontinuity and locality imply asymptotic local mini-
mality, see [103,215], and [62]) and gradient contractivity. From (4.2), gradient contractivity
easily yields that all functions f = PsχF satisfy (4.1); this leads to a splitting both of (Y, %, µ)
and F , and to the identification of a “tangent halfspace” F to E at x.

Combining (4.2) with the above mentioned characterization of the equality cases in the
1-Bakry-Émery inequality, we can prove that any set of finite perimeter E on an RCD(K,N)
space admits a Euclidean half-space as tangent at x for |DχE |-a.e. x ∈ X.

This chapter is organized as follows. In Section 1 we prove our rigidity result for the
1-Bakry-Émery inequality. We dedicate Section 2 to the study of the behaviour of sequences
of sets Ei in m.m.s. (Xi, di,mi) convergent in the measured Gromov-Hausdorff sense to
(X, d,m). In particular we adapt the study of [18] (see Section 4.2) to cover the case of
converging sequences of sets of (locally) finite perimeter. We apply these results in Section 3,
where we specialize our analysis to the case when (Xi, di,mi) arise from the rescaling of a
pointed m.m.s. This theme is also investigated in [204], but in our study we take advantage
of the curvature-dimension bounds to establish the stronger rigidity property (4.2) satisfied
by tangent sets F in the tangent metric measure structure. Then, using the splitting property
and the principle that “tangents to a tangent are tangent”, we are able to recover the first
regularity result for tangents to sets of finite perimeter. Finally, Section 4 is devoted to a
self-contained proof of a version of the iterated tangents principle suitable for this context,
closely following the treatment of the analogous statement in the codimension zero case.

The presentation closely follows that of [8]. With respect to the original paper we decided
to postpone the refined consequences of the existence of regular tangents in the non collapsed
case after the proof of rectifiability of the reduced boundary in the next chapter.

1. Rigidity of the 1-Bakry-Émery inequality and splitting theorem

The splitting theorem for Riemannian manifolds with non-negative Ricci curvature [72] is
one of the cornerstones of Riemannian Geometry and Geometric Analysis. After the seminal
paper by Cheeger-Gromoll many efforts have been aimed at extending this result to different
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contexts, here we just mention the case of Ricci limit spaces, due to Cheeger-Colding [68]
and that of RCD(0, N) spaces, due to Gigli [108]. In all these cases the perspective is
geometric: the existence of a line together with suitable curvature assumptions implies the
splitting. At the same time, also a dual functional perspective to the splitting problem has
been investigated by several authors. Under the same curvature assumptions (non-negativity
of the Ricci curvature), several functional inequalities have been established. The existence
of a function verifying the equality in one of these inequalities has been seen to imply the
geometric splitting in various circumstances. Here we just mention [98] and the very recent
[99], pointing out that in both cases, also the functions enjoy some rigidity property.

Among the various functional inequalities valid for general RCD(0,∞) metric measure
spaces (and a fortiori by smooth Riemannian manifolds with non-negative Ricci curvature)
there is the 1-Bakry-Émery gradient contractivity estimate (1.52). Our aim in this section
is to prove a splitting type rigidity result for RCD(0, N) spaces admitting a non constant
function satisfying the equality in this estimate. To the best of our knowledge the result is
new even for smooth Riemannian manifolds.
Theorem 4.3. Let (X, d,m) be an RCD(0, N) m.m.s.. Assume that there exist a non constant
function f ∈ Lipb(X) and s > 0 satisfying

(4.3) |∇Psf | = Ps|∇f | m-a.e. in X.

Then there exists a m.m.s. (X ′, d′,m′) such that X is isomorphic, as a metric measure space,
to X ′ × R. Furthermore:

(i) if N ≥ 2 then (X ′, d′,m′) is an RCD(0, N − 1) m.m.s.;
(ii) if N ∈ [1, 2) then X ′ is a point.

Moreover, the function f written in coordinates (x′, t) ∈ X ′×R depends only on the variable
t and it is monotone.
Remark 4.4. As we already remarked, the action of the heat semigroup in L∞(X,m) can
be defined by

Ptf(x) :=
ˆ
X
f(y)pt(x, y) dm(y).

Using an approximation argument is it possible to see that, for any f ∈ L∞(X,m) and every
ϕ ∈ L1(X,m) the map t 7→

´
X Ptfϕdm is absolutely continuous with derivative

d
dt

ˆ
X
Ptfϕdm =

ˆ
X

∆Ptfϕdm,

in other words Ptf is still a solution of the heat equation.
Remark 4.5. The assumption f ∈ Lipb(X) in Theorem 1.111 can be replaced with the more
general f ∈ Lip(X), provided we extend the action of the heat semigroup to the class of Borel
functions with at most linear growth at infinity, i.e.

|f(x)| ≤ C(1 + d(x, x0)) for any x ∈ X

for some x0 ∈ X and C ≥ 0. Even though under the RCD(0, N) condition the Gaussian
estimates for the heat kernel (1.79) provide this extension, we shall consider only the case
f ∈ Lipb(X) that is enough for our purposes.

In order to better motivate Theorem 4.3 let us briefly address the rigidity case in the
Bakry Émery inequality for p = 2. Assume that (Mn, dg, e−VVolg) is a smooth weighted
Riemannian manifold with non-negative generalized N -Ricci tensor RicN , where

RicN := Ric + HessV − ∇V ⊗∇V
N − n

,
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and the last term is defined to be 0 when V is constant and N = n. Let f : M → R be such
that |∇Ptf |2 = Pt |∇f |2 for some t > 0. Then we can compute

0 =Pt |∇f |2 − |∇Ptf |2 =
ˆ t

0

d
dsPs |∇Pt−sf |

2 ds

=2
ˆ t

0
Ps

(
|HessPt−sf |2 + RicN (∇Pt−sf,∇Pt−sf) + (∇V · ∇Pt−sf)2

N − n

)
ds,

where the second equality follows from the generalized Bochner identity and ∆ is the weighted
Laplacian. Therefore Hess f ≡ 0, (∇V · ∇f)2 ≡ 0. Thus ∆f ≡ 0 since

(∆f)2

N
≤ |Hess f |2 + (∇V · ∇f)2

N − n
= 0.

Using a standard argument we obtain that Mn splits isometrically as L × R for some Rie-
mannian manifold L. Taking into account the fact that ∆f = 0 we can prove that also the
measure splits.

Furthermore, denoting by z, t the coordinates on L and R respectively, it holds that
Psf(z, t) = f(z, t) = αt for any s ≥ 0 and for any t ∈ R, for some constant α 6= 0.

Passing to the study of the case p = 1, any function f : Rn → R such that |∇Ptf | ≡
Pt |∇f | is of the form f(z) = ϕ(z · v) for some monotone function ϕ : R → R and some
v ∈ Rn. This is due to the commutation between gradient operator and heat flow on the
Euclidean space and to the characterization of the equality case in Jensen’s inequality. More
in general, thanks to the tensorization property of the heat flow, it is possible to check that
on any product m.m.s. X = X ′ × R, any function f depending only on the variable t ∈ R
in a monotone way satisfies |∇Ptf | = Pt |∇f | almost everywhere. Basically Theorem 4.3 is
telling us that, in the setting of RCD(0, N) spaces, this is the only possible case.

Let us observe that, as the examples above show, in the rigidity case for p = 1 it is
not necessarily true that the rigid function has vanishing Hessian. Therefore we cannot
directly use Psf as a splitting function. Still our strategy relies on the properties of the
normalized gradient ∇Psf/ |∇Psf |. First we will prove that it has vanishing symmetric
covariant derivative and then that its flow lines are metric lines. The conclusion will be
eventually achieved building upon the splitting Theorem 1.111.

Let us point out that in the very recent [131] Han has used the same approach to study the
rigidity of some functional inequalities over RCD(K,∞) metric measure spaces for positive
K.

Let us start proving that if the rigidity condition (4.3) holds for some s > 0 then it must
hold for any s ≥ 0.
Lemma 4.6. Let (X, d,m) be an RCD(0, N) metric measure space and f ∈ Lipb(X). If there
exists s > 0 such that

(4.4) |∇Psf | = Ps|∇f | m-a.e. in X,

Then |∇Prf | = Pr|∇f | for any r ≥ 0.

Proof. It is simple to check that |∇Prf | = Pr|∇f | for any 0 ≤ r ≤ s. Indeed, using (4.4) and
the Bakry-Émery inequality (1.52), we have

0 ≤ Ps−r (Pr|∇f | − |∇Prf |) = Ps|∇f | − Ps−r|∇Prf | = |∇Psf | − Ps−r|∇Prf | ≤ 0.

Let us now fix ϕ ∈ Testc(X, d,m) and set

(4.5) F (r) :=
ˆ
X

((Pr|∇f |)2 − |∇Prf |2)ϕ dm.
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We claim that F (r) is a real analytic function in (0,∞). Observe that the claim, together
with the information F ≡ 0 in (0, s), implies F (r) = 0 for any r ≥ 0 and thus our conclusion,
due to the arbitrariness of the test function.
Integrating by parts the right hand side in (4.5) and relying on the validity of the heat
equation, we can write

F (r) =
ˆ
X

(Pr|∇f |)2ϕ dm + 1
2

d
dr

ˆ
X

(Prf)2ϕ dm− 1
2

ˆ
X

(Prf)2∆ϕ dm,

so the claim is a consequence of Lemma 4.7 below. �

Lemma 4.7. Let (X, d,m) be an RCD(K,N) m.m.s.. For any g ∈ L∞(X,m) and any
ϕ ∈ L1(X,m) the map t 7→

´
X(Ptg)2ϕdm is real analytic in (0,∞).

Proof. Exploiting a well-known analyticity criterion for real functions, it is enough to show,
for any [a, b] ⊂ (0,∞), the existence of a constant C = C(K,N, a, b) such that

(4.6)
∣∣∣∣ dn

dtn

ˆ
X

(Ptg)2ϕ dm
∣∣∣∣ ≤ Cn ‖g‖2L∞ ‖ϕ‖L1 ∀t ∈ (a, b), ∀n ∈ N.

Observe that (4.6) can be checked commuting the operators Pt and ∆ and using iteratively
the estimate
(4.7) ‖∆Ptg‖L∞ ≤ C

′ ‖g‖L∞ ∀t ∈ (a, b),
where C ′ > 0 depends only on N , K, a and b.

Let us prove (4.7) arguing by duality. For any ψ ∈ L1 ∩ L2(X,m), we have∣∣∣∣ˆ
X

∆Ptg ψ dm
∣∣∣∣ =

∣∣∣∣ˆ
X
∇Pt/2g · ∇Pt/2ψ dm

∣∣∣∣
≤
∥∥∥∇Pt/2g∥∥∥

L∞

∥∥∥∇Pt/2ψ∥∥∥
L1

≤C ′′ ‖g‖L∞ C ′′ ‖ψ‖L1 ,

where the last inequality is a consequence of the following general fact: there exists a constant
C ′′(N,K, a, b) > 0 such that
(4.8) ‖∇Pth‖Lp ≤ C

′′ ‖h‖Lp ∀t ∈ (a, b), ∀h ∈ Lp(X,m) with 1 ≤ p ≤ ∞.
In order to check (4.8) we use the Gaussian estimates for the heat kernel and its gradient
(1.79), (1.80) obtaining that there exists a constant α > 1 such that

|∇Pth|(x) ≤ C ′′Pαt |h| (x), for m-a.e. x ∈ X, ∀t ∈ (a, b),
and we take the Lp norm at both sides. �

Let us introduce the most important object of our investigation. For any s > 0 we
consider the vector field

(4.9) bs := ∇Psf
Ps|∇f |

,

that, since Ps |∇f | > 0 m-a.e., is well defined and satisfies
(4.10) |bs| = 1 m-a.e. in X, ∀s > 0,
thanks to (4.3).

The first important ingredient of the proof of Theorem 4.3 is the following proposition.
Its proof is inspired by an analogous result in [108].
Proposition 4.8. For any s > 0, t ≥ 0 and any g ∈ Test(X, d,m) it holds
(4.11) bt+s · ∇Ptg = Pt(bs · ∇g), m-a.e. in X.
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We postpone the proof of Proposition 4.8 after the following lemma.
Lemma 4.9. For any s ≥ 0 the function Psf satisfies

(4.12) |∇Pt+sf | = Pt|∇Psf |, m-a.e. in X, ∀t ≥ 0.

Proof. Using first the Bakry-Émery inequality (1.52) and then twice (4.3) we get

|∇Pt+sf | ≤ Pt|∇Psf | = Pt+s|∇f | = |∇Pt+sf |,

that proves our claim. �

Proof of Proposition 4.8. Let s > 0, t ≥ 0 be fixed. The idea of the proof is to obtain (4.11)
as the Euler equation associated to the functional

Ψ(h) :=
ˆ
X

(Pt|∇h| − |∇Pth|)ϕdm h ∈ Lip(X),

where ϕ ∈ Lipbs is a fixed non-negative cut-off function. Indeed, thanks to Lemma 4.9 and
the Bakry-Émery contraction estimate (1.52), we know that Psf is a minimum of Ψ. Thus

d
dε |ε=0Ψ(Psf + εg) = 0 ∀g ∈ Test(X, d,m).

Notice that the differentiability of ε 7→ Ψ(Psf + εg) at ε = 0 can be easily checked using
|∇Psf | = Ps|∇f | > 0. Then we compute

0 = d
dε |ε=0Ψ(Psf + εg)

= d
dε |ε=0

ˆ
X

(Pt|∇Psf + ε∇g| − |∇(Pt+sf + εPtg)|)ϕ dm

=
ˆ
X

(
Pt

( ∇Psf
|∇Psf |

· ∇g
)
− ∇Pt+sf
|∇Pt+sf |

· ∇Ptg
)
ϕdm

=
ˆ
X

(Pt(bs · ∇g)− bt+s · ∇Ptg)ϕ dm.

The conclusion follows from the arbitrariness of ϕ. �

Proposition 4.10. For any s > 0 it holds div bs = 0 and Dsymbs = 0 according to Defini-
tion 1.47.

In particular, there exists a regular Lagrangian flow Xs : R×X → X of bs with

(Xs
t )]m = m, d(Xs

t (x),Xs
t (y)) = d(x, y) ∀t ∈ R, ∀x, y ∈ X.

Proof. Let g ∈ Testc(X, d,m) be fixed. Using (4.11) we obtain∣∣∣∣ˆ
X
bs · ∇g(x) dm(x)

∣∣∣∣ =
∣∣∣∣ˆ
X
Pt(bs · ∇g)(x) dm(x)

∣∣∣∣
=
∣∣∣∣ˆ
X
bt+s · ∇Ptg(x) dm(x)

∣∣∣∣
≤
ˆ
X
|∇Ptg|(x) dm(x).

To get div bs = 0 it suffices to show that

(4.13) lim
t→∞

ˆ
X
|∇Ptg|(x) dm(x) = 0,
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for any non-negative g ∈ Testc(X, d,m). To this aim we use the Gaussian estimates for the
heat kernel and its gradient (1.79), (1.80) concluding that there exist a constant C = C(N) >
0 and α > 1 such that

(4.14) |∇Ptg|(x) ≤ C√
t
Pαtg(x), for m-a.e. x ∈ X.

Let us prove that Dsymbs = 0 for any s > 0. First observe that, since bs is divergence-free
we have

(4.15)
ˆ
X
bt+s · ∇Ptg Ptg dm = 1

2

ˆ
X
bt+s · ∇(Ptg)2 dm = 0,

for any g ∈ Test(X, d,m), for any s > 0 and t ≥ 0. Using again (4.11) and (4.15) we deduce

0 = d
dt
∣∣
t=0

ˆ
X
bt+s · ∇Ptg Ptg dm = d

dt
∣∣
t=0

ˆ
X
Pt (bs · ∇g)Ptg dm

=
ˆ
X

∆(bs · ∇g) g dm +
ˆ
X
bs · ∇g∆g dm

=2
ˆ
X
bs · ∇g ∆g dm,

that, by polarization, implies our claim.
The second part of the statement follows from Theorem 1.99. �

Lemma 4.11. The vector field b := bs does not depend on s > 0. In particular, it holds

(4.16) b · ∇Ptg = Pt(b · ∇g) m-a.e.,

for every g ∈ Test(X, d,m) and every t ≥ 0.
The most important ingredient in the proof of Lemma 4.11 is the following lemma.

Lemma 4.12. Let (X, d,m) be an RCD(K,∞) m.m.s. and let T : X → X be a measure
preserving isometry. Then, for any f ∈ L2(X,m), it holds

(4.17) Pt(f ◦ T )(x) = (Ptf) ◦ T (x),

for any t > 0 and for m-a.e. x ∈ X.

Proof. We just provide a sketch of the proof since the result is quite standard in the field.
First we observe that, since T is a measure preserving isometry, it holds that f ∈ H1,2(X, d,m)
if and only if f ◦T ∈ H1,2(X, d,m) and in that case Ch(f ◦T ) = Ch(f). From this observation
we deduce (4.17), since the heat flow is the gradient flow of the Cheeger energy in L2(X,m).

�

Proof of Lemma 4.11. Let s > 0 and let Xs, the regular Lagrangian flow associated to bs, be
fixed.

We know from Proposition 4.10 that for any t ∈ R the flow map Xs
t is a measure preserving

isometry of X. Therefore, for any r ≥ 0 and any g ∈ Test(X, d,m), using (4.17) with T = Xs
t

and (4.11), we get

(bs · ∇Prg) ◦Xs
t = d

dtPr(g) ◦Xs
t = d

dtPr(g ◦Xs
t )

=Pr((bs · ∇g) ◦Xs
t ) = Pr(bs · ∇g) ◦Xs

t

=(br+s · ∇Prg) ◦Xs
t .

Since g is arbitrary, the first conclusion in the statement follows. The second one is a direct
consequence of Proposition 4.8. �
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Let us denote by X the regular Lagrangian flow of b from now on, choosing in particular
the “good representative” of Theorem 1.99. Our next aim is to prove that for any x ∈ X the
curve t 7→ Xt(x) is a line. This will yield the sought conclusion about the product structure
of (X, d,m) by the splitting Theorem 1.111.
Proposition 4.13. For all s > 0 the identity

(4.18) Psf(X−t(x)) = min
Bt(x)

Psf

holds true for any t ≥ 0 and any x ∈ X.
Before then passing to the proof we wish to explain the heuristic standing behind it with

a formal computation:
d
dtPsf(X−t(x)) = −∇Psf ·

∇Psf
|∇Psf |

(X−t(x)) = − |∇Psf | (X−t(x)) = − |∇ (Psf ◦Xt)| (x).

Therefore, setting u(t, x) := Psf(X−t(x)), it holds that

(4.19) ∂tu(t, x) + |∇xu(t, x)| = 0

and it is well known that the Hopf-Lax semigroup3

(4.20) Q∞t u0(x) := min
Bt(x)

u0

provides a solution of (4.19), and the unique viscosity solution (see [174]). Proposition 4.13 is
just telling us that u(t, x) = Psf(X−t(x)) is precisely the Hopf-Lax semigroup solution. The
proof is self contained but we have been strongly inspired by the analysis of the Hamilton-
Jacobi equation on metric spaces pursued in [12,174].

Proof of Proposition 4.13. Let us denote by u(t, x) the left hand side in (4.18). Observe that,
since d(X−t(x), x) ≤ t, the inequality ≥ in (4.18) is obvious.

Now, we claim that for all γ ∈ Lip1([0,∞);X) the function t 7→ u(t, γ(t)) is nonincreasing.
In order to prove the claim, first we observe that t 7→ u(t, x) = Psf(X−t(x)) is of class C1,
since its derivative is −Ps|∇f |(X−t(x)) that is a continuous function. Indeed, the validity of
this condition for m-a.e. x ∈ X follows from the defining conditions of RLF and we can extend
it to all x ∈ X by continuity of the maps (t, x) 7→ u(t, x) and (t, x) 7→ −Ps |∇f | (X−t(x)).
Then by the Leibniz rule in [14, Lemma 4.3.4], it suffices to show that

lim sup
h→0+

|u(t, γ(t+ h))− u(t, γ(t))|
h

≤ Ps|∇f |(X−t(γ(t))).

This inequality follows easily from Lemma 4.14 below and the inequality |∇Psf | ≤ Ps|∇f |,
since

|u(t, γ(t+ h))− u(t, γ(t))|
h

≤
 t+h

t
Ps|∇f |(X−t(γ(r))) dr,

(here we also used that r 7→ X−t(γ(r)) is 1-Lipschitz), by taking the limit as h ↓ 0.
From the claim, the converse inequality in (4.18) follows easily, because for all x ∈ X

and all minimizers x̄ of Psf in Bt(x) the geodesic property of (X, d) grants the existence of
γ ∈ Lip1([0,∞);X) with γ(t) = x and γ(0) = x̄. It follows that

u(t, x) = u(t, γ(t)) ≤ u(0, γ(0)) = u(0, x̄) = Psf(x̄) = min
Bt(x)

Psf.

�

3Associated to the limit exponent p =∞, cf.[11, Section 3].
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Lemma 4.14. Let (X, d,m) be an RCD(K,∞) m.m.s. and u ∈ Lip(X). Assume that |∇u|
has a continuous representative in L∞(X,m). Then

(4.21) |u(γ(t))− u(γ(s))| ≤
ˆ t

s
|∇u|(γ(r))

∣∣γ′∣∣ (r) dr,

for any s < t and for any Lipschitz curve γ : R→ X (where we denoted by |∇u| the continuous
representative of the minimal relaxed slope of u).

Proof. To get the sought conclusion we argue by regularization via heat flow as in the proof
of [16, Theorem 6.2].
Let

(
µλr

)
r∈R

be defined by µλr := (Pλ)∗ δγ(r). Contractivity yields now that

|Pλu (γ(t))− Pλu(γ(s))| ≤
ˆ t

s

(ˆ
|∇u|2 dµλr

) 1
2 ∣∣∣µ̇λr ∣∣∣ dr

≤e−Kλ
ˆ t

s

(ˆ
|∇u|2 dµλr

) 1
2
|γ̇r| dr(4.22)

=e−Kλ
ˆ t

s

(
Pλ |∇u|2 (γ(r))

) 1
2 |γ̇r| dr,

for any λ > 0 and for any s, t ∈ R. Passing to the limit as λ ↓ 0 both the first and the
last expression in (4.22) and taking into account the continuity of u and |∇u|, we obtain
(4.21). �

Corollary 4.15. For any x ∈ X the curve t 7→ Xt(x) is a line, that is to say
d(Xt(x),Xs(x)) = |t− s| ∀s, t ∈ R.

Proof. Let us start observing that any xt ∈ Bt(x) such that
min

y∈Bt(x)
Psf(y) = Psf(xt)

has to satisfy d(x, xt) = t. Otherwise we might replace xt with X−ε(xt) (that belongs to
Bt(x) for ε sufficiently small) and, since Psf is strictly increasing along the flow lines of X,
we would get a contradiction.
Furthermore Xt(x) ∈ Bt(x) since |b| = 1. Thus it follows from (4.18) that d(X−t(x), x) = t
for any t ≥ 0. Using the semigroup property and the fact that Xt is an isometry for any
t ∈ R (see Proposition 4.10) we get the sought conclusion. �

Proof of Theorem 4.3. As we anticipated the conclusion that X is isomorphic to X ′ × R for
some RCD(0, N − 1) m.m.s. (X ′, d′,m′) follows from Corollary 4.15 applying Theorem 1.111.

Let us deal with the second part of the statement.
First of all we claim that all the flow lines of X are vertical lines in X, that is to say, denoting
by (z, s) ∈ X ′ × R the coordinates on X, Xt(z, s) = (z, t + s) for any z ∈ X ′ and for
any s, t ∈ R. Indeed, since we proved that all integral curves of b are lines in (X, d), the
construction provided by the splitting theorem shows that this is certainly true for a fixed
z̄ ∈ X ′. Let us consider any other z ∈ X ′ and call Xt((z, 0)) =

(
X1
t ((z, 0)),X2

t (z, 0)
)
. Taking

into account the semigroup property (1.72) and the fact that Xt is an isometry for any t ∈ R,
for any τ ∈ R we can compute

τ2 + d2
Z(z̄, z) =d2 (Xτ ((z̄, 0)), (z, 0)) = d2 (Xt+τ ((z̄, 0)),Xt((z, 0)))

=d2
(
(z̄, t+ τ), (X1

t ((z, 0)),X2
t ((z, 0)))

)
=
∣∣(X2

t ((z, 0))− t)− τ
∣∣2 + d2

Z

(
z̄,X1

t ((z, 0))
)
.
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Since τ is arbitrary, it easily follows that X2
t ((z, 0)) = t for any t ∈ R and therefore

X1
t ((z, 0)) = z for any t ∈ R, as we claimed.
From what we just proved it follows that ∇Psf is trivial in the z variable and we can

conclude that Psf depends only on the t-variable for any s > 0 thanks to the tensorization
of the Cheeger energy (see Remark 1.110). Passing to the limit as s ↓ 0 we obtain that the
same holds true also for f .

Knowing that f depends only on the t-variable, the monotonicity in this variable can be
immediately checked. �

2. Convergence and stability results for sets of finite perimeter

In this section we establish some useful compactness and stability results for sequences of
sets of finite perimeter defined on a pmGH converging sequence of RCD(K,N) m.m. spaces.
Most of the results adapt and extend to the case of our interest those of [18] that we partially
reviewed in Section 4.2.

Until the end of this section we fix a sequence ((Xi, di,mi, xi))i∈N of pointed RCD(K,N)
m.m. spaces converging in the pmGH topology to (Y, %, µ, y) and a proper metric space
(Z, dZ) where this convergence is realized.

Since in the rest of the chapter we will be mainly interested on the case of indicator func-
tions. Let us observe that in that case we can rephrase the notion of L1-strong convergence
introduced in Definition 1.116 in the following way.
Definition 4.16. We say that a sequence of Borel sets Ei ⊂ Xi such that mi(Ei) < ∞ for
any i ∈ N converges in L1-strong to a Borel set F ⊂ Y with µ(F ) < ∞ if χEimi ⇀ χFµ in
duality with Cbs(Z) and mi(Ei)→ µ(F ).

We also say that a sequence of Borel sets Ei ⊂ Xi converges in L1
loc to a Borel set F ⊂ Y

if Ei ∩BR(xi)→ F ∩BR(y) in L1-strong for any R > 0.
Remark 4.17. Let us remark that L1-strong convergence implies L1

loc-strong convergence as
a consequence of Lemma 4.22 and the following observation:

χBR(xi) → χBR(y) in L1-strong, for any R > 0.

This convergence property follows from the fact that spheres have vanishing measure on
RCD(K,N) spaces (cf. Remark 1.67).
Remark 4.18. It follows from the very definition of L1-convergence that if a sequence of
sets Ei → F in L1 then χEi → χF in L2-strong.
Definition 4.19. We say that a sequence of sets with locally finite perimeter Ei ⊂ Xi

converges locally strongly in BV to a set of locally finite perimeter F ⊂ Y if Ei → F in L1
loc

and |DχEi |⇀ |DχF | in duality with Cbs(Z).
Let us begin with a compactness result which adapts [18, Proposition 7.5] to the case

of our interest (basically, we add the uniform L∞ bound and this allows to remove the
assumption on the existence of a common isoperimetric profile).
Proposition 4.20. Let (Xi, di,mi, xi), (Y, %, µ, y), and (Z, dZ) be as above and fix r > 0. For
any sequence of functions fi ∈ BV(Xi,mi) such that supp fi ⊂ Br(xi) for any i ∈ N and

(4.23) sup
i∈N

{
|Dfi|(Xi) + ‖fi‖L∞(Xi,mi)

}
<∞,

there exist a subsequence i(k) and f ∈ L∞(Y, µ)∩BV(Y, %, µ) with supp f ⊂ Br(y) such that
fi(k) → f in L1-strong.
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Corollary 4.21. For any sequence of Borel sets Ei ⊂ Xi such that

(4.24) sup
i∈N
|DχEi | (BR(xi)) <∞ ∀R > 0

there exist a subsequence i(k) and a Borel set F ⊂ Y such that Ei(k) → F in L1
loc.

We postpone the proof of Proposition 4.20 and Corollary 4.21 after a technical lemma.
Lemma 4.22. Let (Xi, di,mi, xi), (Y, %, µ, y), and (Z, dZ) be as above and Ei, Ẽi ⊂ Xi satisfy
mi(Ei) + mi(Ẽi) < ∞. If Ei → F and Ẽi → F̃ in L1-strong, for some Borel sets F, F̃ ⊂ Y ,
then Ei ∩ Ẽi → F ∩ F̃ in L1-strong.

Proof. Observing that

χ
Ei∩Ẽi = χEi · χẼi = 1

4
[
(χEi + χ

Ẽi
)2 − (χEi − χẼi)

2
]
,

the conclusion follows from Proposition 1.118. �

Proof of Corollary 4.21. We claim that, possibly extracting a subsequence that we do not
relabel, there exist radii R` ↑ ∞ as `→∞ with the following property

(4.25) sup
i∈N

∣∣∣DχBR` (xi)∣∣∣ (Xi) <∞ ∀l ∈ N.

Indeed, applying the coarea formula in the localized version of Corollary 1.41 to the functions
d(xi, ·) and recalling that |∇d(xi, ·)|i = 1 mi-a.e. for any i, we obtain

ˆ R

0

∣∣∣DχBr(xi)∣∣∣ (Xi) dr = mi(BR(xi)) for any R > 0 and i ∈ N.

Observing that for any R > 0 it holds mi(BR(xi)) → µ(BR(y)), an application of Fatou’s
lemma yields now

(4.26)
ˆ R

0
lim inf
i→∞

∣∣∣DχBr(xi)∣∣∣ (Xi) dr ≤ lim inf
i→∞

mi(BR(xi)) = µ(BR(y)) for any R > 0.

The claimed conclusion (4.25) can be obtained from (4.26) via a diagonal argument.
For any ` ∈ N we can now estimate

sup
i∈N

∣∣∣DχEi∩BR` (xi)∣∣∣ (X) ≤ sup
i∈N
|DχEi | (BR`+1(xi)) + sup

i∈N

∣∣∣DχBR` (xi)∣∣∣ (X) <∞,

thanks to the locality and subadditivity of perimeters (see [5, pg. 8]) for the first inequality
and to (4.24), (4.25) for the second one. Thus for any ` ∈ N we can apply Proposition 4.20
to the functions fi := χEi∩BR` (xi)

. Observing that L1-strong limits of characteristic functions
are characteristic functions by Proposition 1.118, we can use a diagonal argument together
with Lemma 4.22 to recover the global limit set. �

Proof of Proposition 4.20. Let us fix t > 0. For any i ∈ N we write fi = P it fi + (fi − P it fi)
where, for any i ∈ N, P it denotes the heat semigroup on (Xi, di,mi). Observe that, as a
consequence of the regularizing estimates (1.27), it holds that

(4.27) sup
i∈N

{ˆ
Z
|P it fi|2 dmi + Chi(P it fi)

}
<∞,

where Chi is the Cheeger energy on (Xi, di,mi). Moreover, we claim that

(4.28) lim sup
R→∞

sup
i∈N

ˆ
Z\BR(xi)

|P it fi|2 dmi = 0 ∀t > 0.
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Indeed, using both the Gaussian estimates for the heat kernel in (1.79), we getˆ
Z\BR(xi)

|P it fi|2 dmi

≤‖fi‖L∞(Xi,mi)

ˆ
Z\BR(xi)

P it |fi|dmi

≤C ‖fi‖L∞(Xi,mi)

ˆ
Z\BR(xi)

ˆ
Br(xi)

e−
d2(x,y)

5t +ct

mi(B√t(x)) |fi(y)|dmi(y) dmi(x)

≤Ce−
(R−r)2

10t ‖fi‖L∞(Xi,mi)

ˆ
Z\BR(xi)

ˆ
Br(xi)

e−
d2(x,y)

10t +ct

mi(B√t(x)) |fi(y)| dmi(y) dmi(x)

≤Cte−
(R−r)2

10t ‖fi‖L∞(Xi,mi)

ˆ
Z
P iαt|fi| dmi

≤Cte−
(R−r)2

10t ‖fi‖L∞(Xi,mi) ‖fi‖L1(Xi,mi) ,

where α > 0 is a constant depending only on K and N .
Taking into account (4.27) and (4.28), we can apply Theorem 1.124 to get that P it fi

admits a subsequence converging in L1-strong. In order to conclude the proof it suffices to
observe that

lim
t→0+

sup
i∈N

ˆ
Xi

|P it fi − fi| dmi = 0,

as it follows from the inequalityˆ
Xi

|P it fi − fi| dmi ≤ C(K, t)|Dfi|(Xi),

with C(K, t) ∼
√
t as t→ 0 (see for instance [18, Proposition 6.3]). �

Proposition 4.23. Let (Xi, di,mi, xi) be RCD(K,N) m.m. spaces converging in the pmGH
topology to (Y, %, µ, y) and (Z, dZ) realizing the convergence as above. Let fi ∈ BV(Xi,mi)
converge in L1-strong to f ∈ L1(Y, µ). If supi |Dfi| (Xi) <∞ then f ∈ BV(Y, %, µ) and
(4.29) lim inf

i→∞
|Dfi|(Xi) ≥ |Df |(Y ).

Furthermore, if
(4.30) sup

i∈N
‖fi‖L∞(Xi,mi) <∞,

then

(4.31) lim inf
i→∞

ˆ
Xi

g d|Dfi| ≥
ˆ
Y
g d|Df |, for all g ∈ Lipbs(Z) non-negative.

Corollary 4.24. Let (Xi, di,mi, xi) be RCD(K,N) m.m. spaces converging in the pmGH
topology to (Y, %, µ, y) and (Z, dZ) realizing the convergence as above. Then, for any fi ∈
BV(Xi, di,mi) convergent in energy in BV to f ∈ BV(Y, %, µ) such that supi ‖fi‖L∞(Xi,mi) <

∞, it holds that |Dfi|⇀ |Df | in duality with Cbs(Z).

Proof. From (4.31) we can deduce with a standard measure theoretic argument that
(4.32) lim inf

i→∞
|Dfi|(A) ≥ |Df |(A) ∀A ⊂ Z open and bounded.

Let ν be any weak limit point of |Dfi|, in the weak topology induced by Cbs(Z), along some
subsequence i(k) (the sequence |Dfi|(Xi) is bounded and therefore the family {|Dfi|}i is
weakly compact). For any open and bounded set A ⊂ Z such that ν(∂A) = 0, it holds
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limk |Dfi(k)|(A) = ν(A). Hence, taking into account also (4.32), we get |Df |(A) ≤ ν(A).
Thus |Df | ≤ ν, as measures in Z. On the other hand, since the evaluation on open sets
is lower semicontinuous w.r.t. the weak convergence induced by Cbs(Z), by definition of
convergence in energy in BV we have ν(Z) ≤ lim infk |Dfi(k)|(Z) = |Df |(Z) and therefore
ν = |Df |. �

Proof of Proposition 4.23. The first part of the statement corresponds to [18, Theorem 6.4].
Let us deal with the second one. Fix any t > 0 and observe that P it fi → Ptf in H1,2

according to Definition 1.119. Indeed, the L1-strong convergence of fi to f , combined with
(4.30), yields that fi converge in L2-strong to f by Proposition 1.118. Therefore we can
apply Proposition 1.122 to obtain the claimed conclusion. Hence Proposition 1.121 applies,
yielding that

(4.33) lim inf
i→∞

ˆ
Z
g|∇P it fi| dmi ≥

ˆ
Z
g|∇Ptf |dµ, for all g ∈ Lipbs(Z) non-negative.

In order to prove (4.31) starting from its regularized version (4.33), we argue as in the proof
of [18, Lemma 5.8]. Taking into account the Bakry-Émery contraction estimate |∇Pth| ≤
e−KtP ∗t |Dh| (see (1.52)) and the estimate

‖Ptg − g‖L∞ ≤ C(K,N, t)Lip(g), with C(K,N, t) ∼
√
t as t→ 0

which is available over any RCD(K,N) m.m.s. (and can be proved using the Gaussian
estimates for the heat kernel (1.79)), we obtain

lim inf
i→∞

ˆ
Z
g d |Dfi| ≥ lim inf

i→∞

ˆ
Z
P it g d |Dfi| − lim sup

i→∞

ˆ
Z
|P it g − g|d |Dfi|(4.34)

≥eKt lim inf
i→∞

ˆ
Z
g
∣∣∣∇P it fi∣∣∣ dmi

− C(K,N, t)Lip(g) lim sup
i→∞

|Dfi| (Xi)

≥eKt
ˆ
Z
g |∇Ptf | dµ− C(K,N, t)Lip(g) lim sup

i→∞
|Dfi| (Xi).

The sought conclusion (4.31) can be obtained passing to the lim inf as t → 0 in (4.34),
recalling that |∇Ptf |µ ⇀ |Df | in duality with Cbs(Z) as t ↓ 0. �

The next result deals with the possibility of approximating in BV energy a set of fi-
nite perimeter in the limit space with a sequence of sets of finite perimeter defined on the
approximating spaces.
Proposition 4.25. Let (Xi, di,mi, xi) be RCD(K,N) m.m. spaces converging in the pmGH
topology to (Y, %, µ, y) and let (Z, dZ) be realizing the convergence as above. Let F ⊂ Y be a
bounded set of finite perimeter. Then there exists a subsequence (ik) and (uniformly bounded)
sets of finite perimeter Eik ⊂ Xik such that χEik → χF in energy in BV as k →∞.

Proof. Let us begin observing that the first part of [18, Theorem 8.1] provides existence
of a sequence (gi) ⊂ BV(Xi,mi) strongly converging in BV to χF . Since by assumption
F b BR(y) for some R > 0, we can find a Lipschitz function η : Z → [0, 1] with support
contained in B2R(y) such that η|BR(y) ≡ 1 and it is easy to check, using the Leibniz rule,
that the sequence fi := ηgi still converges in L1-weak to χF and satisfies |Dfi| → |DχF | as
i→∞.

Furthermore, possibly composing with ϕ(z) := (z ∧ 1) ∨ 0, using Proposition 1.118 and
observing that |Dϕ ◦ fi| (Xi) ≤ |Dfi| (Xi) for any i ∈ N while |Dϕ ◦ χF | (Y ) = |DχF | (Y ), we
can assume that 0 ≤ fi ≤ 1 for any i ∈ N. In particular supi∈N ‖fi‖L∞(Xi,mi) <∞. Therefore,
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Proposition 4.20 applies and we obtain that, possibly extracting a subsequence that we do
not relabel, fi converge in BV energy to χF .

Let us now assume, up to extract one more subsequence, that (fi)](χB2R(y)mi) weakly
converge to some measure σ in [0, 1]. Under this assumption, we claim that χ{fi>λ} still
converge to χF in L1-strong for L1-a.e. λ ∈ (0, 1).
In order to prove this claim, we fix λ ∈ (0, 1) that is not an atom of σ, so that
(4.35) lim

ε→0
lim
i→∞

mi({λ− ε < fi ≤ λ}) = 0.

From (4.35), using Proposition 1.118, it is immediate to get the L1-strong convergence of
χ{fi>λ} to χF : indeed, it suffices to observe that for all ε ∈ (0, λ) the functions ψε ◦ fi still
L1-strongly converge to ψε ◦χF = χF for any ψ continuous, identically equal to 0 on [0, λ−ε]
and identically equal to 1 on [λ, 1]. From the L1-strong convergence we get, in particular,
(4.36) lim inf

i→∞
|Dχ{fi>λ}|(Xi) ≥ |DχF | (Y ) for a.e. λ ∈ (0, 1).

On the other hand, the coarea formula Theorem 1.40 and the strong convergence of fi yield

(4.37) lim sup
i→∞

ˆ 1

0
|Dχ{fi>λ}|(Xi) dλ = lim sup

i→∞
|Dfi|(Xi) = |DχF | (Y ).

Thanks to Scheffè’s lemma, the combination of (4.36) and (4.37) gives that
∣∣∣Dχ{fi>λ}∣∣∣ (Xi)

converge in L1(0, 1) to the constant |DχF | (Y ). Extracting a subsequence (i(k)) pointwise
convergent on (0, 1) \ I with L1(I) = 0 and setting Ek = {fi(k) > λ} ⊂ B2R(y) with λ ∈
(0, 1) \ I and σ({λ}) = 0, the conclusion is achieved. �

Proposition 4.26. Let Ei ⊂ Xi be sets of finite perimeter satisfying
sup
i∈N
|DχEi | (B1(xi)) <∞.

Then there exists F ⊂ Y of finite perimeter such that, up to extract a subsequence, Ei ∩
B1(xi)→ F ∩B1(y) in L1-strong and

(4.38) lim inf
i→∞

ˆ
g d|DχEi | ≥

ˆ
g d|DχF |,

for any g ∈ C(Z), non-negative with supp (g) ⊂ B̄1/2(y).
If we assume also that
(4.39) lim

i→∞
|DχEi | (B1/2(xi)) = |DχF | (B1/2(y)),

then (4.38) improves to

(4.40) lim
i→∞

ˆ
g d|DχEi | =

ˆ
g d|DχF |, for any g ∈ C(Z) with supp (g) ⊂ B1/2(y).

Proof. The convergence Ei ∩ B1(xi) → F ∩ B1(y) in L1-strong up to subsequence can be
obtained arguing as in the proof of Corollary 4.21.

Inequality (4.38) follows from Proposition 4.23 along with a localization argument that
we sketch briefly. For any i ∈ N, using Lemma 1.107 we build a good cut-off function
ηi ∈ Lip(Xi, di) satisfying ηi = 1 in B1/2(xi) and ηi = 0 in Xi \B3/4(xi). By Proposition 1.29,
up to extract a subsequence, we can assume that ηi → η∞ ∈ Lip(Y, ρ) uniformly and in L2-
strong. It is easily seen that η∞ = 1 in B1/2(y) and η∞ = 0 in Y \ B1(y). The sequence
(ηiχEi)i satisfies

ηiχEi → η∞χF in L1-strong and sup
i∈N
|D(ηiχEi)|(Xi) <∞,
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thanks to Proposition 1.118(ii) and standard calculus rules. Applying Proposition 4.23 to
the sequence (ηiχEi)i we get (4.38).

Inequality (4.40)) is a weak convergence result in the ball B1/2(y) ⊂ Z, which can be
proved arguing as in the proof of Corollary 4.24 taking into account (4.38) and (4.39). �

Let us conclude this section with a convergence result for quasi-minimal sets of finite
perimeter. It will play a key role in the study of blow-ups of sets of finite perimeter we
are going to perform in Section 3. The strategy of the proof is classical, see for instance
[3, Theorem 4.8]. 4

Proposition 4.27. Let (Xi, di,mi, xi) be RCD(K,N) m.m. spaces converging in the pmGH
topology to (Y, %, µ, y) and let (Z, dZ) be realizing the convergence as above. For any i ∈ N,
let λi ≥ 1 and let Ei ⊂ Xi be a set of finite perimeter satisfying the following λi-minimality
condition: there exists Ri > 0 such that

|DχE | (BRi(xi)) ≤ λi |DχE′ | (BRi(xi)) ∀E′ ⊂ Xi such that Ei∆E′ b BRi(xi).
Assume that, as i → ∞, Ei → F in L1

loc for some set F ⊂ Y of locally finite perimeter,
λi → 1 and Ri →∞. Then

(i) F is an entire minimizer of the perimeter (relative to (Y, %, µ)), namely
|DχF | (Br(y)) ≤ |DχF ′ | (Br(y)) whenever F∆F ′ b Br(y) b Y and r > 0;

(ii) |DχEi |⇀ |DχF | in duality with Cbs(Z).

Proof. Let us fix ȳ ∈ Y and let F ′ ⊂ Y be a set of locally finite perimeter satisfying F∆F ′ b
Br(ȳ). Let x̄i ∈ Xi converging to ȳ in Z and R > 0 be such that the following properties
hold true:
(4.41) sup

i∈N

∣∣∣DχBR(xi)

∣∣∣ (Xi) <∞ and Br(x̄i) b BR(xi) ∀i ∈ N.

Using Proposition 4.25 we can find a sequence of sets of finite perimeter E′i ⊂ Xi converging
to F ∩BR(y) in BV energy (note that F ∩BR(y) is a set of finite perimeter thanks to (4.41)).

Let ν be any weak limit of the sequence of measures with uniformly bounded mass |DχEi |.
We claim that
(4.42) ν(Bs(ȳ)) ≤ |DχF ′ | (Bs(ȳ)) for L1-a.e. s ∈ (r, , r), for some 0 < r′ < r.
Before proving (4.42) let us illustrate how to use it to conclude the proof. First of all, notice
that (4.32) gives ν ≥ |DχF |; if we apply (4.42) with F ′ = F we conclude that ν = |DχF |
locally and then globally, achieving the conclusion (ii). The validity of (i) follows combining
the identification ν = |DχF | with (4.42), letting s ↑ r.

Let us pass to the proof of (4.42). We first fix 0 < r′ < r such that F∆F ′ ⊂ Br′(y).
Then we fix a parameter s ∈ (r′, r) with ν(∂Bs(ȳ)) = 0, |DχF ′ | (∂Bs(ȳ)) = 0 and set
(4.43) Ẽsi :=

(
E′i ∩Bs(xi)

)
∪ (Ei \Bs(xi)) .

From now on, up to the end of the proof, we are going to adopt the notation Per(G,A) to
denote |DχG| (A) whenever G has finite perimeter and A is a Borel set, to avoid multiple
subscripts.

Using the locality of the perimeter (see [4,5]) and the λi-minimality of Ei (notice that
Ri ≥ r for i big enough), we get
Per(Ei, Bs(x̄i)) =Per(Ei, Br(x̄i))− Per(Ei, Br(x̄i) \Bs(x̄i))

4We wish to point out that there are a couple of differences in the statement and the proof with respect
to [8], where there is a typo in the statement and a small gap in the proof. We wish to thank Nicola Gigli
and Camillo Brena for pointing this out to us.
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≤λiPer(Ẽsi , Br(x̄i))− Per(Ei, Br(x̄i) \Bs(x̄i))
=λiPer(Ẽsi , Bs(x̄i)) + λiPer(Ẽsi , ∂Bs(x̄i))

+ λiPer(Ẽsi , Br(x̄i) \Bs(x̄i))− Per(Ei, Br(x̄i) \Bs(x̄i))
=λiPer(E′i, Bs(x̄i)) + λiPer(Ẽsi , ∂Bs(x̄i)) + (λi − 1)Per(Ei, Br(x̄i) \Bs(x̄i)).

Observe that, taking the limit as i → ∞, thanks to our choice of s, it holds that (λi −
1)Per(Ei, Br(x̄i) \ Bs(x̄i)) → 0, Per(Ei, Bs(x̄i)) → ν(Bs(ȳ)) and that λiPer(E′i, Bs(x̄i)) →
Per(F ′, Bs(ȳ)), since χE′i → χF ′∩BR(y) in BV energy and therefore Corollary 4.24 applies. It
remains only to prove that
(4.44) lim inf

i→∞
Per(Ẽsi , ∂Bs(x̄i)) = 0, for a.e. s ∈ (r′, r).

Applying (4.47) of Lemma 4.28 below with f = χE′i − χEi we get

Per(Ẽsi , X \Bs(x̄i)) ≤
ˆ
Xi

|χE′i − χEi | d|DχBs(x̄i)|+ Per(Ei, X \Bs(x̄i)) for a.e. s ∈ (r′, r),

that, together with the strong locality of the perimeter, yields

(4.45) Per(Ẽsi , ∂Bs(x̄i)) ≤
ˆ
Xi

|χE′i − χEi | d|DχBs(x̄i)|, for L1-a.e. s ∈ (r′, r).

Using Fatou’s lemma, (4.45), the local version of the coarea formula of Corollary 1.41 and
eventually Lemma 4.22 to prove that χE′i − χEi → χF − χF ′ in L1-strong, we conclude thatˆ r

r′
lim inf
i→∞

Per(Ẽsi , ∂Bs(x̄i)) ds ≤ lim inf
i→∞

ˆ r

r′
Per(Ẽsi , ∂Bs(x̄i)) ds

≤ lim inf
i→∞

ˆ r

r′

ˆ
Xi

|χE′i − χEi | d|DχBs(x̄i)|

= lim inf
i→∞

ˆ
Br(x̄i)\Br′ (x̄i)

|χE′i − χEi |dmi = 0,

therefore yielding (4.44). �

Lemma 4.28 (Leibniz rule in BV). Let (X, d,m) be an RCD(K,∞) m.m.s. and let x ∈ X.
For any f ∈ BV(X, d,m) ∩ L∞(X,m) and L1-a.e. r ∈ (0,∞) it holds

(4.46)
∣∣D(fχBr(x)

)∣∣(X) ≤
ˆ
X
|f |d|DχBr(x)|+ |Df |(Br(x))

and therefore locality gives

(4.47)
∣∣D(fχBr(x)

)∣∣(X \Br(x)) ≤
ˆ
X
|f |d|DχBr(x)|, for L1-a.e. r ∈ (0,∞).

Proof. Let us begin observing that the stated conclusion makes sense since, in view of the
coarea formula Theorem 1.40,

´
|f | d|DχBr(x)| is well defined for L1-a.e. r ∈ (0,∞).

We divide the proof into two intermediate steps. In the first one we are going to prove
that (4.46) holds true under the assumption f ∈ Lipb(X, d). In the second one we prove
the sought inequality passing to the limit the inequalities for regularized functions that we
obtained previously.

Step 1. More generally in this step we are going to prove, arguing by regularization on g,
that for any f ∈ Lipb(X, d) and for any non-negative function g ∈ BV(X, d,m) ∩ L∞(X,m),
it holds

(4.48) |D (fg)| (X) ≤
ˆ
X
|f | d |Dg|+

ˆ
X
|g| |∇f | dm.
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Observe that, if g ∈ Lipb(X, d) then (4.48) follows from the Leibniz rule. Hence, by the
L∞ − Lip regularization of the heat semigroup (1.49) it follows that, for any t > 0,

(4.49)
∣∣D(fPtg)∣∣(X) ≤

ˆ
X
|f | |∇Ptg| dm +

ˆ
X
Ptg |∇f | dm.

The convergence of Ptg to g in L1(X,m) as t → 0, the lower semicontinuity of the total
variation and the Bakry-Émery contraction estimate allow us to pass to the lim inf at the left
hand-side and to the limit at the right hand-side in (4.49) to get (4.48) (see also the proof of
the second step for further details on the limiting procedure).

Step 2. It follows from what we just proved and from the L∞ − Lip regularization
property of the heat flow (1.49) that, for any t > 0,

(4.50)
∣∣D(PtfχBr(x)

)∣∣(X) ≤
ˆ
X
|Ptf | d|DχBr(x)|+ |DPtf |(Br(x)) for L1-a.e. r ∈ (0,∞).

Next we observe that PtfχBr(x) → fχBr(x) in L1(X,m) as t→ 0+ and therefore, by the lower
semicontinuity of the total variation w.r.t. L1 convergence it holds
(4.51)

∣∣D(fχBr(x)
)∣∣(X) ≤ lim inf

t→0+

∣∣D(PtfχBr(x))
∣∣(X).

Furthermore, the L1(X,m) convergence of Ptf to f and the coarea formula Theorem 1.40
guarantee that we can find a sequence ti ↓ 0 in such a way that Ptif converges to f in
L1(X, |DχBr(x)|) for L1-a.e. r ∈ (0,∞). Eventually, let us observe that, due to the Bakry-
Émery contraction estimate (1.52),

lim sup
t→0+

|DPtf | (Br(x)) ≤ lim sup
t→0+

e−KtP ∗t |Df | (Br(x)) ≤ |Df | (Br(x)), ∀r ∈ (0,∞).

Passing to the lim inf as ti ↓ 0 at the left hand-side of (4.50) taking into account (4.51) and
to the limit at the right hand-side taking into account what we observed above, we get the
sought estimate (4.46). �

Remark 4.29. We wish to point out that in [155] Lahti proved a sharp Leibniz inequality
for BV functions on PI spaces. On the one hand our result is more general since it does not
rely on the doubling assumption. On the other hand our proof heavily relies on the regu-
larity of RCD(K,∞) spaces, while in [155] neither curvature assumptions nor infinitesimal
Hilbertianity are necessary.

3. Tangents to sets of finite perimeter in RCD(K,N) spaces

In this section we begin the study of the structure of blow-ups of sets of finite perimeter
over RCD(K,N) metric measure spaces. Inspired by the Euclidean theory developed by De
Giorgi in the pioneering papers [81,82], this can be seen as a first step in a program aimed
at understanding the fine structure of sets of finite perimeter.

First we introduce a definition of tangent for sets of finite perimeter suitable for this
abstract setting. The main difference with respect to the Euclidean theory is that the ambient
space is not invariant under scaling: as it is natural, tangents to sets of finite perimeter are
sets of finite perimeter in a tangent space to the ambient metric measure space.
Definition 4.30 (Tangents to a set of finite perimeter). Let (X, d,m) be an RCD(K,N)
m.m.s., x ∈ X and let E ⊂ X be a set of locally finite perimeter. We will denote by
Tanx(X, d,m, E) the collection of quintuples (Y, %, µ, y, F ) satisfying the following two prop-
erties:

(a) (Y, %, µ, y) ∈ Tanx(X, d,m) and ri ↓ 0 are such that (X, r−1
i d,mri

x , x) converge to
(Y, %, µ, y) in the pointed measured Gromov-Hausdorff topology (cf. Definition 1.24);
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(b) F is a set of locally finite perimeter in Y with µ(F ) > 0 and, if ri are as in (a), then
the sequence fi = χE converges in L1

loc to χF according to Definition 4.16.
It is clear that the following locality property of tangents holds:

(4.52) m
(
A ∩ (E∆F )

)
= 0 =⇒ Tanx(X, d,m, E) = Tanx(X, d,m, F ) ∀x ∈ A,

whenever E, F are sets of locally finite perimeter and A ⊂ X is open.
Theorem 4.31. Let (X, d,m) be an RCD(K,N) m.m.s. and let E ⊂ X be a set of locally
finite perimeter. For |DχE |-a.e. x ∈ X the set Tanx(X, d,m, E) is not empty and for all
(Y, %, µ, y, F ) ∈ Tanx(X, d,m, E), one has

(4.53) |∇PsχF |µ = P ∗s |DχF | ∀s > 0,

where Ps = P Ys is the heat semigroup relative to (Y, %, µ). In particular, for all t ≥ 0, all
functions f = PtχF satisfy

|∇Psf | = Ps|∇f | µ-a.e. in Y , for all s > 0.

Moreover, for each x ∈ X as above there exists a pointed m.m.s. (Z, dZ ,mZ , z̄) such that

(4.54) (Y, %, µ, y, F ) =
(
(Z × R), dZ × deucl,mZ × L1, (z̄, 0), {t > 0}

)
,

where we denoted by t the coordinate of the Euclidean factor in Z × R. Furthermore:
(i) if N ≥ 2 then Z is an RCD(0, N − 1) m.m.s.;
(ii) if N ∈ [1, 2) then Z is a point.
A suitable version of the iterated tangent theorem, whose statement and proof are post-

poned to Section 4 (see in particular Theorem 4.41), implies also the following.
Theorem 4.32. Let (X, d,m) be an RCD(K,N) m.m.s. and let E ⊂ X be a set of locally
finite perimeter. Then E admits a Euclidean half-space as tangent at x for |DχE |-a.e. x ∈ X,
that is to say

(4.55)
(
Rk, deucl, ckLk, 0k, {xk > 0}

)
∈ Tanx(X, d,m, E), for some k ∈ [1, N ].

Proof of Theorem 4.32. We claim that (4.55) holds true at all points x ∈ X such that both
the iterated tangent property of Theorem 4.41 and the rigidity property in Theorem 4.31 are
satisfied (observe that |DχE |-a.e. point satisfies these two properties).
Indeed, if (Y, %, µ, y, F ) ∈ Tanx(X, d,m, E), combining Theorem 4.31 with Theorem 4.3, we
can say that (Y, %, µ) is isomorphic to Z × R for some RCD(0, N − 1) m.m.s. (Z, dZ ,mZ).
Furthermore, another consequence of Theorem 4.3 is that F = {t > t0} for some t0 ∈ R,
where we denoted by t the coordinate on the Euclidean factor of Y . Up to a translation we
can also assume that y = (z, 0) for some z ∈ Z.
We go on observing that, if i : Z → Y denotes the canonical inclusion i(z) := (z, 0), it holds
|DχF | = i]mZ and, for this reason, we shall identify in the sequel |DχF | and mZ . Moreover,
it is easy to check that, if (W, dW ,mW , w̄) ∈ Tanz(Z, dZ ,mZ), then

(W × R, dW × deucl,mW × L1, (w̄, 0), {t > 0}) ∈ Tan(z,0)(Y, %, µ, F ).

The sought conclusion can now be obtained by choosing z to be a regular point of (Z, dZ ,mZ)
(recall that mZ-a.e. point of Z is regular by Theorem 2.18), so that W is a Euclidean space
of dimension k ∈ [0, N − 1] and applying Theorem 4.41 to conclude that

(W × R, dW × deucl,mW × L1, (w̄, 0), {t > 0}) ∈ Tanx(X, d,m, E).

�
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The rest of this section is devoted to the proof Theorem 4.31. First, we are going to prove
that tangents are non empty almost everywhere with respect to the perimeter measure, as a
consequence of the compactness results developed in Section 2 and Proposition 4.36. Then,
we will prove that they are rigid, in a suitable sense. This rigidity property will be achieved
building mainly on two ingredients: lower semicontinuity and locality of the perimeter and
the Bakry-Émery inequality, together with the characterization of its equality cases obtained
in Section 1.

We start stating an asymptotic minimality result that stems from the lower semicontinuity
of the perimeter. It has been proved in a slightly weaker form (namely with a smaller class
of competitors E′) first in [4] under Ahlfors regularity assumption and then in [5] for the
general case. We refer to [204, Theorem 6.1] for the present form. The basic idea originates,
up to our knowledge, in the work of Fleming [103] (see also [62,215] for variants of this idea
in different contexts).
Proposition 4.33 (Asymptotic minimality and doubling). Let (X, d,m) be an RCD(K,N)
m.m.s. and E ⊂ X be a set of locally finite perimeter. For |DχE |-a.e. x ∈ X there exist
rx > 0 and ωx(r) : (0, rx)→ [0,∞) such that ωx(r)→ 0 as r → 0+ and

(4.56) |DχE | (Br(x)) ≤ (1 + ωx(r)) |DχE′ | (Br(x))

whenever E∆E′ b Br(x). In addition,

(4.57) lim sup
r→0+

|DχE |(B2r(x))
|DχE |(Br(x)) <∞.

Remark 4.34. Let us emphasize that, with the terminology introduced in the preliminaries
of the thesis, (4.57) means that |DχE | is asymptotically doubling over (X, d).

Let us also recall, since this is going to play a role in the forthcoming Chapter 5, that the
codimension one measure introduced in Remark 1.8 plays a crucial role in the theory of sets
of finite perimeter over PI spaces. Indeed |DχE | (·)�H h1 for any set of finite perimeter E.
This result has been proved by Ambrosio in [5, Lemma 5.2].
Lemma 4.35. Let (X, d,m) be a PI space. For any set of locally finite perimeter E ⊂ X it
holds

H h1(B) = 0 =⇒ |DχE | (B) = 0 for any Borel set B ⊂ X.
Also the following density estimates are important to prove that tangents are almost

everywhere non empty. We refer again to [4,5] for its proof.
Proposition 4.36. Let (X, d,m) be an RCD(K,N) m.m.s. and E ⊂ X be a set of locally
finite perimeter. For |DχE |-a.e. x ∈ X it holds

(4.58) 0 < lim inf
r→0+

r|DχE |(Br(x))
m(Br(x)) ≤ lim sup

r→0+

r|DχE |(Br(x))
m(Br(x)) <∞,

and

(4.59) lim inf
r→0+

min
{
m(E ∩Br(x))
m(B(x, r)) ; m(Ec ∩Br(x))

m(B(x, r))

}
> 0.

Corollary 4.37. Let (X, d,m) be an RCD(K,N) m.m.s. and let E ⊂ X be a set of locally
finite perimeter. Then, for |DχE |-a.e. x ∈ X one has Tanx(X, d,m, E) 6= ∅. Moreover, if
(Y, %, µ, y, F ) is as in Definition 4.30, the following properties hold true:

(a) F is an entire minimizer of the perimeter (relative to (Y, %, τ)), i.e.

|DχF |(Br(y)) ≤ |DχF ′ |(Br(y)) whenever F∆F ′ b Br(y) b Y ;
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(b) realizing the convergence in a proper metric space (Z, dZ), the perimeters |DiχE |
relative to the rescaled spaces in condition (a) of Definition 4.30 weakly converge, in
duality with Cbs(Z), to |DχF |.

Proof. Let us consider x ∈ X such that the statements of Proposition 4.33 and Proposi-
tion 4.36 hold true and a sequence of radii ri → 0 such that (X, r−1d, µrx, x) → (Y, %, µ, y)
in the pmGH topology. Thanks to (4.58) and Corollary 4.21 with χEi = χE , possibly ex-
tracting a subsequence we can assume that there exists a set F ⊂ Y with locally finite
perimeter such that χE → χF in L1

loc. Note that µ(F ) > 0 thanks to (4.59). This implies
that (Y, %, µ, y, F ) ∈ Tan(E, x). To achieve (a) and (b) it is enough to apply Proposition 4.27,
recalling (4.56). �

Lemma 4.38. Let (Xn, dn,mn) be RCD(K,N) m.m. spaces mGH converging to (Y, %, µ)
and assume that the convergence is realized into a proper metric space (Z, dZ). Let ηn, η be
non-negative Borel measures giving finite mass to bounded sets, such that supp ηn ⊂ suppmn,
supp η ⊂ suppµ and ηn weakly converge to η in duality with Cbs(Z). Then

(4.60) P Yt η(x) ≤ lim inf
n→∞

Pnt ηn(xn),

for any t > 0 and for any suppmn 3 xn → x ∈ suppµ.

Proof. In [21, Theorem 3.3], building on [118], it is proved that, denoting by pn and pY the
heat kernels of (Xn, dn,mn) and (Y, %, µ) respectively, it holds

(4.61) lim
n→∞

pnt (xn, yn, t) = pYt (x, y), for any t > 0,

whenever suppmn × suppmn 3 (xn, yn)→ (x, y) ∈ suppµ× µ. Since

P Yt η(x) =
ˆ
pYt (x, y) dη(y) and Pnt ηn(xn) =

ˆ
pnt (xn, y) dη(y),

the validity of (4.60) follows from Lemma 1.3 and Fatou’s lemma with the obvious choice
for the weakly convergent sequence of measures and fn(·) := pnt (xn, ·), f := pt(x, ·), which
satisfy the lower semicontinuity condition (1.2) in view of (4.61). �

Proposition 4.39. Let E ⊂ X be a set of finite perimeter and assume that (Y, %, µ, y, F ) ∈
Tanx(X, d,m, E) for some x ∈ X. Let ri ↓ 0 be a sequence of radii realizing the convergence
in Definition 4.30. Then

|∇iP itχE |mi ⇀ |∇Y P Yt χF |µ in duality with Cbs(Z), for any t > 0.

Proof. We wish to implement a strategy very similar to the one adopted in the proof of
Proposition 1.122 (see [18, Theorem 5.4, Corollary 5.5] and [118]).

Let us begin proving that, for any suppmi 3 xi → x ∈ suppµ and for any t > 0, it holds
(4.62) lim

i→∞
P itχE(xi) = P Yt χF (x).

To this aim we first observe that, by the very definition of tangent, it holds that χEmn ⇀ χFµ
in duality with Cbs(Z) and therefore Lemma 4.38 yields

(4.63) P Yt χF (x) ≤ lim inf
i→∞

P itχE(xi).

Moreover, since (1−χE)mn ⇀ (1−χF )µ in duality with Cbs(Z), applying Lemma 4.38 once
more and with a simple algebraic manipulation, we obtain
(4.64) lim sup

i→∞
P itχE(xi) ≤ P Yt χF (x).

Combining (4.63) with (4.64) we obtain (4.62).
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Let us proceed observing that, in view of the quantitative form of the L∞-Lip regulariza-
tion (1.49), for any t > 0 the functions P itχE and P Yt χF are uniformly Lipschitz.

Fix now reference points y ∈ Y and Xi 3 xi → y. Building upon Lemma 1.107, for
any R > 0 it is possible to find Lipschitz cut-off functions ηR : Y → [0, 1], ηiR : Xi → [0, 1]
such that supp ηR ⊂ BY

2R(y), supp ηiR ⊂ Bi
2R(xi), ηR|BYR (y) ≡ 1, ηiR|BiR(xi) ≡ 1, uniformly

Lipschitz, with uniformly bounded laplacians and such that ηiR converge to ηR both pointwise
and L2-strongly. We remark indeed that, in view of [21, Proposition 3.2], pointwise and L2-
strong convergence are equivalent for uniformly bounded, uniformly continuous and uniformly
boundedly supported functions. Let us observe that, if we are able to prove that

fi := ηiRP
i
t
χE → ηRP

Y
t
χF =: f strongly in H1,2 for all R > 0,

the conclusion will follow from the locality of the minimal weak upper gradient and Theo-
rem 1.123, which guarantees the L1-strong convergence of |∇i

(
ηiRP

i
t
χE
)
|2 to |∇Y ηRP Yt χF |2

(that we can improve to L1-strong convergence of |∇i
(
ηiRP

i
t
χE
)
| to |∇Y ηRP Yt χF | in view of

the uniform Lipschitz bounds and of Proposition 1.118).
In order to prove the above claimed convergence, we begin observing that fi converge

pointwise to f by (4.62) and the very construction of the family of cut-off functions ηiR.
Therefore, taking into account the uniform Lipschitz bounds, the uniform boundedness and
the uniform bounds on the supports, fi → f strongly in L2, again by [21, Proposition 3.2]. To
improve the convergence from L2-strong to H1,2-strong we wish to apply Proposition 1.122.
In order to do so, it remains to prove that ∆fi are uniformly bounded in L2. To this aim we
compute

(4.65) ∆fi = ∆ηiRP itχE + 2∇ηiR · ∇P itχE + ηiR∆P itχE

and observe that all the terms at the right hand side in (4.65) are uniformly bounded in L2

in view of the uniform L∞ bounds on values, minimal weak upper gradients and laplacians
of the cut-off functions, the uniform L∞ and Lipschitz bounds on P itχE and the regularizing
estimate for the Laplacian under heat flow in (1.28). �

Proof of Theorem 4.31. Let us consider the case when E has finite perimeter. The gener-
alization to sets of locally finite perimeter can be obtained building upon Lemma 4.28 and
(4.52), arguing in a standard way.

Recall that the BV-version (1.52) of the 1-Bakry-Émery contraction estimate gives

|∇PtχE |m ≤ e−KtP ∗t |DχE | ∀t > 0.

Let ht : X → [0, 1] be the density of eKt|∇PtχE |m with respect to P ∗t |DχE |. Then, one
hasˆ

X
(1− Ptht) d|DχE | = |DχE |(X)−

ˆ
X
htdP

∗
t |DχE | = |DχE |(X)− eKt

ˆ
X
|∇PtχE | dm.

By lower semicontinuity, we get that gt := 1− Ptht converges to 0 strongly in L1(X, |DχE |).
Now, setting for simplicity of notation ν = |DχE |, we claim that

(4.66) lim
t↓0

1
ν(BR√t(x))

ˆ
BR
√
t(x)

gt dν = 0 ∀R > 0, for ν-a.e. x ∈ X.

Thanks to the asymptotic doubling property (4.57), it is sufficient to prove the result ν-a.e.
on a Borel set F with this property: for some L > 0, for all x ∈ F and 0 < r < 1/L one has
ν(B5r(x)) ≤ Lν(Br(x)). By Vitali’s theorem (cf. Theorem 1.15), it follows that the localized
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maximal function

M |g|(x) :=


sup

r∈(0,1/L)

´
Br(x) |g| dν
ν(Br(x)) if x ∈ F ;

0 if x ∈ X \ F ;
satisfies

ν({M |g| > τ}) ≤ L

τ

ˆ
|g| dν ∀τ > 0.

Let us apply this estimate to the functions gt = 1 − Ptht: given ε > 0, for t < t(ε) one has´
gt dν < ε2, and then ν({Mgt > ε}) ≤ Lε. We obtain thatˆ

Br(x)
gt dν ≤ εν(Br(x)) for r < 1

L
, t < t(ε)

for all x ∈ Fε ⊂ F , with µ(F \ Fε) smaller than Lε. In particular, on Fε one has

lim sup
t↓0

1
ν(BR√t(x))

ˆ
BR
√
t(x)

gt dν ≤ ε ∀R > 0.

Since ε is arbitrary, we have proved that (4.66) holds ν-a.e. on F .
The claimed conclusion (4.53) will be achieved through two intermediate steps starting

from (4.66).
First, let us observe that, for any R, s, t > 0 and for any x ∈ X, it holds
(4.67)

1
ν(BR√t(x))

ˆ
BR
√
t(x)

gts dν = 1
|DtχE |

(
Bt
R(x)

) ˆ
BtR(x)

P ts

(
1− eKt

∣∣∇tP tsχE∣∣
(P ts)

∗ |DtχE |

)
d|DtχE |,

where we denoted by P t, ∇t, Dt and Bt the heat semigroup, the minimal weak upper gra-
dients, the total variation measure and the balls associated to the rescaled metric measure
structure (X,

√
t
−1d,m

√
t

x , x) and we are identifying measures absolutely continuous w.r.t. the
reference one with their densities.

Step 1. We claim that, if (Y, %, µ, y, F ) ∈ Tanx(X, d,m, E) and ti ↓ 0 is a sequence realizing
the convergence in Definition 4.30, then

(4.68)
ˆ
Ps

(
1− |∇Ps

χF |
P ∗s |DχF |

)
dηR ≤ lim inf

i→∞

ˆ
P tis

(
1− eKsti |∇

tiP tis χE |(
P tis
)∗|DtiχE |

)
dηiR,

for L1-a.e. R > 0, where 
ηR := 1

|DχF |(BR(y)) |DχF | BR(y),

ηiR := 1
|DtiχE|(BtiR (x))

|DtiχE | Bti
R(x).

In order to prove (4.68), we begin observing that ηiR weakly converges to ηR for L1-a.e.
R > 0. Therefore, the validity of (4.68) will follow from Lemma 1.3 if we prove that

(4.69) Ps

(
1− |∇PsχF |(

Ps
)∗|DχF |

)
(w) ≤ lim inf

i→∞
P tis

(
1− eKsti |∇

tiP tis χE |(
P tis
)∗|DtiχE |

)
(wi),

whenever wi ∈ Xi → w ∈ Y . Let us observe that, for any ϕ ∈ Cbs(Z), it holds

(4.70) lim sup
i→∞

eKsti
ˆ
ϕ

∣∣∇tiP tis χE∣∣(
P tis
)∗|DtiχE |

dmi ≤
ˆ
ϕ
|∇PsχF |
P ∗s |DχF |

dµ.
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Indeed, by Proposition 4.39, |∇tiP tis χE |mi weakly converge to |∇PsχF |µ in duality with
Cbs(Z), and the functions

fi := ϕ(
P tis
)∗|DtiχE |

and f := ϕ

P ∗s |DχF |

are continuous, have uniformly bounded supports and satisfy the upper semicontinuity prop-
erty (1.1) thanks to Lemma 4.38 (recall that |DtiχE | weakly converge to |DχF | in duality
with Cbs(Z)). Hence (4.69) and then (4.68) follow from Lemma 1.1, taking into account also
Remark 1.2.
Step 2. We can now prove (4.53). If we choose x ∈ X such that (4.66) holds true (we proved
above that |DχE |-a.e. x ∈ X has this property), combining (4.67) with (4.68), we obtain

(4.71)
ˆ
BR(y)

Ps

(
1− |∇Ps

χF |
P ∗s |DχF |

)
d|DχF | ≤ 0.

Observing that, by gradient contractivity on the RCD(0, N) space (Y, %, µ), it holds

(4.72) 1− |∇Ps
χF |

P ∗s |DχF |
≥ 0 µ-a.e. on Y ,

we can let R→∞ in (4.71) to get

(4.73)
ˆ
Ps

(
1− |∇Ps

χF |
P ∗s |DχF |

)
d|DχF | = 0.

Then, using once more the sign property (4.72), we obtain (4.53).
Combining the just proved rigidity (4.53) with Theorem 4.3, we can say that (Y, %, µ)

is isomorphic to Z × R for some RCD(0, N − 1) m.m.s. (Z, dZ ,mZ). Furthermore, another
consequence of Theorem 4.3 is that F = {t > t0} for some t0 ∈ R, where we denoted by t
the coordinate on the Euclidean factor of Y . Up to a translation we can also assume that
y = (z̄, 0) for some z̄ ∈ Z.

�

During the proof of Theorem 4.31 we achieved the following relevant intermediate con-
clusion that we state separately for the sake of the forthcoming applications.
Lemma 4.40. Let (X, d,m) be an RCD(K,N) space. Let E ⊂ X be a set of finite perimeter.
Then

(4.74) lim
t↘0

ˆ ∣∣∣∣1− eKt |∇PtχE |P ∗t |DχE |

∣∣∣∣ dP ∗t |DχE | = 0.

4. An iterated tangent theorem

In this last section we prove a version of the iterated tangent theorem by Preiss (see [182])
suitable for the applications to the theory of sets of finite perimeter over RCD(K,N) spaces.
Its content is rather technical, and this is the reason for which we decided to postpone this
part to the end of the chapter, even though we already made appeal to Theorem 4.41 in the
proof of Theorem 4.32.

The proof is inspired by those of [117, Theorem 3.2] and [24, Theorem 6.4], dealing with
pmGH tangents to RCD(K,N) spaces and tangents to sets of finite perimeters over Carnot
groups, respectively (see also [157] for a previous result regarding pGH-tangents of metric
spaces equipped with a doubling measure).
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Theorem 4.41. Let (X, d,m) be an RCD(K,N) m.m.s. and let E ⊂ X be a set of fi-
nite perimeter. Then for |DχE |-a.e. x ∈ X the following property holds true: for every
(Y, %, µ, y, F ) ∈ Tanx(X, d,m, E) one has

Tany′(Y, %, µ, F ) ⊂ Tanx(X, d,m, E) for every y′ ∈ supp |DχF |.

Thanks to Corollary 4.37 we need only to prove the result at |DχE |-a.e. x ∈ X for all
(Y, %, µ, y, F ) ∈ Tan∗x(X, d,m, E), where Tan∗x(X, d,m, E) is defined adding to the conditions
in Definition 4.30 the condition (b) of Corollary 4.37, namely that the perimeter measures of
the rescaled spaces weakly converge, in the duality with Cbs(Z), to the perimeter measure of
F .

Let us briefly recall the notion of outer measure and its main properties. Given a positive
measure µ over a metric space (X, d) we set

(4.75) µ∗(A) := inf{µ(B) : B Borel, A ⊂ B}, ∀A ⊂ X.

It is immediate to see that µ∗ is countably sub-additive. Let us remark that if µ is asymp-
totically doubling then

(4.76) lim
r↓0

µ∗(A ∩Br(x))
µ(Br(x)) = 1 for µ∗-a.e. x ∈ A.

Indeed, we can find a setB ∈ B(X) containingA such that µ(B) = µ∗(A), so that µ∗(C∩A) =
µ(C ∩B) for every C ∈ B(X). In particular, taking C = Br(x), we have

lim
r↓0

µ∗(A ∩Br(x))
µ(Br(x)) = lim

r↓0

µ(B ∩Br(x))
µ(Br(x)) = 1,

for every x ∈ B of density 1 for the measure µ. Since µ is asymptotically doubling, µ-a.e
x ∈ B has this property and (4.76) follows.
Lemma 4.42. Let (X, d,m) and let E ⊂ X be as in the assumptions of Theorem 4.41. Let
A ⊂ X and x ∈ A be such that

lim
r↓0

|DχE |∗(A ∩Br(x))
|DχE |(Br(x)) = 1,

where |DχE |∗ is the outer measure associated to |DχE | according to (4.75). Assume that
(Y, %, µ, F ) ∈ Tan∗x(X, d,m, E) and consider

Ψi : (X, r−1
i d)→ (Z, dZ) ∀i ∈ N,

Ψ : (Y, dY )→ (Z, dZ),

a family of isometries realizing the pmGH convergence into a common metric space (Z, dZ).
Then, for any y′ ∈ supp |DχF |, there exists a sequence (xi) ⊂ A such that

lim
i→∞

dZ(Ψi(xi),Ψ(y′)) = 0.

Roughly speaking, Lemma 4.42 tells us that it is possible to approximate every point in
the support of any tangent by means of points in A, whenever A is “large” in a measure-
theoretic sense.

Proof of Lemma 4.42. As a first step we show the existence of an auxiliary sequence (xi) ⊂ X,
satisfying limi dZ(Ψi(xi),Ψ(y′)) = 0 and

(4.77) lim
i→∞

ri|DχE |(Brri(xi))
C(x, ri)

= |DχF |(Br(y′)), for L1-a.e. r > 0,

where C(x, ri) was introduced in (1.16).
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Let us set Xi := Ψi(X), Ei := Ψi(E) and, with a slight abuse of notation, identity F to
Ψ(F ) and y′ to Ψ(y′). Since by assumption it holds that |DχEi |⇀ |DχF |, we have

lim
i→∞
|DχEi |(BZ

r (y′)) = |DχF |(BZ
r (y′)), for L1-a.e. r > 0.

This implies that the distance of y′ from Xi is infinitesimal as i → ∞, hence we can find
points zi ∈ Xi converging to y′ in Z satisfying

lim
i→∞
|DχEi |(BZ

r (zi)) = |DχF |(BZ
r (y′)), for L1-a.e. r > 0.

Let us set xi := Ψ−1
i (zi). Observe that |DχF |(BZ

r (y′)) = |DχF |(BY
r (y′)) and

|DχEi |(BZ
r (zi)) = ri|DχE |(Brri(xi))

C(x, ri)
,

so that we get (4.77).
Let us now argue by contradiction. Assuming the conclusion of the lemma to be false we

might find ε > 0 such that the limit in (4.77) holds with r = ε and

Bεri(xi) ∩A = ∅ for i sufficiently large,

with xi and ri as in (4.77). Let M > 0 be large enough to grant that

(4.78) Bεri(xi) ⊂ BMri(x)

(it is simple to see that such a constant exists, since the convergence in Z of zi = Ψ(xi)
ensures d(x, xi) = O(ri)). Arguing as in the first part of the proof it is possible to see that

(4.79) lim
i→∞

ri|DχE |(BMri(x))
C(x, ri)

= |DχF |(BM (y′)) for L1-a.e. M > 0

and from now on we assume, possibly increasing M , that both (4.78) and (4.79) hold true.
Then, in view of (4.78), we have

|DχE |∗(A ∩BMri(x))
|DχE |(BMri(x)) = |D

χE |∗(A ∩ (BMri(x) \Bεri(xi)))
|DχE |(BMri(x)) ≤ 1− |D

χE |(Bεri(xi))
|DχE |(BMri(x)) .

Observe that the left hand side converges to 1 as i → ∞, since x is of density 1 for A.
Therefore, to get the sought contradiction, it suffices to show that

lim inf
i→∞

|DχE |(Bεri(xi))
|DχE |(BMri(x)) > 0.

Using (4.77) and (4.79), we get

lim inf
i→∞

|DχE |(Bεri(xi))
|DχE |(BMri(x)) =

limi
ri|DχE |(Bεri (xi))

C(x,ri)

limi
ri|DχE |(BMri

(x))
C(x,ri)

≥ |D
χF |(Bε(y′))

|DχF | (BM (y′)) > 0,

where the last inequality holds true since we are assuming that y′ ∈ supp |DχF |. �

Definition 4.43. We shall denote by F(K,N) the set of equivalence classes of quintuples
X = (X, d,m, x, ν) where (X, d,m, x) is a pointed RCD(K,N) m.m.s and ν is a non-negative
and locally finite Borel measure with supp ν ⊂ suppm, modulo the equivalence relation ∼
defined as follows. We say that (X1, d1,m1, x1, ν1) ∼ (X2, d2,m2, x2, ν2) if there exists an
isometry T : (suppm1, d1)→ (suppm2, d2) such that T]m1 = m2, T (x1) = x2 and T]ν1 = ν2.
We shall denote by F the union of the sets F(K,N) for K ∈ R, 1 ≤ N < ∞. Observe that
F can be realized as a countable union of sets F(K,N).
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Let us introduce a distance in F . Fix X1 = (X1, d1,m1, x1, ν1), X2 = (X2, d2,m2, x2, ν2) in
F , a proper metric measure space (Z, dZ) and isometric embeddings Ψi : (Xi, di)→ (Z, dZ),
i = 1, 2. For any integer n ≥ 1 we define
Dn,Ψ1,Ψ2(X1,X2) :=

dH(Ψ1(X1 ∩B(x1, n)),Ψ2(X2 ∩B(x2, n))) ∧ 1

+
∣∣∣∣log

(
m1(B(x1, n))
m2(B(x2, n))

)∣∣∣∣ ∧ 1 +WZ
1

(
(Ψ1)]

χB(x1,n)
m1(B(x1, n))m1, (Ψ2)]

χB(x2,n)
m2(B(x2, n))m2

)
+
∣∣∣∣log

(
ν1(B(x1, n))
ν2(B(x2, n))

)∣∣∣∣ ∧ 1 +WZ
1

(
(Ψ1)]

χB(x1,n)
ν1(B(x1, n))ν1, (Ψ2)]

χB(x2,n)
ν2(B(x2, n))ν2

)
,

where dH is the Hausdorff distance between compact subsets of Z andWZ
1 is the 1-Wasserstein

distance in (Z, dZ ∧ 1), namely

WZ
1 (µ, ν) := inf

{ˆ
Z

dZ(x, y) ∧ 1 dπ(x, y) : π ∈ Γ(µ, ν)
}
,

with Γ(µ, ν) ⊂ P(X ×X) the set of probability measures having µ and ν as marginals. We
finally define

(4.80) D(X1,X2) := inf
Ψ1,Ψ2

{
dZ(Ψ1(x1),Ψ2(x2)) +

∞∑
n=1

1
2nDn,Ψ1,Ψ2(X1,X2)

}
,

the infimum being taken among all possible proper metric spaces (Z, dZ) and all isometric
embeddings Ψi : (Xi, di)→ (Z, dZ) for i = 1, 2.
Lemma 4.44. D is a distance over F and a sequence (Xi, di,mi, xi, νi) ⊂ F converges to
(Y, %, µ, y, ν) in the topology induced by D if and only if (Xi, di,mi, xi) → (Y, %, µ, y) in the
pmGH topology and νi ⇀ ν in duality with Cbs(Z), where (Z, dZ) is a metric space where the
pmGH convergence is realized. Moreover the subspace
(4.81) F := {(X, d,m, x, ν) ∈ F : ν = hm, with h ∈ L∞(X,m)}
is separable.

Proof. The verification that D is a distance is quite standard, see for instance [118]. The
equivalence between the two notions of convergence can be proved following the same strat-
egy in the proof of [118, Theorem 3.15], the only difference here being the addition to the
quadruple of the measure ν. Let us prove that F is separable. It is enough to prove that,
given K and N , for any k > 0 the set

Fk(K,N) := {(X, d,m, x, ν) ∈ F(K,N) : ν = hm, with ‖h‖L∞(X,m) ≤ k}

is compact. Let us fix a sequence (Xi, di,mi, xi, νi) ⊂ Fk(K,N). We can assume, up to
extract a subsequence, that (Xi, di,mi, xi)→ (Y, %, µ, y) in the pmGH topology. Let us fix a
proper metric space (Z, dZ) realizing this convergence. Since νi ≤ kmi and mi ⇀ µ in duality
with Cbs(Z) we deduce that the measures νi are locally bounded in Z, uniformly in i ∈ N.
Therefore, possibly extracting a subsequence, there exists a positive measure ν in Z such that
νi ⇀ ν in duality with Cbs(Z). It is immediate to check that ν � µ, with density uniformly
bounded by k. This concludes the proof. �

Proof of Theorem 4.41. Since tangents are invariant w.r.t. rescaling and closed w.r.t. D-
convergence, it is enough to prove that the set of points x ∈ X such that there exist
(Y, %, µ, y, F ) ∈ Tan∗x(X, d,m, E) and y′ ∈ supp |DχF | such that

(Y, %, µ1
y′ , y

′, F ) /∈ Tanx(X, d,m, E)
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is |DχE |∗-negligible, where µy
′

1 := C(y′, 1)−1µ (see Definition 4.30).
Let us fix positive integers k, m and a closed subset U ⊂ F with diameter, measured

w.r.t. the distance D in (4.80), smaller than (2k)−1. Since, according to Lemma 4.44, F is
separable, it is enough to prove that
Ak,m :=

{
x ∈ X : ∃ (Y, %, µ, y, F ) ∈ Tan∗x(X, d,m, E) ∩ U and y′ ∈ supp |DχF | such that

D((Y, %, µ1
y′ , y

′, F ), (X, r−1d,mr
x, x, E)) ≥ 2k−1 ∀r ∈ (0, 1/m)

}
is |DχE |∗-negligible, where we identified the set F with the measure χFµ.

If, by contradiction, |DχE |∗(Ak,m) > 0, then, since |DχE | is asymptotically doubling by
Proposition 4.33, we can find x ∈ Ak,m such that

lim
r↓0

|DχE |∗(Ak,m ∩Br(x))
|DχE |(Br(x)) = 1,

see (4.76). Since x ∈ Ak,m there exist (Y, %, µ, y, F ) ∈ Tan∗x(X, d,m, E) ∩ U and y′ ∈
supp |DχF | such that D((Y, %, µ1

y′ , y
′, F ), (X, r−1d,mr

x, x, E)) ≥ 2k−1 for any r ∈ (0, 1/m)
and Lemma 4.42 guarantees the existence of a sequence (xi) ⊂ Ak,m such that

lim
i→∞

dZ(Ψi(xi),Ψ(y′)) = 0,

where Ψi, Ψ are the embedding maps as in Lemma 4.42. Then, by definition of pmGH
convergence, using the space (Z, dZ) we deduce

(X, r−1
i d,mri

x , xi)→ (Y, %, µ, y′).
Since χBZ(z̄,1)(1− dZ(·, z̄)) belongs to Cb(Z) for every z̄ ∈ Z, it is immediate to check that

(X, r−1
i d,mri

xi , xi)→ (Y, %, µ1
y′ , y

′), in the pmGH topology,

and (Ψ)]χEmri
xi ⇀ Ψ]χFµ

1
y′ in duality with Cbs(Z), that, thanks to (4.44), is equivalent to

(4.82) D((X, r−1
i d,mri

xi , xi, E), (Y, %, µ1
y′ , y

′, F ))→ 0,
see Definition 4.43. Since xi ∈ Ak,m we can find (Yi, %i, µi, yi, Fi) ∈ Tan∗xi(X, d,m, E) ∩ U
and y′i ∈ supp |DχFi | such that D((Yi, %i, (µi)1

y′i
, y′i, Fi), (X, r−1d,mr

xi , xi, E)) ≥ 2k−1 for any
r ∈ (0, 1/m).

Using (4.82) and taking into account that by construction diam U < (2k)−1, we find the
sought contradiction

2k−1 ≤ D((Yi, %i, (µi)1
y′i
, y′i, Fi), (X, r−1

i d,mri
xi , xi, E))

≤ D((Y, %, µ1
y′ , y

′, F ), (X, r−1
i d,mri

xi , xi, E)) +D((Yi, %i, (µi)1
y′i
, y′i, Fi), (Y, %, µ1

y′ , y
′, F ))

≤ D((Y, %, µ1
y′ , y

′, F ), (X, r−1
i d,mri

xi , xi, E)) + (2k)−1

≤ k−1,

for i large enough. �



CHAPTER 5

Sets of finite perimeter on RCD(K, N) spaces: rectifiability of
the reduced boundary and Gauss-Green formula

In this second chapter dedicated to the theory of sets of finite perimeter over RCD(K,N)
metric measure spaces we present the contents of [48], completing the picture about the gen-
eralization of De Giorgi’s theorem to this setting and giving complete proofs of Theorem 4.1
and Theorem 4.2.

One of the main results presented in Chapter 4 is the existence of a Euclidean half-
space as tangent space to a set of finite perimeter at almost every point (with respect to
the perimeter measure). This conclusion could be improved to a uniqueness statement in
[8] (up to negligible sets) only in the case of a non collapsed ambient space. Therefore the
state of the theory of sets of finite perimeter was at that stage comparable to that of the
structure theory after [117], where existence of Euclidean tangent spaces almost everywhere
with respect to the reference measure was proved. Uniqueness of tangents in the possibly
collapsed case and rectifiability for the reduced boundary were conjectured by analogy with
the Euclidean theory, but left as open questions in [8].

In [48] we gave a positive answer to these questions, providing a counterpart in codimen-
sion one of [170] and of De Giorgi’s theorem in this setting.
Together with uniqueness of tangents (cf. Theorem 5.14) and rectifiability (cf. Theorem 5.23)
we also established a representation formula for the perimeter measure in terms of the codi-
mension one Hausdorff measure (cf. Theorem 5.31). As an intermediate tool which, however,
we find to have independent interest we proved a Gauss–Green integration-by-parts formula
for Sobolev vector fields (cf. Theorem 5.6).

The proof of uniqueness for blow-ups of sets of finite perimeter follows a strategy quite
similar to that of the uniqueness theorem for tangents to RCD(K,N) spaces presented in
Chapter 2. As in that case, closeness to a rigid configuration (half-space in Euclidean space)
at a certain location and along a certain scale, which is what we learn from Theorem 4.32,
can be turned into closeness to the same configuration at almost any location and at any
scale, yielding uniqueness.
To encode the “closeness information” in analytic terms we rely on the use of harmonic δ-
splitting maps (cf. Section 2). Propagation of regularity almost at every location and at
any scale, which was a consequence of a maximal function argument in Chapter 2 (see in
particular Proposition 2.13), this time follows from a weighted maximal function argument
suitably adapted to the codimension one framework. The argument heavily relies on the
interplay between the fact that the perimeter measure is a codimension one measure (cf.
Lemma 4.35) and the fact that harmonic functions satisfy L2-Hessian bounds on RCD(K,N)
spaces.

In order to explain the strategy and the difficulties in the proof of rectifiability for the
reduced boundary, let us recall how things work on Rn. Therein a crucial role is played by
the exterior normal to the set of finite perimeter, which is an almost everywhere unit valued
vector field providing the representation DχE = νE |DχE | for the distributional derivative of
the set of finite perimeter E. In the Euclidean case, relying on the properties of the exterior

115
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normal one can obtain a characterization of blow-ups in a much simpler way than in [8]
and even get rectifiability of the boundary, proving that sets where the unit normal is not
oscillating too much are bi-Lipschitz to subsets of Rn−1.

When trying to reproduce the Euclidean approach in the non smooth and non flat realm
of RCD spaces, one faces two main difficulties. The first one due to the fact that the theory
of tangent modules, as developed in [112], allows to talk about vector fields only up to
negligible sets with respect to the reference measure (as the reduced boundary of a set of
finite perimeter is not). The second one is that controlling the behaviour of the normal vector
cannot be enough to control the behaviour of the set in this framework, since the space itself
might “oscillate”. This is a common feature of geometry on metric measure spaces (see also
the introduction of [64]), which can be understood looking at the following example: let
(X, d,m) be any RCD(K,N) m.m.s. and take its product with the Euclidean line. Then
consider the “generalized half-space” {t < 0}, where t denotes the coordinate along the line:
it is easily seen that it is a set of locally finite perimeter and one can identify its reduced
boundary with X. Moreover, whatever notion of unit normal we have in mind, this will be
non oscillating in this case. Still, rectifiability of (X, d,m) is highly non trivial and requires
[170] to be achieved.

To handle the first difficulty we mentioned above, we rely on [88], where a notion of
cotangent module with respect to the 2-capacity has been recently introduced and studied.
Building upon the fact that the 2-capacity controls the perimeter measure in great generality,
we introduce the notion of tangent module over the boundary of a set of finite perimeter (cf.
Theorem 5.4).
Furthermore we prove that there is a well-defined unit normal to a set of finite perimeter
as an element of this module, that it satisfies the Gauss–Green integration-by-parts formula
and, relying on functional analysis tools, that it can be approximated by regular vector fields
(cf. Theorem 5.6 for a rigorous statement).

The results obtained in the study of the unit normal are then combined in a new way with
the theory of δ-splitting maps to prove rectifiability of the reduced boundary for sets of finite
perimeter. We first introduce a notion of δ-orthogonality to the unit normal for δ-splitting
maps. Then we prove on the one hand that δ-splitting maps δ-orthogonal to the unit normal
control both the geometry of the space and that of the boundary of the set of finite perimeter
(and vice-versa). On the other hand the combination of δ-orthogonality and δ-splitting is
seen to be suitable for propagation at many locations and any scale with maximal function
arguments (cf. Proposition 5.25 and Proposition 5.27).

This chapter is organised as follows: we dedicate Section 1 to the construction of the
tangent module over the boundary of a set of finite perimeter and to establishing a Gauss–
Green integration-by-parts formula. Uniqueness of blow-ups is the main outcome of Section 2,
while rectifiability for the reduced boundary is obtained in Section 3. Eventually in Section 4
we obtain representation formulas for the perimeter in terms of codimension one Hausdorff
(type) measures.

With respect to the presentation in [48] the main difference is in one of the steps of
the proof of the rectifiability for the reduced boundary. In the approach adopted here there
is a simplification with respect to the original one that we obtain relying on [148], where
the study of quasi continuous representatives of Sobolev functions via Lebesgue points was
pursued.

1. A Gauss-Green formula on RCD spaces

This section is dedicated to the construction of a module of vector fields defined almost
everywhere with respect to the perimeter of a set of finite perimeter, to the establishment of
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some of its properties and to the proof of a Gauss Green integration by parts formula tailored
for this setting.

Let (X, d,m) be an RCD(K,N) m.m. space and E ⊂ X a set of finite perimeter. We recall
that, by Lemma 4.35, one has |DχE | �H h1 , so accordingly |DχE | � Cap by Theorem 1.34.
It thus makes sense to consider the projection π|DχE | : L0(Cap) → L0(|DχE |). Recall also
that QCR : H1,2(X) → L0(Cap) stands for the “quasi-continuous representative” operator.
Then let us define

trE : H1,2(X)→ L0(|DχE |), trE := π|DχE | ◦ QCR,

the trace operator over the boundary of E. Observe that trE(f) ∈ L∞(|DχE |) holds for every
test function f ∈ Test(X).
Remark 5.1. Let us point out that when (X, d,m) is the Euclidean space of dimension n and
E ⊂ Rn is open and smooth trE : H1(Rn) → L0(|DχE |) coincides with the canonical trace
operator. Indeed the two operators coincide on smooth functions and they are continuous.
In the case of the canonical trace this is a standard result, while for trE this is a consequence
of [88, Proposition 1.19] and the continuity of π|DχE | : L

0(Cap)→ L0(|DχE |).
Due to the finite dimensionality assumption, that is not in force in [88], we will also

rely on the characterization of the quasi-continuous representative of a Sobolev function via
Lebesgue points obtained for doubling metric measure spaces in [148] that we quote below
in the simplified form we will need.
Theorem 5.2. Let (X, d,m) be a doubling metric measure space. Let u ∈ H1,2(X, d,m).
Then, for Cap-a.e. x ∈ X the following limit exists

(5.1) u∗(x) := lim
r→0

 
Br(x)

udm.

Moreover, u∗ is quasi continuous and for Cap-a.e. x ∈ X it holds

(5.2) lim
r→0

 
Br(x)

|u− u∗(x)|2 dm = 0.

Recall that in [88] a calculus for vector fields defined Cap-almost everywhere was devel-
oped on RCD spaces. Given the absolute continuity of the perimeter measure with respect
to the capacity, we will introduce the module of vector fields defined almost everywhere with
respect to the perimeter as a quotient of the capacitary module, roughly speaking. Before
doing that we establish some auxiliary results.

Fix any Radon measure µ on a m.m.s. (X, d,m) and suppose that µ� Cap. Then there
is a natural projection πµ : L0(Cap) → L0(µ). Given an L0(Cap)-normed L0(Cap)-module
MCap, we define an equivalence relation ∼µ on MCap as follows: given any v, w ∈MCap, we
declare that

v ∼µ w ⇐⇒ |v − w| = 0 holds µ-a.e. on X.

Then the quotient M 0
µ := MCap/ ∼µ inherits a natural structure of L0(µ)-normed L0(µ)-

module. Call π̄µ : MCap → M 0
µ the canonical projection. Moreover, for any exponent

p ∈ [1,∞) we define

(5.3) M p
µ :=

{
v ∈M 0

µ

∣∣ |v| ∈ Lp(µ)
}
.

It turns out that M p
µ is an Lp(µ)-normed L∞(µ)-module. Notice that |π̄µ(v)| = πµ(|v|) holds

in the µ-a.e. sense for every v ∈MCap.
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Lemma 5.3. Let (X, d,m) be a m.m.s., MCap an L0(Cap)-normed L0(Cap)-module. Fix a
finite Borel measure µ ≥ 0 on X such that µ � Cap. Let V be a linear subspace of MCap
such that |v| admits a bounded Cap-a.e. representative for every v ∈ V and

V :=
{∑
n∈N

χEnvn

∣∣∣∣ (En)n∈N Borel partition of X, (vn)n∈N ⊂ V
}

is dense in MCap. Then for any p ∈ [1,∞) it holds that

W :=
{ n∑
i=1

χEi π̄µ(vi)
∣∣∣∣ n ∈ N, (Ei)ni=1 Borel partition of X, (vi)ni=1 ⊂ V

}
is dense in M p

µ .

Proof. Fix v ∈M p
µ and ε > 0. Since |v|p ∈ L1(µ), there is δ > 0 such that

( ´
E |v|

p dµ
)1/p ≤

ε/3 holds for any Borel set E ⊂ X with µ(E) < δ. Choose any v̄ ∈ MCap such that
π̄µ(v̄) = v. We can find (v̄k)k ⊂ V so that |v̄k − v̄| → 0 in L0(Cap). Hence

∣∣π̄µ(v̄k)− π̄µ(v̄)
∣∣ =

πµ
(
|v̄k − v̄|

)
→ 0 in L0(µ). Thanks to Egorov theorem, there exists a compact set K ⊂ X

with µ(X \ K) < δ such that (possibly taking a not relabeled subsequence) it holds that∣∣π̄µ(v̄k)− v
∣∣→ 0 uniformly on K. Consequently, by dominated convergence theorem we see

that χK π̄µ(v̄k)→ χKv in M p
µ . Then we can pick k ∈ N so that the element w̄ := v̄k satisfies∥∥χK π̄µ(w̄) − χKv

∥∥
M p
µ
≤ ε/3. If w̄ is written as

∑
n∈N χEnw̄n, then we have χK π̄µ(w̄) =∑

n∈N χK∩En π̄µ(w̄n). By dominated convergence theorem we know that for N ∈ N sufficiently
big the element z :=

∑N
n=1 χK∩En π̄µ(w̄n) ∈ W satisfies

∥∥z − χK π̄µ(w̄)
∥∥

M p
µ
≤ ε/3. Therefore,

we conclude that

‖z − v‖M p
µ
≤
∥∥z − χK π̄µ(w̄)

∥∥
M p
µ

+
∥∥χK π̄µ(w̄)− χKv

∥∥
M p
µ

+ ‖χX\Kv‖M p
µ
≤ ε,

thus proving the statement. �

Let us state the two main results of this section. The first one gives existence and
uniqueness of the tangent module over the boundary of a set of finite perimeter. The second
theorem provides a Gauss–Green formula tailored for finite-dimensional RCD spaces along
with a strong approximation result for the exterior normal of sets with finite perimeter. This
approximation result, whose proof heavily relies on the abstract machinery of normed modules
and on functional-analytic tools, plays a key role in the study of rectifiability properties for
boundaries of sets with finite perimeter.
Theorem 5.4 (Tangent module over ∂E). Let (X, d,m) be an RCD(K,N) space. Let E ⊂ X
be a set of finite perimeter. Then there exists a unique couple

(
L2
E(TX), ∇̄

)
– where L2

E(TX)
is an L2(|DχE |)-normed L∞(|DχE |)-module and ∇̄ : Test(X) → L2

E(TX) is linear – such
that:

i) The equality |∇̄f | = trE(|∇f |) holds |DχE |-a.e. for every f ∈ Test(X).
ii)
{∑n

i=1 χEi∇̄fi
∣∣ (Ei)ni=1 Borel partition of X, (fi)ni=1 ⊂ Test(X)

}
is a dense subset

of L2
E(TX).

Uniqueness is intended up to unique isomorphism: given another couple (M , ∇̄′) satisfying
i), ii) above, there exists a unique normed module isomorphism Φ : L2

E(TX)→M such that
Φ ◦ ∇̄ = ∇̄′. The space L2

E(TX) is called tangent module over the boundary of E and ∇̄ is
the gradient.

We denote by ¯QCR : H1,2
C (TX)→ L0

Cap(TX) the “quasi-continuous representative” map
for Sobolev vector fields, whose existence has been proven in [88, Theorem 2.14] (see [88,
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Definition 2.12] for a notion of “quasi-continuous vector field” suitable for this context).
Moreover we let

trE : H1,2
C (TX) ∩ L∞(TX)→ L2

E(TX), trE := π̄|DχE | ◦ ¯QCR

and notice that |trE(v)| = trE(|v|) holds in the |DχE |-a.e. sense for every v ∈ H1,2
C (TX) ∩

L∞(TX).
Remark 5.5. Arguing as in Remark 5.1 one can prove that the above defined operator trE
coincides with the canonical trace in the case of smooth domains in Rn.
Theorem 5.6 (Gauss–Green formula on RCD spaces). Let (X, d,m) be an RCD(K,N) space
and E ⊂ X be a set of finite perimeter such that m(E) < ∞. Then there exists a unique
vector field νE ∈ L2

E(TX) such that |νE | = 1 holds |DχE |-a.e. and

(5.4)
ˆ
E

div (v) dm = −
ˆ 〈

trE(v), νE
〉

d|DχE |,

for all v ∈ H1,2
C (TX) ∩D(div ) with |v| ∈ L∞(m). Moreover, there exists a sequence (vn)n ⊂

TestVE(X) of test vector fields over the boundary of E (see Lemma 5.10 below for the precise
definition of this class) such that vn → νE in the strong topology of L2

E(TX).
Remark 5.7. In the case in which X is a Riemannian manifold and E ⊂ X is a domain with
smooth boundary, it holds that L2

E(TX) is the space of all Borel vector fields over X which
are concentrated on the boundary of E and 2-integrable with respect to the surface measure
and, in this case, ∇̄ is the classical gradient for smooth functions.
Remark 5.8. The tangent L0(Cap)-module L0

Cap(TX) is a Hilbert module; cf. [88, Propo-
sition 2.8]. Therefore, it is immediate to see by passing to the quotient that L2

E(TX) is a
Hilbert module as well.

The remaining part of this section is dedicated to the proofs of Theorem 5.4 and Theo-
rem 5.6.

Proof of Theorem 5.4. Uniqueness. Call W the family of elements of L2
E(TX) considered

in item ii). Given any ω =
∑n
i=1 χEi∇̄fi ∈ W, we are forced to set Φ(ω) :=

∑n
i=1 χEi∇̄′fi.

Well-posedness of such definition stems from the |DχE |-a.e. identity∣∣∣∣ n∑
i=1

χEi∇̄′fi
∣∣∣∣ =

n∑
i=1

χEi |∇̄′fi| =
n∑
i=1

χEitrE(|∇fi|) =
n∑
i=1

χEi |∇̄fi| = |ω|,

which also shows that Φ preserves the pointwise norm. Then Φ is linear continuous, thus it
can be uniquely extended to a linear continuous map Φ : L2

E(TX)→M by density of W in
L2
E(TX). By an approximation argument, it is easy to see that the extended Φ preserves the

pointwise norm and it is an L∞(|DχE |)-module morphism. Finally, the map Φ is surjective,
because its image is dense (as M satisfies ii)) and closed (as Φ is an isometry). Consequently,
we have proved that there exists a unique normed module isomorphism Φ : L2

E(TX) →M
such that Φ ◦ ∇̄ = ∇̄′.
Existence. Let us consider the tangent L0(Cap)-module L0

Cap(TX) and the relative capaci-
tary gradient operator ∇̃ : Test(X)→ L0

Cap(TX) associated to the space (X, d,m); cf. Theo-
rem 1.89. We define L0

E(TX) as L0
Cap(TX)/ ∼|DχE | and the L2(|DχE |)-normed L∞(|DχE |)-

module L2
E(TX) as in (5.3). Moreover, we define the differential ∇̄ : Test(X) → L2

E(TX)
as ∇̄ := π̄|DχE | ◦ ∇̃. Clearly, the map ∇̄ is linear by construction. Given any function
f ∈ Test(X), it |DχE |-a.e. holds

|∇̄f | =
∣∣π̄|DχE |(∇̃f)

∣∣ = π|DχE |(|∇̃f |) = π|DχE |
(
QCR(|∇f |)

)
= trE(|∇f |),
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which shows that i) is satisfied. We also set V := Test(X) and the associated space V ⊂
L0

Cap(TX) as in the statement of Lemma 5.3. By the defining property of the cotangent
Cap-module we know that V is dense in L0

Cap(TX), whence Lemma 5.3 ensures that W is
dense in L2

E(TX). This means that property ii) holds. Therefore, the existence part of the
statement is proven. �

Lemma 5.9. Let (X, d,m) be an RCD(K,N) space. Let E ⊂ X be a set of finite perimeter.
Then

(5.5)
ˆ
f P ∗t |DχE | dm =

ˆ
trE(Ptf) d|DχE | for every f ∈ H1,2(X)∩L∞(m) and t > 0.

Moreover, it holds that

(5.6) lim
t↘0

ˆ
trE(Ptf) d|DχE | =

ˆ
trE(f) d|DχE | for every f ∈ H1,2(X) ∩ L∞(m).

Proof. First of all, let us prove (5.5). Fix any f ∈ H1,2(X) ∩ L∞(m) and t > 0. We claim
that there exists a sequence (fn)n ⊂ Lipbs(X, d) bounded in L∞(m) and such that
(5.7) fn → f strongly in H1,2(X), weakly∗ in L∞(m).
To prove it, we argue as follows. Given any s > 0, the function Psf has a Lipschitz rep-
resentative (still denoted by Psf) thanks to the L∞-Lip regularisation of the heat flow.
Since {Psf}s>0 is bounded in L∞(m) by the weak maximum principle and Ps|∇f |2 → |∇f |2
strongly in L1(m), we can find a function G ∈ L1(m) and a sequence sn ↘ 0 such that
Psn |∇f |2 ≤ G holds m-a.e. for all n and Psnf → f weakly∗ in L∞(m). Fix x̄ ∈ X
and for any n ∈ N choose a compactly-supported 1-Lipschitz function ηn : X → [0, 1]
such that ηn = 1 on Bn(x̄). Therefore, standard computations (based on the Leibniz rule
∇(ηnPsnf) = ηn∇Psnf + Psnf∇ηn, the dominated convergence theorem, and the Bakry-
Émery contraction estimate) show that fn := ηnPsnf ∈ Lipbs(X, d) satisfy (5.7). Now observe
that Pt : H1,2(X)→ H1,2(X) is continuous, as a consequence of the Bakry-Émery contraction
estimate and the continuity of Pt : L2(m)→ L2(m). This ensures that Ptfn → Ptf strongly in
H1,2(X) as n→∞, whence we know from [88, Propositions 1.12, 1.17 and 1.19] that (possibly
passing to a not relabeled subsequence) QCR(Ptfn)→ QCR(Ptf) holds Cap-a.e., and accord-
ingly trE(Ptfn)→ trE(Ptf) holds |DχE |-a.e.. Moreover, since |Ptfn| ≤ supk ‖fk‖L∞(m) =: C
in the m-a.e. sense for all n ∈ N, we deduce that

∣∣QCR(Ptfn)
∣∣ ≤ C holds Cap-a.e. for all

n ∈ N, and thus trE(Ptfn) ≤ C holds |DχE |-a.e. for all n ∈ N. All in all, we obtain (5.5)
by letting n → ∞ in

´
fn P

∗
t |DχE | dm =

´
trE(Ptfn) d|DχE |, which is satisfied thanks to

the defining property of P ∗t |DχE |; here we use the dominated convergence theorem and the
L∞-weak∗ convergence fn → f .

Let us now pass to the proof of (5.6). Fix f ∈ H1,2(X) ∩ L∞(m). By arguing as above,
we see that

∣∣trE(Ptf)
∣∣ ≤ ‖f‖L∞(m) holds |DχE |-a.e. for all t > 0, and that any given sequence

tn ↘ 0 admits a subsequence tni ↘ 0 such that trE(Ptnif) → trE(f) holds |DχE |-a.e..
Therefore, by dominated convergence theorem we conclude that limi

´
trE(Ptnif) d|DχE | =´

trE(f) d|DχE |, which yields (5.6). �

Lemma 5.10 (Test vector fields over ∂E). Let (X, d,m) be an RCD(K,N) space. Let E ⊂ X
be a set of finite perimeter and finite mass. We define the class TestVE(X) ⊂ L2

E(TX) of
test vector fields over the boundary of E as

TestVE(X) := trE
(
TestV(X)

)
=
{ n∑
i=1

trE(gi)∇̄fi
∣∣∣∣ n ∈ N, (fi)ni=1, (gi)ni=1 ⊂ Test(X)

}
.

Then TestVE(X) is dense in L2
E(TX).
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Proof. By item ii) of Theorem 5.4, it suffices to show that each v ∈ L2
E(TX) of the form

v = χE∇̄f – where E ⊂ X is a Borel set and f ∈ Test(X) – can be approximated by elements
of TestVE(X) with respect to the strong topology of L2

E(TX). Fix ε > 0 and choose a
function h ∈ Lipc(X) such that ‖h − χE‖L2(|DχE |) ≤ ε/(2 Lip(f)). Moreover, by exploiting
[112, eq. (3.2.3)] we can find a sequence (gn)n ⊂ Test(X) such that supn ‖gn‖L∞(m) < +∞
and gn → h in H1,2(X). Hence, by using the results in [88] we see that (up to a not relabeled
subsequence) it holds trE(gn)(x)→ h(x) for |DχE |-a.e. x ∈ X. Accordingly, by applying the
dominated convergence theorem we conclude that

∣∣(trE(gn)−h)∇̄f
∣∣→ 0 in L2(|DχE |). Now

choose n ∈ N so big that g := gn satisfies
∥∥(trE(g) − h)∇̄f

∥∥
L2
E(TX) < ε/2. Hence, one has

that ∥∥trE(g)∇̄f − v
∥∥
L2
E(TX) ≤

∥∥(trE(g)− h)∇̄f
∥∥
L2
E(TX) +

∥∥(h− χE)∇̄f
∥∥
L2
E(TX)

≤ ε

2 + ‖h− χE‖L2(|DχE |) Lip(f) < ε.

Given that trE(g)∇̄f ∈ TestVE(X), the statement is achieved. �

The last ingredient we need is a representation formula for the total variation measure of
a BV function in the special case of RCD(K,∞) spaces.

We start recalling some useful consequences of the approach to BV functions via integra-
tion by parts studied in [89].
Remark 5.11. Given an infinitesimally Hilbertian space (X, d,m) and any f ∈ BV(X, d,m),
it holdsˆ
f div (v) dm ≤ |Df |(X) for every v ∈ D(div ) with |v| ≤ 1 m-a.e. and div (v) ∈ L∞(m).

Such inequality readily follows from an approximation argument, see [89, Theorem 3.3] and
Proposition 1.51.
Theorem 5.12 (Representation formula for |Df |). Let (X, d,m) be an infinitesimally Hilber-
tian metric measure space. Let f ∈ BV(X, d,m) be given. Then for every open set U ⊂ X it
holds that

|Df |(U) = sup
{ˆ

U
f div (v) dm

∣∣∣∣ v ∈ D(div ), |v| ≤ 1, div (v) ∈ L∞(m), supp(v) b U
}
.

Proof. Combine [89, Theorem 3.4] with Proposition 1.51 (recall that we have b ∈ Der2,2(X)
for every b ∈ Der∞,∞(X) such that supp(b) is bounded, thanks to Remark 1.46). �

As we are going to see below, to obtain the total variation of a BV function on RCD
spaces it is sufficient to restrict the attention only to those competitors that are Sobolev
regular.
Theorem 5.13 (Representation formula for |Df | on RCD spaces). Let (X, d,m) be an
RCD(K,∞) space and f ∈ BV(X). Then it holds that

|Df |(X) = sup
{ˆ

f div (v) dm : v ∈ H1,2
C (TX)∩D(div ), |v| ≤ 1m-a.e., div (v) ∈ L∞(m)

}
.

Proof. Call S the right hand side of the above formula. We know by Remark 5.11 that
|Df |(X) ≥ S. In order to prove the converse inequality, fix any ε > 0. Theorem 5.12
guarantees the existence of a vector field v ∈ D(div ) – with |v| ≤ 1 in the m-a.e. sense and
div (v) ∈ L∞(m) – such that

´
f div (v) dm > |Df |(X)−ε/2. Now define vt := eKt hH,t(v) for

every t > 0. Notice that vt ∈ H1,2
C (TX)∩D(div ) by Proposition 1.91. Since div (v) ∈ L∞(m)

and div (vt) = eKtPt(div (v)), we deduce from the weak maximum principle that div (vt) ∈
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L∞(m) as well. More precisely, one has ‖div (vt)‖L∞(m) ≤ eKt ‖div (v)‖L∞(m) for all t > 0.
Moreover, the weak maximum principle also guarantees that

|vt| = eKt |hH,t(v)|
(1.66)
≤

√
Pt(|v|2) ≤ 1 in the m-a.e. sense.

Given that limt↘0 div (vt) = div (v) in L2(m), we can find tn ↘ 0 such that div (vtn)(x) →
div (v)(x) holds for m-a.e. x ∈ X. Being

(
div (vtn)

)
n
a bounded sequence in L∞(m), we

can finally conclude that limn

´
f div (vtn) dm =

´
f div (v) dm by dominated convergence

theorem. Therefore, there exists n ∈ N such that w := vtn satisfiesˆ
f div (w) dm >

ˆ
f div (v) dm− ε

2 > |Df |(X)− ε.

This shows that |Df |(X) < S + ε, whence |Df |(X) ≤ S by arbitrariness of ε. �

Proof of Theorem 5.6. First of all, let us define µt := P ∗t |DχE | for every t > 0. In the
following we will tacitly identify the measure µt with its density with respect to m. Recall
that µt ⇀ |DχE | in duality with Cb(X) as t↘ 0. Let us also set

νt := χ{P ∗t |DχE |>0}
∇PtχE
P ∗t |DχE |

∈ L0(TX) for every t > 0.

It follows from the 1-Bakry-Émery estimate (1.52) that |DPtχE | ≤ e−KtP ∗t |DχE | holds m-
a.e., thus accordingly νt ∈ L∞(TX) and |νt| ≤ e−Kt is satisfied in the m-a.e. sense. Call

V :=
{
v ∈ H1,2

C (TX) ∩D(div )
∣∣ |v| ∈ L∞(m)

}
and fix v ∈ V. The Leibniz rule for the divergence ensures that ϕv ∈ D(div ) for any
ϕ ∈ Lipb(X), so the usual integration-by-parts formula yields

(5.8)
ˆ
PtχE div (ϕv) dm = −

ˆ
ϕ 〈∇PtχE , v〉 dm = −

ˆ
ϕ 〈v, νt〉 dµt,

for all ϕ ∈ Lipb(X). Moreover, let us observe that 〈v, νt〉 ∈ L∞(µt) and
∥∥〈v, νt〉∥∥L∞(µt) ≤

e−Kt ‖|v|‖L∞(m) for every t > 0. Let us call σt := 〈v, νt〉µt for all t > 0. Fix any sequence
tn ↘ 0. Since µtn ⇀ |DχE | in duality with Cb(X), we know that (µtn)n is tight by Prohkorov
theorem. Given that supn ‖〈v, νtn〉‖L∞(µtn ) is finite, we deduce that (σtn)n is tight as well.
By using Prohkorov theorem again, we can thus take a subsequence (tni)i such that σtni ⇀ σ

in duality with Cb(X) for some finite (signed) Borel measure σ on X. Since Lipb(X) is dense
in Cb(X) and the identity in (5.8) givesˆ

ϕ dσ = lim
i→∞

ˆ
ϕ dσtni = −

ˆ
E

div (ϕv) dm for every ϕ ∈ Lipb(X),

we see that σ is independent of the chosen sequence (tni)i. Hence, σt ⇀ σ in duality with
Cb(X) as t↘ 0. Given any non-negative function ϕ ∈ Cb(X), it thus holds that∣∣∣∣ ˆ ϕ dσ

∣∣∣∣ ≤ lim
t↘0

ˆ
ϕ |〈v, νt〉| dµt ≤ e|K| ‖|v|‖L∞(m) lim

t↘0

ˆ
ϕ dµt

=e|K| ‖|v|‖L∞(m)

ˆ
ϕ d|DχE |,

whence σ � |DχE | and its Radon-Nikodým derivative L(v) := dσ
d|DχE | belongs to L

∞(|DχE |).
Consequently, taking into account (5.8) we deduce that

(5.9)
ˆ
E

div (ϕv) dm = −
ˆ
ϕL(v) d|DχE | for every v ∈ V and ϕ ∈ Lipb(X).
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Furthermore, one also has that

(5.10) lim
t↘0

ˆ
ϕ 〈v, νt〉 dµt =

ˆ
ϕL(v) d|DχE | for every v ∈ V and ϕ ∈ Lipb(X).

Observe that for any v ∈ V and ϕ ∈ Lipb(X), ϕ ≥ 0 it holds that∣∣∣∣ ˆ ϕL(v) d|DχE |
∣∣∣∣ (5.10)= lim

t↘0

∣∣∣∣eKt ˆ ϕ 〈v, νt〉 dµt
∣∣∣∣

≤ lim
t↘0

(
‖ϕ‖L∞(m) ‖|v|‖L∞(m)

ˆ ∣∣1− eKt|νt|∣∣ dµt +
ˆ
ϕ
〈
v,

νt
|νt|

〉
dµt

)
(4.74)
≤ lim

t↘0

ˆ
ϕ |v| dµt

(5.5)= lim
t↘0

ˆ
trE
(
Pt(ϕ|v|)

)
d|DχE |

(5.6)=
ˆ
ϕ trE(|v|) d|DχE |.

In the last two equalities we used the fact that |v| ∈ H1,2(X). By arbitrariness of ϕ, we
obtain that |L(v)| ≤ trE(|v|) holds |DχE |-a.e. for all v ∈ V. Let us now define ω : trE(V)→
L1(|DχE |) as
(5.11) ω

(
trE(v)

)
:= L(v) for every v ∈ V.

The operator L : V → L∞(|DχE |) is linear by its very construction, whence by exploiting
the inequality |L(v)| ≤ trE(|v|) we can conclude that ω is well-posed, linear and satisfying∣∣ω(v)

∣∣ ≤ |v| |DχE |-a.e. for every v ∈ trE(V).

Since TestV(X) ⊂ V and TestVE(X) is dense in L2
E(TX), we infer from Lemma 5.10 that

t̄rE(V) is a dense linear subspace of L2
E(TX). Therefore, we know from [112, Proposition

1.4.8] that ω can be uniquely extended to an element ω ∈ L2
E(T ∗X) := L2

E(TX)∗ satisfying
|ω| ≤ 1 in the |DχE |-a.e. sense. We denote by νE ∈ L2

E(TX) the vector field corresponding
to ω via the Riesz isomorphism. By combining (5.9) (with ϕ ≡ 1) and (5.11), we conclude
that (5.4) is satisfied. It only remains to show that |νE | ≥ 1 holds |DχE |-a.e.. In order to do
it, just observe that Theorem 5.13 yields

|DχE |(X) ≤ sup
v∈V,

|v|≤1 m-a.e.

ˆ
E

div (v) dm (5.4)= sup
v∈V,

|v|≤1 m-a.e.

−
ˆ 〈

trE(v), νE
〉

d|DχE |

≤
ˆ
|νE | d|DχE | ≤ |DχE |(X),

whence each inequality must be an equality. This clearly forces the |DχE |-a.e. equality |νE | =
1. The element νE is uniquely determined by (5.4) as the space trE(V) is dense in L2

E(TX).
Finally, the last part of the statement is an immediate consequence of Lemma 5.10. �

In the very recent paper [53] a Gauss Green formula for bounded divergence measure
vector fields on locally compact RCD(K,∞) metric measure spaces has been obtained. Let
us briefly compare their result with the one we presented above.

As we just pointed out the assumptions in [53] are more general, since they treat the
general case of RCD(K,∞) spaces without imposing upper dimension bounds. Moreover
even the class of vector fields they allow for is more general, since their requirement is that
the vector field is essentially bounded and it has measure valued divergence while we ask
for the additional H1,2

C regularity. On the other hand our stronger assumptions allow to
sharpen the representation formula of the normal trace of the vector field appearing in the
integration by parts formula. While in [53] the term

〈
v, νE

〉
is only identified by a suitable
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limiting procedure, in our case it gets a precise geometric meaning after the introduction of
the module L2

E(TX).

2. Uniqueness of tangents for sets of finite perimeter

In this section we prove a uniqueness theorem (up to negligible sets) for blow-ups of sets
with finite perimeter over RCD(K,N) metric measure spaces. This has to be considered
as a further step in the direction of generalizing De Giorgi’s theorem to the framework of
RCD(K,N) spaces.

Let us point out that, as an additional condition with respect to those explicitly requested
in Definition 4.30, up to a |DχE |-negligible set, one also has that the perimeter measures on
the rescaled spaces

∣∣DiχE
∣∣ weakly converge to |DχF | in duality w.r.t. Cbs. This information,

which is obtained in Corollary 4.37, will be helpful in the sequel.
Theorem 5.14. Let (X, d,m) be an RCD(K,N) m.m.s. with essential dimension 1 ≤ n ≤ N ,
E ⊂ X be a set of finite perimeter. Then, for |DχE |-a.e. x ∈ X, there exists k = 1, . . . , n
such that

Tanx(X, d,m, E) =
{

(Rk, deucl, ckLk, 0k, {xk > 0})
}
.

After establishing Theorem 4.32 the state of the art in the theory of sets of finite perime-
ter was similar to that of the structure theory of RCD(K,N) spaces after [117] (cf. Theo-
rem 2.15), where the authors proved existence of a Euclidean tangent space up to negligible
sets. The content of this and of the next section instead can be seen as a counterpart in
codimension 1 of the main results obtained by Mondino–Naber in [170] (cf. Chapter 2).
Also the main ideas underlying the proofs of the uniqueness of tangents and the rectifiability
result are quite similar to those leading to the metric measure rectifiability of RCD(K,N)
spaces that we implemented in Chapter 2. As in that case, the existence of a Euclidean
tangent along a fixed scale is a regularity information which can be propagated at any loca-
tion and scale up to a set which is small w.r.t. the relevant measure, yielding uniqueness of
tangents.

From a technical point of view, our construction heavily relies on the use of harmonic
δ-splitting maps, whose basic theory in this framework has been presented in Section 2. With
this tool at our disposal, the propagation of regularity step is a consequence of a weighted
maximal argument which was suggested in [65]. Let us point out that, in order for the whole
procedure to work, the fact that perimeter measures have codimension 1 (see Lemma 4.35)
and the fact that harmonic functions satisfy L2-Hessian bounds play a key role. The strategy
would completely fail if perimeter measures had codimension bigger or equal than 2.

Below we are concerned with the propagation of the property of being a δ-splitting map.
We are going to prove that, if α ∈ (0, 2), outside a set of small codimension-α content any
δ-splitting map at a given scale is a CN,αδ1/4 splitting map at any scale. In this way we
sharpen Proposition 2.13, allowing for applications to the theory in codimension one.
Proposition 5.15. Let α ∈ (0, 2) and N > 1. There exist constants CN > 0 and CN,α > 0
such that, for any 0 < δ < 1, any RCD(−1, N) m.m.s. (X, d,m), any p ∈ X and for any
δ-splitting map u := (u1, . . . , uk) : B2(p) → Rk, there exists a Borel set G ⊂ B1(p) with
H hα

5 (B1(p) \G) < CN
√
δm(B2(p)) such that for any x ∈ G it holds

(5.12) sup
0<r<1

rα
 
Br(x)

|Hessua|2 dm ≤
√
δ for any a = 1, . . . , k,

and

(5.13) u : Br(x)→ Rk is a CN,αδ1/4-splitting map for any 0 < r < 1/2.
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Proof. Let us start proving (5.12). To this aim fix any a = 1, . . . , k and denote by CP and
CD the Poincaré and the doubling constants over balls of radius 10 of (X, d,m). To be more
precise CP is a constant in the (1, 2)-Poincaré inequality with λ = 2 as in (1.19). In particular,
since (X, d,m) is an RCD(−1, N), CP depends only on N . The same conclusion holds for
CD thanks to the Bishop-Gromov inequality (1.45).

Set

G :=
{
x ∈ B1(p) : sup

0<r<1
rα

 
Br(x)

|Hessua|2 dm ≤
√
δ

}
.

We claim that H hα
5 (B1(p)\G) < CN

√
δm(B2(p)). For any x ∈ B1(p)\G we choose ρx ∈ (0, 1)

satisfying

(5.14) ραx

 
Bρx (x)

|Hessua|2 dm >
√
δ.

Observe that the family {Bρx(x)}x∈B1(p)\G covers B1(p) \ G. Using Vitali’s covering The-
orem 1.9 we can find a subfamily of disjoint balls {Bρi(xi)}i∈N such that B1(p) \ G ⊂
∪i∈NB5ρi(xi). This gives the sought conclusion

H hα
5 (B1(p) \G) ≤

∑
i∈N

hα(B5ρi(xi)) =
∑
i∈N

m(B5ρi(xi))
(5ρi)α

(1.45)
≤ CN

∑
i∈N

m(Bρi(xi))
ραi

(5.14)
≤ CN

∑
i∈N

1√
δ

ˆ
Bρi (xi)

|Hessua|2 dm

≤CN
1√
δ

ˆ
B2(p)

|Hessua|2 dm ≤ CN
√
δm(B2(p)),

where we used the definition of H hα
5 , and the fact that u is a δ-splitting map.

In order to verify (5.13) we just need to check that, for a, b = 1, . . . , k, 
Br(x)

|∇ua · ∇ub − δa,b| dm < CN,αδ
1/4 for any x ∈ G, 0 < r < 1.

We wish to get the estimate with a telescopic argument taken from [139, Lemma 5.9].
To this aim let us set fa,b := |∇ua · ∇ub − δa,b| and note that |∇fa,b| ≤ CN (|Hessua| +

|Hessub|) as a consequence of Definition 2.5(i) and (1.61). Whence, the Poincaré inequality
yields ∣∣∣∣∣

 
Br(x)

fa,b dm−
 
Br/2(x)

fa,b dm
∣∣∣∣∣ ≤ CP r

( 
B2r(x)

|∇fa,b|2 dm
)1/2

and thanks to (5.12) we can continue the chain of inequalities with

≤CNCP

(
r2
 
B2r(x)

|Hessua|2 dm + r2
 
B2r(x)

|Hessub|2 dm
)1/2

≤CNCP δ1/4r1−α/2, for any 0 < r < 1/2,

where the assumption α ∈ (0, 2) crucially enters into play here.
Applying a telescopic argument it is simple to see that

(5.15)
∣∣∣∣∣
 
B2−1 (x)

fa,b dm−
 
B2−k (x)

fa,b dm
∣∣∣∣∣ ≤ CαCNCP δ1/4, for any k > 1.
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Therefore, for any 0 < r < 1/2 we take k ∈ N such that 2−k−1 < r ≤ 2−k and, using that
u : B2(p)→ Rk is a δ-splitting map, we get 

Br(x)
fa,b dm ≤CD2N

 
B2−k (x)

fa,b dm

≤CD2N
∣∣∣∣∣
 
B1/2(x)

fa,b dm−
 
B2−k (x)

fa,b dm
∣∣∣∣∣+ CD2N

 
B1/2(x)

fa,b dm

(5.15)+(1.45)
≤ 2NCDCαCNCP δ1/4 + 8NC2

D

 
B2(p)

fa,b dm

≤CN,αδ1/4.

�

For our purposes we just need to consider the case α = 1 in Proposition 5.15. This is
related to the fact that boundaries of sets with finite perimeter are codimension one objects.
In order to shorten the notation in the sequel we will write h in place of h1 when dealing
with the codimension one Hausdorff measures and premeasures H h,H h

δ .

Corollary 5.16. Let (X, d,m, p) be an RCD(K,N) p.m.m.s. and u : B4r(p) → Rk a δ-
splitting map for some r > 0 such that |K|r2 ≤ 4 and r < 1/2. Then there exists G ⊂ B2r(p)
with

H h
5 (B2r(p) \G) ≤H h

10r(B2r(p) \G) ≤ CN
√
δ
m(B2r(p))

2r
such that u : Bs(x)→ Rk is a CNδ1/4-splitting map such that

ffl
Bs(x) |Hessu|2 dm ≤ CNsδ for

any x ∈ G and any 0 < s < r.

Proof. Apply Proposition 5.15 to the rescaled space (X, (2r)−1d,m(B2r(p))−1m, p). �

Corollary 5.17. Let us keep the notation of Corollary 5.16. Then for Cap-a.e. x ∈ G it
holds that
(5.16)

∣∣∣∇̄ua(x) · ∇̄ub(x)− δab
∣∣∣ ≤ CNδ1/4,

for any a, b = 1, . . . , k.

Proof. It is sufficient to observe that, thanks to Theorem 5.2, for Cap-a.e. x ∈ X it holds
that

lim
r→0

 
Br(x)

∣∣∣∇ua · ∇ub − ∇̄ua(x) · ∇̄ub(x)
∣∣∣ dm = 0.

The conclusion follows since by Corollary 5.16 we know that for every x ∈ G it holds

lim sup
r→0

 
Br(x)

|∇ua · ∇ub − δab| dm ≤ CNδ1/4.

�

Let (X, d,m) be an RCD(K,N) metric measure space with essential dimension n ≤ N
(cf. Definition 3.43) and let E ⊂ X be a set of locally finite perimeter. For any k = 1, . . . , n
we set
Ak :=

{
x ∈ X :

(
Rk, deucl, ckLk, 0k, {xk > 0}

)
∈ Tanx(X, d,m, E), but for no (Y, %, µ, y) s.t.

diam(Y ) > 0 (Y × Rk, %× deucl, µ× Lk, (y, 0k), {xk > 0}) ∈ Tanx(X, d,m, E)
}
.
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Let us point out that, with arguments analogous to those in [170, Lemma 6.1] (see also the
first step in the proof o Theorem 2.18)one can show that Ak is a |DχE |-measurable set for
any k = 1, . . . , n. Moreover, thanks to Theorem 2.19 we know that it is impossible to find
x ∈ X for which the tangent cone at Tanx(X, d,m) contains an element of the form Rn × Y
for some RCD m.m.s. (Y, dY ,mY ) with diam(Y ) > 0 (cf. [152]).
Lemma 5.18. Under the assumptions above

|DχE |
(
X \

n⋃
k=1

Ak

)
= 0.

Proof. As a consequence of Theorem 4.32 we have

|DχE |
(
X \

n⋃
k=1

A′k

)
= 0,

where
A′k :=

{
x ∈ X :

(
Rk, deucl, ckLk, 0k, {xk > 0}

)
∈ Tanx(X, d,m, E) but

(Rm, deucl, cmLm, 0m, {xm > 0}) /∈ Tanx(X, d,m, E) for any m > k
}
.

The measurability of the A′k’s can be verified as in the case of the Ak’s.
It is clear that Ak ⊂ A′k, let us prove |DχE |(A′k \ Ak) = 0. We argue by contradiction.

If the claim is false we can find x ∈ A′k \ Ak such that the iterated tangent property of
Theorem 4.41 holds true. Since x ∈ A′k \ Ak we can find (Y, %, µ, y) ∈ RCD(0, N − k) with
diam(Y ) > 0 such that

(Y × Rk, %× deucl, µ× Lk, (y, 0k), {xk > 0}) ∈ Tanx(X, d,m, E).
Moreover Tan(y′,x,0)(Y ×Rk, %×deucl, µ×Lk, {xk > 0}) ⊂ Tan(E, x) for any (y′, x) ∈ Y ×Rk−1,
thanks to Theorem 4.41. Thus, choosing (y′, x, 0) ∈ Y × Rk such that Theorem 4.32 holds
and y′ is regular in Y we get the sought contradiction, since the essential dimension of Y is
bigger or equal than one (otherwise diam(Y ) = 0). �

Proof of Theorem 5.14. In light of Lemma 5.18 it is enough to prove that Ak coincides up to
a |DχE |-negligible set with{

x ∈ X : Tanx(X, d,m, E) =
{

(Rk, deucl, ckLk, 0k, {xk > 0})
}}

.

Let us assume without loss of generality that Ak ⊂ B2(p) for some p ∈ X. We claim that,
for any η > 0, there exists Gη ⊂ Ak with
(5.17) H h

5 (Ak \Gη) ≤ CNη |DχE | (B2(p))
such that, for any x ∈ Gη and for any (Y, %, µ, y) ∈ Tanx(X, d,m), there exists a pointed
RCD(0, N − k) m.m.s. (Z, dZ ,mZ , z) satisfying
(5.18) dpmGH((Y, %, µ, y), (Rk × Z, (0, z)) ≤ η.
Observe that the claim implies our conclusion. Indeed if we fix η > 0 and set ηi := η2−i then
Gη := ∪i∈NGηi satisfies H h

5 (Ak\Gη) = 0 and thus |DχE | (Ak\Gη) = 0 thanks to Lemma 4.35.
Moreover, for any x ∈ Gη, (4.5) holds. We conclude observing that G := ∩k∈NG2−k still
satisfies |DχE | (Ak\G) = 0 and any tangent cone at x ∈ G splits off a factor Rk. By definition
of Ak we deduce that the only tangent at x ∈ G is the Euclidean space of dimension k.

Let us pass to the verification of the claim. Fix δ ∈ (0, 1/2) and take ε > 0 as in
Proposition 2.11. Of course we can assume ε ≤ δ. We wish to prove that there exists a
disjoint family of balls {Bri(xi)}i∈N such that r2

i |K| ≤ ε for any i ∈ N and
(i) Ak ∩B1(p) ⊂ ∪i∈NB5ri(xi);
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(ii) dpmGH
(
(X, r−1

i d,mri
x , xi), (Rk, deucl, ckLk, 0k)

)
≤ ε;

(iii) ωk−1
ωk

(1− ε)m(Bri (xi))
ri

≤ |DχE | (Bri(xi)) ≤
ωk−1
ωk

(1 + ε)m(Bri (xi))
ri

.
Indeed, for any x ∈ Ak there exists a sequence of radii ri → 0 such that

lim
i→∞

dpmGH
(
(X, r−1

i d,mri
x , x), (Rk, deucl,Lk, 0k)

)
= 0 and lim

i→∞

ri |DχE | (Bri(x))
m(Bri(x)) = ωk−1

ωk
,

as a consequence of Theorem 4.32, see also (2.5). Therefore, for any x ∈ Ak we can choose
r2
x|K| ≤ ε such that the pair (x, rx) satisfies (ii) and (iii). In order to get a disjoint family of
balls satisfying (i) we have just to apply Vitali’s Lemma to {Brx(x)}x∈Ak∩B1(p).

Let us now focus the attention on a single ball B20ri(xi) ⊂ X. Proposition 2.11 yields
the existence of a δ-splitting map

ui : B5ri(xi)→ Rk.
Thanks to Corollary 5.16 we can find Gi ⊂ B5ri(xi) with

(5.19) H h
5 (B5ri(xi) \Gi) ≤ CN

√
δ
m(B5ri(xi))

5ri
and such that ui : Bs(x)→ Rk is a CNδ1/4-splitting map for any x ∈ Gi and any 0 < s < 5ri.
Applying Proposition 2.12, up to assuming δ small enough, we deduce that at any x ∈ Gi
(5.18) holds true.
To conclude let us verify that G := ∪i∈NGi satisfies (5.17):

H h
5 (Ak \G) ≤

∑
i∈N

H h
5 (B5ri(xi) \Gi)

(5.19)
≤

∑
i∈N

CN
√
δ
m(B5ri(xi))

5ri
(1.45)
≤ CN

√
δ
∑
i∈N

m(Bri(xi))
ri

(iii)
≤ CN

√
δ
∑
i∈N
|DχE | (Bri(xi))

≤CN
√
δ |DχE | (B2(p)).

Since we can assume δ < η2 we get the sought estimate. �

As an intermediate step of the proof of uniqueness of tangents to sets of finite perimeter
we have obtained the following result, that we point out explicitly since it will be relevant
for the rest of the study in this chapter.
Corollary 5.19. Let (X, d,m) be an RCD(K,N) m.m.s. of essential dimension 1 ≤ n ≤ N
and let E ⊂ X be a set of locally finite perimeter. Then, for any δ > 0 and for any 1 ≤ k ≤ n
there exists a countable family of (k, δ)-splitting maps (uki )i∈N defined on balls Bri(xi) such
that for |DχE |-a.e. x ∈ FkE there exist rx > 0 and i ∈ N for which uki : Br(x) → Rk is an
rδ-splitting map for any 0 < r < rx and

lim
r→0

 
Br(x)

∣∣∣∇(uki )a · ∇(uki )b − δab
∣∣∣ dm =

∣∣∣∇̄(uki )a(x) · ∇̄(uki )b(x)− δab
∣∣∣ ≤ δ,

for any a, b = 1, . . . , k.

Proof. The conclusion directly follows from the construction in the proof of Theorem 5.14
taking into account Corollary 5.17. �

Definition 5.20 (Reduced boundary). Let (X, d,m) be an RCD(K,N) metric measure space
and E ⊂ X a set of locally finite perimeter. For any k = 1, . . . , n, where n is the essential
dimension of (X, d,m), we set

FkE :=
{
x ∈ X : Tanx(X, d,m, E) =

{
(Rk, deucl, ckLk, 0k, {xk > 0})

}}
.
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We know thanks to Theorem 5.14 that |DχE | (·) is concentrated on FE := ∪nk=1FkE and,
from now on, we shall call FE the reduced boundary of E.

In the study of the Gauss Green integration by parts formula on RCD(K,∞) spaces
pursued in [53], some conclusions have been obtained in the case of sets of finite perimeter
E for which any weak* limit point of PtχE in L∞(X, |DχE |) is constant (and equal to 1/2).
Here we wish to point out that, as a consequence of the uniqueness of tangents we proved
above, this is the case for any set of finite perimeter on RCD(K,N) metric measure spaces.
Corollary 5.21. Let (X, d,m) be an RCD(K,N) m.m.s. and let E ⊂ X be a set of finite
perimeter. Then PtχE converge to 1/2 as t → 0 both in the |DχE |-almost everywhere sense
and in the weak* topology of L∞(X, |DχE |).

Proof. In order to prove the sought conclusion, thanks to Theorem 5.14 it is sufficient to
prove that
(5.20) lim

t→0
PtχE(x) = 1/2

for any x ∈ FE. To this aim we just point out that the explicit computation of the evolution
via heat flow of the indicator function of a half-space in the Euclidean space

PRn
t
χHn(x) = 1

2 , for any x ∈ ∂Hn and for any t > 0,

together with the observations in the first part of the proof of Proposition 4.39 yield (5.20). �

Conjecture 5.22. Let (X, d,m) be an RCD(K,N) m.m.s. with essential dimension 1 ≤ n ≤
N and let E ⊂ X be a set of locally finite perimeter. Then |DχE | is concentrated of FnE, in
particular the reduced boundary has constant dimension in the |DχE |-a.e. sense.

Regarding the conjecture above let us stress that the fact that RCD(K,N) spaces have
a well defined essential dimension played no role in the development of the theory of sets of
finite perimeter so far. Moreover the validity of Conjecture 5.22 could be seen as a first step
towards Conjecture 3.47.

3. Rectifiability of the reduced boundary

The main achievement of this section is a rectifiability result for the reduced boundary
of sets with finite perimeter.
Theorem 5.23. Let (X, d,m) be an RCD(K,N) m.m.s. and E ⊂ X be a set of locally finite
perimeter. Then, for any k = 1, . . . , n, FkE is

(
|DχE | , (k − 1)

)
-rectifiable.

Let us recall that a set is
(
|DχE | , `

)
-rectifiable if up to a |DχE |-negligible set it can

be covered by ∪i∈NAi where any Ai is biLipschitz equivalent to a Borel subset of R`, cf.
Section 1.
Remark 5.24. We point out that, given any ε > 0, the maps providing rectifiability of the
reduced boundary in Theorem 5.23 can be taken (1 + ε)-biLipschitz.

Let us outline the strategy of the proof of Theorem 5.23.
First of all, up to intersecting with a ball and thanks to the locality of perimeter and tangents,
we can assume that E has finite measure and perimeter.
The biLipschitz maps from subsets of FkE to Rk−1 providing rectifiability are going to be suit-
able approximations of the (k− 1) coordinate maps over the hyperplane where the perimeter
concentrates after the blow-up. Better said, they will be the first (k−1) components of a (k, δ)-
splitting map “δ-orthogonal to the exterior normal νE to the boundary of E”. In the following,
to simplify the notation, we shall write v in place of trE(v) for any v ∈ H1,2

C (TX) ∩D(div ).
The first step in order to obtain the rectifiability of the reduced boundary according to the
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strategy we outlined above aims at proving that there exist indeed δ-splitting maps whose
components are almost orthogonal in a suitable integral sense to the unit normal vector. The
main difference of the presentation in this chapter with [48] is in its proof. Here we heavily
rely on Theorem 5.2, which allows to follow a more natural strategy looking at the asymptotic
behaviour of δ-splitting maps and avoiding some limiting procedures. The rigorous statement
is as follows.
Proposition 5.25. Let (X, d,m) be an RCD(K,N) m.m. space and E ⊂ X a set of finite
perimeter and measure. For any δ > 0, r0 > 0 and |DχE |-a.e. x ∈ FkE there exist r = rx,δ <

r0 and a δ-splitting map v = (v1, . . . , vk−1) : Br(x)→ Rk−1 such that

(5.21) r

m(Br(x))

ˆ
Br(x)

|ν · ∇vα| d|DχE | < δ, for α = 1, . . . , k − 1.

Proof. We wish to prove that the statement is verified choosing at almost every point of
FkE a (k − 1, δ)-splitting map whose components are obtained as linear combinations (with
coefficients depending only on the given point) of the components of a (k, δ)-splitting map
provided by Corollary 5.17. The idea underlying the proof can be explained in the follow-
ing way, neglecting the regularity issues concerning the ambient space and the unit normal
vector. First of all we observe that the limit as r → 0 of the quantity we want to control
in (5.21) should be comparable to the value of the scalar product between the unit normal
νx at x and ∇ua(x). Starting from this observation and taking into account the fact that
(∇u1(x), . . . ,∇uk(x)) are almost orthonormal vectors, we can infer that there exists a linear
transformation A : Rk → Rk such that, setting v := A ◦ u, it holds ∇v1(x) · ν(x) = · · · =
∇vk−1(x) · ν(x) = 0 and v is still a δ-spitting map at all sufficiently small scales.

Let us observe that, thanks to Corollary 5.19, it is sufficient to prove the statement on
any G ⊂ FkE, where G verifies the following property. There exist a (k, δ)-splitting map
u : BR(x̄) → Rk and radii rx > 0 for any x ∈ G such that u : Br(x) → Rk is an rδ-splitting
map for any 0 < r < rx and

(5.22) lim
r→0

 
Br(x)

|∇ua · ∇ub − δab| dm = |∇ua(x) · ∇ub(x)− δab| ≤ δ,

for any a, b = 1, . . . , k.
Recalling that |DχE | is asymptotically doubling, we can apply Theorem 1.16 (see also

Remark 1.18) to conclude that there exists G̃ ⊂ G with |DχE | (G \ G̃) = 0 and such that any
x ∈ G̃ is a Lebesgue point of x 7→ ∇ua · νE with respect to |DχE | for any a = 1, . . . , k, i.e.

(5.23) lim
r→0

 
Br(x)

|∇ua · ν −∇ua(x) · ν(x)| d |DχE | = 0.

Next for any x ∈ G̃, we let Bx be the inverse matrix of (∇ua(x) · ∇ub(x))a,b=1,...,k. Observe
that |Bx − I| ≤ Ckδ thanks to (5.22). Then we can observe that for any orthogonal matrix
D : Rk → Rk, setting vD := D ◦Bx ◦ u : Brx(x)→ Rk it holds that vD is a Cδ-splitting map
for any 0 < r < rx,

lim
r→0

 
Br(x)

|∇(vD)a · ∇(vD)b − δab| dm = 0

and

(5.24) lim
r→0

 
Br(x)

|∇(vD)a · ν −∇(vD)a(x) · ν(x)| d |DχE | = 0,

for any a, b = 1, . . . , k. By elementary linear algebra considerations we can find D = Dx in
such a way that v := vD verifies
(5.25) ∇va(x) · ν(x) = 0, for any a = 1, . . . , k − 1.
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We claim that the map v = (v1, . . . , vk−1) found with this construction satisfies the
requirements of the statement at all points x ∈ G̃ such that

(5.26) lim sup
r→0

r |DχE | (Br(x))
m(Br(x))) <∞

and we observe that |DχE |-a.e. point verifies this condition as we pointed out in the proof
of Theorem 5.14. Indeed, as we already observed v : Br(x)→ Rk−1 is a Cδ-splitting map for
any 0 < r < rx, moreover

lim sup
r→0

r

m(Br(x))

ˆ
Br(x)

|∇va · ν| d|DχE |

= lim sup
r→0

r |DχE | (Br(x))
m(Br(x))) lim

r→0

 
Br(x)

|∇va · ν| d |DχE |

(5.25)= lim sup
r→0

r |DχE | (Br(x))
m(Br(x))) lim

r→0

 
Br(x)

|∇va · ν −∇va(x) · ν(x)| d |DχE |
(5.23), (5.26)= 0.

Therefore v = (v1, . . . , vk−1) : Br(x) → Rk−1 verifies the required properties up to choose r
sufficiently small. �

The second step in the proof of Theorem 5.23 is showing that the map built in Propo-
sition 5.25 is indeed biLipschitz with its image if restricted to suitable subsets of FkE (see
Proposition 5.27 below for the rigorous statement). These subsets are obtained collecting
points x ∈ FkE such that Bs(x) ∩ E is ε-close, in a suitable sense, to Bs(0k) ∩ {xk > 0} for
any s ≤ r0, where r0 > 0 is a fixed radius.
Definition 5.26. Given ε > 0 and r0 > 0, we define (FkE)r0,ε as the set of points x ∈ FkE
satisfying

(i) dpmGH
((
X, s−1d, m

m(Bs(x)) , x
)
,
(
Rk, deucl,

1
ωk
Lk, 0k

))
< ε for any s ≤ r0;

(ii) ∣∣∣∣m(Bs(x) ∩ E)
m(Bs(x)) − 1

2

∣∣∣∣+ ∣∣∣∣s |DχE | (Bs(x))
m(Bs(x)) − ωk−1

ωk

∣∣∣∣ < ε for any s ≤ r0.

Observe that, as a consequence of Theorem 5.14 and Remark 2.17, for any ε > 0 we have
FkE =

⋃
0<r<1

(FkE)r,ε and (FkE)r,ε ⊂ (FkE)r′,ε for r′ < r.

Hence for any η > 0 there exists r = r(η) > 0 such that
(5.27) |DχE |

(
FkE \ (FkE)s,ε

)
< η, for any 0 < s < r.

Proposition 5.27. Let N > 1, K ∈ R and k ∈ [1, N ] be fixed. For any η > 0 there exists
ε = ε(η,N) < η such that, if (X, d,m) is an RCD(K,N) m.m.s., E ⊂ X is a set of finite
perimeter and finite measure, p ∈ (FkE)2s,ε for some s ∈ (0, |K|−1/2) and there exists an
ε-splitting map u : B2s(p)→ Rk−1 such that

(5.28) s

m(B2s(x))

ˆ
B2s(x)

|ν · ∇ua| d|DχE | < ε, for any a = 1, . . . , k − 1,

then there exists G ⊂ Bs(p) that satisfies:
(i) G ∩ (FkE)2s,ε is biLipschitz to a Borel subset of Rk−1. More precisely,

(5.29)
∣∣|u(x)− u(y)| − d(x, y)

∣∣ ≤ CNη d(x, y), ∀x, y ∈ (FkE)2s,ε ∩G;

(ii) H h
5 (Bs(p) \G) < CNη

m(Bs(p))
s .

Let us now prove Theorem 5.23 assuming Proposition 5.27.
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Proof of Theorem 5.23. Assume without loss of generality that E has finite perimeter and
measure, and that FkE ⊂ B2(p) for some p ∈ X. We claim that, for any η > 0, we can
decompose FkE = Gη ∪Bη ∪Rη, where Gη is (k − 1)-rectifiable and

(5.30) H h
5 (Bη) + |DχE | (Rη) ≤ CN,K |DχE | (B2(p))η + η.

Observe that the claim easily gives the sought conclusion. Indeed, setting ηi := η2−i, Gη :=
∪iGηi and Rη := ∪i∈NRηi , Gη is still (k − 1)-rectifiable and it holds

H h
5 ((FkE \Gη) \Rη) = 0,

hence, as a consequence of Lemma 4.35, |DχE | (FkE \Gη) \Rη) = 0. Therefore

|DχE | (FkE \Gη) ≤ |DχE | (Rη) ≤ CN |DχE | (B2(p))η + η.

Setting G := ∪i∈NG2−i , we get that G is still (k − 1)-rectifiable and coincides with FkE up
to a |DχE |-negligible set.

Let us now prove the claim. To this aim fix r > 0 and ε > 0. We cover (FkE)r,ε
with balls of radius smaller than r/5 with centre in (FkE)r,ε such that the assumptions of
Proposition 5.27 are satisfied. The possibility of building such a covering is a consequence
of Theorem 5.14 and of Proposition 5.25. By Vitali’s Theorem 1.9, we can extract a disjoint
family

{
Bri/5(xi)

}
i∈N

such that (FkE)r,ε ⊂ ∪iBri(xi). Applying Proposition 5.27, for any
i ∈ N we can find Gi ⊂ Bri(xi) such that Gi∩(FkE)r,ε is (k−1)-rectifiable and H h

5 (Bri(xi)\
Gi) < CNη

m(Bri (xi))
ri

. Set Gηr := (FkE)r,ε ∩ (∪iGi) and observe that

H h
5 ((FkE)r,ε \Gηr) ≤

∑
i∈N

H h
5 (Bri(xi) \Gi) ≤

∑
i∈N

CNη
m(Bri(xi))

ri

(1.45)
≤ CNη

∑
i∈N

m(Bri/5(xi))
ri/5

≤ CN,Kη
∑
i∈N
|DχE | (Bri/5(xi))

≤CN,Kη |DχE | (B2(p)),

thanks to
m(Bri/5(xi))

ri/5
≤ C(k) |DχE | (Bri/5(xi)),

that holds true provided ε is small enough.
Setting Bη

r := (FkE)r,ε \Gηr , the argument above gives the decomposition

(FkE)r,ε = Gηr ∪Bη
r ,

where Gηr is (k−1)-rectifiable and H h
5 (Bη

r ) ≤ CN,Kη |DχE | (B2(p)). Let us now choose r > 0
small enough to have (5.27). This allows us to write

FkE = Gηr ∪Bη
r ∪ (FkE \ (FkE)r,ε) =: Gη ∪Bη ∪Rη

and to conclude the proof. �

3.1. Proof of Proposition 5.27. The proof is divided in three steps.
Aim of the first one is to provide a bridge between analysis and geometry suitable for this
context: we prove that, whenever at a certain location and scale the set of finite perimeter
is quantitatively close to a half-space in a Euclidean space and there is a (k − 1, δ)-splitting
map which is also δ-orthogonal to the normal vector in the sense of (5.28), then the (k−1, δ)-
splitting map is an η-isometry (in the scale invariant sense) when restricted to the support
of the perimeter.
The second step is analytic and dedicated to the propagation of the δ-orthogonality condition.
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In the last one we get the biLipschitz property relying on the observation that a map which
is an η-isometry (in the scale invariant sense) at any location and scale is biLipschitz.

Step 1. Let N > 0, K ∈ R and k ∈ [1, N ] be fixed. We claim that, for any η > 0, there
exists δ = δη,N ≤ η such that, for any pointed RCD(K,N) m.m.s. (X, d,m, x) and for any
set of finite perimeter and finite measure E ⊂ X such that, for some 0 < r < |K|−1/2,

(i) dpmGH
((
X, (2r)−1d, m

m(B2r(x)) , x
)
,
(
Rk, deucl,

1
ωk
Lk, 0k

))
< δ;

(ii) ∣∣∣∣m(Bt(x) ∩ E)
m(Bt(x)) − 1

2

∣∣∣∣+ ∣∣∣∣ t |DχE | (Bt(x))
m(Bt(x)) − ωk−1

ωk

∣∣∣∣ < δ for any t ≤ 2r;

(iii) there exists u := (u1, . . . , uk−1) : B2r(x)→ Rk−1 a δ-splitting map satisfying
r

m(B2r(x))

ˆ
B2r(x)

|ν · ∇ua| d|DχE | < δ, for any a = 1, . . . , k − 1,

then u : supp |DχE | ∩Br(x)→ BRk−1
r (u(x)) verifies
||u(y)− u(z)| − d(y, z)| ≤ ηr

for any y, z ∈ supp |DχE | ∩Br(x).
By scaling it is enough to prove the claim when r = 1/2 and |K| ≤ 4. Let us argue by

contradiction. Then we could find η > 0, a sequence (Xn, dn,mn, En, xn), points zn1 , zn2 ∈
supp |DχEn | ∩ B1/2(xn), and 1/n-splitting maps un : B1(xn) → Rk−1 satisfying (i), (ii) and
(iii) with δ = 1/n, un(xn) = 0 and
(5.31)

∣∣|un(zn1 )− un(zn2 )| − dn(zn1 , zn2 )
∣∣ ≥ η, ∀n ∈ N.

Notice that dn(zn1 , zn2 ) ≥ min{η/(CN − 1), η} since un is CN -Lipschitz.
Observe that, by (i), (Xn, dn,mn, xn) converge to

(
Rk, deucl,

1
ωk
Lk, 0k

)
in the pmGH topol-

ogy. We let (Z, dZ) be a proper metric space where this convergence is realized. Since En
satisfies the bound

(5.32)
∣∣∣∣mn(En ∩Bt(xn))

mn(Bt(xn)) − 1
2

∣∣∣∣+ ∣∣∣∣ t|DχEn |(Bt(xn))
mn(Bt(xn)) − ωk−1

ωk

∣∣∣∣ < 1/n for any t ≤ 1,

up to extracting a subsequence, En∩B1(xn)→ F ∩B1(0k) in L1-strong, where F is of locally
finite perimeter in B1(0k) thanks to Proposition 4.26.

Up to extracting again a subsequence we can assume un → u∞ strongly in H1,2 on
B1(0k), where u∞ : BRk

1 (0) → Rk−1 is the restriction of an orthogonal projection, as a
consequence of Proposition 1.29 and Theorem 1.126. We assume, without loss of generality,
that u∞(x) = (x1, . . . , xk−1) for any x ∈ B1(0k).

We claim that Lk
((
F ∩B1(0k)

)
∆
(
{xk > 0} ∩B1(0k)

))
= 0 and

(5.33)
ˆ
g d|DχEn | →

ˆ
g d|Dχ{xk>0}| for any g ∈ C(Z) with supp (g) ⊂ B1/2(0k).

This would imply that z∞1 , z∞2 ∈ {xk = 0}, therefore |u∞(z∞1 ) − u∞(z∞2 )| = deucl(z∞1 , z∞2 )
that contradicts (5.31).
In order to verify the claim let us choose a smooth function ψ∞ : Rk → R with compact
support in B1(0k). Then we consider a sequence ψn ∈ Lip(Xn, dn) with supp (ψn) ⊂ B1(xn),
‖ψn‖L∞+‖|∇ψn|‖L∞ ≤ 4 and ψn → ψ∞ strongly in H1,2 along the sequence (Xn, dn,mn, xn),
whose existence is proved in Lemma 1.125. Observe now that

∇ψn · ∇una → ∇ψ∞ · ea = ∂ψ∞
∂xa

in L2-strong, for any a = 1, . . . , k − 1,
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by Proposition 1.118(i) and Proposition 1.118(iii). This observation, along with Proposi-
tion 1.118(ii) and Remark 4.18, gives

(5.34)
ˆ
F

∂ψ∞
∂xa

dL
k

ωk
= lim

n→∞

ˆ
En

∇ψn · ∇una dmn.

We can now use Theorem 5.6 and (iii) to conclude that∣∣∣∣∣
ˆ
F

∂ψ∞
∂xa

dL
k

ωk

∣∣∣∣∣ (5.34)= lim
n→∞

∣∣∣∣∣
ˆ
En

∇ψn · ∇una dmn

∣∣∣∣∣
= lim
n→∞

∣∣∣∣ˆ ψn∇una · νEn d|DχEn |
∣∣∣∣

≤ lim
n→∞

ˆ
|ψn| |∇una · νEn | d|DχEn | = 0,

for a = 1, . . . , k − 1. Since ψ∞ ∈ C∞c (B1(0k)) is arbitrary we obtain that

Lk
((
F ∩B1(0k)

)
∆
(
{xk > λ} ∩B1(0k)

))
= 0 for some λ ∈ R.

Using again (5.32) we get Lk(F ∩B1(0k)) = ωk/2 that forces λ = 0.
Let us finally prove (5.33). To this end we use again (5.32) with t = 1/2 obtaining that

lim
n→∞

|DχEn | (B1/2(xn)) = ωk−1
2k−1 =

∣∣∣Dχ{xk>0}

∣∣∣ (B1/2(0k)).

We can now apply the third conclusion of Proposition 4.26 and conclude.
Step 2. By assumption there exists an ε-splitting map u : B2s(p)→ Rk−1 such that (5.28)

holds true. We wish to propagate now both the ε-splitting condition and the orthogonality
condition (5.28) at any scale and point outside a set of small H h

5 -measure. More precisely
we are going to prove that there exists a set G ⊂ Bs(p) with H h

5 (Bs(p)\G) ≤ CN
√
εm(Bs(p))

s
such that

(i) for any x ∈ G, 0 < r < s, u : Br(x)→ Rk−1 is a CNε1/4-splitting map;
(ii) for any x ∈ G, 0 < r < s, it holds

(5.35) r

m(Br(x))

ˆ
Br(x)

|ν · ∇ua| d|DχE | <
√
ε, for a = 1, . . . , k − 1.

We can find a set G′ satisfying the measure estimate and (i) applying Corollary 5.16. Hence
it is enough to find a set G′′ satisfying the measure estimate and (ii) and to take G := G′∩G′′.
To do so we apply a weighted maximal argument. Let us fix a = 1, . . . , k − 1 and set

ME(x) := sup
0<r<s

r

m(Br(x))

ˆ
Br(x)

|ν · ∇ua| d|DχE |.

We claim that G′′ := {x ∈ Bs(p) : ME(x) <
√
ε} has the sought properties.

Indeed, for any x ∈ Bs(p) \G′′, there exists ρx ∈ (0, s) such that

(5.36) ρx
m(Bρx(x))

ˆ
Bρx (x)

|ν · ∇ua| d|DχE | ≥
√
ε.

Applying Vitali’s covering Theorem 1.9 to the family {Bρx(x)}x∈Bs(p)\G′′ we find a disjoint
subfamily {Bri(xi)}i∈N such that Bs(p) \G′′ ⊂ ∪iB5ri(xi). Taking into account the disjoint-
edness of the covering, we can compute

H h
5 (Bs(p) \G′′) ≤

∑
i∈N

h(B5ri(xi)) =
∑
i∈N

m(B5ri(xi))
5ri
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(1.45)
≤ CN

∑
i∈N

m(Bri(xi))
ri

(5.36)
≤ CN

∑
i∈N

ε−1/2
ˆ
Bri (xi)

|ν · ∇ua| d|DχE |

≤CNε−1/2
ˆ
B2s(p)

|ν · ∇ua| d|DχE |
(5.28)
≤ CN

√
ε
m(B2s(p))

s
.

Step 3. We claim now that for any η > 0 there exists ε = εη,N > 0 small enough such that
for any 0 < r < s and x ∈ G ∩ (FkE)2s,ε the map

u = (u1, . . . , uk−1) : supp |DχE | ∩Br(x)→ Rk−1

verifies
||u(y)− u(z)| − d(y, z)| ≤ ηr

for any y, z ∈ supp |DχE | ∩ Br(x). The claim is a consequence of Step 1. Indeed, for any
x ∈ G ∩ (FkE)2s,ε and any r ∈ (0, s), the conditions (i) and (ii) of Step 1 are satisfied by
definition of (FkE)2s,ε. Moreover u is a CNε

1/4-splitting map on Br(x) satisfying (5.35),
hence also the assumption (iii) of Step 1 is satisfied for ε small enough.

In order to conclude the proof we just have to prove (i) in the statement of Proposi-
tion 5.27, since (ii) follows from Step 2 choosing ε small enough so that

√
ε < η. To this aim,

take x, y ∈ G ∩ (FkE)2s,ε and choose r := d(x, y). Our claim ensures that∣∣|u(x)− u(z)| − d(x, z)
∣∣ ≤ rη for any z ∈ supp |DχE | ∩Br(x),

therefore we can take z = y and conclude.

4. Representation of the perimeter

In this last section we are concerned with some consequences of the results achieved in
Section 2 and Section 3 at the level of representation formulas for the perimeter measure.
Let us recall that in the classical Euclidean theory one can prove that if E ⊂ RN is a set of
locally finite perimeter then |DχE | = H N−1 FE. As we shall see below this is the case
even in the setting of non collapsed RCD(K,N) metric measure spaces (cf. Theorem 5.29) an
one can obtain a counterpart of the representation formula for the perimeter also for general
RCD(K,N) spaces.
Remark 5.28. In general, even without the non collapsing assumption, it is easily seen
that the reduced boundary FE, that we introduced in Definition 5.20, is contained in the
essential boundary ∂∗E, namely the complement of the sets of density and rarefaction. In
the more general context of PI spaces it is known after [5] that |DχE | is representable as
θS ∂∗E for some density θ, where S denotes the measure induced by the gauge function
ζ(Br(x)) = m(Br(x))/r with Carathéodory’s construction. In particular in our context ∂∗E
and FE coincide up to S-negligible sets.
Theorem 5.29. Let (X, d,H N ) be a non collapsed RCD(K,N) m.m.s. for some K ∈ R
and 1 ≤ N <∞. Let E ⊂ X be a set of locally finite perimeter. Then

(5.37) |DχE | = H N−1 FNE.

Proof. Let us start with some preliminary observations about non collapsed RCD spaces
(ncRCD spaces for short).

First, on any ncRCD(K,N) m.m.s. only the top dimensional regular set RN is not empty.
Then, for any x ∈ RN , thanks to the volume convergence theorem, it holds that

(5.38) lim
r→0

HN (Br(x))
ωNrN

= 1.
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We refer to [84] for the proof of these results.
Moreover the Bishop-Gromov inequality yields that (X, d,H N ) is N -Ahlfors regular under
these assumptions. It follows that the codimension one Hausdorff type measure H h and the
(N − 1)-dimensional Hausdorff measure H N−1 are mutually absolutely continuous.

Let us pass to the verification of (5.37). We know from [5] that |DχE | = θHh ∂∗E
for some density function θ, where ∂∗E is the essential boundary of E. Thanks to Theo-
rem 5.14 and to the the first observation above, we can improve this conclusion to |DχE | =
θH N−1 FNE.

Next, thanks to the rectifiability of the reduced boundary we can appeal to [150, Theorem
9] (see also [23, Theorem 5.4]) to conclude that

(5.39) θ(x) = lim
r→0

|DχE | (Br(x))
ωN−1rN−1 , for H N−1-a.e. x ∈ FNE.

Therefore it is sufficient to prove that

(5.40) lim
r→0

|DχE | (Br(x))
ωN−1rN−1 = 1, for H N−1-a.e. x ∈ FNE.

We claim that (5.40) holds true at any x ∈ FE such that the perimeter measures on the
rescaled space converge to the perimeter of the blow-up and we observe that, as we already
remarked H N−1-a.e. point in FE has this property.
In order to prove the claim we compute

lim
r→0

|DχE | (Br(x))
ωN−1rN−1 = 1

ωN−1
lim
r→0

r |DχE | (Br(x))
H N (Br(x)) · H

N (Br(x))
rN

= 1
ωN−1

lim
r→0
|DrχE | (B1(x)) · lim

r→0

H N (Br(x))
rN

= 1
ωN−1

· ωN−1
ωN

· ωN = 1,

where we denoted by |DrχE | the perimeter measure on (X, d/r,H N/H N (Br(x)), x) that
converge to (RN , deucl,LN/ωN , 0) as r → 0.

�

Remark 5.30. Let us point out, for the sake of the comparison with the result appearing
in [8], that the rectifiability of the reduced boundary, together with the already mentioned
results about differentiation of measures, allow in particular to obtain that the spherical
codimension one Hausdorff measure and the classical codimension one Hausdorff measure
coincide on the reduced boundary FNE.

More in general, without the non collapsing assumption, Theorem 5.14 allows to obtain a
representation formula for the perimeter measure in terms of the codimension one spherical
Hausdorff measure Sh.
Before stating the representation result let us make a couple of comments. Even in the case
of a weighted Euclidean space (RN , deucl, θLN ), where θ : RN → (0,∞) is a smooth weight
function, one can argue that the perimeter measure takes into account the presence of the
weight. Indeed, if E has locally finite perimeter (in the weighted space), then its perimeter
can be represented as θHN−1 FE. When passing to metric measure spaces, one faces a new
difficulty, due to the absence of a pointwise (or at least perimeter almost everywhere) defined
weight function θ. Indeed, the density appearing in Theorem 2.26 is only defined m-a.e..
Therefore, with the aim of proving a representation formula in this more general context it
is more appealing to interpret θH N−1 as codimension one measure built from θLN .
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Theorem 5.31. Let (X, d,m) be an RCD(K,N) m.m.s. with essential dimension n. Let
E ⊂ X be a set of locally finite perimeter. Then

(5.41) |DχE | =
n∑
k=1

ωk−1
ωk
Sh FkE.

Proof. We will rely on the very general differentiation formula [164, Theorem 3] which sharp-
ens previous results in [100].

In order to do so we need to compute the generalized density

(5.42) lim
r→0

sup
x∈Bs(y), s≤r

s |DχE | (Bs(y))
m(Bs(y))

at points x ∈ FE.
If x ∈ FkE and verifies the additional conclusion of Corollary 4.37, then we can compute

lim
r→0

r |DχE | (Br(x))
m(Br(x)) = lim

r→0

r |DχE | (Br(x))
C(x, r) · C(x, r)

m(Br(x)) = lim
r→0

|DrχE | (B1(x))
mr
x(B1(x))

=H k−1(B1(0))
H k(B1(0)) = ωk−1

ωk
,

where the information x ∈ Rk and the weak convergence of the rescaled perimeter measures
to the perimeter measure of a half-space (see Corollary 4.37) play a role.
Then we infer that

(5.43) lim
r→0

sup
x∈Bs(y), s≤r

s |DχE | (Bs(y))
m(Bs(y)) ≥ ωk−1

ωk
.

We wish to prove that the inequality in (5.43) is an equality. In order to do so it suffices to
show that, for any sequence of radii ri → 0 and points xi ∈ Bri(x), it holds

lim sup
i→∞

ri |DχE | (Bri(xi))
m(Bri(xi))

≤ ωk−1
ωk

.

Let us recall that, since x ∈ FkE, the sequence (X, d/ri,m/C(x, ri), x) is converging in the
pmGH topology to (Rk, deucl, ckLk, 0). Moreover we can assume, up to extract a subsequence,
that xi converge to z ∈ BRk

1 (0).
Then we can compute

lim sup
i→∞

ri |DχE | (Bri(xi))
m(Bri(xi))

= lim
i→∞

C(x, ri)
m(Bri(xi))

· lim
i→∞

ri |DχE | (Bri(xi))
C(x, ri)

(5.44)

= ck

Lk(BRk
1 (z))

· |D
χHk | (BRk

1 (z))
ck

≤ ωk−1
ωk

,

since |DχHk | (BRk
1 (z)) ≤ ωk−1 for any z ∈ BRk

1 (0).
Combining (5.43) with (5.44) we get

lim
r→0

sup
x∈Bs(y), s≤r

s |DχE | (Bs(y))
m(Bs(y)) = ωk−1

ωk
,

for |DχE |-a.e. x ∈ FkE.
An application of [164, Theorem 3] yields now

(5.45) |DχE | FkE = ωk−1
ωk
Sh FkE
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and (5.41) follows.
�

We conclude the chapter with a conjecture concerning a different (and sharper) represen-
tation formula for the perimeter measure in the collapsed case.
Conjecture 5.32. There exists a constant c = cn > 0 such that the following holds. For any
RCD(K,N) m.m.s. (X, d,m) with essential dimension 1 ≤ n ≤ N and for any set of locally
finite perimeter E ⊂ X the limit

(5.46) θ(x) := lim
r→0

m(Br(x))
rn

exists for |DχE |-a.e. x ∈ X. Moreover
|DχE | = cnθHn−1 FnE.

Let us remark that the tools used to establish the absolute continuity of the reference
measure m with respect to Hn in [85, 120, 146] seem to be not suitable for the study in
codimension one.



CHAPTER 6

Polya-Szego inequality and Dirichlet p-spectral gap on
RCD(N − 1, N) spaces

This last chapter of the thesis is dedicated to some results about the Dirichlet p-spectral
gap on RCD(N − 1, N) metric measure spaces that we obtained in [171], joint work with
Mondino.

Let us briefly introduce the problem of the Dirichlet p-spectral gap.
At the end of the Eighteenth century, Lord Rayleigh conjectured that, among all membranes
of a given area, the disk has the lowest fundamental frequency of vibration. This was proven
in 1920ies by Faber and Krahn for domains in the Euclidean plane and later extended by
Krahn to higher dimensions.
Theorem 6.1 (Rayleigh-Faber-Krahn inequality). Let Ω ⊂ Rn be a relatively compact open
domain with smooth boundary. Then the first Dirichlet eigenvalue of Ω is bounded below by
the first Dirichlet eigenvalue of a Euclidean ball having the same volume of Ω. Moreover the
equality is attained if and only if Ω is a ball.

The proof of Theorem 6.1 is based on two key facts:
• a variational characterisation for the first Dirichlet eigenvalue;
• the properties of spherical decreasing rearrangements of functions.

The variational characterisation of the first eigenvalue, originally due to Rayleigh, is given by

(6.1) λ(Ω) := inf
u∈C1

c (Ω)

´
Ω |∇u|

2 dLn´
Ω u

2 dLn .

Let us briefly introduce the notion of spherical decreasing rearrangement and the Polya-
Szego inequality. Given an open subset Ω ⊂ Rn, the symmetrized domain Ω∗ ⊂ Rn is a ball
with the same measure as Ω centred at the origin. If u is a real-valued Borel function defined
on Ω, its spherical decreasing rearrangement u∗ is a function defined on the ball Ω∗ with
the following properties: u∗ depends only on the distance from the origin, it is decreasing
along the radial direction and it is equi-measurable with u (i.e. the super-level sets have the
same volume: |{u > t}| = |{u∗ > t}|, for every t ∈ R). Since the function and its spherical
decreasing rearrangement are equi-measurable, their L2-norms are the same. Faber and
Krahn proved that the L2-norm of the gradient of a function decreases under rearrangements.
This last property was formalised, extended to every Lp, 1 < p <∞, and applied to several
problems in mathematical physics by Polya and Szego in [183]. The Polya-Szego inequality,
combined with the variational characterization (6.1), immediately gives Theorem 6.1.

Bérard-Meyer extended this idea to Riemannian manifolds (Mn, g) with Ricg ≥ (n− 1)g
in [42].
Theorem 6.2 (Bérard-Meyer inequality). Let (Mn, g) be a Riemannian manifold with Ricg ≥
(n − 1)g, and let Ω ⊂ M be an open subset with smooth boundary. Let Sn be the round n-
dimensional sphere of radius 1 and let Ω∗ ⊂ Sn be a metric ball having the same renormalized
volume of Ω, i.e |Ω|/|M | = |Ω∗|/|Sn|. Then λ(Ω) ≥ λ(Ω∗) and equality is achieved if and
only if M is isometric to Sn and Ω is a metric ball.

139
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The two key ideas in [42] are the following. First, for a function u ∈ C1
c (M) define a

spherical decreasing rearrangement u∗ on Sn. Second, replace the Euclidean isoperimetric
inequality by the Lévy-Gromov isoperimetric inequality [127, Appendix C] in the proof of
the corresponding Polya-Szego type inequality. Let us finally mention that, arguing along the
same lines, Theorem 6.2 was generalized to the first Dirichlet eigenvalue of the p-Laplacian
for any p ∈ (1,∞) by Matei [166].

The spectral gap in CD(K,N) spaces for Neumann boundary conditions, called Lich-
nerowicz inequality, was established by Lott-Villani [162] in the case p = 2 (see also [96] and
[140] for related results in RCD(K,N) spaces) and by Cavalletti-Mondino [59] for general
p ∈ (1,∞).

As we have already pointed out, the coarea formula is a very robust tool that holds
true for general metric measure spaces, see Theorem 1.40. Moreover in [58] Cavalletti and
Mondino generalized the Lévy Gromov inequality to the setting of essentially non branching
CD(K,N) metric measure spaces (verifying an additional upper bound on the diameter in
the case K ≤ 0) exploiting the so-called localization technique (see also [153]). Therefore the
attempt to generalize Theorem 6.2 to this framework, following the same strategy of proof,
seemed very natural.

In [171] we pursued such plan generalizing the Polya-Szego and Dirichlet p-spectral gap
inequalities to the framework of essentially non branching CD(K,N) metric measure spaces,
for positive K. Moreover, building upon the characterization of the equality in the Lévy-
Gromov inequality proved in [58], we obtained a characterization of the equality both for the
Polya-Szego and the Dirichlet p-spectral gap inequalities for RCD(N − 1, N) spaces.
This last result, combined with the compactness of the class of RCD(N−1, N) metric measure
spaces (with unit measure) allowed to obtained also an almost rigidity result for the Dirichlet
p-spectral gap, which seems to be new even for smooth Riemannian manifolds, besides some
particular cases (see [43]).

With respect to [171] here we limit the discussion to the infinitesimally Hilbertian case,
for the sake of coherence with the rest of the thesis. Moreover, when treating rigidity, we
focus only on the statements about the ambient spaces and not on the conclusion that can
be achieved about the form of the eigenfunctions/extremizers for the Polya-Szego inequality.

Even though the topic of the present chapter is apparently more related with functional
analysis than with geometric measure theory, the arguments leading to the almost rigidity
result are very similar in nature to those we used in the development of the structure theory of
RCD(K,N) metric measure spaces. We also remark that the almost rigidity for the Neumann
spectral gap on RCD(N −1, N) spaces has led in [64] to deep geometric consequences on the
singular sets of non collapsed Ricci limit spaces enlightening a connection between spectral
gaps and the structure theory of spaces with Ricci curvature bounded from below.
Eventually we point out that the non quantitative almost rigidity result for the Dirichlet
p-spectral gap inequality opens to the investigation of quantitative versions of this statement.

This chapter is organised as follows. In Section 1 we introduce the relevant one dimen-
sional model spaces, the notion of rearrangement on model space and we establish some
Polya-Szego type inequalities tailored for this setting. Section 2 is devoted to the proof of the
Dirichlet p-spectral gap, obtained through the Polya-Szego inequality as in the classical case.
In Section 3 we deal with the characterization of the equality cases in the Polya-Szego and
spectral gap inequalities. Eventually in Section 4 we establish an almost rigidity result for the
Dirichlet spectral gap relying on the theory of convergence and stability for functional spaces
over sequences of RCD(N−1, N) spaces converging in the measured Gromov-Hausdorff sense.
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1. Polya-Szego inequality

Below we recall the definition of the family of one dimensional model spaces for the
curvature dimension condition CD(N − 1, N) (cf. [127, Appendix C] and [168]). We remark
that the discussion could be extended to the whole range of lower Ricci curvature bounds
K ∈ R once we add an upper bound on the diameter on the space and up to using a family
of model spaces in place of a single model space.
Definition 6.3 (One dimensional model spaces). For any 1 < N < ∞ we define the one
dimensional model space (I, deucl,mN ) for the curvature dimension condition CD(N − 1, N)
by

(6.2) I := [0, π], mN := 1
cN

sinN−1(t)L1 [0, π],

where deucl is the restriction to [0, π] of the canonical euclidean distance over the real line
and cN :=

´ π
0 sinN−1(t) dL1(t) is the normalizing constant.

In order to shorten the notation, we set hN (t) := 1
cN

sinN−1(t) for all t ∈ [0, π].
Let us recall that, for any metric measure space (X, d,m) such that m(X) = 1, the

isoperimetric profile I(X,d,m) : [0, 1]→ [0,+∞) is defined by

I(X,d,m)(v) := inf {Per(E) : E ∈ B(X), m(E) = v} .

Proposition 6.4. Fix N ∈ (1,∞). Let ((Xn, dn,mn))n be a sequence of normalized RCD(N−
1, N) spaces converging to (X, d,m) in the measured Gromov-Hausdorff sense.
Denote by In (resp. I) the isoperimetric profile of (Xn, dn,mn) (resp. of (X, d,m)).
Then, for any t ∈ [0, 1] and for any sequence (tn)n with tn → t, it holds that
(6.3) I(t) ≤ lim inf

n→∞
In(tn).

Proof. We refer to Section 4.2 for the basic definitions and statements about convergence of
functions defined over mGH-converging sequences of metric measure spaces.
First of all note that in order to prove (6.3), without loss of generality we can assume that
supn In(tn) < +∞.
For any n ∈ N let En ⊂ Xn be a Borel set such that Pern(En) = In(tn), whose existence
follows as in the Euclidean case from standard lower semicontinuity and compactness argu-
ments.
The sequence of the corresponding characteristic functions (χEn)n satisfies the assumption
of [18, Proposition 7.5], i.e.

sup
n∈N

{
‖χEn‖L1(mn) + |DχEn | (Xn)

}
= sup

n∈N
{tn + In(tn)} < +∞.

It follows from [18, Proposition 7.5] that, up to extracting a subsequence which we do not
relabel, (χEn)n strongly L1-converges to a function f ∈ L1(X,m). In particular we can say
that
(6.4) ‖f‖L1(m) = lim

n→∞
‖χEn‖L1(mn) = lim

n→∞
tn = t.

We now claim that f is the indicator function of a Borel set E ⊂ X, with m(E) = t. To this
aim call gn := χEn(1 − χEn) and observe that (gn)n strongly L1-converges to g := f(1 − f)
thanks to Proposition 1.118. Thus g = 0, since gn = 0 for any n ∈ N and therefore g is the
indicator function of a Borel set, as claimed.
We can now apply [18, Theorem 8.1] to get the Mosco convergence of the BV energies and
conclude that

Per(E) ≤ lim inf
n→∞

Pern(En) = lim inf
n→∞

In(tn).
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The lower semicontinuity for the isoperimetric profiles (6.3) easily follows, since E is an
admissible competitor in the definition of I(t). �

We will denote by IN the isoperimetric profile of the model space ([0, π], deucl,mN ).
In [58,60], exploiting the so-called localization technique (cf. [153]), the following version

of the Lévy-Gromov isoperimetric inequality [127, Appendix C] for metric measure spaces
was proven.
Theorem 6.5 (Lévy-Gromov inequality). Let (X, d,m) be an essentially non branching
CD(N − 1, N) metric measure space for some 1 < N <∞. Then, for any Borel set E ⊂ X,
it holds

Per(E) ≥ IN (m(E)).
In the same papers also the rigidity problem for the Lévy-Gromov inequality was ad-

dressed in the framework of RCD(N − 1, N) metric measure spaces. We refer to Section 4.1
for the construction of the warped product metric measure space.
Theorem 6.6 (Rigidity in Lévy-Gromov inequality). Let (X, d,m) be an RCD(N − 1, N)
metric measure space for some N ∈ [2,+∞) with m(X) = 1. Assume that there exists
v̄ ∈ (0, 1) such that I(X,d,m)(v̄) = IN (v̄). Then (X, d,m) is a spherical suspension: there
exists an RCD(N − 2, N − 1) m.m.s. (Y, dY ,my) with mY (Y ) = 1 such that X is isomorphic
as a metric measure space to [0, π]×N−1

sin Y .
The working assumption of this section, unless otherwise stated, is that (X, d,m) is an

RCD(N − 1, N) space for some N ∈ (1,∞), with m(X) = 1 and supp (m) = X.
Definition 6.7 (Distribution function). Given an open domain Ω ⊂ X and a non-negative
Borel function u : Ω→ [0,∞) we define its distribution function µ : [0,∞)→ [0,m(Ω)] by
(6.5) µ(t) := m({u > t}).
Remark 6.8. Suppose that u is such that m({u = t}) = 0 for any 0 < t <∞. Then it makes
no difference to consider closed superlevel sets or open superlevel sets in (6.5).

It is not difficult to check that the distribution function µ is non increasing and left-
continuous. Moreover, if u is continuous then µ is strictly decreasing. We let u# be the
generalized inverse of µ, defined in the following way:

u#(s) :=
{

ess supu if s = 0,
inf {t : µ(t) < s} if s > 0.

Definition 6.9 (Rearrangement on one dimensional model spaces). Fix any 1 < N < ∞,
and let ([0, π], deucl,mN ) be the one-dimensional model space defined in (6.2). Let Ω ⊂ X be
an open subset and consider [0, r] ⊂ [0, π] such that mN ([0, r]) = m(Ω).
For any Borel function u : Ω → [0,∞), the monotone rearrangement u∗N : [0, r] → [0,∞) is
defined by

u∗N (x) := u#(mN ([0, x])), ∀x ∈ [0, r].
For simplicity of notation we will often write u∗ in place of u∗N .
Remark 6.10. We will consider for simplicity only monotone rearrangements of non-negative
functions. Nevertheless, for an arbitrary Borel function u : Ω → (−∞,+∞) the analogous
statements hold by setting u∗ the monotone rearrangement of |u|.

In the next proposition we collect some useful properties of the monotone rearrangement,
whose proof in the Euclidean setting can be found for instance in [147, Chapter 1] and can
be adapted with minor modifications to our framework.
Proposition 6.11. Let (X, d,m) with m(X) = 1 be an RCD(K,N) space for some N ∈
(1,∞). Let Ω ⊂ X be an open subset and consider [0, r] ⊂ [0, π] such that mN ([0, r]) = m(Ω).
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Let u : Ω→ [0,∞) be Borel and let u∗ : [0, r]→ [0,∞) be its monotone rearrangement.
Then u and u∗ have the same distribution function (we will often say that they are equimea-
surable). Moreover,
(6.6) ‖u‖Lp(Ω,m) = ‖u∗‖Lp([0,r],mN ) , ∀1 ≤ p <∞,

and the monotone rearrangement operator Lp(Ω,m) 3 u 7→ u∗ ∈ Lp([0, r],mN ) is continuous.
Motivated by the working assumptions of Lemma 6.14 below, we state and prove a result

about approximation via functions with non vanishing minimal weak upper gradient.
Lemma 6.12 (Approximation with non vanishing gradients). Let (X, d,m) be a locally com-
pact geodesic metric measure space and let Ω ⊂ X be an open subset with m(Ω) <∞. Then
for any non-negative u ∈ Lipc(Ω) with

´
lipp(u) dm < ∞, there exists a sequence (un)n with

un ∈ Lipc(Ω) non-negative, lip(un) 6= 0 m-a.e. on {un > 0} for any n ∈ N and such that
un → u in H1,p(X, d,m).

If we additionally assume that (X, d,m) is an RCD(K,N) metric measure space then´
|∇un|p dm→

´
|∇u|p dm as n→∞ and |∇un| 6= 0 m-a.e. on {un > 0} for any n ∈ N.

Proof. It is straightforward to check that there exists a sequence (εn)n∈N monotonically con-
verging to 0 from above such that m({lip(u) = εn}) = 0 for any n ∈ N.
Choose an open set Ω′ containing the support of u and compactly contained in Ω. Let
v : Ω→ [0,∞) be the distance function from the complementary of Ω′ in X, namely

v(x) := d(x,X \ Ω′) for any x ∈ Ω.
Observe that v ∈ Lipc(Ω), moreover
(6.7) lip(v)(x) = 1 for any x ∈ Ω′.
Indeed it suffices to observe that the restriction of v to any geodesic connecting x with
y ∈ X \ Ω′ such that v(x) = d(x, y) has slope equal to 1 at x.

Next we introduce the approximating sequence un := u + εnv and we claim that it has
the desired properties. Indeed, if u ∈ Lipc(Ω) is non-negative, then also un ∈ Lipc(Ω) is so.
From the inequality

lip(u+ εnv) ≥ |lip(u)− εnlip(v)|
and from (6.7) it follows that {lip(un) = 0} ∩ {un > 0} ⊂ {lip(u) = εn}. Since the εn are
chosen in such a way that m({lip(u) = εn}) = 0, we infer that m({lip(un) = 0}∩{un > 0}) =
0.
Clearly un converge uniformly to u as n → ∞, guaranteeing in particular that un → u in
Lp(Ω,m). At the same time it holds that lip(un − u) = εnlip(v). Thereforeˆ

Ω
|∇(un − u)|p dm ≤ εpn

ˆ
Ω

lipp(v) dm→ 0,

yielding that un → u in H1,p(X, d,m).
The last conclusion in the statement follows from the identification between slopes and

minimal weak upper gradients on PI spaces, see Theorem 1.33. �

In Proposition 6.13 below we extend to the non smooth setting [147, Theorem 2.3.2].
The key idea is to replace the euclidean isoperimetric inequality with the Lévy-Gromov
isoperimetric inequality.
Proposition 6.13 (Lipschitz to Lipschitz property of the rearrangement). Let (X, d,m) be
an RCD(N −1, N) space with m(X) = 1, for some N ∈ (1,∞). Let Ω ⊂ X be an open subset
and consider [0, r] ⊂ [0, π] such that mN ([0, r]) = m(Ω).
Let u ∈ Lip(Ω) be non-negative with Lipschitz constant L ≥ 0 and assume that |∇u| (x) 6= 0
for m-a.e. x ∈ {u > 0}. Then u∗ : [0, r]→ [0,∞) is L-Lipschitz as well.
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Proof. Let µ be the distribution function associated to u and denote by M := supu < ∞.
Observe that our assumptions guarantee continuity and strict monotonicity of µ (here the
fact that |∇u| 6= 0 m-a.e. enters into play). Therefore for any s, k ≥ 0 such that s+k ≤ m(Ω)
we can find 0 ≤ t−h ≤ t ≤M such that µ(t−h) = s+k and µ(t) = s. Since u is L-Lipschitz

(6.8)
ˆ
{t−h≤u≤t}

|∇u| dm ≤ L (µ(t− h)− µ(t)) .

On the other hand, taking into account the fact that for a locally Lipschitz function v on an
RCD(K,N) space it holds |Dv| = |∇v|m, an application of the coarea formula (1.25) yields

(6.9)
ˆ
{t−h≤u≤t}

|∇u| dm =
ˆ t

t−h
Per({u ≥ r}) dr.

Applying Theorem 6.5 we can estimate the right hand side of (6.9) in the following way:

(6.10)
ˆ t

t−h
Per({u ≥ r}) dr ≥

ˆ t

t−h
IN (µ(r)) dr.

Recalling that the model isoperimetric profile IN and µ are continuous, combining (6.8) with
(6.10) and eventually applying the mean value theorem we get

(6.11) Lk ≥
ˆ t

t−h
IN (µ(r)) dr = hIN (µ(ξtt−h)),

for some t− h ≤ ξtt−h ≤ t. Calling u# the inverse of the distribution function, (6.11) can be
rewritten as
(6.12)

(
u#(s)− u#(s+ k)

)
IN (µ(ξtt−h)) ≤ Lk.

Since IN is strictly positive on (0, 1), it follows from (6.12) that u# is locally Lipschitz.
Moreover, at any differentiability point s of u# (which in particular form a set of full L1-
measure on (0, 1)), it holds

(6.13) − d
dsu

#(s) ≤ L

IN (s) .

Let r : [0, 1] → [0, π] be such that r(mN ([0, x])) = x for any x ∈ [0, π]. Differentiating in t
the identity ˆ r(t)

0
hN (s) ds = t,

we obtain that 1 = d
dtr(t)hN (r(t)) and, since IN (s) = hN (r(s)),

(6.14) d
dtr(t) = 1

IN (t) .

By definition of the rearrangement u∗, for any x ∈ [0, r] it holds that u∗(x) = u#(mN ([0, x])).
Combining the last identity with (6.13) and (6.14) we can estimate for x ≤ y

0 ≤ u∗(x)− u∗(y) = u#(mN ([0, x]))− u#(mN ([0, y]))

=
ˆ mN ([0,y])

mN ([0,x])
− d

dsu
#(s) ds

≤
ˆ mN ([0,y])

mN ([0,x])
L

d
dsr(s) ds

= Lr(mN ([0, y]))− Lr(mN ([0, x])) = Ly − Lx,
which gives the L-Lipschitz continuity of the monotone rearrangement u∗. �
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The next lemma should be compared with [147], dealing with the case of smooth functions
in Euclidean domains.
Lemma 6.14 (Derivative of the distribution function). Let (X, d,m) be an RCD(N − 1, N)
metric measure space and let Ω ⊂ X be an open subset. Assume that u ∈ Liploc(Ω) is
non-negative and |∇u| (x) 6= 0 for m-a.e. x ∈ {u > 0}. Then its distribution function
µ : [0,∞)→ [0,m(Ω)], defined in (6.5), is absolutely continuous. Moreover it holds

(6.15) µ′(t) = −
ˆ 1
|∇u|

dPer({u > t}) for L1-a.e. t,

where the quantity 1/ |∇u| is defined to be 0 whenever |∇u| = 0.

Proof. Fix any ε > 0 and define

fε(x) := |∇u(x)|
|∇u(x)|2 + ε

.

Fixing t ≥ 0 and h > 0, an application of the coarea formula (1.25) with f = fε yields to

(6.16)
ˆ
{t≤u≤t+h}

|∇u|2

|∇u|2 + ε
dm =

ˆ t+h

t

(ˆ
|∇u|

|∇u|2 + ε
dPer({u > r})

)
dr.

Now we pass to the limit as ε → 0 both at the right hand side and at the left hand side in
(6.16). The assumption that |∇u| 6= 0 m-a.e. guarantees that the integrand at the left hand
side monotonically converges m-a.e. to 1. Thus an application of the monotone convergence
theorem yields that

(6.17)
ˆ
{t≤u≤t+h}

|∇u|2

|∇u|2 + ε
dm→ µ(t)− µ(t+ h) as ε→ 0.

With the above mentioned convention about the value of 1/ |∇u| at points where |∇u| = 0,
applying the monotone convergence theorem twice at the right hand side of (6.16), we get

(6.18)
ˆ t+h

t

(ˆ
|∇u|

|∇u|2 + ε
dPer({u > r})

)
dr →

ˆ t+h

t

(ˆ 1
|∇u|

dPer({u > r})
)

dr

as ε goes to 0. Combining (6.16), (6.17) and (6.18), we get

µ(t)− µ(t+ h) =
ˆ t+h

t

(ˆ 1
|∇u|

dPer({u > r})
)

dr.

It follows that the distribution function is absolutely continuous and therefore differentiable
at almost all points with derivative given by (6.15). �

Before proceeding to the statement and the proof of the Polya-Szego inequality we need
an identification result between slopes and 1-minimal weak upper gradients in the simplified
setting of the model weighted interval [0, π] (or a subinterval of [0, π]). The result would
follow relying on the RCD theory (see in particular Theorem 1.33 and the discussion at the
beginning of Section 4.1) but we chose to present an elementary argument. In this setting, for
any p ≥ 1, we say that u ∈ H1,p([0, π], deucl,mN ) if the distributional derivative of u (defined
through integration by parts) is in Lp([0, π],mN ).
Lemma 6.15. Let I ⊂ [0, π], 1 < p <∞ and let f ∈ H1,p((I, deucl,mN )) be monotone. Then
f ∈ H1,1((I, deucl,mN )) and it holds
(6.19) |∇f |1 (x) =

∣∣f ′∣∣ (x) = lip(f)(x) for L1-a.e. x ∈ I,
where we denoted by |∇f |1 the 1-minimal relaxed gradient of the abstract theory of Sobolev
spaces on metric measure spaces, cf. Section 1.5.1.
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Proof. The fact that f ∈ H1,1((I, deucl,mN )) follows directly by Hölder inequality, since
mN (I) ≤ 1. Since mN = hNL1 with hN locally bounded away from 0 out of the two end-
points of [0, π], it follows that f is locally absolutely continuous in the interior of [0, π]. In
particular it is differentiable L1-a.e. and lip(f)(x) = |f ′| (x) at every differentiability point
x. We are thus left to show the first equality in (6.19).
Note that the assumptions ensure that f is invertible onto its image, up to a countable subset
of f(I). The coarea formula in the 1-dimensional case reads as

(6.20)
ˆ
I
(ϕ · hN ) |∇f |1 dL1 =

ˆ
I
ϕ |∇f |1 dmN =

ˆ
f(I)

(ϕ · hN )(f−1(r)) dr, ∀ϕ ∈ Cc(I).

On the other hand, the change of variable formula via a monotone absolutely continuous
function gives

(6.21)
ˆ
I
(ϕ · hN )|f ′| dL1 =

ˆ
f(I)

(ϕ · hN )(f−1(r)) dr, ∀ϕ ∈ Cc(I).

The combination of (6.20) with (6.21) then gives the first equality in (6.19). �

The following statement should be compared with [147], where the study of the monotone
rearrangement on domains of Rn is performed.
Proposition 6.16. Let (X, d,m) be an RCD(N − 1, N) space for some N ∈ (1,∞). Let
Ω ⊂ X be an open subset and consider [0, r] ⊂ [0, π] such that mN ([0, r]) = m(Ω).
Let u ∈ Lip(Ω) be non-negative and assume that |∇u| (x) 6= 0 for m-a.e. x ∈ {u > 0}.
Then u∗ ∈ Lip([0, r]) and for any 1 < p <∞ it holds

(6.22)
ˆ

Ω
|∇u|p dm ≥

ˆ r

0
|∇u∗|p dmN .

Proof. Denote by M := supu. Since u is Lipschitz Proposition 6.13 guarantees that the
monotone rearrangement u∗ is still Lipschitz.
Introduce the functions ϕ,ψ : [0,M ]→ [0,∞) defined by

ϕ(t) :=
ˆ
{u>t}

|∇u|p dm, ψ(t) :=
ˆ
{u>t}

|∇u| dm.

An application of the coarea formula Theorem 1.40 yields that ϕ and ψ are absolutely con-
tinuous and therefore L1-a.e. differentiable with derivatives given L1-a.e. by the expressions

ϕ′(t) = −
ˆ
|∇u|p−1 dPer({u > t}) and ψ′(t) = −Per({u > t}),

respectively. An application of Hölder’s inequality yields that for any 0 ≤ t− h ≤ t ≤M

(6.23)
ˆ
{t−h<u≤t}

|∇u| dm ≤
(ˆ
{t−h<u≤t}

|∇u|p dm
) 1
p

(µ(t− h)− µ(t))
p−1
p ,

where µ denotes the distribution function associated to u. It follows from the discussion
above and from Lemma 6.14 that L1-a.e. point t ∈ (0,M) is a differentiability point of both
µ, ϕ and ψ. In view of (6.23), at any such point it holds that

(6.24) − ψ′(t) ≤
(
−ϕ′(t)

) 1
p
(
−µ′(t)

) p−1
p .

Applying the Lévy-Gromov inequality Theorem 6.5 we obtain that Per({u > t}) ≥ IN (µ(t)).
Therefore, taking into account the strict monotonicity of µ, (6.24) turns into

(6.25) − ϕ′(t) ≥ (IN (µ(t)))p

(−µ′(t))p−1 for L1-a.e. t.
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Thus

(6.26)
ˆ

Ω
|∇u|p dm =

ˆ M

0
−ϕ′(t) dt ≥

ˆ M

0

(IN (µ(t)))p

(−µ′(t))p−1 dt.

It follows from the very definition of the monotone rearrangement and from the properties of
the model isoperimetric profile that Per({u∗ > t}) = IN (µ(t)) (recall that u and u∗ have the
same distribution function). Moreover, since we already know that u∗ is Lipschitz, we are in
position to apply Lemma 6.14 to conclude (taking also into account Lemma 6.15) that

(6.27) − µ′(t) = Per({u∗ > t})
|(u∗)′((u∗)−1(t))| for L1-a.e. t.

Applying the coarea formula to the function u∗ and taking into account (6.27) and Lemma 6.15
we conclude thatˆ r

0
|∇u∗|p dmN =

ˆ r

0

∣∣(u∗)′∣∣p dmN =
ˆ supu∗

0

∣∣∣(u∗)′((u∗)−1(t))
∣∣∣p−1

Per({u∗ > t}) dt

=
ˆ supu∗

0

(IN (µ(t)))p

(−µ′(t))p−1 dt.(6.28)

Comparing (6.26) with (6.28) we can conclude thatˆ
Ω
|∇u|p dm ≥

ˆ r

0
|∇u∗|p dmN ,

giving (6.22). �

Theorem 6.17 (Polya-Szego inequality). Let (X, d,m) be an RCD(N −1, N) space for some
N ∈ (1,∞). Let Ω ⊂ X be an open subset and consider [0, r] ⊂ I such that mN ([0, r]) = m(Ω).
Then the monotone rearrangement maps H1,p

0 (Ω) into H1,p (([0, r], deucl,mN )) for any 1 < p <

∞. Moreover for any u ∈ H1,p
0 (Ω) it holds u∗(r) = 0 and

(6.29)
ˆ r

0
|∇u∗|p dmN ≤

ˆ
Ω
|∇u|p dm.

Proof. By the very definition of H1,p
0 (Ω) we can find a sequence (un)n with un ∈ Lipc(Ω) for

any n ∈ N and un converging to u in H1,p(X, d,m), Moreover, thanks to Lemma 6.12, we
can assume that |∇un| 6= 0 for m-a.e. x ∈ {un > 0} for any n ∈ N, so that we can apply
Proposition 6.16 to each un obtaining

(6.30)
ˆ r

0
|∇u∗n|

p dmN ≤
ˆ

Ω
|∇un|p dm.

Observe now that the strong Lp(X,m)-convergence of un to u and the strong Lp-continuity of
the monotone rearrangement (see Proposition 6.11) guarantee that u∗n → u∗ in Lp([0, r],mN ).
From the lower semicontinuity of the p-energy w.r.t. Lp([0, r],mN )-convergence it follows thatˆ r

0
|∇u∗|p dmN ≤ lim inf

n→∞

ˆ r

0
|∇u∗n|

p dmN .

Hence, taking into account (6.30) and the strong convergence in H1,p(X, d,m) of un to u, we
conclude that ˆ r

0
|∇u∗|p dmN ≤

ˆ
Ω
|∇u|p dm,

which is the desired conclusion. �
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In the following we will need an improved version of the Polya-Szego inequality. To this
aim, for any non-negative u ∈ H1,p

0 (Ω) we introduce a function fu : [0, supu∗)→ [0,∞] by

(6.31) fu(t) :=
ˆ
|∇u∗|p−1 dPer({u∗ > t}).

Observe that this definition makes sense thanks to Theorem 6.17 and the coarea formula,
which also yields

(6.32)
ˆ supu∗

0
fu(t) dt =

ˆ r

0
|∇u∗|p dmN ,

for any u ∈ H1,p
0 (Ω).

We are now in position to state and prove our improved Polya-Szego inequalities.
Proposition 6.18 (Improved Polya-Szego Inequalities). Let (X, d,m) be an RCD(N − 1, N)
space for some N ∈ (1,∞). Let Ω ⊂ X be an open subset and consider [0, r] ⊂ [0, π] such
that mN ([0, r]) = m(Ω).
Suppose that u ∈ H1,p

0 (Ω) is such that u∗ has non vanishing derivative L1-a.e. on (0, r).
Then

(6.33)
ˆ

Ω
|∇u|p dm ≥

ˆ supu∗

0

(Per({u > t})
IN (µ(t))

)p
fu(t) dt.

As a consequence, under the same assumptions, it holds that

(6.34)
ˆ

Ω
|∇u|p dm ≥

ˆ supu∗

0

(
I(X,d,m)(µ(t))
IN (µ(t))

)p
fu(t) dt.

Proof. In order to prove (6.33) we just need to observe that our assumptions, even though
being weaker than those of Proposition 6.16, put us in position to make its proof work.

Indeed, with the same notation therein introduced, we observe that the monotone re-
arrangement u∗ has the same distribution function of u. Moreover, Theorem 6.17 implies
in particular that u∗ ∈ ACloc((0, r)). Therefore, since we are assuming that |∇u∗| (t) 6= 0
for L1-a.e. t, it follows from Lemma 6.14 (taking into account also Lemma 6.15) that µ is
absolutely continuous and therefore differentiable L1-a.e. with the explicit expression for the
derivative given (for L1-a.e. t) by

(6.35) − µ′(t) = Per({u∗ > t})
|∇u∗| ((u∗)−1(t)) = IN (µ(t))

|∇u∗| ((u∗)−1(t)) .

The second equality is a consequence of the very construction of the monotone rearrangement.
Following verbatim the beginning of the proof of Proposition 6.16 we obtain that (6.25)

is still valid in the present setting. Taking into account (6.35) we obtain that

−ϕ′(t) ≥ (Per({u > t}))p

(−µ′(t))p−1 =(Per({u > t}))p

(IN (µ(t)))p−1 |∇u
∗| ((u∗)−1(t))p−1

=
[Per({u > t})
IN (µ(t))

]p
|∇u∗| ((u∗)−1(t))p−1IN (µ(t))

=
[Per({u > t})
IN (µ(t))

]p
fu(t)

for L1-a.e. t ∈ (0, supu∗). The desired inequality (6.33) follows now recalling that
ˆ

Ω
|∇u|p dm =

ˆ supu∗

0
(−ϕ′(t)) dt.
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The conclusion (6.34) is a consequence of (6.33) after observing that {u > t} is an
admissible competitor in the definition of I(X,d,m)(µ(t)) since by the very definition it holds
that m({u > t}) = µ(t). �

Remark 6.19. In order to prove the forthcoming Theorem 6.30 we will need to slightly
enlarge the class of functions where (6.33) and (6.34) hold true. In particular, we claim that
(6.33) holds true for any u ∈ H1,p

0 (Ω) such that u∗ is C1 and strictly decreasing. Indeed for any
such u it holds that the set of critical values of u∗ is L1-negligible. Moreover, the distribution
function µ of u (which coincides with the distribution function of u∗ by equimeasurability,
as we already observed), is differentiable at any regular point of u∗, with derivative given by
(6.35). Hence the whole proof of Proposition 6.18 can be carried over without modifications.

2. Spectral gap with Dirichlet boundary conditions

We wish to bound from below the p-spectral gap of an RCD(N − 1, N) space with the
one of the corresponding one dimensional model space, for any N ∈ (1,∞) and p ∈ (1,∞).
This extends to the non-smooth setting the celebrated result of Bérard-Meyer [42] (see also
[166]) proved for smooth Riemannian manifolds with Ric ≥ K,K > 0. Let us point out
that analogous statements have been obtained in [140] with different techniques for p = 2.
The advantage of the present method is that it can be used with minor modifications in the
general case of essentially non branching CD(N − 1, N) spaces, as done in [171]. Moreover,
it allows to handle the almost rigidity problem, as we shall see in Section 4.

For every N ∈ (1,∞), let ([0, π], deucl,mN ) be the one dimensional model space defined
in (6.2). For every v ∈ (0, 1), let r(v) ∈ [0, π] be such that v = mN ([0, r(v)]).
To let the notation be more compact, for any fixed 1 < p <∞, for any v ∈ (0, 1) and for any
choice of 1 < N <∞, we define

λpN,v := inf


´ r(v)

0 |u′|p dmN´ r(v)
0 up dmN

: u ∈ Lip([0, r(v)]; [0,∞)), u(r(v)) = 0 and u 6≡ 0


and we call λpN,v the comparison first eigenvalue for the p-Laplacian with Dirichlet boundary
conditions for Ricci curvature bounded from below by N − 1, dimension bounded from above
by N and volume v.

Moreover, for any metric measure space (X, d,m) with m(X) = 1, for any open subset
Ω ⊂ X and for any 1 < p <∞, we define

(6.36) λpX(Ω) := inf
{´

Ω |∇u|
p dm´

Ω u
p dm

: u ∈ Lipc(Ω; [0,∞)) and u 6≡ 0
}
,

and we call λpX(Ω) the first eigenvalue of the p-Laplacian on Ω with Dirichlet boundary
conditions.
Observe that for any 2 ≤ N ∈ N, λpN,v = λpSN (Bv), where SN is the round N -dimensional
sphere or radius 1 and Bv ⊂ SN is a metric ball (i.e. a spherical cap) with volume v.
Theorem 6.20 (p-Spectral gap with Dirichlet boundary conditions). Let (X, d,m) be an
RCD(N − 1, N) space for some 1 < N < ∞ and assume that m(X) = 1. Let Ω ⊂ X be an
open domain with m(Ω) = v ∈ (0, 1). Then, for any 1 < p <∞, it holds

λpX(Ω) ≥ λpN,v.
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Proof. For any u ∈ Lipc(Ω; [0,∞)) not identically zero we introduce the notation

Rp(u) :=
´

Ω |∇u|
p dm´

Ω u
p dm

for the p-Rayleigh quotient of u.
It follows from the combination of Proposition 6.11 and Proposition 6.16 that for any

u ∈ Lipc(Ω; [0,∞)) such that |∇u| 6= 0 m-a.e. on {u > 0} it holds
Rp(u) ≥ Rp(u∗),

where u∗ : [0, r(v)]→ [0,∞) is the monotone rearrangement of u on the model space. Observe
now that u ∈ Lipc(Ω) implies, by construction of the monotone rearrangement, that u∗
vanishes at r(v). We thus get

Rp(u∗) ≥ λpN,v.
The desired conclusion follows from Lemma 6.12 yielding that for any u ∈ Lipc(Ω; [0,∞)) we
can find a sequence (un)n ⊂ Lipc(Ω; [0,∞)) such that |∇un| 6= 0 m-a.e. on {un > 0} for any
n ∈ N and

Rp(un)→ Rp(u), as n→∞.
�

In order to let the picture be more complete we collect here some known result about
the p-Laplace equation with homogeneous Dirichlet boundary conditions on metric measure
spaces (verifying the curvature dimension condition) that will be useful in the next section
about rigidity. We refer to [156] and [116] for a more detailed discussion about this topic
and equivalent characterizations of first eigenfunctions.

Recall that H1,p
0 (Ω) is defined to be the closure w.r.t. the H1,p-norm of Lipc(Ω). In

the fairly general context of metric measure spaces it makes sense to talk about the first
eigenfunction of the p-Laplace equation if the notion is understood in the following weak
sense.
Definition 6.21 (First eigenfunction). Let (X, d,m) be an RCD(K,N) metric measure space
for some K ∈ R and 1 < N < ∞ and let Ω ⊂ X be an open domain. We say that
u ∈ H1,p

0 (Ω) is a first eigenfunction of the p-Laplacian on Ω (with homogeneous Dirichlet
boundary conditions) if u 6≡ 0 and it minimizes the Rayleigh quotient

Rp(v) =
´

Ω |∇v|
p dm´

Ω |v|
p dm ,

among all functions v ∈ H1,p
0 (Ω) such that v 6≡ 0.

Remark 6.22. Let us observe that if u ∈ H1,p
0 (Ω) is a first eigenfunction of the p-Laplacian

then Rp(u) = λpX(Ω) (that is the first eigenvalue of the p-Laplace equation defined in (6.36)),
since by the very definition of the space H1,p

0 (Ω) it makes no difference to minimize the
Rayleigh quotient over Lipc(Ω) or over H1,p

0 (Ω). As we will see below, the advantage of
considering the minimization over H1,p

0 (Ω) is to gain existence of minimizers.
We conclude this section with a general existence result for first eigenfunctions of the p-

laplacian. The main ingredient for its proof, as in the smooth case, is the Sobolev inequality
which implies in turn that also Rellich compactness theorem holds true in this setting. A
good reference for this part is [2, Chapter 5].
Theorem 6.23 (Existence of minimizers). Let (X, d,m) be an RCD(N−1, N) space, for some
1 < N <∞. Let Ω ⊂ X be an open subset, fix 1 < p <∞, and assume that λpX(Ω) <∞.
Then there exists a first eigenfunction of the p-Laplace equation (with homogeneous Dirichlet
boundary conditions) on Ω.
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Proof. If λpX(Ω) <∞, we can find a sequence (un)n ⊂ H1,p
0 (Ω) such that ‖un‖Lp = 1 for any

n ∈ N and ‖|∇un|‖pLp → λpX(Ω) as n→∞.
Since (X, d,m) is an RCD(N − 1, N) space it is compact and doubling. Hence we can

apply [2][Theorem 5.4.3] (which is a general version of Rellich theorem for metric measure
spaces) to the sequence (un)n to find a limit function u ∈ H1,p

0 (Ω) such that un → u in
Lp(Ω,m) as n → ∞ and hence ‖u‖Lp = 1. It follows from the lower semicontinuity of the
p-energy w.r.t. Lp(Ω,m)-convergence thatˆ

Ω
|∇u|p dm ≤ lim inf

n→∞

ˆ
Ω
|∇un|p dm = λpX(Ω),

thus u is a first eigenfunction of the p-laplacian with homogeneous Dirichlet boundary con-
ditions on Ω. �

Remark 6.24. Let us remark that the definition of Sobolev space adopted in [2] is different
with respect to the working one of this thesis. However, as a consequence of [10][Lemma 8.2],
if (X, d,m) is an RCD(K,N) m.m.s. and f ∈ H1,p(X, d,m) according to Section 1.5.1, then
f is a Sobolev function according to [2][Definition 5.1.1].

3. Rigidity

This section is devoted to prove some rigidity statements associated to the Polya-Szego
and spectral gap inequalities. The rough idea here is that if equality occurs in the Polya-Szego
inequality then it occurs in the Lévy-Gromov inequality too. Hence one can build on top of
the rigidity statements in the Lévy-Gromov isoperimetric inequality established in [58,60].
Theorem 6.25. Let (X, d,m) be an RCD(N−1, N) space for some N ∈ [2,∞) with m(X) =
1.
Assume that there exists a nonnegative function u ∈ Lip(X) achieving equality in the Polya-
Szego inequality (6.22), with |∇u| (x) 6= 0 for m-a.e. x ∈ supp (u). Then (X, d,m) is a spher-
ical suspension, namely there exists an RCD(N−2, N−1) space (Y, dY ,mY ) with mY (Y ) = 1
such that (X, d,m) is isomorphic as a metric measure space to [0, π]×N−1

sin Y .
Remark 6.26. Before discussing the proof, let us stress that Theorem 6.25 is stated for a
non-negative function u just for uniformity of notation with the previous sections. Neverthe-
less, such a non-negativity assumption can be suppressed, once the rearrangement u∗ in the
Polya-Szego inequality (6.22) is understood as the decreasing rearrangement of |u| (see also
Remark 6.10). The same holds for Theorem 6.28 below.

Proof of Theorem 6.25. If equality occurs in (6.22), it follows from the proof of Proposi-
tion 6.16 that equality must occur in (6.25) for L1-a.e. t ∈ (0,M), whereM := max u. Hence
for L1-a.e. t ∈ (0,M) it holds:
(6.37) Per({u > t}) = IN (µ(t)).
Since, by the very definition of the distribution function, we have m({u > t}) = µ(t), it
follows that I(X,d,m)(µ(t)) = IN (µ(t)) for L1-a.e. t ∈ (0,M). Thus we by Theorem 6.6
to conclude that (X, d,m) is isomorphic to a spherical suspension [0, π] ×N−1

sin Y for some
RCD(N − 2, N − 1) space (Y, dY ,mY ).

�

Remark 6.27. A natural question is whether the condition |∇u| 6= 0 m-a.e. is sharp in
Theorem 6.25. Clearly, if u is a constant function, also the decreasing rearrangement u∗ is
constant. Hence u, u∗ achieve equality in the Polya-Szego inequality but one cannot expect
to infer anything on the space. However in Theorem 6.28 we show that, as soon as u is
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non constant, the equality in Polya-Szego forces the space to be a spherical suspension. The
proof of such a statement is more delicate than that of Theorem 6.25 and builds on top of
the almost rigidity for Lévy-Gromov inequality.
Theorem 6.28 (Space rigidity in the Polya-Szego inequality). Let (X, d,m) be an RCD(N −
1, N) space for some N ∈ [2,+∞) and assume that m(X) = 1.
Let Ω ⊂ X be an open set such that m(Ω) = v ∈ (0, 1) and assume that there exists a
nonnegative function u ∈ H1,p

0 (Ω), u 6≡ 0, achieving equality in the Polya-Szego inequality
(6.29). Then (X, d,m) is a spherical suspension, namely there exists an RCD(N − 2, N − 1)
space (Y, dY ,mY ) with mY (Y ) = 1 such that (X, d,m) is isomorphic as a metric measure
space to [0, π]×N−1

sin Y .

Proof. Let (un)n be a sequence of Lipschitz functions with compact support in Ω such that
|∇un| 6= 0 m-a.e. on {un > 0} for any n ∈ N approximating u in Lp(Ω,m) and in H1,p

energy given by Lemma 6.12. Let u∗n and u∗ be the decreasing rearrangements of un and
u respectively. The Lp-continuity of the decreasing rearrangement, together with the lower
semicontinuity of the p-energy and the Polya-Szego inequality, yieldˆ r(v)

0
|∇u∗|p dmN ≤ lim inf

n→∞

ˆ r(v)

0
|∇u∗n|

p dmN

≤ lim sup
n→∞

ˆ
Ω
|∇un|p dm =

ˆ
Ω
|∇u|p dm.(6.38)

It follows that (u∗n)n converges in H1,p-energy to u∗, since by assumption u achieves the
equality in the Polya-Szego inequality.
Up to extracting a subsequence, that we do not relabel, we can assume that (u∗n)n converges
to u∗ both locally uniformly on (0, r(v)] and in H1,p(([0, r(v)], deucl,mN )), and moreover
that both the lim inf and the lim sup in (6.38) are full limits. Denoting by µn and µ the
distribution functions of un and u respectively, it follows that, for any t ∈ (0, supu∗) such
that mN ({u∗ = t}) = 0, it holds µn(t)→ µ(t) as n→∞.
Moreover, if we let fn := fun be as in (6.31), then the improved Polya-Szego inequality (6.34)
guarantees thatˆ

Ω
|∇un|p dm ≥

ˆ supu∗n

0

(
I(X,d,m)(µn(t))
IN (µn(t))

)p
fn(t) dt ≥

ˆ supu∗n

0
fn(t) dt =

ˆ
[0,π]
|∇u∗n|

p dmN ,

which, combined with the equality in the equality in (6.38), gives

(6.39) lim
n→∞

ˆ supu∗n

0

((
I(X,d,m)(µn(t))
IN (µn(t))

)p
− 1

)
fn(t) dt = 0.

Let us argue by contradiction and suppose that (X, d,m) is not isomorphic to a spherical
suspension. It follows from Theorem 6.5 that I(X,d,m)(v) > IN (v) for any v ∈ (0, 1). By
Proposition 6.4 we know that I(X,d,m) is lower semicontinuous on [0, 1] and IN is continuous
on [0, 1] and positive on (0, 1). Hence for any 0 < ε < 1/2 there exists cε > 0 such that

(6.40) inf
v∈[ε,1−ε]

{(
I(X,d,m)(v)
IN (v)

)p
− 1

}
> cε > 0.

Thanks to the assumption that u is non constant and to what we already observed, we can
find 0 < t0 < t1 < t2 < t3 < supu∗, 0 < ε < 1 and n0 ∈ N such that the following hold true:

(6.41)
ˆ
{t1<u∗<t2}

|∇u∗|p dmN > 0,
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(6.42) {t1 < u∗ < t2} ⊂ {t0 < u∗n < t3} for any n ≥ n0

and

(6.43) µn(t) ∈ [ε, 1− ε] for any t ∈ [t0, t3] and n ≥ n0.

Combining (6.42) with the Lp(mN ) convergence of |∇u∗n| to |∇u∗| and the coarea formula,
we obtain that

(6.44) lim inf
n→∞

ˆ supu∗n

0
fn(t) dt ≥ lim inf

n→∞

ˆ
{t0<u∗n<t3}

|∇u∗n|
p dmN ≥

ˆ
{t1<u∗<t2}

|∇u∗|p dmN .

Eventually, putting (6.40) together with (6.41) and (6.44), we obtain

lim inf
n→∞

ˆ supu∗n

0

((
I(X,d,m)(µn(t))
IN (µn(t))

)p
− 1

)
fn(t) dt ≥ cε

ˆ
{t1<u∗<t2}

|∇u∗|p dmN > 0,

contradicting (6.39). �

Corollary 6.29 (Rigidity in the Polya-Szego inequality-Smooth Setting). Let (M, g) be an
N -dimensional Riemannian manifold, N ≥ 2, with Ricg ≥ (N − 1)g and denote by m the
normalized Riemannian volume measure. Let Ω ⊂ X be an open subset with m(Ω) ∈ (0, 1).
Assume that for some p ∈ (1,∞) there exists u ∈ H1,p

0 (Ω), u 6≡ 0, achieving equality in the
Polya-Szego inequality (6.29).
Then (M, g) is isometric to the round sphere SN of constant sectional curvature one.
Theorem 6.30 (Rigidity for the p-spectral gap). Let (X, d,m) be an RCD(N − 1, N) space.
Let Ω ⊂ X be an open set with m(Ω) = v for some v ∈ (0, 1) and suppose that λpX(Ω) = λpN,v.
Then (X, d,m) is isomorphic to a spherical suspension.

Proof. Suppose that λpX(Ω) = λpN,v. Let u ∈ H1,p
0 (Ω) be a non-negative eigenfunction with

‖u‖Lp = 1 associated to the first eigenvalue λpX(Ω), whose existence is guaranteed by Theo-
rem 6.23. Then Theorem 6.17 gives

λpN−1,N,v =
ˆ

Ω
|∇u|p dm ≥

ˆ r

0
|∇u∗|p dmN ≥ λpN,v,

where, as before, r is defined by mN ([0, r]) = m(Ω) = v. Hence equality holds true in all the
inequalities so that u∗ is an eigenfunction of the p-Laplacian associated to the first eigenvalue
on the one dimensional model space ([0, r], deucl,mN ). It follows from the corresponding ODE
that u∗ ∈ C0([0, r]) ∩ C1((0, r)) and it is strictly decreasing.

Hence, taking into account Remark 6.19, (6.33) holds true so that

λpN,v =
ˆ

Ω
|∇u|p dm ≥

ˆ supu∗

0

(Per({u > t})
IN (µ(t))

)p
fu(t) dt ≥

ˆ supu∗

0
fu(t) dt = λpN,v.

Therefore

(6.45) Per({u > t}) = IN (µ(t)),

for L1-a.e. t such that fu(t) 6= 0.
In particular there exists at least one level t0 such that the super-level set {u > t} is

optimal for the Lévy-Gromov inequality. Thus by Theorem 6.6 we obtain that (X, d,m) is
isomorphic, as a metric measure space, to a spherical suspension.

�
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4. Almost rigidity in the Dirichlet p-spectral gap

This section is dedicated to an almost-rigidity result which seems interesting even for
smooth Riemannian manifolds. The idea is to argue by contradiction, exploiting on the one
hand the compactness of the class of RCD(N−1, N) spaces with respect to measured Gromov
Hausdorff convergence (cf. Remark 1.26) and, on the other hand, the lower-semicontinuity
of the functionals involved.
Theorem 6.31 (Almost rigidity in the p-spectral gap). Fix 2 ≤ N < ∞ and v ∈ (0, 1).
Then, for any ε > 0, there exists δ = δ(v,N) > 0 with the following property: let (X, d,m)
be an RCD(N − 1, N) m.m.s. with m(X) = 1 and Ω ⊂ X be an open domain with m(Ω) = v
and λpX(Ω) < λpN,v + δ.
Then there exists a spherical suspension (Y, dY ,mY ) (i.e. there exists an RCD(N − 2, N − 1)
space (Z, dZ ,mZ) with mZ(Y ) = 1 such that Y is isomorphic as a metric measure space to
[0, π]×N−1

sin Z) such that
dmGH ((X, d,m), (Y, dY ,mY )) < ε.

The following result will play a key role in the compactness argument.
Lemma 6.32. Let (vn)n be a sequence of functions in H1,p (([0, r], deucl,mN )) such that
vn(r) = 0 for any n ∈ N. Assume that (vn)n converge in Lp([0, r],mN ) and in energy to
v ∈ H1,p (([0, r], deucl,mN )). Define

fn(t) :=
ˆ
|∇vn|p−1 dPer({vn > t}), f(t) :=

ˆ
|∇v|p−1 dPer({v > t})

and let ηn := fnL1 and η := fL1. Then ηn ⇀ η in duality with bounded and continuous
functions.

Proof. We begin by observing that any function in H1,p (([0, r], deucl,mN )) is continuous in
(0, r]. Indeed this result is well known in the case when, instead of mN , the interval is equipped
with the Lebesgue measure. In the case of our interest it suffices to observe that the density
of mN w.r.t. L1 is uniformly bounded from below on [ε, r] for any ε > 0. Moreover, by an
analogous argument, functions in H1,p(([0, r], deucl,mN )) with uniformly bounded p-energies
are uniformly Hölder continuous on [ε, r] for any ε > 0.

In view of what we remarked above, up to extracting a subsequence we can assume
that (vn)n converges to v uniformly on [ε, r] for any ε > 0 (recall that vn(r) = 0 for any
n ∈ N). Moreover we can assume that the measures γn := |∇vn|p dmN weakly converge to
γ := |∇v|p dmN .

We need to prove that for any bounded and continuous function φ : [0,∞)→ R it holds

(6.46) lim
n→∞

ˆ
φ(t)fn(t) dt =

ˆ
φ(t)f(t) dt.

To this aim we observe that, thanks to the coarea formula, it holdsˆ
φ(t)fn(t) dt =

ˆ
φ(t)

(ˆ
|∇vn|p−1 dPer({vn > t})

)
dt

=
ˆ
φ(vn(x)) |∇vn|p (x) dmN (x)

for any n ∈ N (and an analogous identity holds true for f). Thus, in order to prove (6.46), it
remains to prove that

(6.47) lim
n→∞

ˆ r

0
φ(vn(x)) |∇vn|p (x) dmN (x) =

ˆ r

0
φ(v(x)) |∇v|p (x) dmN (x).



4. ALMOST RIGIDITY IN THE DIRICHLET p-SPECTRAL GAP 155

To this aim we observe that for any ε > 0 it holds that φ ◦ vn converge uniformly to φ ◦ v on
[ε, r], hence

(6.48) lim
n→∞

ˆ r

ε
φ(vn(x)) |∇vn|p (x) dmN (x) =

ˆ r

ε
φ(v(x)) |∇v|p (x) dmN (x).

Moreover, calling M := max φ, it holds that

(6.49) lim sup
n→∞

∣∣∣∣ˆ ε

0
φ ◦ vn |∇vn|p dmN −

ˆ ε

0
φ ◦ v |∇v|p dmN

∣∣∣∣ ≤ 2M
ˆ ε

0
|∇v|p dmN

and the right hand-side in (6.49) goes to 0 as ε goes to 0. Therefore, in order to prove (6.47),
it is sufficient to split the interval of integration into [0, ε] and [ε, r], pass to the lim sup as
n→∞ taking into account (6.48) and (6.49) and then to let ε ↓ 0. �

Proof of Theorem 6.31. Let us argue by contradiction. If the conclusion is false there exist
ε > 0, a sequence (Xn)n∈N of RCD(N − 1, N) spaces with mn(Xn) = 1 and open domains
Ωn ⊂ Xn such that mn(Ωn) = v, λpX(Ωn) ≤ λpN,v + 1

n and

(6.50) dmGH ((Xn, dn,mn), (X, d,m)) ≥ ε
for any spherical suspension (X, d,m).

By the very definition of λpX(Ω) and thanks to Lemma 6.12, for any n ∈ N \ {0} we can
find a nonnegative function un ∈ Lipc(Ωn) with |∇un| (x) 6= 0 for mn-a.e. x ∈ {un > 0} such
that ‖un‖Lp(mn) = 1 andˆ

Ωn
|∇un|p dmn ≤ λpX(Ωn) + 1

n
≤ λpN,v + 2

n
.

Call µn (respectively fn) the distribution function of un (respectively the function asso-
ciated to un as in (6.31)). Recalling (6.31), (6.32) and applying (6.34) to the function un we
obtain

(6.51)
ˆ r

0
|∇u∗n|

p dmN ≤
ˆ supu∗n

0

(
I(Xn,dn,mn)(µn(t))
IN (µn(t))

)p
fn(t) dt ≤ λpN,v + 2

n
,

where, as usual, r is given by mN ([0, r]) = v. As a first consequence of (6.51) we obtain
that, up to extracting a subsequence, u∗n weakly converges in H1,p (([0, r], deucl,mN )) to a
function u∗. Moreover the convergence is uniform on [ε, r] for any ε > 0 so that in particular
u∗(r) = 0. By the lower semicontinuity of the p-energyˆ r

0
|∇u∗|p dmN ≤ lim inf

n→∞

ˆ r

0
|∇u∗n|

p dmN ≤ λpN,v.

Hence u∗ is the first eigenfunction of the p-Laplacian on the model space ([0, r], deucl,mN )
with unit Lp-norm satisfying u∗(r) = 0. In particular u∗n converges to u∗ in Lp and in H1,p-
energy.
It follows that u∗ has negligible level sets. Hence taking into account the local uniform con-
vergence of the functions u∗n to u∗, we obtain the pointwise convergence of the distribution
functions µn to the distribution function µ of u∗.
Moreover, using Lemma 6.32 we get that the sequence of measures ηn := fnL1 weakly con-
verges to η := fu∗L1 in duality with bounded and continuous functions.

By compactness there exists an RCD(N − 1, N) space (X, d,m) with m(X) = 1 and such
that (a subsequence of) (Xn)n converges to it in the measured Gromov Hausdorff sense.
Introduce now functions gn and g by

gn(t) :=
(
I(Xn,dn,mn)(µn(t))
IN (µn(t))

)p
, g :=

(
I(X,d,m)(µ(t))
IN (µ(t))

)p
,
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for any t ∈ [0,∞). Proposition 6.4, together with the pointwise convergence of the distribution
functions, yields that
(6.52) g(t) ≤ lim inf

n→∞
gn(tn)

for any t ∈ [0,∞) and for any sequence (tn)n∈N such that tn → t as n→∞.
Applying Lemma 1.3 with functions gn, g and measures ηn and η, we conclude thatˆ supu∗

0

(
I(X,d,m)(µ(t))
IN (µ(t))

)p
fu∗(t) dt ≤ lim inf

n→∞

ˆ supu∗n

0

(
I(Xn,dn,mn)(µn(t))
IN (µn(t))

)p
fn(t) dt ≤ λpN,v,

where the last inequality follows from (6.51).
Summarizing, we proved that

λpN,v =
ˆ supu∗

0
fu∗(t) dt ≤

ˆ supu∗

0

(
I(X,d,m)(µ(t))
IN (µ(t))

)p
fu∗(t) dt ≤ λpN,v.

Hence
I(X,d,m)(µ(t)) = IN (µ(t))

for at least one value of t such that µ(t) 6= 0, 1. Therefore (X, d,m) is isomorphic to a
spherical suspension by Theorem 6.6. This is in contradiction with (6.50) since the sequence
(Xn, dn,mn)n is converging to (X, d,m) in the mGH sense. �
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