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Abstract
Given a semi-convex potential V on a convex and bounded domain Ω, we consider the Jordan-Kinderlehrer-

Otto scheme for the Fokker-Planck equation with potential V , which defines, for fixed time step τ > 0, a sequence
of densities ρk ∈ P(Ω). Supposing that V is α-convex, i.e. D2V ≥ αI, we prove that the Lipschitz constant
of log ρ + V satisfies the following inequality: Lip(log(ρk+1) + V)(1 + ατ) ≤ Lip(log(ρk) + V). This provides
exponential decay if α > 0, Lipschitz bounds on bounded intervals of time, which is coherent with the results on
the continuous-time equation, and extends a previous analysis by Lee in the periodic case.

1 Introduction
This short paper is concerned with the parabolic PDE

∂tρ − ∆ρ − ∇ · (ρ∇V) = 0, (1)

which is known as Fokker-Planck equation. It includes a linear diffusion effect (corresponding to the Laplacian in
the above equation) and advection by a drift, which is supposed to be of gradient type. The function V is supposed
here to be given, independent of time and of ρ, and sufficiently smooth. We consider this equation on a bounded
domain Ω, and we complete it with no-flux boundary conditions

(∇ρ + ρ∇V) · n = 0.

Starting from the seminal paper [10], it is well-known that this equation is the gradient flow of the functional

ρ 7→ E(ρ) :=
∫

ρ log ρ +

∫
Vdρ

with respect to the Wasserstein distance W2. This distance is the one defined from the minimal cost in the opti-
mal transport with quadratic cost. The reader can refer to [15, 13] for more details about optimal transport and
Wasserstein distances, and [1, 14] for gradient flows in this setting.

The same paper [10] also provides a time-discretized approach to the above equation, now known as the Jordan-
Kinderlehrer-Otto scheme (JKO). It consists in fixing a time step τ > 0 and then iteratively solving

min
W2

2 (ρ, ρk)
2τ

+ E(ρ) : ρ ∈ P(Ω)
 ,
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defining ρk+1 as the unique minimizer of the above optimization problem. The sequence obtained in this way
represents a good approximation of the continuous-time solution, in the sense that ρk is close to ρ(kτ, ·).

For this equation, which is linear and quite simple, using the JKO scheme as a tool to approximate the solution
(for numerical or theoretical purposes) is not necessary, but the same scheme can be useful for equations which are
gradient flow of more involved functionals. In order to prove convergence, it is often necessary to prove compactness
estimates on the solutions of the scheme. Among the bounds that one can prove, the most striking ones are those
where a certain norm decreases when passing from ρk to ρk+1. The case where a same norm increases when passing
from ρk to ρk+1, but no more than a quantity of the order of τ, so that the bound can be iterated, is also interesting.
We cite for instance L∞ bounds (see for instance Section 7.4.1 in [13]), BV bounds (see [6]), which are valid when
V = 0 and the entropy

∫
ρ log ρ is replaced by an arbitrary convex penalization

∫
f (ρ).

We are interested in this paper in Lipschitz bounds and more precisely in the quantity Lip(log ρ + V). Using
for instance the well-known Bakry-Emery theory (see [2]) this quantity decreases in time along solutions of the
continuous equation (which is a re-writing of the transport-diffusion equation ∂tu = ∆u − ∇V · ∇u if one sets
u = ρeV ) if V is convex. If D2V ≥ αI one can see that eαtLip(log ρt + V) decreases in time, which implies
exponential convergence as t → ∞ if α > 0 or controlled growth if α < 0.

It is highly remarkable that these bounds can exactly be translated into the JKO setting, i.e. they also holds along
the discrete-time iterations of the scheme. This was already observed in [11], and the analysis is very similar to
ours, but was only restricted to the periodic setting. The main object of the present paper is to extend the analysis of
[11] to a case with boundary. This recalls what is done in [7], where a similar estimate is performed on the quantity∫ ∣∣∣∣∣∇ρρ + ∇V

∣∣∣∣∣p dρ,

which is proven to decrease along iterations if V is convex and the domain is also convex (this was obtained thanks
to the so-called five gradients inequality introduced in [6]). Taking the power 1/p and sending p→ ∞ also provides
an estimate on ||∇ρ

ρ
+ ∇V ||L∞ . The same computation unfortunately does not work if we only have D2V ≥ αI with

α < 0, since a similar estimate is only possible as soon as 1 + ατp > 0, which prevents to send p → ∞ without
sending τ → 0. In this sense, it is not an estimate on the JKO scheme. Moreover, obtaining an L∞ bound (i.e.
an estimate on a maximal value) out of a limit of integral quantities and using the five gradients inequality is a
complicated procedure which can be highly simplified, which is the scope of this note.

As in [11], we will obtain the desired estimate by taking the maximal point of the squared norm of a gradient
and using the optimality conditions together with the Monge-Ampère equation on the optimal transport map from
ρk+1 to ρk. Even if we believe that the presentation that we give here is lighter and if the regularity assumptions on
the date have been reduced to the minimal ones, the computations that we present are exactly the same as those of
[11] in the case of a torus. The added value of our work is the attention to the boundary. The key point are

• a lemma which guarantees that max |∇ϕ| is not attained on the boundary when ϕ is the Kantorovich potential
between two smooth densities on a ball;

• an extension-approximation procedure to pass from an arbitrary convex domain to a larger ball, and to regu-
larize the densities.

2 Main result
Let Ω be a bounded closed convex domain inRd, V a non-negative Lipschitz function on Ω, τ > 0 and g a probability
density on Ω (i.e. g ∈ L1(Ω), g ≥ 0 and

∫
Ω

g = 1). We study the minimizer of the functional F τ
g,V on P(Ω) (the set

of probabilities measures on Ω) given by :

F τ
g,V (ρ) =

W2
2 (ρ, g)
2τ

+ E(ρ) =
W2

2 (ρ, g)
2τ

+

∫
Ω

ρ log ρ +

∫
Ω

Vdρ (2)
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where W2 is the Wasserstein distance on P(Ω).
We know that this functional admits a unique minimizer, denoted ρ in the rest of the paper. Indeed, F is the sum

of three convex functionals, and the entropy part is strictly convex, which provides uniqueness. We denote T (x) =

x − ∇ϕ(x) the optimal transport map between ρ and g (which is the gradient of the convex function x 7→ |x|2

2 − ϕ(x),
see [3]), where ϕ is the corresponding Kantorovitch potential. We recall that the minimizer ρ satisfies the following
properties (we refer to Chapter 8 in [13]):

ρ is Lipschitz and strictly positive on Ω

log ρ + V +
ϕ

τ
= constant on Ω (3)

det(I − D2ϕ(x)) =
ρ(x)

g(T (x))
(4)

Equation (4) is the Monge-Ampr̀ee equation for the transport between ρ and g and (3) is the optimality condition
for ρ. We will prove the following:

Theorem 2.1. Suppose that Ω ⊂ Rd is a bounded convex set, that g is bounded from below by a strictly positive
constant and Lipschitz continuous on Ω, and that V is Lipschitz continuous and uniformly α-convex on the same
domain for some α ∈ R. Then we have

LipΩ(log ρ + V)(1 + ατ) 6 LipΩ(log g + V) (5)

where LipΩ( f ) = sup
x,y∈Ω

| f (x)− f (y)|
|x−y|

3 The proof
Proof. We follow the same idea as in [11] (Lemma 3.2), except that we need to get rid of a possible maximum on
the boundary We eliminate this case when the domain is a ball and we do the general case by approximation.

3.1 The computation
Suppose that V and log g are C1,β functions for some β ∈ (0, 1) and that Ω is smooth and uniformly convex. In this
case, the regularity theory for the Monge-Ampere equation by Caffarelli ([4, 5, 8]) provides ϕ ∈ C3,β. Indeed, we
first observe that ρ is Lipschitz and bounded from below, so we can apply Caffarelli’s theory to obtain ϕ ∈ C2,β

(using g, ρ ∈ C0,β and the assumptions on the boundary of Ω). This implies log ρ ∈ C1,β and allows to obtains
ϕ ∈ C3,β, which is the regularity we need for our next computations.

We proceed by a maximum principle argument : let x0 be a point where |∇ϕ|2 achieves its maximum. If x0 is in
the interior of Ω, the optimality conditions are :

d∑
i=1

ϕi jϕi(x0) = 0 for all j (6)

(ϕi jkϕi + ϕi jϕik)( j,k)(x0) 6 0 for all i (7)

where the indices correspond to partial derivatives in the associated direction and the inequality in the second line
means that the matrix (indexed by j and k) is negative semidefinite for every i.

We differentiate the logarithm of (4) in the i direction to obtain :

−Tr(B jkϕi jk(x0)) = (log(ρ))i(x0) − (log g)i(T (x0)) +
∑
k=1

(log g)k(T (x0))ϕik(x0) (8)
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where the matrix B jk is given by B = (I − D2ϕ(x0))−1.
By using that B is a symmetric and non-negative matrix (as it is the inverse of the Hessian of a convex function)

and the optimality conditions (7), we get :

−Tr(B jkϕi jkϕi) > Tr(B jkϕi jϕik) > 0 (9)

where we use A > 0, B 6 0⇒ Tr(AB) 6 0, with A = (D2ϕ)2 ≥ 0. Then, by multiplying (8) by ϕi and using (6),(9),

∇ϕ(x0) · ∇(log ρ)(x0) > ∇(log g)(T (x0)) · ∇ϕ(x0) (10)

Equation (3) gives ∇(log ρ) = −∇V − ∇ϕ
τ

and thus we get :

|∇ϕ(x0)|2

τ
6 ∇ϕ(x0) ·

(
− ∇V(x0) − (∇(log g))(T (x0))

)
|∇ϕ(x0)|2

τ
+ ∇ϕ(x0) ·

(
∇V(x0) − ∇V(T (x0))

)
6 −∇ϕ(x0) · (∇(V + log g)(T (x0))

|∇ϕ(x0)|2

τ
+ (x0 − T (x0)) · (∇V(x0) − ∇V(T (x0)) 6 |∇ϕ(x0)| ‖∇(V log g)‖∞

|∇ϕ(x0)|2

τ
(1 + τα) 6 |∇ϕ(x0)| ‖∇(V + log g)‖∞ (11)

(12)

The last expression can be simplified in order to obtain

‖∇(V + log ρ)‖∞(1 + ατ) =
|∇ϕ(x0)|

τ
(1 + τα) 6 ‖∇(V + log g)‖∞

since x0 is the point where |∇ϕ|2 and also |∇(log ρ + V)| achieve their maximal values. We used the fact that, if V is
C1 and α uniformly convex, then for all x, y we have (∇V(x) − ∇V(y)) · (x − y) > α|x − y|2.

3.2 Treating the boundary
The computations above required the maximum point x0 to be an interior point of Ω. We will remove this difficulty
in two steps: first we show that if Ω is a ball the maximum can’t be achieved on the boundary. Then we reduce the
general case to this one by approximation.

3.2.1 If the domain is a ball

In this subsection, we suppose Ω = BR(0) and prove the following

Lemma 3.1. Suppose that Ω = BR(0) is a ball and that ϕ is the Kantorovich potential for the quadratic cost between
two densities ρ, g ∈ C0,β(Ω) which are both bounded from below. Then φ ∈ C1 and the maximum of |∇ϕ| cannot be
achieved on ∂Ω.

Proof. Let us define f (x) = 1
2 |∇ϕ(x)|2. From the regularity on the densities and on the domain, Caffarelli’s theory

implies ϕ ∈ C2,β and T is a homeorphism of Ω. Therefore it sends the boundary to the boundary (an observation
already used for similar purposes in Lemma 2.4 in [9]). Now, for x ∈ ∂Ω we have

|T (x)|2 = |x − ∇ϕ(x)|2 = R2 ⇒ f (x) = x · ∇ϕ(x)
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Suppose that f achieve its maximum in Ω at x0 ∈ ∂Ω. Since f (x) = x · ∇ϕ in ∂Ω, x · ∇ϕ also achieve its
maximum in ∂Ω at x0. If we denote n(x) = x

R the normal at x ∈ ∂Ω, there exists λ ∈ R+ (global maximum) and
µ ∈ R (maximum on the boundary) so that :

D2ϕ(x0) · ∇ϕ(x0) = λn(x0) (13)

D2ϕ(x0) · x0 + ∇ϕ(x0) = µn(x0) (14)

By multiplying equation (14) by n(x0) =
x0
R , we get :

Rn(x0) · D2ϕ(x0) · n(x0) +
f (x0)

R
= µ ⇒

f (x0)
R

> µ − R (15)

where we used the inequality D2ϕ < I, which is strict since the Monge-Ampere equation (4) tells us that I − D2ϕ
can’t have a zero eigen-value, since ρ > 0. If we multiply the same equation (14) by ∇ϕ(x0) and use (13), we get :

∇ϕ(x0) · D2ϕ(x0) · x0 + |∇ϕ(x0)|2 = µn(x0) · ∇ϕ(x0) → λx0 · n(x0) + 2 f (x0) = µ
x0

R
· ∇ϕ(x0),

which can be re-written as
f (x0)(2 −

µ

R
) = −Rλ 6 0 ⇒ µ > 2R, (16)

since λ > 0. Putting (15) and (16) together, we obtain f (x0) > R2.
However we know that if Ω is a strictly convex domain, the transport plan shall verify for all x ∈ ∂Ω,

n(T (x)) · n(x) > 0 (see the proof of Lemma 2.4 in [9]). In the case of a ball this implies that T (x) is in the same
hemisphere as x, thus in term of the distance between the two points we have |T (x)− x| = |∇ϕ(x)| 6

√
2R. Therefore

we have f (x0) 6 R2 on ∂Ω, which leads to a contradiction if the maximum is attained on the boundary. �

3.2.2 Approximation

We come back to the general case and we fix R > 0 such that Ω ⊂ BR. The idea is to approximate our problem by
a sequence of regularized problems defined on BR with a sequence of potentials Vn diverging to infinity out of Ω.
First we extend V to Rd by defining a function Ṽ :

Ṽ(x) = sup
y∈Ω

(
V(y) + ∇V(y) · (x − y) +

α

2
|x − y|2

)
This extension is non-negative and uniformly α-convex in Rd. It coincides with V on Ω since V itself is uniformly
α-convex. We consider now the function h := log g + V and extend it to Rd by defining h̃ :

h̃(x) = sup
y∈Ω

(
h(y) + Lip(h)|x − y|

)
where Lip(h) is the Lipschitz constant of h. We have Lip(h) = Lip(h̃). We then take convolutions in order to enforce
higher regularity. Let ξ ∈ C∞(Rd,R+) be a convolution kernel, supported in B1, and satisfying

∫
Rd ξdx = 1. We then

rescale ξ defining ξn(x) = nd ξ(nx) and set

Vn(x) =

∫
Rd

(Ṽ(y) + nd(y,Ω)2)ξn(x − y)dy

hn(x) =

∫
Rd

h̃(y)ξn(x − y)dy

gn(x) = λnehn(x)−Vn(x)
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where λn is a normalisation constant chosen so as to ensure
∫

BR
gn = 1. We note that for every n we have ‖∇hn‖∞ =

Lip(hn) 6 Lip(h̃) = Lip(h) and that Vn is α-uniformly convex and non-negative in Rd. We also define a sequence of
functional Fn on P(BR) :

Fn(ρ) := F τ
gn,Vn

(ρ) =
W2

2 (ρ, gn)
2τ

+

∫
BR

ρ log ρ +

∫
BR

Vndρ (17)

By applying our previous computations to the minimizer ρ̂n of the functional Fn (note that the regularity is
enforced by the convolution and that we are on the ball, so that the maximum of the squared gradient of the
Kantorovich potential cannot be achieved on the boundary) we obtain

‖∇(Vn + log ρ̃n)‖L∞(BR)(1 + ατ) 6 ‖∇(Vn + log gn)‖L∞(BR) 6 LipΩ(V + log g). (18)

We now study the convergence of the Vn, fn, gn and Fn. By the properties of the convolution and since h̃ is
extension of h, hn converges uniformly to h in Ω. As for Vn, the situation is trickier, because we added a penalization
of the form nd(·,Ω)2 before convolving. Since the support of ξn is contained in the ball of radius 1/n, when x ∈ Ω

this penalization contributes at most n.(1/n)2 to the integral, so we have Ṽ ∗ ξn ≤ Vn ≤ Ṽ ∗ ξn + 1/n on Ω. Hence Vn

also converges uniformly to V on Ω. On the other hand, for all x ∈ BR \ Ω, we have lim
n→∞

Vn(x) = +∞. We deduce
that gn converge uniformly to g in Ω and pointwise to 0 in BR \ Ω. Since gn is a probability measure, we also have
the weak convergence as probability measures of gn to the measure supported on Ω with density g.

Then, a quick computation provides Lip(Vn)Ω 6 Lip(V)Ω + 2 (the additional term +2 comes from the gradient
of the penalization ∇

(
nd(·,Ω)2) = 2nd(·,Ω)∇d(·,Ω), whose modulus is almost 2 at points of Ω + spt(ξn)), thus by

(18) we get:

Lip(log ρn)Ω 6
Lip(V + log g)Ω

1 + ατ
+ Lip(V)Ω + 2. (19)

This bound, together with the mass constraint
∫

Ω
ρn ≤

∫
BR
ρn = 1 implies a uniform upper bound on ρn. Composing

with the exponential function, which is Lipschitz continuous on bounded intervals, we deduce that ρn is uniformly
Lipschitz in Ω. We will now characterize the limit of ρn.

The sequence of functionals Fn Γ-converges for the weak topology on measures to the functional F defined as

F (ρ) :=

F τ
g,V (ρ) if spt(ρ) ⊂ Ω,

+∞ if not.

Indeed, if the sequence ρn ∈ P(BR) weakly converges to ρ ∈ P(Ω), we have

F (ρ) 6 lim inf
n→∞

Fn(ρn). (20)

This can be proven in the following way: ρ 7→
∫
ρ log ρ is lower-semicontinous for the weak convergence of

measure and W2 metrizes the same convergence; if
∫

Vndρn ≤ C then ρn({x : d(x,Ω) > ε}) → 0 as n → ∞,
hence spt(ρ) ⊂ Ω; we also have

∫
Vndρn ≥

∫
(Ṽ ∗ ξn)dρn →

∫
Ṽdρ =

∫
Vdρ where the last equality is valid if ρ is

concentrated on Ω.
On the other hand, if ρ ∈ P(Ω), then the constant sequence ρn = ρ satisfies

lim sup
n→∞

Fn(ρn) 6 F (ρ) (21)

We conclude that the optimizers ρ̃n weakly converge to ρ, the only minimizer of F . Since ρ̃n is uniformly
Lipschitz in Ω, we deduce that the convergence is uniform in Ω. Finally taking the limit of (18) we obtain

LipΩ(log ρ + V)(1 + ατ) 6 LipΩ(log g + V). �
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