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Abstract. We prove the local minimality of halfspaces in Carnot groups for a class

of nonlocal functionals usually addressed as nonlocal perimeters. Moreover, in a class

of Carnot groups in which the De Giorgi's recti�ability Theorem holds, we provide

a lower bound for the Γ-liminf of the rescaled energy in terms of the horizontal

perimeter.

1. Introduction

Given an open set Ω ⊆ Rn and α ∈ (0, 1), we de�ne the nonlocal (or fractional)

α-perimeter of a measurable set E ⊆ Rn as the functional

(1) Pα(E; Ω) := Lα(Ec ∩ Ω, E ∩ Ω) + Lα(Ec ∩ Ω, E ∩ Ωc) + Lα(E ∩ Ω, Ec ∩ Ωc)

where

Lα(A,B) :=

�
A

�
B

1

|x− y|n+α
dx dy.

The notion of fractional perimeter was introduced in [9] to study nonlocal minimal

surfaces of fractional type, while a generalized notion of nonlocal perimeter de�ned

using a positive, compactly supported radial kernel was introduced in [40]. Nonlocal

perimeters have been object of many studies in recent years. For example they are

related to nonlocal (not necessarily fractional) minimal surfaces, [40, 41, 12], fractal

sets, [52, 53, 35], phase transition [47] and many other problems. We refer the interested

reader to [18, 49] for further applications and for a comparison with the standard

perimeter.

Nonlocal perimeter can also be characterized in terms of the Gagliardo-Slobodeckij

seminorm in the framework of fractional Sobolev spaces, see [17], or in terms of Dirichlet

energy associated with an extension problem for the fractional Laplacian, see [10].
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The limiting behavior of fractional α-perimeters as α → 1− and α → 0+ turns out

to be very interesting. Davila showed in [14] that for a bounded Borel set E of �nite

perimeter the following equality holds:

(2) lim
α→1−

(1− α)Lα(Ec ∩ Ω, E ∩ Ω) = cP (E; Ω),

in particular, when Ω = Rn, one has

(3) lim
α→1−

(1− α)Pα(E;Rn) = cP (E)

where P (E) denotes the classical perimeter of E in Rn and c is a positive constant

depending only on n. In the subsequent paper [19] the authors studied the behavior of

αPα(E; Ω) as α→ 0+, �nally in [2] the limiting behavior of Pα(E; Ω) is studied in the

Γ-convergence sense, see also [45] for further extensions.

Carnot groups are connected and simply connected Lie groups whose Lie algebra g

is strati�ed, i.e., there are linear subspaces g1, ..., gs of g such that

(4) g = g1 ⊕ ...⊕ gs, [g1, gi] = gi+1, gs 6= {0}, [gs, g1] = {0}

where [g1, gi] denotes the subspace of g generated by the commutators [X, Y ] with

X ∈ g1 and Y ∈ gi.

In the last few years Carnot groups have been largely studied in several respects, such

as Di�erential Geometry [11], subelliptic Di�erential Equations [6, 26, 27, 46], Complex

Analysis [48] and Neuroimaging [13]. Many key results of Geometric Measure Theory

in the context of metric measure spaces are based on the notion of function of bounded

variation and, in particular, on sets of �nite perimeter.

The local theory of perimeters in Carnot groups has then attracted a lot of interest

in the literature and it is natural to address the attention to their nonlocal counterpart.

In the present paper we study nonlocal perimeters coming from a positive symmetric

kernel K:G→ R satisfying�
G

min{1, d(x, 0)}K(x) dx < +∞,

where d is the Carnot-Carathéodory distance on G, see De�nition 2.2.

More precisely, given two measurable and disjoint sets E and F in G, we consider

the interaction functional

LK(E,F ) :=

�
E

�
F

K(y−1x) dx dy

and we de�ne the nonlocal K-perimeter of a measurable set E inside an open set Ω as

in (1), namely

PK(E; Ω) := LK(Ec ∩ Ω, E ∩ Ω) + LK(Ec ∩ Ω, E ∩ Ωc) + LK(E ∩ Ω, Ec ∩ Ωc).

We refer to [25] and [31] for a general overview.

In the �rst part of the paper we provide su�cient conditions that have to be satis�ed

by every local minimizer of the nonlocal K-perimeter. Given a measurable set E0 and
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an open set Ω in G, by a local minimizer for PK in Ω with outer datum E0 we mean a

measurable set E ⊆ G such that E \ Ω = E0 \ Ω and such that

PK(E; Ω) ≤ PK(F ; Ω), for every measurable F ⊆ G with F \ Ω = E0 \ Ω.

Our �rst main result, see Theorem 3.7, reads as follows.

Theorem 1.1. Let E0 ⊆ G be a measurable set and let Ω ⊆ G be an open set such that

PK(E0; Ω) < +∞. Let E ⊆ G be a measurable set with E \Ω = E0 \Ω and assume χE
admits a calibration (see De�nition 3.5 below). Then E is a local minimizer for PK in

Ω with outer datum E0.

Theorem 1.1 actually holds in a slightly more general form. Indeed, it can be proved

even for a natural extension of the nonlocal K-perimeter to all measurable functions

(see (10) below). Both the proof of this Theorem and the de�nition of calibration

are inspired by the ones given in [44]. We also notice that, using the generalized

coarea formula (20), for any local minimizer provided by Theorem 1.1, among all the

minimizers, one can always �nd the characteristic function of a set.

As a consequence of Theorem 1.1 we prove that a suitably de�ned halfspace H is the

unique local minimizer of PK in the unit ball B(0, 1) with outer datum H \B(0, 1).

In [8] it is proved that, in the Euclidean setting, every measurable set E that is

foliated by sub- and super- solutions adapted to Ω (see De�nition 3.13), admits a cali-

bration and, if some natural geometric assumption hold, the minimizer is also unique.

Our Theorem 3.17 goes exactly in this direction and follows closely [8, Theorem 2.4].

Setting Kε := ε−QK ◦ δ1/ε, the second part of the paper investigates the asymptotic

behavior of the rescaled functionals 1
ε
Pε := 1

ε
PKε as ε→ 0 in the Γ-convergence sense.

Berendsen and Pagliari showed in [5], that, in the Euclidean case, such Γ-limit exists

in L1
loc and equals the Euclidean perimeter, up to a multiplicative constant. We also

mention that in [2] the authors proved that, in the Euclidean setting, the functional

(1 − α)Pα, Γ-converges in L1
loc to the standard perimeter P , up to a multiplicative

dimensional constant. For an introduction to Γ-convergence we refer the reader to the

monographs [16, 7], see also [37, 38] where some classical results in Γ-convergence have

been extended to the case of functionals depending on vector �elds.

The main result of the second part of the paper reads as follows (see Section 2 for all

the missing de�nitions).

Theorem 1.2. Let G be a Carnot group satisfying property R, let Ω be open and

bounded and assume K:G → [0,+∞) is symmetric and radially decreasing (i.e.,

K(x) = K̃(r), where r = ‖x‖ and K̃ is decreasing) and such that

inf
r>1

rQ+1K̃(r) > 0.
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Then, there exists a positive density ρ: g1 → (0,+∞) such that, for every family (Eε)

of measurable sets converging in L1(Ω) to E ⊆ Ω, one has

(5)

�
Ω

ρ(νE) dPG(E; ·) ≤ lim inf
ε→0

1

ε
Pε(Eε; Ω).

Here PG(E; ·) denotes the perimeter measure of E in G, νE denotes its horizontal

normal (see De�nitions 2.3 and 2.5) and Q is the homogeneous dimension of G.
Some comments are in order. The proof of Theorem 1.2 (see proof Theorem 4.9)

follows the ideas of [5, Section 3.3], where the authors prove the Γ-convergence of the

rescaled functionals to the perimeter in the Euclidean setting. Theorem 1.2 gives us

an estimate on the Γ-liminf of the functional 1
ε
Pε in terms of a density ρ, which is

explicitly computed and does not depend on the points in the boundary of E, but

only on the horizontal directions of its normal. For the proof of this Theorem it is

essential to apply a compactness argument to families of sets with uniformly bounded

Kε-perimeters. The compactness criterion is given in Theorem 4.4 and we believe it has

its own independent interest. We also notice that, in the assumptions of Theorem 1.2,

one has to restrict both the class of Carnot groups and the class of kernels. The fact

that K is required to be radial and with some speci�c rate at in�nity allows us to say

that ρ is indeed a strictly positive density (see Proposition 4.6), while the assumption

on the group G to satisfy property R allows us to consider blow-ups of sets of �nite

perimeter. A Carnot group G satis�es property R if every set of �nite perimeter in G
has recti�able reduced boundary, i.e. it can be covered, up to a set of measure zero, by

a countable union of intrinsically C1 hypersurfaces, see De�nitions 2.7, 2.8 and 4.1. As

an immediate consequence (see Remark 4.1), the validity of property R ensures that

at PG(E)-almost every point of p in G, the family δ1/r(p
−1E) converges in L1

loc, up to

subsequences, to a vertical halfspace with normal νE(p).

As we have already pointed out, the problem of understanding what is the regularity

of the (reduced) boundary of a set of �nite perimeter in the context of Carnot groups

has only received partial solutions, so far. Whenever property R is not assumed, only

partial results about blow-up of sets of �nite perimeter are available in the literature.

It is proved in [30] that, for any set E ⊆ G with locally �nite perimeter and for PG(E)-

almost every p ∈ G, the family δ1/r(p
−1E) converges in L1

loc(G) to a set of constant

horizontal normal F , namely a set for which there exists ν ∈ g1 such that

νχF ≥ 0 and XχF = 0 for every X ∈ g1 with X⊥ν,(6)

in the sense of distributions.

If in addition G has step 2, or it is of type ?, then it is proved respectively in [30]

and [39] that, up to a left translation, every set of constant horizontal normal is really

a vertical halfspace. On the other hand, still in [30, Example 3.2], it is proved that,

for general Carnot groups, condition (6) does not characterize vertical halfspaces. The

classi�cation of sets with constant horizontal normal is a challenging problem and,

as far as we know, the most general result in this direction is [4, Theorem 1.2]. We
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mention that in the recent paper [20] the authors show that the reduced boundary of

any set of locally �nite perimeter in any Carnot group has a so-called cone property

that in the case of �liform groups implies recti�ability in the intrinsic Lipschitz sense.

Finally a natural question one might ask is whether the Γ-liminf estimate given by

Theorem 1.2 can be complemented by a Γ-limsup estimate. The proofs of the Γ-limsup

inequality in [5] and in [2] rely heavily upon the convergence result by Dávila [14],

whose extension to Carnot groups is, as far as we know, still an open problem, see [36]

for some preliminary results in this directions.

2. Preliminaries

2.1. Carnot groups. A connected and simply connected Lie group (G, ·) is said to be

a Carnot group of step s if its Lie algebra g admits a step s strati�cation according to

(4). For a general introduction to Carnot groups from the point of view of the present

paper and for further examples, we refer, e.g., to [6, 26, 34, 48].

We write 0 for the neutral element of the group, and xy := x · y, for any x, y ∈ G.
We �x a scalar product 〈·, ·〉 on g1 and denote by |·| its induced norm. We recall that

a curve γ: [a, b] → G is absolutely continuous if it is absolutely continuous as a curve

into Rn via composition with local charts.

De�nition 2.1. An absolutely continuous curve γ: [a, b] → G is said to be horizontal

if

γ′(t) ∈ g1,

for almost every t ∈ [a, b]. The length of such a curve is given by

LG(γ) =

� b

a

|γ′(t)|dt.

Chow's Theorem [6, Theorem 19.1.3] asserts that any two points in a Carnot group

can be connected by a horizontal curve. Hence, the following de�nition is well-posed.

De�nition 2.2. For every x, y ∈ G, their Carnot-Carathéodory (CC) distance is de-

�ned by

d(x, y) = inf {LG(γ): γ is a horizontal curve joining x and y} .

We also use the notation ‖x‖= d(x, 0) for x ∈ G.

We denote by

B(x, r) = {y ∈ G : ‖y−1x‖< r}
the open ball centered at x ∈ G with radius r > 0.

It is well-known (see e.g. [42]) that the Hausdor� dimension of the metric space (G, d)

is the so-called homogeneous dimension Q of G, which is given by

Q :=
s∑
i=1

i dim(gi).
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We denote by H Q the Hausdor� measure of dimension Q associated with the metric

d. The measure H Q is a Haar measure on G (see [6, Proposition 1.3.21]) and we write�
Ω

f(x) dx :=

�
Ω

f(x) dH Q(x),

for every measurable set Ω and every measurable function f : Ω→ R.
We recall here the notion of exponential map. Let X ∈ g and let γ: [0,∞) → G be

the unique global solution of the Cauchy problemγ′(t) = X(γ(t))

γ(0) = 0.

The exponential map
exp: g→ G

X 7→ exp(X) := γ(1)

is a di�eomorphism between the Lie algebra g and the Lie Group G, and we use the

notation log:G→ g to denote its inverse.

For any λ > 0, we denote by δ∗λ: g→ g the unique linear map such that

δ∗λX = λiX, ∀X ∈ gi.

The maps δ∗λ: g → g are Lie algebra automorphisms, i.e., δ∗λ([X, Y ]) = [δ∗λX, δ
∗
λY ] for

all X, Y ∈ g. For every λ > 0, the map δ∗λ naturally induces an automorphism on the

group δλ:G → G by the identity δλ(x) = (exp ◦δ∗λ ◦ log)(x). It is easy to verify that

both the families (δ∗λ)λ>0 and (δλ)λ>0 are a one-parameter group of automorphisms (of

Lie algebra and of groups, respectively), i.e., δ∗λ ◦ δ∗η = δ∗λη and δλ ◦ δη = δλη for all

λ, η > 0. The maps δ∗λ, δλ are both called dilation of factor λ.

Denoting by τx:G→ G the (left) translation by the element x ∈ G de�ned as

τxz := x · z = xz,

we remark that the CC distance is homogeneous with respect to dilations and left

invariant. More precisely, for every λ > 0 and for every x, y, z ∈ G one has

d(δλx, δλy) = λd(x, y), d(τxy, τxz) = d(y, z).

This immediately implies that τx(B(y, r)) = B(τxy, r) and δλB(y, r) = B(δλy, λr).

2.2. Perimeter and recti�ability. We introduce the notions of perimeter, reduced

boundary and recti�ability.

De�nition 2.3. Let Ω be an open set in G and let f ∈ L1
loc(Ω). We say that f has

locally bounded variation in Ω (f ∈ BVG,loc(Ω)), if, for every Y ∈ g1 and every open

set A b Ω, there exists a Radon measure Y f on Ω such that�
A

fY ϕ dµ = −
�
A

ϕd(Y f),

for every ϕ ∈ C1
c (A). We say that f ∈ L1(Ω) has bounded variation in Ω (f ∈ BVG(Ω))

if f has locally bounded variation in Ω and, for every basis (X1, . . . , Xm) of g1, the
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total variation |DXf |(Ω) of the measure DXf := (X1f, . . . , Xmf) is �nite. If E is

a measurable set in Ω, we say that E has locally �nite (resp. �nite) perimeter in

Ω if χE ∈ BVG,loc(Ω) (resp. χE ∈ BVG(Ω)). In such a case, the measure |DXχE|
is called perimeter of E and it is denoted by PG(E; ·). We also use the notation

PG(E;G) =: PG(E).

The following Proposition is proved in [28, Theorem 2.2.2] and [32, Theorem 1.14].

Proposition 2.4. Let Ω ⊆ G be an open set and let u ∈ BVG(Ω). Then, there exists

a sequence (uk) in C∞(Ω) such that

• uk → u in L1(Ω);

• |DXuk|(Ω)→ |DXu|(Ω).

De�nition 2.5. Let E ⊆ G be a set with locally �nite perimeter. We de�ne the

reduced boundary FE of E to be the set of points p ∈ G such that PG(E;B(p, r)) > 0

for all r > 0 and there exists

lim
r→0

DXχE(B(p, r))

PG(E;B(p, r))
= lim

r→0

DXχE(B(p, r))

|DXχE|(B(p, r))
=: νE(p) ∈ Rm,

with |νE(p)|= 1.

De�nition 2.6. Let Ω ⊆ G be an open set in a Carnot group G. We say that a function

f : Ω → R is of class C1
G if f is continuous and, for any basis X = (X1, . . . , Xm) of g1,

the limit,

Xif(x) := lim
t→0

f(x exp(tXi))− f(x)

t
,

exists and de�nes a continuous function for every i = 1, . . . ,m and any x ∈ Ω. Ac-

cording to this de�nition we also denote by ∇Xf : Ω→ Rm the vector valued function

de�ned by

∇Xf := (X1f, . . . , Xmf).

De�nition 2.7. A set Σ ⊆ G is said to be a hypersurface of class C1
G if, for every

p ∈ Σ there exists a neighborhood U of p, and a function f :U → R of class C1
G such

that

Σ ∩ U = {q ∈ U : f(q) = 0},

and infU |∇Xf |> 0, for any basis X = (X1, . . . , Xm) of g1.

De�nition 2.8. Let E ⊆ G be a measurable set. We say that E is C1
G-recti�able (or

simply recti�able), if there exists a family {Γj : j ∈ N} of C1
G-hypersurfaces such that

H Q−1

(
E \

⋃
j∈N

Γj

)
= 0,

whereQ is the homogeneous dimension ofG and H Q−1 denotes the (Q−1)−dimensional

Hausdor� measure de�ned through the Carnot-Carathéodory distance.
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De�nition 2.9. For any ν ∈ g1 \ {0}, we de�ne the vertical halfspace with normal ν

by setting

Hν := {x ∈ G: 〈π1 log x, ν〉 ≥ 0},
where π1: g→ g1 is the horizontal projection on the Lie algebra. Notice that if x ∈ G
is such that 〈π1 log x, ν〉 > 0, then x−1 ∈ Hc

ν .

We conclude this section with the following

De�nition 2.10. Let 1 ≤ p ≤ ∞ and let Ω ⊆ G be an open set. We set

W 1,p
G (Ω) := {f ∈ Lp(Ω): Xjf ∈ Lp(Ω), ∀j = 1, . . . ,m}.

De�nition 2.11. The convolution of two functions in f, g:G→ R is de�ned by

(f ∗ g)(x) :=

�
G
f(xy−1)g(y) dy =

�
G
g(y−1x)f(y) dy,

for every couple of functions for which the above integrals make sense.

Remark 2.12. From this de�nition we see that if L is any left invariant di�erential

operator in G, then L(f ∗ g) = f ∗ Lg provided the integrals converge. Moreover, if G
is not abelian, we cannot write in general f ∗ Lg = Lf ∗ g.

3. Local minimizers and calibrations

Throughout this section, G denotes a Carnot group and we denote by ‖x‖:= d(0, x),

where d is the CC distance introduced in De�nition 2.2. We however notice that the

results we obtain still hold when d(0, x) is replaced by any other homogeneous and

symmetric norm on G. We also �x a kernel K:G→ R with the following property:

K ≥ 0 inG,(7)

K(ξ−1) = K(ξ) for any ξ ∈ G,(8) �
G

min{1, ‖x‖}K(x) dx < +∞.(9)

De�ne also for every measurable function u:G → [0,+∞] and every measurable set

Ω ⊆ G the functional

JK(u; Ω) :=
1

2

�
Ω

�
Ω

K(y−1x)|u(y)− u(x)| dydx+

�
Ω

�
Ωc
K(y−1x)|u(y)− u(x)| dydx

=:
1

2
J1
K(u; Ω) + J2

K(u; Ω).(10)

We also denote by J i(E; Ω) := J i(χE; Ω) for i = 1, 2. Moreover, for every measurable

and disjoint sets A,B ⊆ G, we de�ne the interaction between A and B driven by the

kernel K as

(11) LK(A,B) :=

�
B

�
A

K(y−1x) dy dx.

We set PK(E; Ω) := JK(χE; Ω) =: J(E; Ω). Therefore,

PK(E; Ω) = LK(Ec ∩ Ω, E ∩ Ω) + LK(Ec ∩ Ω, E ∩ Ωc) + LK(E ∩ Ω, Ec ∩ Ωc);
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in particular, we have that

LK(Ec ∩ Ω, E ∩ Ω) =
1

2
J1
K(E; Ω),

and

LK(Ec ∩ Ω, E ∩ Ωc) + LK(E ∩ Ω, Ec ∩ Ωc) = J2
K(E; Ω).

We can think of J1
K(χE; Ω) as the local part of PK(E; Ω), in the sense that if F is a

measurable set such that H Q((E4F ) ∩ Ω) = 0, then J1
K(F ; Ω) = J1

K(E; Ω).

It is worth noticing that for Ω = G we get

PK(E;G) = LK(E,Ec).

Remark 3.1. For every measurable set E ⊆ G we notice that PK(E; Ω) can also be

written as

(12) PK(E; Ω) =
1

2

�
(G×G)\(Ωc×Ωc)

|χE(y)− χE(x)|K(y−1x) dx dy.

Indeed we can write�
(G×G)\(Ωc×Ωc)

|χE(y)− χE(x)|K(y−1x) dx dy

=

�
(G×G)\(Ωc×Ωc)

|χE(y)− χE(x)|2K(y−1x) dx dy

=

�
(G×G)\(Ωc×Ωc)

(χE(y)− χE(y)χE(x))K(y−1x) dx dy

+

�
(G×G)\(Ωc×Ωc)

(χE(x)− χE(y)χE(x))K(y−1x) dx dy

=2

�
(G×G)\(Ωc×Ωc)

χE(x)χEc(y)K(y−1x) dx dy

=2LK(Ec ∩ Ω, E ∩ Ω) + 2LK(Ec ∩ Ω, E ∩ Ωc) + 2LK(E ∩ Ω;Ec ∩ Ωc)

=2PK(E; Ω).

When G is the Euclidean space Rn, a typical example of radial kernel satisfying (7),

(8) and (9) is given by K(x) = |x|−n−α with α ∈ (0, 1). We refer e.g. to [49] and

references therein for an overview of the classical fractional perimeter's theory.

On the other hand, if G is a general Carnot group with homogeneous dimension Q,

and ‖·‖ is a homogeneous norm on G, then, for every α ∈ (0, 1), the kernel K:G→ R
de�ned by

K(ξ) := ‖ξ‖−Q−α,
satis�es conditions (7), (8) and (9).

A homogeneous norm that has been considered in the literature is the one associated

with the sub-Riemannian heat operator, see e.g. to [26, 24, 25] for some motivations.

We here brie�y describe its de�nition. De�ne the map R̃α:G→ [0,+∞) by letting

R̃α(x) := − α

2Γ(−α/2)

� +∞

0

t−
α
2
−1h(t, x) dt.
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Here h: [0,+∞) × G → R is the fundamental solution of the sub-Riemannian heat

operator

H := ∂t + L,
where

L :=
m∑
i=1

X2
i

denotes the sub-Laplacian associated with a basis (X1, . . . , Xm) of the horizontal layer

g1. In this case one has R̃α(x−1) = R̃α(x) and R̃α(δλx) = λ−α−QR̃α(x) for any x ∈ G
and any λ ≥ 0, and the quantity

‖x‖α:=
(
R̃α(x)

)− 1
α+Q

,

de�nes a homogeneous symmetric norm on G. In particular, the kernel

Kα(ξ) :=
1

‖ξ‖Q+α
α

satis�es conditions (7), (8), (9) and (37), and hence all the results obtained in this

paper apply to the special case K = Kα.

We next state and prove some facts that will be useful throughout the paper.

Proposition 3.2. Let Ω ⊆ G be an open set and let u ∈ BVG(Ω). Let p ∈ Ω, r > 0

such that B(p, 2r) ⊆ Ω and let g ∈ B(0, r). Then�
B(p,r)

|u(x · g)− u(x)| dx ≤ d(0, g)|DXu|(Ω).

In particular, if Ω = G and u ∈ BVG(G), one has

(13)

�
G
|u(x · g)− u(x)| dx ≤ d(0, g)|DXu|(G),

for every g ∈ G.

Proof. Fix a basis (X1, . . . , Xm) of g1. By Proposition 2.4 we can assume without loss

of generality that u ∈ C∞(Ω). Let g ∈ B(0, r) with g 6= 0 (if g = 0 the thesis is trivial)

and let δ := d(0, g) > 0. Take a geodesic γ: [0, δ]→ B(0, r) satisfying

γ(0) = 0, γ(δ) = g and γ̇(t) =
m∑
i=1

hi(t)Xi(γ(t)) for a. e. t ∈ [0, δ],

where (h1, . . . , hm) ∈ L∞([0, δ];Rm) with ‖(h1, . . . , hm)‖∞≤ 1. Notice that, for every

x ∈ G, the curve γx: [0, δ]→ B(x, r) de�ned by γx(t) = x · γ(t) is a geodesic joining x

and x · g, and ‖γ̇x‖∞= ‖(h1, . . . , hm)‖∞. Therefore, for any x ∈ B(p, r), one has

|u(x · g)− u(x)|=
∣∣∣∣� δ

0

d

dt
u(γx(t)) dt

∣∣∣∣ ≤ � δ

0

|∇Xu(γx(t))| dt.

Integrating both sides on B(p, r) we get�
B(p,r)

|u(x · g)− u(x)| dx ≤
�
B(p,r)

� δ

0

|∇Xu (x · γ(t)) | dt dx,
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and exchanging the order of integration we conclude that

�
B(p,r)

|u(x · g)− u(x)| dx ≤
� δ

0

�
B(p,r)

|∇Xu(x · γ(t))| dx dt,

where we notice that the curve γ depends on g. Since γ(t) ∈ B(0, r) for all t ∈ [0, δ]

and since x ∈ B(p, r), then x ·γ(t) ∈ B(0, 2r) for all t ∈ [0, δ]. Indeed, by the triangular

inequality one has

d(x · γ(t), p) ≤ d(x · γ(t), x) + d(x, p) = d(γ(t), 0) + d(x, p) ≤ r + r = 2r.

Thus, we �nally get
�
B(p,r)

|u(x · g)− u(x)| dx ≤ d(0, g)

�
B(p,2r)

|∇Xu(x)| dx

≤ d(0, g)|DXu|(Ω). �

Corollary 3.3. Let u ∈ L1(G). Then

lim
q→0
‖τqu− u‖L1(G)= 0.

Proof. If u ∈ C∞c (G) the conclusion follows using (13). Let (uh) be a sequence in C
∞
c (G)

with uh → u in L1(G) and let ε > 0. Fix h be big enough so that ‖u − uh‖L1(G)≤ ε
4
.

Then

‖τqu− u‖L1(G) ≤ ‖τqu− τquh‖L1(G)+‖τquh − uh‖L1(G)+‖uh − u‖L1(G)

= 2‖u− uh‖L1(G)+‖τquh − uh‖L1(G)

≤ ε

2
+ ‖τquh − uh‖L1(G)

and the conclusion follows taking d(0, q) small enough to have ‖τquh−uh‖L1(G)≤ ε
2
. �

We now give a su�cient condition on E and Ω in order to have PK(E; Ω) < +∞.

The proof is inspired by the one present in [44].

Proposition 3.4. Let E,F ⊆ G be two measurable sets with H Q(E ∩ F ) = 0. Then

one has

LK(E,F ) ≤ V (E,F )

�
G

min{1, d(0, ξ)}K(ξ) dξ,

where

V (E,F ) := min

{
max

{
PG(E)

2
,H Q(E)

}
,max

{
PG(F )

2
,H Q(F )

}}
.

Proof. Without loss of generality we can assume

V (E,F ) = max

{
PG(E)

2
,H Q(E)

}
< +∞.
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Up to modifying E on a set of measure zero we can also assume that F ⊆ Ec. Therefore

we have

(14)

LK(E,F ) ≤ LK(E,Ec) =
1

2

�
G

�
G
K(ξ−1η)|χE(ξ)− χE(η)| dη dξ

=
1

2

�
G

�
G
K(ξ)|χE(ηξ)− χE(η)| dη dξ

=
1

2

�
B(0,1)

K(ξ)

�
G
|χE(ηξ)− χE(η)|dη dξ

+
1

2

�
G\B(0,1)

K(ξ)

�
G
|χE(ηξ)− χE(η)|dη dξ.

Since E has �nite perimeter in G, by Proposition 3.2 for every ξ ∈ G we can write�
G
|χE(ηξ)− χE(η)|dη ≤ d(0, ξ)PG(E).

On the other hand, since H Q(E) < +∞, we can also write�
G
|χE(ηξ)− χE(η)|dη ≤ 2H Q(E).

Using this two facts in the last part of (14) gives us

LK(E,F ) ≤ PG(E)

2

�
B(0,1)

d(0, ξ)K(ξ) dξ + H Q(E)

�
G\B(0,1)

K(ξ) dξ,

and therefore

LK(E,F ) ≤ max

{
PG(E)

2
,H Q(E)

} �
G

min{1, d(0, ξ)}K(ξ) dξ. �

Now, we adapt the notion of nonlocal calibration given in [44] in the Euclidean

setting. We refer to [8] to point out the link between such a notion and the notion of

(local) calibration of a set.

De�nition 3.5. Let u:G → [0, 1] and ζ:G × G → [−1, 1] be measurable functions.

We say that ζ is a calibration for u if the following two facts hold.

(i) The map Fε(p) =
�
G\B(p,ε)

K(y−1p)(ζ(y, p)− ζ(p, y)) dy is such that

(15) lim
ε→0
‖Fε‖L1(G)= 0.

(ii) for almost every (p, q) ∈ G×G such that u(p) 6= u(q) one has

(16) ζ(p, q)(u(q)− u(p)) = |u(q)− u(p)|.

Remark 3.6. If ζ:G × G → [−1, 1] is a calibration for u:G → [0, 1], then also the

antisymmetric function ζ̂(p, q) := 1
2
(ζ(p, q)− ζ(q, p)) is a calibration for u.

The proof of the following Theorem follows closely the one given in [44, Theorem

2.3].
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Theorem 3.7. Let Ω ⊆ G be an open set and let E0 ⊆ G be a measurable set such

that PK(E0; Ω) < +∞ and de�ne

(17) F := {v:G→ [0, 1] measurable | v = χE0 on Ωc}.

Let u ∈ F and let ζ:G×G→ [−1, 1] be a calibration for u. Then

JK(u; Ω) ≤ JK(v; Ω),

for every v ∈ F . Moreover, if ũ ∈ F is such that JK(ũ; Ω) ≤ JK(u; Ω), then ζ is a

calibration for ũ.

Proof. We can assume without loss of generality that JK(v; Ω) < +∞ for every v ∈ F .
Since |v(y)− v(x)|≥ ζ(x, y)(v(y)− v(x)) we can write for any v ∈ F

JK(v; Ω) ≥ a(v)− b1(v) + b0,

where a, b1 and b0 are respectively de�ned by

a(v) :=
1

2

�
Ω

�
Ω

K(y−1x)ζ(x, y)(v(y)− v(x)) dy dx,

b1(v) :=

�
Ω

�
Ωc
K(y−1x)ζ(x, y)v(x) dy dx,

b0 :=

�
Ω

�
Ωc
K(y−1x)ζ(x, y)χE0(y) dy dx.

By (16), we notice that JK(u; Ω) = a(u)− b1(u) + b0. It is then enough to prove that,

for every v ∈ F , one has a(v) = b1(v). By Remark 3.6, we can assume that ζ is

antisymmetric. Combining this with the fact that K(ξ−1) = K(ξ), we easily get

(18) a(v) = −
�

Ω

�
Ω

K(y−1x)ζ(x, y)v(x) dydx.

By (15), for almost every x ∈ Ω, we have

lim
r→0

�
B(x,r)c

K(y−1x)ζ(x, y) dy

= lim
r→0

�
B(x,r)c∩Ω

K(y−1x)ζ(x, y) dy +

�
Ωc
K(y−1x)ζ(x, y) dydx = 0.

Implementing this identity in (18) and using the dominated convergence Theorem, we

get

a(v) = −
�

Ω

�
Ω

K(y−1x)ζ(x, y)v(x) dy dx

= − lim
r→0

�
Ω

�
B(x,r)c∩Ω

K(y−1x)ζ(x, y)v(x) dy dx

=

�
Ω

�
Ωc
K(y−1x)ζ(x, y)v(x) dy dx = b1(v).

We are left to prove that, if ũ ∈ F is such that JK(ũ; Ω) ≤ JK(u; Ω), then ζ is a

calibration for ũ. Since u = ũ on Ωc we get

(19) ζ(x, y)(ũ(y)− ũ(x)) = |ũ(y)− ũ(x)|,
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for almost every (x, y) ∈ Ωc × Ωc satisfying u(x) 6= u(y). Since JK(ũ; Ω) = b0, we also

have that JK(ũ; Ω) = a(ũ)− b1(ũ) + b0. This implies that

1

2

�
Ω

�
Ω

K(y−1x) (|ũ(y)− ũ(x)|−ζ(x, y)(ũ(y)− ũ(x))) dy dx

+

�
Ω

�
Ωc
K(y−1x) (|ũ(y)− ũ(x)|−ζ(x, y)(ũ(y)− ũ(x))) dy dx = 0.

Since both integrands are positive, we get that (19) holds true for almost every (x, y) ∈
Ω×G with ũ(x) 6= ũ(y). To get (19) for almost every (x, y) ∈ Ωc × Ω it is enough to

use the antisymmetry of ζ. �

We now notice that the functional JK(·; Ω) enjoys a coarea formula. Concerning

the Euclidean case, we refer the reader to [3, Theorem 2.93] for the classical formula

relating total variation and Euclidean perimeter, and to [53], where the author �nds a

class of functionals de�ned on L1(Ω) for which a generalized coarea formula holds.

Proposition 3.8. Let Ω ⊆ G be an open set and let u: Ω → [0, 1] be a measurable

function. Setting Et := {g ∈ G : u(g) > t} for any t ∈ [0, 1], it holds that

(20) JK(u; Ω) =

� 1

0

PK(Et; Ω) dt.

Proof. The proof is analogous to the Euclidean case, see [12, Lemma 6.2.]. Fix x, y ∈ Ω

with x 6= y and assume without loss of generality that u(x) > u(y). Then |χEt(x) −
χEt(y)|= 1 for any t ∈ [u(y), u(x)] and |χEt(x) − χEt(y)|= 0 for every t ∈ [0, 1] \
[u(y), u(x)]. Therefore, for any x, y ∈ Ω, it holds that

|u(x)− u(y)|=

∣∣∣∣∣
� u(x)

u(y)

|χEt(x)− χEt(y)| dt

∣∣∣∣∣ =

� 1

0

|χEt(x)− χEt(y)| dt.

Now, using Tonelli's Theorem, we have that

JK(u; Ω) =

� 1

0

[
1

2

�
Ω

�
Ω

|χEt(x)− χEt(y)|K(y−1x) dx dy

]
dt

+

� 1

0

[�
Ω

�
Ωc
|χEt(x)− χEt(y)|K(y−1x) dx dy

]
dt =

� 1

0

PK(Et; Ω) dt. �

As an immediate consequence of Corollary 3.9 below we deduce that, if the in�mum

of for JK(·; Ω) with outer datum E0 is achieved, there is always a minimizer which is

the characteristic function of a measurable set.

Corollary 3.9. Let Ω ⊆ G be an open set and let v:G → [0, 1] be a measurable

function. Then, there exists a measurable set F such that

JK(F ; Ω) ≤ JK(v; Ω).

Proof. Denote by Et := {g ∈ G : v(g) > t}. By the coarea formula (20), there exists

t? ∈ [0, 1] such that JK(Et? ; Ω) ≤ JK(v; Ω), otherwise the equality in (20) would be

contradicted. In particular, setting F := Et? , the proof is complete. �
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In Proposition 3.10 below we show that halfspaces in Carnot group admit a cali-

bration. In Theorem 3.11, we show that halfspaces are unique local minimizers for

JK(·; Ω) when subject to their own outer datum and whenever Ω is a ball centered at

the origin.

Proposition 3.10. For any ν ∈ g1 \ {0}, the map ζν :G×G→ [0, 1] de�ned by

ζν(x, y) := sign
(
〈π1 log(x−1y), ν〉

)
,

is a calibration for χHν .

Proof. Denote for shortness H = Hν and ζ = ζν . Let us �rst prove property (ii) of

De�nition 3.5, namely that for almost every (x, y) ∈ G × G with χH(x) 6= χH(y) one

has

ζ(x, y)(χH(y)− χH(x)) = |χH(y)− χH(x)|.

It is not restrictive to assume that x ∈ H and y ∈ Hc. Then

〈π1 log(x−1y), ν〉 = −〈π1 log x, ν〉+ 〈π1 log y, ν〉 < 0.

Concerning property (i) of De�nition 3.5 we observe that for every r > 0 and every

x ∈ G one has�
G\B(x,r)

K(y−1x)
(
sign(〈π1 log(x−1y), ν〉)− sign(〈π1 log(y−1x), ν〉)

)
dy

= 2

�
G\B(x,r)∩xH

K(y−1x) dy − 2

�
G\B(x,r)∩xHc

K(y−1x) dy

= 2

�
G\B(0,r)∩H

K(z) dz − 2

�
G\B(0,r)∩Hc

K(z) dz = 0.

The last identity comes from the fact that H Q({x ∈ G : 〈π1 log x, ν〉 = 0}) = 0,

K(x−1) = K(x) and the inversion ξ 7→ ξ−1 preserves the volume and maps H onto Hc

(up to sets of measure zero). �

Theorem 3.11. Let H be a vertical halfspace and denote by B := B(0, 1). Then

PK(H;B) < +∞ and

PK(H;B) ≤ JK(v;B),

for every measurable v:G → [0, 1] such that v = χH almost everywhere on Bc. More-

over, if u:G → [0, 1] is such that u = χH almost everywhere on Bc and JK(u;B) ≤
JK(χH ;B), then u = χH almost everywhere on G.

Proof. By de�nition of PK we can write

PK(H;B) = LK(H ∩B,Hc ∩Bc) +LK(Hc ∩B,H ∩Bc) +LK(Hc ∩B,H ∩B) < +∞,

since each term on the right-hand side is �nite because of Proposition 3.4.

By Proposition 3.10 and Theorem 3.7 we only have to show that minimizers are

unique (up to sets of measure zero). Let ν ∈ g1 \ {0} be such that H = Hν and let

u:G→ [0, 1] be such that u = χH almost everywhere on Bc and JK(u;B) ≤ JK(χH ;B).
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Consider the map ζ(x, y) = sign(〈π1 log(x−1y), ν〉) which is a calibration of χH . By

Theorem 3.7, ζ is also a calibration for u and therefore

sign(〈π1 log(x−1y), ν〉)(u(y)− u(x)) = |u(y)− u(x)|, for a.e. (x, y) ∈ G×G.

As a consequence, the implication

〈π1 log(x−1y), ν〉 > 0⇒ u(y) ≥ u(x)

holds for almost every (x, y) ∈ G × G. For every t ∈ (0, 1), de�ne the set Et := {ξ ∈
G : u(ξ) > t}. For almost every (x, y) ∈ Et × Ec

t one has u(x) > u(y) and therefore

〈π1 log x, ν〉 ≥ 〈π1 log y, ν〉. By Dedekind's Theorem, and up to sets of measure zero,

for every t ∈ (0, 1), there exists λt ∈ R such that Et ⊆ {ξ ∈ G : 〈π1 log ξ, ν〉 ≥ λt} and
Ec
t ⊆ {ξ ∈ G : 〈π1 log ξ, ν〉 ≤ λt}.

This implies that for all t ∈ (0, 1) one has

H Q(Et4{ξ ∈ G : 〈π1 log ξ, ν〉 ≥ λt}) = 0.

Combining this with the fact that u = χH almost everywhere on Bc, we get that λt = 0

for every t ∈ (0, 1), and therefore

(21) H Q(Et4H) = 0, ∀t ∈ (0, 1).

Consider now a sequence (tj) in (0, 1) that converges to 0 as j → +∞. Since u has

values in [0, 1], we get

{ξ ∈ G : u(ξ) ≤ 0} = {ξ ∈ G : u(ξ) = 0} =
⋂
j∈N

Ec
tj
,

and similarly

{ξ ∈ G : u(ξ) = 1} =
⋂
j∈N

E1−tj .

Combining this fact with (21), we complete the proof by observing that the identities

H Q({ξ ∈ G : u(ξ) = 0}4Hc) = 0 and H Q({ξ ∈ G : u(ξ) = 1}4H) = 0 hold. �

Now, we show another useful approach for the analysis of the minimizers of the

functional in (10). To do this, following [8] we introduce the notion of nonlocal mean

curvature and of calibrating functional; these tools allow us to prove Theorem 3.17. We

more precisely clarify the relation between Theorem 3.7 and Theorem 3.17 in Remark

3.18.

De�nition 3.12. Let E be a set of �nite perimeter in G. The nonlocal mean curvature

is de�ned as

(22) HK [E](x) := lim
ε→0

�
G\Bε(x)

(χEc(y)− χE(y))K(y−1x) dy.

More generally, for every measurable map φ:G→ R we set

HK(φ)(x) := lim
ε→0

�
G\Bε(x)

sign(φ(x)− φ(y))K(y−1x) dy.

Notice that HK [φ](x) = HK({φ > φ(x)})(x).
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De�nition 3.13. Let Ω ⊆ G be a bounded open set and let E be a measurable set.

We say that Ω is foliated by sub- and super- solutions adapted to E whenever there

exists a measurable function φE:G→ R such that

(i) E = {φE(x) > 0} up to H Q-negligible sets;

(ii) The sequence of functions Fh(x) :=
�
G\B(x,1/h)

sign(φE(x) − φE(y))K(y−1x) dy

converges in L1(Ω) to HK(E) as h→∞.

(iii) HK [φE](x) ≤ 0 for a.e. x ∈ Ω ∩ E and HK [φE](x) ≥ 0 for a.e. x ∈ Ω \ E.
Notice that the integrals de�ned in (ii) are �nite thanks to the assumptions on the

kernel.

De�nition 3.14. Let Ω ⊆ G be a bounded open set and let E ⊆ G be measurable.

Assume that Ω is foliated by sub- and super- solutions adapted to E and let φE be

the measurable function provided by De�nition 3.13. Then, for every measurable set

F such that F \ Ω = E \ Ω, we de�ne the calibrating functional as

(23) CΩ(F ) :=

�
(G×G)\(Ωc×Ωc)

sign(φE(x)− φE(y))(χF (x)− χF (y))K(y−1x) dx dy.

Remark 3.15. Let Ω ⊆ G is a bounded open set and let E ⊆ G be measurable.

Assume that Ω is foliated by sub- and super- solutions adapted to E. Then, as a

consequence of (i) of De�nition 3.13, it immediately follows that PK(E; Ω) = CΩ(E)

and

(24) PK(F ; Ω) ≥ CΩ(F )

for every measurable set F ⊆ G with F \ Ω = E \ Ω.

Proposition 3.16. Let Ω ⊆ G be a bounded open set with PK(Ω;G) < ∞ and let

E ⊆ G be a measurable set. Moreover, assume there exists a measurable function

φE:G→ R satisfying (i) and (ii) of De�nition 3.13. Then, for every measurable set F

such that F \ Ω = E \ Ω and PK(F ;G) <∞, we have

(25) CΩ(F ) = 2

�
F∩Ω

HK(φE)(x) dx+ 2

�
E\Ω

�
Ω

sign(φE(x)− φE(y))K(y−1x) dx dy.

Proof. We introduce the auxiliary kernel K̃ε:G→ [0,+∞) by setting

K̃ε(p) := χG\B(0,ε)(p)K(p), ∀p ∈ G.

Recalling (23), we have that

(26) CΩ(F ) = lim
ε→0

�
(G×G)\(Ωc×Ωc)

sign(φE(x)− φE(y))(χF (x)− χF (y))K̃ε(y
−1x) dx dy.

Since K̃ε is symmetric we can write�
(G×G)\(Ωc×Ωc)

sign(φE(x)− φE(y))(χF (x)− χF (y))K̃ε(y
−1x) dx dy =

2

�
(G×G)\(Ωc×Ωc)

sign(φE(x)− φE(y))χF (x)K̃ε(y
−1x) dx dy.

(27)
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Now, we split the second integral in (27) in two parts: when y ∈ F ∩Ω (which implies

that x runs through all of G), and when y ∈ F \Ω = E \Ω (which implies that x runs

through Ω), and this gives us

2

�
(G×G)\(Ωc×Ωc)

sign(φE(x)− φE(y))χF (x)K̃ε(y
−1x) dx dy =

2

�
F∩Ω

�
G

sign(φE(x)− φE(y))K̃ε(y
−1x) dx dy

+ 2

�
E\Ω

�
Ω

sign(φE(x)− φE(y))K̃ε(y
−1x) dx dy

=2

�
F∩Ω

HK̃ε
[φE](x)dx+ 2

�
E\Ω

�
Ω

sign(φE(x)− φE(y))K̃ε(y
−1x) dx dy.

We notice that, using the notation of (11), one has�
E\Ω

�
Ω

K(y−1x) dx dy = LK(E \ Ω,Ω) ≤ LK(Ωc,Ω) = PK(Ω;G) < +∞,

and, moreover, |sign(φE(x) − φE(y))K̃ε(y
−1x)|≤ K(y−1x) for any couple (x, y) ∈ E \

Ω × Ω. On the other hand, we know that HK̃ε
[φE] converges in L1(Ω) to HK [φE] as

ε→ 0. Therefore, letting ε→ 0 and recalling (26), we conclude the proof. �

Theorem 3.17. Let Ω ⊆ G be an open set satisfying PK(Ω;G) < +∞ and consider

a measurable set E ⊆ G. Assume that Ω is foliated by super- and sub- solutions

adapted to E and let φE:G → R be a measurable function satisfying the assumptions

of De�nition 3.13. Then the following facts hold.

(a) For every measurable set F ⊆ G with F \ Ω = E \ Ω one has

PK(E; Ω) ≤ PK(F ; Ω).

(b) If K > 0 and φE is continuous and such that H Q({φE = 0}∩Ω) = 0 and if there

exists R > 0 such that Ω ⊆ B(0, R), E \ B(0, R) 6= ∅ and (E)c \ B(0, R) 6= ∅,
then E is the unique measurable set satisfying (a) (up to sets of measure zero).

(c) If HK [φE](x) = 0 for almost every x ∈ Ω, then

CΩ(F ) = CΩ(E)

for every measurable set F ⊆ G with F \ Ω = E \ Ω.

Proof. (a) By Remark 3.15, it su�ces to show that, for every measurable set F ⊆ G
such that F \ Ω = E \ Ω, one has

CΩ(F ) ≥ CΩ(E).

We can also assume without loss of generality that PK(F ; Ω) < +∞. Now, using the

fact that (F ∩Ω) ∪ (E \ F ) = (E ∩Ω) ∪ (F \E) and that both unions are disjoint, we

can express the �rst integral in (25) as

(28)

�
F∩Ω

HK [φE](x) dx =

�
E∩Ω

HK [φE](x) dx+

�
F\E
HK [φE](x) dx−

�
E\F
HK [φE](x) dx.
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Since both F \ E and E \ F are contained in Ω, using (iii) of De�nition 3.13 we get
�
F∩Ω

Hk[φE](x) dx ≥
�
E∩Ω

HK [φE](x) dx.

Adding to both sides
�
E\Ω

�
Ω

sign(φE(x)− φE(y))(χF (x)− χF (y))K̃ε(y
−1x) dx dy,

and recalling that E \ Ω = F \ Ω, we conclude the proof of (a).

(b) Assume Ẽ ⊆ G is a measurable set such that

PK(Ẽ; Ω) ≤ PK(F ; Ω),

for every measurable F ⊆ G with F \Ω = E \Ω. Then, we have PK(E; Ω) = PK(Ẽ; Ω).

By (12), (26) and Remark 3.15 we have

1

2

�
(G×G)\(Ωc×Ωc)

|χE(y)− χE(x)|K(y−1x) dy dx

=

�
(G×G)\(Ωc×Ωc)

sign(φE(y)− φE(x))(χẼ(y)− χẼ(x))K(y−1x) dy dx.

Since K > 0, we get

(29) φE(x) > φE(y) for a.e. (x, y) ∈ ((Ẽ ∩ Ω)× Ẽc) ∪ (Ẽ × (Ẽc ∩ Ω)).

By hypothesis, the function φE takes both a positive and a negative value in B(0, R)
c
.

Since φE is continuous, for every δ > 0 small enough, both {−δ < φE < 0} \ B(0, R)

and {0 < φE < δ} \ B(0, R) are nonempty open sets. Hence, since Ẽc \ B(0, R) =

{φE ≤ 0} \B(0, R) and Ẽ \B(0, R) = {φE > 0} \B(0, R), from (29), by letting δ → 0,

we deduce

φE(x) ≥ 0 for a.e. x ∈ Ẽ ∩ Ω and φE(y) ≤ 0 for a.e. y ∈ Ẽc ∩ Ω.

Since the set {φE = 0} ∩ Ω has zero measure by assumption, we deduce that Ẽ ∩ Ω =

{φE > 0} ∩ Ω = E ∩ Ω up to a measure zero set.

(c) If HK [φE](x) = 0 for almost every x ∈ Ω, the last two integrals in (28) vanish,

and thus (25) leads to CΩ(F ) = CΩ(E), for every measurable set F ⊆ G with F \ Ω =

E \ Ω. �

Remark 3.18. Notice that Theorem 3.7 and Theorem 3.17 present many similar-

ities. On the one hand, Theorem 3.7 holds for general measurable functions and,

moreover, if a set Ω admits sub- and super- solutions adapted to E, then ζ(x, y) =

sign(φE(y)− φE(x)) is a calibration for χE. However, although Theorem 3.17 requires

more assumptions, it gives us additional information about the local minimality of the

functional CΩ and about the uniqueness of minimizers, which was only known for the

speci�c case of halfspaces, as shown in Theorem 3.11.
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4. Γ-convergence of the rescaled functionals

In this section we analyze the Γ-limit of the rescaled sequence 1
ε
PKε(Eε; Ω), where

(Eε)ε>0 is a family of measurable sets converging in L1(Ω) to some set E ⊆ Ω. In the

study of the asymptotic behavior of the functionals, one has to deal with in the blow-up

of sets of �nite perimeter. In the setting of Carnot groups, one of the main and still

unsolved problem concerns the regularity of the (reduced) boundary of a set of �nite

perimeter. The solution of this problem in the Euclidean spaces goes back to De Giorgi

[15]. He proved that the reduced boundary of a set of �nite perimeter in Rn is (n− 1)-

recti�able, i.e., it can be covered, up to a set of H n−1-measure zero, by a countable

family of C1-hypersurfaces. The validity of such a result has deep consequences in the

development of Geometric Measure Theory and Calculus of Variations (see e.g. the

monographs [3, 22]).

The validity of a recti�ability-type Theorem in the context of Carnot groups is still

not yet known in full generality. However, there are complete results in all Carnot

groups of step 2 (see [29, 30]) and in the so-called Carnot groups of type ?, see [39],

which generalize the class of step 2. In these papers the authors show that the reduced

boundary of a set of �nite perimeter in a Carnot group of the chosen class is recti�able

with respect to the intrinsic structure of the group.

Motivated by these results, we introduce the following notation, see [21] that will be

used in Theorem 4.9 and Remark 4.8. Also recall De�nitions 2.8 and 2.5.

De�nition 4.1. We say that a Carnot group G satis�es property R if every set E ⊆ G
of locally �nite perimeter in G has recti�able reduced boundary.

As already mentioned before, property R is satis�ed in Euclidean spaces, in all

Carnot groups of step 2 and in the so-called Carnot groups of type ?.

The �rst part of this section is devoted to the proof of a compactness criterion for

the rescaled family 1
ε
PKε , see Theorem 4.4. The �nal part of this section deals with

the estimate of the Γ-liminf for the same rescaled family of functionals, in the class of

Carnot groups satisfying property R. We start with the following

Proposition 4.2. Let E,F ⊆ G be measurable sets. Then the following fact hold: If

N ⊆ G is a set of �nite perimeter in G such that E ⊆ N and F ⊆ N c, then

lim sup
ε→0

1

ε
Lε(E,F ) ≤ PG(N)

2

�
G
K(ξ)d(ξ, 0) dξ.

Proof. By a change of variables and Proposition 3.2 we have

1

ε
Lε(E,F ) ≤ 1

ε

�
N

�
Nc

1

εQ
K(δ1/ε(y

−1x)) dydx

=
1

2ε

�
G

�
G
K(g)|χN(xδεg)− χN(x)| dgdx

≤ PG(N)

2

�
G
K(ξ)d(ξ, 0) dξ. �
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Before the proof of the compactness Theorem, we remark the validity of the following

fact, whose proof is an immediate calculation. We denote by JG the functional in (10)

with kernel G and by PG the corresponding perimeter.

Lemma 4.3. Let G ∈ L1(G) be a positive function. Then, for any u ∈ L∞(G) it holds

that �
G

�
G

(G ∗G)(y)|u(xy)− u(x)| dydx ≤ 2 ‖G‖L1(G) JG(u;G).

In particular, if we choose u = χE we have�
G

�
G

(G ∗G)(y)|χE(xy)− χE(x)| dydx ≤ 4 ‖G‖L1(G) PG(E).

We are ready to prove the compactness result.

Theorem 4.4. Let Ω ⊆ G be a bounded open set. Let (εn) be an in�nitesimal sequence

of positive numbers and let (En) be a sequence of measurable sets in Ω. Assume that

there exists C > 0 such that

(30)
1

εn
Pεn(En; Ω) ≤ C, ∀n ∈ N.

Then, there exist a subsequence (Enk) of (En) and a set E of �nite perimeter in Ω such

that (Enk) converges to E in L1(Ω).

Proof. We write Eε in place of En, to avoid inconvenient notation. Fix a ball B in G
such that Ω ⊆ B. For any positive ϕ ∈ C∞c (G) \ {0} we de�ne, for every ε ∈ (0, 1), the

map

ϕε(x) :=
1

εQ
�
G ϕ(ξ) dξ

ϕ(δ1/εx),

and we consequently set vε := χEε ∗ ϕε. We can therefore estimate

(31)

�
G
|vε(ξ)− χEε(ξ)| dξ ≤

�
G

�
G
ϕε(η

−1ξ)|χEε(η)− χEε(ξ)| dηdξ

=

�
G

�
G
ϕε(ξ)|χEε(η)− χEε(ηξ)| dηdξ.

Notice that, by de�nition of ϕε and since ϕ has compact support, the families (vε) and

(χEε) share the same limits in L1(G). Reasoning in a similar way on the horizontal

gradient of vε we get

(32)

�
G
|∇Xvε(ξ)| dξ =

�
G

∣∣∣∣�
G
∇Xϕε(η

−1ξ)χEε(η) dη

∣∣∣∣ dξ
≤

�
G

�
G
|∇Xϕε(η

−1ξ)||χEε(η)− χEε(ξ)| dηdξ

+

�
G
χEε(ξ)

∣∣∣∣�
G
∇Xϕε(η

−1ξ) dη

∣∣∣∣ dξ
=

�
G

�
G
|∇Xϕε(ξ)||χEε(ηξ)− χEε(η)| dηdξ.
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Notice that the identity �
G
∇Xϕε(η

−1ξ) dη = 0,

holds since ϕ ∈ C∞c (G) and horizontal vector �elds in Carnot groups are divergence-free

(see e.g. [6, Proposition 1.3.8.]). De�ne now the map

T (s) :=

s if |s|≤ 1,

1 otherwise,

and consider the truncated kernel G := T ◦K. We notice that G ≥ 0 and G ∈ L∞(G).

Moreover, by (9) and the fact that T (s) ≤ s for any s ∈ [0,∞), we can estimate�
G
|(T ◦K)(ξ)| dξ ≤

�
B(0,1)

dξ +

�
G\B(0,1)

K(ξ) dξ <∞,

which implies that G ∈ L1(G). Since G ∈ L1(G)∩L∞(G), the map G∗G is continuous.

This is a consequence of the following estimate

|(G ∗G)(p)− (G ∗G)(q)| ≤
�
G
G(ξ)|G(pξ−1)−G(qξ−1)| dξ

≤ ‖G‖L∞(G)

�
G
|G(pξ−1)−G(qξ−1)| dξ

= ‖G‖L∞(G)‖τq−1pG−G‖L1(G),

and Corollary 3.3. We now choose a positive ϕ ∈ C∞c (G) \ {0} such that

ϕ ≤ G ∗G and |∇Xϕ|≤ G ∗G.

We can assume without loss of generality that vε ∈ C∞c (B) for every ε ∈ (0, 1). Setting

Gε(ξ) := ε−QG(δ1/εξ), and taking (31) and (32) into account we obtain

(33)

�
G
|vε(ξ)− χEε(ξ)| dξ ≤

�
G

�
G

(Gε ∗Gε)(ξ)|χEε(ηξ)− χEε(η)| dηdξ,

and

(34)

�
G
|∇Xvε(ξ)| dξ ≤

1

ε

�
G

�
G

(Gε ∗Gε)(ξ)|χEε(ηξ)− χEε(η)| dηdξ,

where the last inequality comes from the fact that

(∇Xϕε)(ξ) =
1

εQ+1
(∇Xϕ)(δ1/εξ),

and

(Gε ∗Gε)(ξ) =
1

εQ
(G ∗G)(δ1/εξ).

By applying Lemma 4.3 and since Eε ⊆ Ω for each ε > 0, we have�
G

�
G

(Gε ∗Gε)(ξ)|χEε(ηξ)− χEε(η)| dηdξ ≤ 4‖G‖L1(G)PGε(Eε)

≤ 4‖G‖L1(G)PKε(Eε) = 4‖G‖L1(G)

(
1

2
J1
ε (Eε; Ω) + J2

ε (Eε; Ω)

)
= 4‖G‖L1(G)Jε(Eε,Ω).
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Condition (30) then gives M > 0 such that

1

ε

�
G

�
G

(Gε ∗Gε)(ξ)|χEε(ηξ)− χEε(η)| dηdξ ≤M‖G‖L1(Ω).

By the estimates (33) and (34) we get that (vε) is equibounded in W 1,1
G (B). Then, by

the general version of Rellich-Kondrakov's Compactness Theorem in metric measure

spaces, (see [33, Theorem 8.1]), up to subsequences, vε converges in L1(B) to some

w. We moreover observe that (33) also tells us that w = χẼ for some Ẽ with �nite

measure in B. Inequality (34) together with the lower semicontinuity of the total

variation implies that Ẽ has �nite perimeter in B. By setting E := Ẽ ∩ Ω, we have

that E has �nite perimeter in Ω and, by (31), Eε → E in L1(Ω). �

Remark 4.5. In case Ω has �nite perimeter and the stronger integrability condition

(35)

�
G
K(x)d(x, 0) dx < +∞

is satis�ed, then Theorem 4.4 can be strengthened replacing condition (30) with the

weaker
1

εn
J1
εn(En,Ω) ≤ C, ∀n ∈ N.

Indeed, applying (i) of Proposition 4.2 with N = Ω one gets some C2 > 0 such that

1

εn
J2
εn(Eεn ,Ω) =

1

εn
Lεn(Ω ∩ Eεn ,Ωc ∩ Ec

εn)

≤ 1

2
PG(Ω)

�
G
K(x)d(x, 0) dx ≤ C2, ∀n ∈ N.

Notice however that condition (35) is in contrast with (37) below, that will be used in

Theorem 4.9.

Denote for shortness B := B(0, 1). For every halfspace H ⊆ G we set

(36) b(H) := inf

{
lim inf
ε→0

1

2ε
J1
ε (Eε, B(0, 1)) : Eε → H in L1(B(0, 1))

}
.

A priori, the quantity b(H) de�ned above might depend on the halfspace H. In the

following proposition, we �nd su�cient conditions on the kernel in order to have a

uniform positive lower bound on b. In Remark 4.7, we observe that, in free Carnot

groups, the function b de�ned above is constant.

Proposition 4.6. Assume there exists a monotone decreasing K̃: [0,+∞)→ [0,+∞)

such that K(ξ) = K̃(‖ξ‖) for every ξ ∈ G and that

(37) inf
r>1

K̃(r)rQ+1 > 0.

Then

inf{b(H) : H is a vertical halfspace} > 0.
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Proof. Fix a halfspace H. We �rst prove that b(H) > 0. By de�nition of b(H) and a

diagonal argument, there exists a family χEε that converges to χH in L1(B) as ε → 0

such that

lim inf
ε→0

1

2ε
J1
ε (Eε;B) = b(H).

Thanks to Severini-Egorov's Theorem there exists an open set A ⊆ B such that

(38) H Q(B \ A) <
H Q(H ∩B)

2

and χEε converges to χH uniformly on A, as ε→ 0. We therefore �nd ε0 such that

sup
x∈A
|χEε(x)− χH(x)|< 1, ∀ε ≤ ε0,

and hence, for every ε ≤ ε0 we have Eε ∩A = H ∩A =: C+. By reasoning in the same

way on Ec
ε, we may assume without loss of generality that, for every ε ≤ ε0, we also

have Ec
ε ∩ A = Hc ∩ A =: C−. Notice that, by (38), we have

(39) min{H Q(C+),H Q(C−)} > 0.

For every ε ≤ ε0, we have

1

2ε
J1
ε (Eε;B) =

1

ε

�
Eε

�
Ecε∩B

Kε(y
−1x) dydx ≥ εQ−1

�
δ1/εC+

�
δ1/εC−

K(y−1x) dydx

≥ εQ−1K̃(diam(δ1/εC
+ ∪ δ1/εC

−))H Q(δ1/εC
+)H Q(δ1/εC

−)

=
1

εQ+1
K̃

(
diam(C+ ∪ C−)

ε

)
H Q(C+)H Q(C−),

which, by (37) and (39), is a positive lower bound independent of ε.

To conclude the proof of (i), it is enough to check that b is lower-semicontinuous. In

fact, if this were true, by the compactness of the sphere Sm−1, we would have that b

admits a minimum, that, by the previous step would be strictly positive.

Let νη ∈ Sm−1 such that νη → ν as η → 0 and let Hη be the family of vertical halfspace

associated to νη. Then χHνη → χHν in L
1(B) as η → 0.

Fix σ > 0. For every η > 0 we can �nd F η
ε converging to Hη in L1(B), as ε → 0

such that

lim inf
ε→0

1

2ε
J1
ε (F η

ε ;B) ≤ b(Hη) + σ.

Considering Eε := F ε
ε , we easily �nd that Eε → H in L1(B), as ε→ 0 and hence

b(H) ≤ lim inf
ε→0

1

2ε
J1
ε (Eε;B) ≤ lim inf

ε→0
b(Hε) + σ.

The thesis follows by the arbitrariness of σ. �

Remark 4.7. If G is a free Carnot group (we refer to [51, p. 45] or [50, p. 174] for

the de�nition) and K is radial, then, if H1, H2 ⊆ G are vertical halfspaces in G, one
has b(H1) = b(H2). Indeed, let ν1, ν2 ∈ g1 \ {0} such that H1 = Hν1 and H2 = Hν2 .

It is enough to show that b(H1) ≤ b(H2). Let E2
ε be a family of measurable sets in

B such that E2
ε → Hν2 in L1(B) as ε → 0. Now consider an orthogonal isomorphism
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T : g1 → g1 such that T (ν2) = ν1. Since G is free, the map T extends in a unique way

to a Lie algebra isomorphism T : g→ g that induces an isometry I:G→ G de�ned by

I := exp ◦T ◦ log .

We claim that I(H2) = H1. Indeed, for every ξ ∈ G, one has

〈π1 log ξ, ν1〉 =〈π1 log ξ, T (ν2)〉 = 〈T (π1 log ξ), ν2〉

=〈π1T (log ξ), ν2〉 = 〈π1 log I(ξ), ν2〉.

Since K is radial and I is an isometry, it is easy to see that J1(A;B) = J1(I(A); I(B)).

By noticing that I(B) = B and that I(E2
ε )→ H1 in L1(B) as ε→ 0, we have that

b(H1) ≤ lim inf
ε→0

1

2ε
J1
ε (I(E2

ε );B) = lim inf
ε→0

1

2ε
J1
ε (E2

ε ;B),

whence b(H1) ≤ b(H2).

Remark 4.8. Let G be a Carnot group satisfying property R and let E be a set of

locally �nite perimeter in some open set Ω ⊆ G. Then, by [30, Lemma 3.8], if G
satis�es property R, for every p ∈ FE one has

(40) lim
r→0

PG(E;B(p, r))

rQ−1
= PG(HνE(p);B(0, 1)) =: ϑ(νE(p)).

Notice also that, since Hν has smooth boundary for any ν ∈ g, its perimeter can

be explicitly computed (up to identi�cation of G with Rn by means of exponential

coordinates) to get

(41) ϑ(ν) = H n−1
e (∂Hν ∩B(0, 1)),

where H n−1
e denotes the (n − 1)-dimensional Hausdor� measure with respect to the

Euclidean metric (see e.g. [43, Theorem 5.1.3] and [30, Proposition 2.22]).

Theorem 4.9. Let G be a Carnot group satisfying property R, let Ω ⊆ G be open

and bounded and let K:G → [0,+∞) be a radial decreasing kernel satisfying (7), (8)

(9) and (37). Then, there exists ρ: g1 → (0,+∞) such that, for every family (Eε) of

measurable sets converging in L1(Ω) to E ⊆ Ω, one has

(42)

�
Ω

ρ(νE) dPG(E; ·) ≤ lim inf
ε→0

1

ε
Pε(Eε; Ω).

More precisely, for every ν ∈ g1, the function ρ can be represented as:

ρ(ν) =
b(Hν)

ϑ(ν)
,

where b and ϑ are respectively de�ned as in (36) and (40).

Proof. Fix ε > 0. We de�ne the function

fε(ξ) :=


1

2ε

�
Ecε∩Ω

Kε(η
−1ξ) dη +

1

ε

�
Ωc∩Ecε

K(η−1ξ) dη, if ξ ∈ Eε
1

2ε

�
Eε∩Ω

Kε(η
−1ξ) dη, if ξ ∈ Ec

ε,
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and set µε := fεHQ Ω. Notice that

‖µε‖:= µε(Ω) =
1

ε
Pε(Eε; Ω).

Without loss of generality we can assume that there exists M > 0 such that

1

ε
Pε(Eε; Ω) ≤M, ∀ε > 0.

By this uniform bound and the assumptions on Ω, we get that, by Theorem 4.4, E has

�nite perimeter in Ω. We set for shortness PE := PG(E; ·). Moreover, thanks to the

weak* compactness of measures, we can �nd a positive measure ν such that µε ⇀
∗ µ

as ε→ 0 up to subsequences, and hence

‖µ‖≤ lim inf
ε→0

‖µε‖.

To prove (42), it is enough to show that

‖µ‖≥
�

Ω

ρ(νE) dPE,

for some ρ: g1 → (0,+∞) that will be determined in the sequel. Notice that, since by

[1] the perimeter measure is asymptotically doubling, we are allowed to di�erentiate µ

with respect to the perimeter PE, see [23, Theorem 2.8.17]. We then aim to prove that

dµ

dPE
(p) ≥ ρ(νE(p)), for PE-a.e. p ∈ Ω,

where dµ
dPE

(p) denotes the Radon-Nikodym derivative of µ with respect to PE. Fix

p ∈ FE ∩ Ω. Since G satis�es property R, by (40) we have

dµ

dPE
(p) = lim

r→0

µ(B(p, r)

PE(B(p, r))
=

1

ϑ(νE(p))
lim
r→0

µ(B(p, r))

rQ−1
.

Since µε weakly∗ converges to µ as ε → 0, we have that µε(B(p, r)) converges to

µ(B(p, r)) for every r > 0 outside a countable subset Z ⊆ (0,+∞) of radii. We

therefore have

dµ

dPE
(p) =

1

ϑ(νE(p))
lim

r→0,r /∈Z

(
lim
ε→0

µε(B(p, r))

rQ−1

)
.

By a diagonal argument, we may choose two in�nitesimal sequences (εj) and (rj) such

that

lim
j

εj
rj

= 0,

and so that

dµ

dPE
(p) =

1

ϑ(νE(p))
lim
j

µεj(B(p, rj))

rQ−1
j

.
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By making the computation explicit, we can write

dµ

dPE
(p) =

1

ϑ(νE(p))
lim
j

1

εjr
Q−1
j

(
1

2

�
Eεj∩Ω∩B(p,rj)

�
Ecεj∩Ω

Kεj(y
−1x) dydx

+
1

2

�
Ecεj∩Ω∩B(p,rj)

�
Eεj∩Ω

Kεj(y
−1x) dydx

+

�
Eεj∩Ω∩B(p,rj)

�
Ωc∩Ecε

Kεj(y
−1x) dydx

)
,

and hence, since Pε = Jε ≥ 1
2
J1
ε and since, for j su�ciently large, one has B(p, rj) ⊆ Ω,

we get
dµ

dPE
(p) ≥ 1

ϑ(νE(p))
lim inf

j

1

2εjr
Q−1
j

J1
εj

(Eεj ;B(p, rj) ∩ Ω)

=
1

ϑ(νE(p))
lim inf

j

1

2εjr
Q−1
j

J1
εj

(Eεj ;B(p, rj)).

By a change of variable, since J1 is left unchanged by isometries, we have

J1
εj

(Eεj ;B(p, rj)) = rQj J
1
εj/rj

(
δ1/rjp

−1Eεj ;B
)
.

This implies that

dµ

dPE
(p) ≥ 1

ϑ(νE(p))
lim inf

j

rj
2εj

J1
εjrj

(
δ1/rjp

−1Eεj ;B
)
.

Since, by property R, the sequence δ1/εjp
−1Eεj converges to HνE(p) in L

1(B) as j →∞
we get

dµ

dPE
(p) ≥ 1

ϑ(νE(p))
b(HνE(p)). �
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