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Abstract

We consider the sharp interface limit of the Allen-Cahn equation with Dirichlet or dynamic
boundary conditions and give a varifold characterization of its limit which is formally a mean
curvature flow with Dirichlet or dynamic boundary conditions. In order to show the existence
of the limit, we apply the phase field method under the vanishing on the boundary and the
boundedness of the discrepancy measure. For this purpose, we extend the usual Brakke flow
under these boundary conditions by the first variations for varifolds on the boundary.

1 Introduction

Let Q C R™ be an open and bounded set with a smooth boundary 9. For a parameter o € (0, c0),
let {M{}i>0 be a family of hypersurfaces in Q such that dM7 C 02 and OM is oriented. Let H
denote the mean curvature vector of a hypersurface M7 and N7 denote the unit normal vector of
OMY{ on 0f). We consider one of the generalized solutions to mean curvature flow with the following
boundary condition:

v? =H° on M7, t>0, (L1)
o g (4 o :
Vb:tanGNb on OM/,t >0,

where v and v{ are the velocity vector of M7 and M/, respectively and ¢ is the contact angle
formed by M{ and N7. The motivation to investigate the o-parametrized boundary condition given
in (LI)) derives from the formal observation that one can study the three boundary conditions at the
same time: Dirichlet, dynamic, and Neumann boundary conditions by choosing ¢ as 0, a finite and
positive number, and oo, respectively. The dynamic boundary condition of various types has been
studied from another point of view such as the theory of viscosity solutions or the semilinear elliptic
problems (see, for instance, [3], [9], [17], [12], [13], [14], or [I5]). Moreover, the motion by mean
curvature of the graph or level-set with Dirichlet boundary conditions has been also investigated in
[27, 38, 33].

Our goals in this paper are the following two observations: the first goal is that we consider the
singular limit of the Allen-Cahn equation by applying the phase field method under the assumptions
that the discrepancy measure vanishes on the boundary 992 and the discrepancy function (see (LI
for the definition) is uniformly bounded from above in Q. The second one is that we formulate a
Brakke flow with Dirichlet or dynamic boundary conditions, which can be regarded as a generalization
of the motion in (II). As we mentioned, formally speaking, we have that the boundary condition in
(TI) corresponds to Dirichlet, dynamic and right-angle Neumann boundary conditions as o = 0, o
is finite and positive, or o = 0o, respectively. Motivated by this formal argument, we try to consider
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the formulation of a Brakke flow with Dirichlet or dynamic boundary conditions in the following
way: first, we will formulate a generalized solution to the mean curvature flow described by (L)) in
Brakke’s sense. Secondly, we will take the limit of o to 0 or finite positive to obtain the definition of
Dirichlet or dynamic boundary conditions, respectively in some weak sense. Note that this argument
is not rigorous but just a formal argument and we will state the rigorous analysis for such limiting
procedure in Section @l

Here we briefly recall the mean curvature flow of closed hypersurfaces. We say that a family of
hypersurfaces {M, };>0 in R™ moves by its mean curvature if the following equation holds:

v(,t)=H(,t), on My,t>0, (1.2)

where v(-, t) is the velocity vector of a hypersurface M; and H(:, t) is the mean curvature vector of
M;. In this case, the hypersurface M; evolves to minimize its area. The notion of mean curvature
flow was proposed by Mullins [30] to describe the motion of grain boundaries. Generally, it is known
that singularities such as cusps or vanishing may occur in finite time and the motion of M; after
the appearance of singularities cannot be analysed in the classical sense. However, from the point of
revealing the phenomena in the nature, we would like to study the motions of evolving surfaces even
though some singularity occurs.

Several generalized flows by mean curvature have been introduced so far. One is the level set
flow proposed by Ohta, Jasnow and Kawasaki [32] or Osher and Sethian [31]; the latter introduced
the level-set equation to study the motion by mean curvature numerically. Later, Chen, Giga, and
Goto [8] and, independently, Evans and Spruck [I1] rigorously introduced the generalized solutions to
mean curvature flow in the viscosity sense and proved the existence and uniqueness of the viscosity
solutions. We refer to the book [16] for this approach.

Another approach is the Brakke flow that Brakke in [5] proposed by using geometric measure
theory, especially the theory of varifolds. This approach made it possible to deal with the motion of
hypersurfaces with a variety of singularities such as triple junctions. He proved the global-in-time
existence of a Brakke flow in R™ with an approximation scheme and compactness-type theorems
on varifolds if a general integral varifold defined on R”™ is given as an initial data. One problem
on Brakke’s results in [5] was that the construction of the approximation scheme and the proof of
existence theorem he obtained does not preclude the possibility of a trivial flow, for instance, the one
that has a sudden loss of its mass for all time except an initial time. This problem remained open
for a long time. Fortunately, Kim and Tonegawa [26] recently have succeeded proving, for the first
time, a global-in-time existence theorem of the nontrivial mean curvature flow of grain boundaries by
reformulated and modified approximation scheme. Moreover, Stuvard and Tonegawa in [40] studied
the existence of the non-trivial Brakke flow with fixed boundary conditions.

As a different view of a Brakke flow, by applying the phase field method via Allen-Cahn equations,
Ilmanen [21] considered the nontrivial global-in-time solutions to a Brakke flow without boundaries.
The phase field method is the method that we make an approximation of a hypersurface by the
transition layer with a small width of an order € > 0 and characterize it by considering the singular
limit (e | 0) of the transition layer. With the same method, Mizuno and Tonegawa in [2§] firstly
formulated the mean curvature flow with right-angle Neumann boundary conditions in the sense
of Brakke. They consider the singular limit of the Allen-Cahn equations with Neumann boundary
conditions when the concerned domain is strictly convex and bounded. Later, Kagaya [23] extended
their results to a non-convex bounded domain. However, as far as we know, a weak formulation
of a Brakke flow with other boundary conditions has not been considered. In connection with the
phase field method for the boundary-value problems, the authors in [25] studied the singular limit
of the Allen-Cahn equations with right-angle Neumann boundary conditions on the convex domain
and rigorously proved that the separating front moves by its mean curvature in the sense of viscosity
solutions, not Brakke’s sense. Motivated by these works, we aim to consider the singular limit of the
Allen-Cahn equations and formulate a Brakke flow with Dirichlet or dynamic boundary conditions.
To attain this goal, as our first attempt, we study the singular limit under an assumption that the
discrepancy measure vanishes on the closure of the domain and characterize its limit.

For the problem how to define a Brakke flow with Dirichlet or dynamic boundary conditions, we
need to obtain at least the following two sufficient conditions: (1) Brakke’s inequality describing
the motion and (2) boundary conditions in some sense corresponding to Dirichlet or
dynamic boundary conditions.

(O Brakke’s inequality. First of all, we recall that Brakke’s inequality, which Brakke introduced
in [5], can be regarded as a weak formulation of the motion of evolving surfaces (see, for instance,



[44]) and this inequality is motivated by the transport equation for a family of smooth hypersurfaces
with boundaries as we show in the following; let {M;};c[0, o) be a family of smooth hypersurfaces
on Q with a smooth boundary OM; C 9. If M, evolves by its mean curvature vector H, then,
calculating the quantity that corresponds to the time derivative of the surface area, we can have

4 GpdH" ! = / (—¢H> + Vo -H+ 9,0) dH" " + Gy -y dH" 2 (1.3)
dt M, M, oM,

for any test function ¢ with ¢ > 0 and ¢t > 0, where v} is the velocity vector of OM; on 02 and ~
is the unit co-normal vector of OM; (see Figure [J). It is seen by a simple calculation that we may
not need to assume any boundary conditions on M; to derive (L3]) and thus we should emphasize
that, in order to consider the surface evolution with boundary conditions, Brakke’s inequality is not
sufficient for the formulations. Note that Brakke considered in [5] the case that 9M; = () and hence
Brakke’s original inequality was introduced from (3] without the last term.

As an analogy of this identity, by considering the singular limit of the Allen-Cahn equations (LIT]),
we will define the following inequality as a Brakke’s inequality for a Brakke flow with Dirichlet or
dynamic conditions (see Section Bl for precise Brakke’s inequality); let {V;}>0, @, and v, be a family
of (n—1)-varifolds on Q C R", a non-zero Radon measure on 92 x [0, o), and a vector-valued function
on 9 x [0, 00), respectively. Then we will define a Brakke’s inequality for the triplet (V;, «, ¥) by
the following inequality:

to t2 ~ ~ 1
Loawal”, < [ [ofvp+vo By rosavia-2 [ gwpaa, 1)
Q t=t1 t1 JQ G Jo

QX[tl, t2]

for any non-negative test function ¢ with some conditions, where ||V;|| is the mass measure of V;, and
Hy is the modified generalized mean curvature vector (see Definition Bl or BBl in Section [ for more
detail). Note that the inequality (I4) is for the case of dynamic boundary conditions (in the case
when o is finite and positive). For the case of Dirichlet boundary conditions (¢ — 0), if we consider
the singular limit of Allen-Cahn equations under some assumptions, especially the one ([AI2) (see
Subsection FLTT] of Section ), then we may have that the second term of the right-hand side in (L4)
vanishes as ¢ — 0. In this analogy, we may see that the mass ||V;|| of V; and the measure «, roughly
speaking, correspond to the measure H"~!|,;, and the measure (sin@)H""2|gp, ®L;, respectively,
where ® is the product of measures which is exactly defined in Definition of Section Rl and L} is
the 1D Lebesgue measure on R. In addition, v, can be seen as the velocity vector of OM; on 9f).
As we mentioned before, only to have the Brakke’s inequality (L4]) is not sufficient for us to give the
notion of a Brakke flow with Dirichlet or dynamic boundary conditions. As for the final comment
of this paragraph, we refer to the work of Kasai and Tonegawa [24]. They proved the local-in-time
regularity results for the varifold solutions in R” satisfying the inequality similar to (L4 and, hence
it makes sense to consider (4] as a weak formulation of mean curvature flow.

(@ Boundary conditions corresponding to Dirichlet or dynamic boundary conditions.
Secondly, we need to determine boundary motions of varifolds in such a way that these motions
represent Dirichlet or dynamic boundary conditions. To do this, we first define the following two
linear functionals: a boundary functional Su,v, on (C.(092 x [0, 00)))™ for a Radon measure o on
90 x [0, c0) and a vector-valued function v, € (L?(a))”. Roughly speaking, the total variations
of these functionals are regarded as the L2-norm of v, with respect to a (see Definition ZI3] in
Section B]). Then, as the boundary condition for varifolds, we, roughly speaking, define the absolute
continuities by using the total variations of S,, v, , the mass measures and the total variation measures
for varifolds as follows:

e (Dirichlet boundary condition)

[1Su. v, | < [IV2|®LE  on 99 x [0, o). (1.5)

e (Dynamic boundary condition for o € (0, c0))

Here < means the absolute continuity for measures and §V;|2, is the tangential first variation
restricted to 992 (see Definition 212l for more detail). In addition to the absolute continuity (L), we

< |Vil|l®Lt  on 99 x [0, oo). (1.6)

/ Vil dt + Sa.v,
0




require one more condition for the definition of Brakke flow only in the case of Dirichlet boundary
conditions. Precisely, the measure o and the function v, satisfy the condition that there exists a
sequence of solutions to Allen-Cahn equations with proper boundary conditions and the convergence

hm VZ : gdaj = _Sa,Vb (g> (17)
7700 J o [0, 00)

where the measures {a’};ecn and the functions {Vi }jen are defined properly by the solutions of the
Allen-Cahn equations (see what we call “Approximation property on the boundary” in Section 3.2l for
the precise definition). The approximation property only in the case of Dirichlet boundary conditions
may be necessary in our formulation because without this approximation property, it may be possible
that the classical mean curvature flow with the right-angle Neumann boundary conditions can be also
our Brakke flow with Dirichlet boundary conditions (see Remark for more detail). Let us remark
that the conditions (IH) and (L) are natural as a result of considering the limit of o-parametrized
boundary condition (LI)) by taking o | 0 or ¢ — 1. However, since the assumption that we call
“Uniform upper bound on the boundary 9" (see Section Ml for more detail) seems to be strong, we
can actually obtain a stronger result than ([3]) (see Theorem in Section M. So far, we are not
able to eliminate or relax this assumption because of the technical issue in deriving a priori estimates.
Moreover, we are able to construct a counterexample of curves moving along the motion along (1))
shown in Remark 1] of Section @l This counterexample implies that without this assumption we
might fail to obtain a singular limit of the Allen-Cahn equations.

Now let us give a formal explanation of these boundary conditions (IL3]) and (LG) in the case that
hypersurfaces M, satisfying our definitions are sufficiently smooth (see Remark B4 and B in Section
B). When the hypersurfaces {M;}; moving by their mean curvatures are smooth, we may regard the
mass measure of a varifold associated with M;, the Radon measure «, and the vector field v as the
following quantities:

IVill = oo H"™ Has, o= oo(sind)H" 2|on,®L;, Vi = (the velocity of M; on 02),  (1.8)

where og = f_ll V/2W (s)ds (see also Remark for this constant og) and W is a given function
defined later (see also (ILIJ)). In the case of Dirichlet boundary conditions, if we assume that
[IV2]1(0Q) = 0 for all ¢ > 0 which means that the geometric interior of My, that is, M; \ M, does
not exist on 9N for all the time, then we obtain, from (LI, |Sa, v, |[(02 X [0, 00)) = 0. Moreover,
if we assume that the contact angle 6 is not identically equal to zero, then we have that sin 6 is not
identically equal to zero on 9€) for ¢ > 0. Since we may regard the total variation of the functional
Sa,v, as the L?mnorm of v, with respect to the measure o = (sin@)H" 2o, ®L;, we have that
vy, = 0 in L? on 9Q x [0, c0). Hence it is natural to consider (LH) as Dirichlet boundary conditions
(see Remark B4l in Section [3 for more detail). Similarly, in the case of dynamic boundary conditions,
if we again assume that [|V;[(99) = 0 for all ¢ > 0, then we obtain, from (L8), || [;~ 6V;|5, dt +
Sa, v, [[(09 x [0, 00)) = 0. Here, from the analogy between the classical and the measure theoretic
first variation, which are explained later, we may regard the total variation of V4 Lgsz as the L2-norm
of ¥1" with respect to H"2|sn,®LL, where v is the outer unit conormal of dM; and 7 is the
tangential projection of v onto 0. Therefore, from () and || [~ 6V;|J, dt + Sa, v, || = 0, we obtain
(sin@)vy, + 47 = 0 in (L?*(a))™ on 9 and thus we conclude that v;, - Ny, is equal to (tanf)~! on
0, where Ny is the outer unit normal vector of dM; on 0. Hence, it is reasonable to consider the
condition (L6l as dynamic boundary conditions (see Remark B in Section Bl for more detail).

These ideas of the formulation of Brakke flows are considered as one generalization of the results
obtained by Mizuno and Tonegawa in [28]. They proved that the associated varifold with the limit
measure of pj, which is defined later, and its first variation satisfies a proper absolute continuity on
Q, as a result of the singular limit of the Allen-Cahn equations with right-angle Neumann boundary
conditions. Moreover, it is shown in their paper that the absolute continuity represents right-angle
Neumann boundary conditions in a weak sense. The key idea is the analogy between the first variation
for a hypersurface M and a varifold V' with a locally bounded first variation 0V in the following; let
{¥?} be the one-parameter group of diffeomorphism generated by the vector fields g € (C°(Q))™.
Suppose that V' has the locally bounded first variation. Then, from the definitions of the first
variations, we have

dn
—n M.
(M)

t=0

_ / g (“H)dH" ! + / gy dH"2, (1.9)
M OM



5vie) = [g-n ks avi+ [ g ndlovin, (110
o d|v| o
where M; = U¥(M), and ~ is the unit co-normal vector of M. Here 7 is a ||dV|-measurable
vector-valued function such that |n| = 1 |6V []-a.e. in Q, and ||V ||qc and [|0V]|sing are the absolute
continuous and singular part of the measure ||§V|| with respect to |V]|, respectively. The existence of
these quantity is derived by Riesz representation and Radon-Nikodym theorem. We refer to Remark
for more detail.

To show the existence of the singular limit for our Brakke flow with Dirichlet or dynamic boundary
conditions, we will apply the phase field method as we mentioned before. In the phase field method,
the singular limit of the following Allen-Cahn equations corresponding to the equations (ILI]) should
be studied:

But? = Aus 7 — €—2W/(ue,o) in Q x (0’ OO),
Ous 7 4+ oVus? v =0 on 98 x (0, c0), (1.11)
u (-, 0) = ug ?(-) in €,

where £ € (0, 1), o € (0, 00), v is the outer unit normal vector and W (s) := 3(1 — s?)? is the double-

well potential. The Allen-Cahn equation without boundary conditions in (LII]) was first proposed by
Allen and Cahn [I] in order to study the phase separation in alloys. They introduced the free energy

functional
E[u(-, 7:)]:/Q (EW“ éx OFF | Wi E(x t))> dz (1.12)

for an order parameter u®. The Allen-Cahn equation is a L2-gradient flow of the energy functional
(CI2) and, by considering this equation, Allen and Cahn also formally established the mean curvature
flow ([L2) as the correct limiting law of motion for antiphase boundaries. Later, their analysis was
justified rigorously by, for instance, Bronsard and Kohn [6]. They proved that the solution of the
Allen-Cahn equation converges to a piecewise constant function whose surfaces of discontinuities move
along (2). With these formal and rigorous analyses and by setting the Radon measure u§ as

du; = (Elvue(" OF | Wt t») da, (1.13)

2 5

one may expect that the measure u behaves like surface measures of moving phase boundaries under
the finiteness assumption for E[u®(-, t)] for sufficiently small € > 0. For our problems, we consider the
limit measure of p;*? defined by the solution u® 7 to the equation (I.I1]), which is a slight modification
of p§. Then, by using the limiting measure of p;’“, we characterize the motion by mean curvature in
(CI) in the sense of Brakke.

One of the interesting observations on the Allen-Cahn equations ([LI1]) is that the boundary
condition in (II]) may be obtained by considering the asymptotic analysis of the boundary condition
in (LTI) as ¢ — 0. From the asymptotic analysis, we may have that, if € is sufficiently close to 0, the
following approximations hold:

—8tu5"’ VQQUE’U o |VaQUE’U‘ . p Vus?
Rvy, ————— =sinf’,
|V39u570\ |V3QUE’U| |VUE’U‘

‘v = cosf’ on 09, (1.14)

where v{ is the velocity vector of MY on 0 and 67 is the contact angle formed by M{ and OS2
(see Remark and Figure M in Section M]). From these approximations, it may hold that the
boundary condition of (L)) is obtained by taking the limit (¢ — 0) in the boundary condition of
(LII). Another one is that, as we mentioned before, the boundary condition in (I.I)) may be regarded
formally as Dirichlet and dynamic boundary conditions when ¢ — 0 and ¢ > 0 is finite, respectively
and as in the boundary condition in (LII). Thus, when we consider a Brakke flow with Dirichlet or
dynamic boundary conditions, it is natural to consider the singular limit (¢ — 0) of (IITl) first and
then take the limit of the parameter o which goes to 0 or positive finite o’, respectively. However, for
technical reasons, we need to take the limit of both ¢ and o simultaneously to characterize the limit
in the case of Dirichlet boundary conditions. Moreover, for the purpose of simplifying arguments,
the parameter o is fixed with 1 when we consider the formulation of a Brakke flow with dynamic
boundary conditions.

In the above situation, we intend to characterize the limit of the Allen-Cahn equations and to ob-
tain a Brakke flow with Dirichlet or dynamic boundary conditions which satisfies Brakke’s inequality



as in ([4)) and the condition as in (LX) or (L6). One of the features to study the characterization is
that we, for the first time, introduce a proper Radon measure o and a proper vector-valued func-
tion vy 7 (x, t) on 99 x [0, co) for any solutions u® 7 to the Allen-Cahn equations (I1I)), any € > 0
and o > 0. Moreover, we newly define a proper linear functional S, v, defined on 9 x [0, co) for a
Radon measure o which is the proper limit of o' ? and a vector-valued function v, as we mentioned
in the above. Roughly speaking, a®“ and v;’? approximates the product measure of the weighted
area measure of OM; on 9 and the Lebesgue measure on [0, co) and the velocity vector of dM; on
09, respectively. Those quantities make it possible to control the boundary terms of integrals which
do not appear in the case of right-angle Neumann boundary conditions and then obtain the proper
singular limits. Another feature is that we apply the convergence theorem for measure-function pairs
which is introduced by Hutchinson [20] in order to consider the convergence of a®? and v;'? and
to show that the limits satisfy the definition of our Brakke flow with Dirichlet or dynamic boundary
conditions. Note that it is necessary to show that the limit measure « is not identically equal to zero
to obtain our Brakke flow as the singular limit. Fortunately, we may prove the local positivity of « in
the case that the boundary of € is connected and we impose some assumption on u*? (see Lemma
or Lemma [.14]).

Generally there are two main difficulties in our problems in order to attain desirable singular
limits for the Allen-Cahn equations with boundary conditions. One is to show the vanishing of the
discrepancy measure parametrized by € up to the boundary of the domain 2 as ¢ — 0. We define the
discrepancy function 59 associated with the solutions u® ¢ to (LI as

e Ve P (x,t) W) (x,t)

&% (x, t) = 5 - 5 (1.15)

for any (z, t) € 2x(0, co) and set the discrepancy measure, denoted by &7, as &7 = &5 (x, t)L™(x)
for each ¢t > 0 where £" is the n-dimensional Lebesgue measure. The vanishing in €2, not up to its
boundary, was proved by several authors. Precisely they showed that, if the support of the limit mea-
sure of u;’“ does not exist on the boundary of , then it follows that the limit measure of ;7 with
respect to e is identically equal to zero in Q. For instance, Ilmanen [21] proved the vanishing of the
discrepancy measure in the case that 2 = R" by constructing, what we call, the monotonicity formula
for a measure u§ with respect to ¢. In the context of De Giorgi conjecture, Roger and Schétzle [34]
proved the vanishing of the discrepancy measure for the elliptic Allen-Cahn equations if €2 is an open
subset of R? or R®. Similarly, Tonegawa [42] also proved the vanishing of the discrepancy measure
for the elliptic Allen-Cahn equations in the context of van der Waals-Cahn-Hilliard theory of phase
transitions. Moreover, in the higher dimensions, Takasao and Tonegawa [41] also constructed a local-
ized version of the monotonicity formula and showed the vanishing of the discrepancy measure in the
context of the mean curvature flow with transport term. In the case of right-angle Neumann bound-
ary conditions, Mizuno and Tonegawa [28] and Kagaya [23] proved the vanishing of the discrepancy
measure. To do this, they constructed the monotonicity formula by using the reflection arguments.
This monotonicity formula is based on the one that Ilmanen showed in [2I]. However, the vanishing
up to the boundary remains to be solved in the case of other boundary conditions or even the mono-
tonicity formula up to the boundary is not known in the case of other boundary conditions. The
other difficulty is, in the case of Dirichlet boundary conditions, to obtain the uniform upper bound
of the Dirichlet energy of u® 7 along v on 912 in € and ¢. One possible problem is that the Dirichlet
energy of 4% on the boundary 02 can blow up as ¢ — 0 due to the form of the boundary condition
in (LII). Thus, after we consider the limit (¢ — 0), the boundary condition in (1) may not approx-
imate Dirichlet boundary condition as ¢ — 0. To see this, we succeed in constructing a family of the
curves moving along the motion (II]) and this construction indicates that the boundary condition in
(TI) may not approximate Dirichlet boundary condition if o converges to 0 (see Subsection [LI.] of
Section M]). Because of this example, it is reasonable to put some assumption on the Dirichlet energy
of u® ? along to v and this assumption may prevent the occurrence of irregular motions.
Concerning the first difficulty, we are unfortunately unable to prove the vanishing of the discrep-
ancy measure up to the boundary. However, one progress that we made in this paper is that, under
some conditions such as the convexity of the domain and some estimate for the Dirichlet energy of
uf 7 along the unit normal vector of the boundary, we can show the boundedness of the discrepancy
measure associated with the equation (ILTI) (see Proposition in Appendix A for the proof). This
property was also proved by Mizuno and Tonegawa in [28], who dealt with the case of Neumann
boundary conditions. In addition to this, by using this boundedness property and employing the
methods shown in 28], we can prove the vanishing of the discrepancy measure only in the interior



of the domain (see Proposition in Appendix B for more detail). In the case of Q = R™, Ilmanen
in [21] proved the non-positivity result by using the maximal principle for the quotient of the two
terms in the energy density. Regarding to the second difficulty, we still don’t know the way to avoid
assuming the uniform upper bound of the Dirichlet energy of u®? on 9Q2. Hence, in this paper, we
assume these two properties to obtain the main results. We emphasize that, in the case of dynamic
boundary conditions, we may obtain the main results without assuming the uniform upper bound of
the Dirichlet energy of v 7 on 9f2. Thus this upper-bound assumption is necessary only in the case
of Dirichlet boundary conditions.

The organization of this paper is as follows; in Section[2] we give several notations and definitions
of varifolds to make a formulation of our Brakke flow and derive its approximation results. Moreover,
we introduce two important linear functionals; the one is defined on (C.(9€2 x [0, c0)))™ and the other
is defined on (C.(§2 x [0, 00)))™. We also introduce two important Radon measures for the solutions
of the Allen-Cahn equations (I.IT)); the one is defined on 92 x [0, co) and the other is defined on
2 x [0, 00). These quantities play an important role to consider our problems especially when we
formulate the boundary conditions for varifolds. We also describe the intuitive geometric meaning
of this measure. In Section Bl we state the formulation of a Brakke flow with Dirichlet or dynamic
boundary conditions and then we give the motivation of these formulations. In Section M, we state a
sequence of the main lemmas and theorem, that is, the results of the singular limit of the Allen-Cahn
equations and its characterization. Before we mention the main results, we give several assumptions
and an important hypothesis in each case. Besides, in the case of Dirichlet boundary conditions, we
also show the example which implies that the motion in (II)) may not necessarily approximate the
motion of mean curvature flow with Dirichlet boundary conditions as ¢ — 0. In Section [l and Section
[6l, we prove that the singular limit of the Allen-Cahn equations actually satisfies the definition of our
Brakke flow with Dirichlet or dynamic boundary conditions. In Section 5, we derive a priori estimates
and then, in Section 6, we calculate the first variation of the associated varifolds with u® “ and finally,
consider the limit of the varifolds. In Section [l we prove the uniform estimate of both a solution u*:“
for the Allen-Cahn equations (LII]) and the discrepancy measure &7 under several assumptions.
Moreover, we also prove the vanishing of the discrepancy measure & only in the interior of the
domain under suitable assumptions. At the last, we recall Poincaré inequality on hypersurfaces.

2 Preliminaries

We recall several definitions and notations related to varifolds and geometric measure theory to fix
the notations. See for instance [2] and [36] for more detail.

Let X C R™ be an open or compact subset. Let G(n, k) be the set of n-dimensional subspaces of
R™ equipped with the metric d(S, T') := ||S — T'||« where let || - ||« denote the operator norm on the
space of linear endomorphism of R”. We set Gi(X) = X X G(n,k) for n, k € N with n > k£ > 1.
For any S € G(n,k), we can identify S with the corresponding orthogonal projection of R™ onto S
and its matrix representation.

We define A : B for (n x n)-matrices A = (4;;) and B = (B;;) by

n
A:B = Z AijBij- (21)

i, j=1
Now we define the support of a measure p on X by
sptpu = {z € X | u(By(x)) >0 forallr >0}, (2.2)

where B,.(x) is an open ball of a centre x with a radius r. One may easily show that the set defined
by the right-hand-side of (Z2)) is a closed subset of X.

In the following, we state several definitions of function spaces we use in the present paper. Let
m € N with m > 1 and p € [1,00] and let u be a measure on X. First we say that f belongs to
(LP(p, X))™ for p € [1, 00) if f is defined p-a.e. on X with the values on R™ and

1
ey = ([ 1) < o0 (23)
holds. Moreover, we say that f belongs to (L™ (u, X))™ if
| fllzoe(u, x) =inf{A € R||f[ <X p-ae. on X} < oo. (2.4)



In particular, we write LP(u, X) when m = 1.

Secondly, we say that f belongs to (C*(X))™ for any k € NU{cc} and m € Nif f is a C*-function
defined on X taking the values on R™. Finally we say f € (C*(X))™ if f € (C*(X))™ with a compact
support in X.

Definition 2.1 (Convergence of Radon measures). Let {ux}ren be a family of Radon measures on
X. We say that {ux}ren converges to a Radon measure p on X as Radon measures if and only if

lin /X by = /X by (2.5)

holds for all ¢ € C.(X). We write ur, — p as k — 0o if {ug}ren converges to p in Radon measure
and also often write ug (@) = u(¢) as k — oo for any ¢ € C.(X), where we set u(¢) by

[ o (2.6)

for any Radon measure p on X and any function ¢ € C.(X).

Definition 2.2 (Product of measures). Let {41 }1e(0, 00)s f (2, t), and L} be a family of Radon mea-
sures on X parametrized by ¢ € [0, 00), a function on X X [0, co) such that f(-, t) is us-integrable on
X for a.e. t, and the one-dimensional Lebesgue measure on R, respectively. Then, throughout this
paper, we define j; @ L} by

(f e ® LA x [a, b)) = / /A f(@, ) dyue(z) dt, 27)

for any A C X and any 0 <a < b < o0.

Definition 2.3 (k-rectifiable and k-integral Radon measure). We say that a Radon measure u on
X is k-rectifiable if there exists H*-measurable countably k-rectifiable set M C X and a locally
HF-integrable positive function @ defined on M such that

p(A) = /MM 6 dH" (2.8)

for any Borel set A C X. Moreover p is k-integral if 6 takes the values on Z-o H*-a.e. in M.

Definition 2.4 (General k-varifold). A general k-varifold V in X is a Radon measure on Gy (X).
Let Vi (X) denote the set of all k-varifolds.

Definition 2.5 (Rectifiable k-varifold). Let V' € V;(X). We say that V is a rectifiable k-varifold if
there exist a H*-measurable countably k-rectifiable set M C X and a locally H*-integrable function
0 defined on M such that

V(g) = /X o, T, M)0(x) dH" |or, (2.9)

for any ¢ € C.(Gr(X)), where T, M is the approximate tangent plane of M at z which exists H*-a.e.
on M. The existence of the approximate tangent plane is due to the rectifiability of M.

Definition 2.6 (Mass measure). For any V' € Vi (X), we define the mass measure ||V]| of V on X as
the push-forward of V' by the projection 7 : G (X) — X. In particular, if V' is a rectifiable k-varifold,
its mass measure is expressed by ||V|| = 0H* | .

Remark 2.7. The rectfiable k-varifold is uniquely determined by its mass measure through the identity
239). Due to this, we say that a k-rectifiable varifold V associated with a k-rectifiable Radon measure
1 is a varifold such that the mass measure of V is equal to p.

Definition 2.8 (First variation of a varifold). For V' € V;,(X), we define the first variation 6V of V

by
oV (g) = / divgg(z)dV (z, S) (2.10)
Gr(X)
for any g € (C}(X))", where diveg(z) is defined by
divgg(z) = Z(S(ng(x)) ej) = Z Sij0z,9i(x) = Vg(x) : S, (2.11)
j=1 i,j=1

for any g € (C}(X))" and any S € G(n, k) and {e;}_; is the canonical basis of R™.



Remark 2.9. If a varifold V has a locally bounded first variation, then we may extend the linear
functional §V into a locally bounded linear functional on (C.(X))™. Thus, from Riesz representation
theorem, we have that the total variation ||§V]| is a Radon measure on X and there exists a ||dV]|-
measurable function 7 : X — R"™ such that || =1 [|[§V]]-a.e. in X and

5V (g) = /X g - nd|6V| (2.12)

for every g € (C.(X))™. Then, from Lebesgue decomposition theorem, we may decompose ||dV]| into
the absolutely continuous part ||0V]|4. and the singular part ||§V||s;ng with respect to ||V||. Therefore,
from Radon-Nikodym theorem, we obtain

d|[6V | 4e
svie) - | g UVlae iy [ g ndlo i, (2.13)
PR ;

for any g € (C.(X))™, where de(;HVVHH““
Hy is called the generalized mean curvature vector of V. This definition is the analogy of the classical
version: if M C R" is a k-dimensional smooth embedded manifold, then, from the divergence theorem
and the first variation of M with a vector field g, we have

is the Radon-Nikodym derivative. If we set Hy := — dlglvvu‘f =1,

d g
HHWE(M)

:/ dingde:—/ g~Hd’H,k+/ g ydHF! (2.14)
e=0 M M oM

for all g € (C°(X))™, where H is the mean curvature vector of M, « is the outer unit normal vector
of M, tangential to M. Here a map U8 : M — R" is defined by ¥&(z) := x + eg(z) for all x € M
and € € (—1, 1).

Definition 2.10 (First variation of a varifold with time integral). Let {V;}ic(0,0) C Vi(X) be a
family of varifolds. We define ([~ §V; dt)(g) for every g € (CL(X x [0, 00)))™ by

(/OOO 5, dt) (&) = /OOo SVilg) dt. (2.15)

Remark 2.11. Since the first variation of a varifold with time integral is a linear functional, we can
also define the generalized mean curvature vector in the following way: first, we assume that there
exists a constant C' > 0 such that

/ avtdt<g>]<c — (2.16)
0 X %[0, 00)

for any g € (C}(X x [0, 00)))". Then, we may extend the domain of [;6V; dt into (C.(X x [0, 00)))"™.
Thus, from Riesz representation theorem, we have that the total variation of fOOOSVt dt is a Radon

measure on X x [0, co) and there exists a || [0V} dt||-measurable function 5 with [n| = 1 || [0V dt||-
a.e. in X x [0, oo) such that
/ oV, dt
0

/ mdt(g):/ g-nd‘
0 X %[0, 00)

for any g € (Ce(X x [0, 00)))". By decomposing || [;*0V; dt|| into the absolute and singular part with
respect to ||Vi|| ® £} and applying the Radon-Nikodym theorem, we can also define the generalized
mean curvature vector in space-time Hy , as we did in Remark 2.9 by

(2.17)

)

d| 58V dt]oc

Hy = ——70m——15
v d(|Vi| @ LT

(2.18)

d|| f0°°5Vt dt| ae
o d(IVi®Ly) i . . . . .
Hy in the sense of the generalized mean curvature vector in space-time, which we define in this remark.

where is a Radon-Nikodym derivative. Note that, in this paper, we will use the notation

In the following, we assume that €2 is an open subset of R™ with smooth boundary 9.



Definition 2.12. Let V € V,,_;(Q) be a varifold with a locally bounded first variation on Q. We
define the first variation of varifold tangential to €2, denoting 6V'|J,, by

3V |5a(g) = 0V]oa(g — (g v)v) (2.19)
for any g € (C1(99Q))", where v is the outer unit normal vector of 9.

Now we define two linear functionals, which we name boundary functional and interior functional
defined on (C.(99 x [0, 0)))™ and (C.(€ x [0, 0)))™, respectively. The boundary functional is one
of the keys to do the weak formulation of Dirichlet or dynamic boundary conditions of a Brakke flow
and to prove the existence of the singular limits of the Allen-Cahn equations (LIT)). On the other
hand, the interior functional is one of the keys to do the weak formulation of only Dirichlet boundary
conditions.

Definition 2.13 (Boundary functional). Let w be a Radon measure on 92 x [0,00) and p be in
(L?(w, 982 x [0,00)))™. Then we define the boundary linear functional S,, p by

Su,p(8) r=/ g pdw, (2.20)
00 x[0,00)

for any g € (C.(9 x [0,00)))™. Let ||Sw, p|l denote the total variation of S, p.

Remark 2.14. From its definition, the total variation ||Sy, pl is in fact a Radon measure on 9 x
[0, 00). Indeed, let K C 9 x [0, 00) be a compact set and we take any g € (C.(9Q x [0, o0)))™
such that sptg C K holds. Then, by using Cauchy-Schwarz inequality, we have |S,, p(g)| <
Pl 22 (w, 502x o0, Oo))(w(K))% llg|lLee < co. This estimate allows us to apply Riesz representation theo-
rem to 8., p and then we obtain the conclusion.

Now we define the weighted boundary area measure defined on 9€) for a solution u® ¢ of Allen-Cahn
equations. This measure plays an important role when we formulate a Brakke flow with Dirichlet
or dynamic boundary condition and prove its existence theorem. The reason we name the measure
“weighted boundary area” is stated in Remark right after the definition.

Definition 2.15 (Weighted boundary area measures). Let u® ? be a solution to the equation (LII]).
Then, for all € > 0, ¢ > 0 and all ¢ > 0, we define a weighted boundary area measure a;’? on 9 by

a5 7 = e|Vaau® (-, )P H" ! aq, (2.21)
where H" "1 is the (n — 1)-dimensional Hausdorff measure and Vg, is a tangential gradient on 9f2.
Moreover, we set a7 = a;'° ® L.

Remark 2.16. We briefly give the geometric interpretation of the measure o’ ?. For simplicity, we do
not write the index o in the following. Let {M;};>¢ be a family of smooth hypersurfaces on Q C R"
with a boundary dM; C 992 and we assume that M; moves by mean curvature under certain boundary
condition. Let us recall that the one-dimensional stationary solution to Allen-Cahn equation

(@°)"(s) = 7*W'(¢°(s)) = 0 (2.22)

with ¢°(+o00) = £1, ¢ > 0, and ¢°(0) = 0 has the form of ¢°(s) = tanh(¢~'s) and by simple
computations we obtain 271¢|(¢%)'(s)|? = e W (¢*(s)). Note that for any function ¢ : R — R with
g(+o00) = £1 and ¢’ > 0, we have

£l [ <5<q/;s)>2 L WD) o,

e

2
-/ ;<\/5|q'<.s>|2mq“’))> s+ [ VAT ) ds

NG

:/}R% <ﬁ|q'(s)| —m}f(s))> ds+/_1\/2W(§) ds (2.23)

where we used the change of variables § = ¢(s) in the last equality. Therefore, ¢° is in fact a minimizer
of E¢ subject to its boundary conditions and the minimum value is equal to o¢ = f_ll \/2W (s) ds.
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Thus we may have the approximation €|(¢%)(s)|> £L(s) = aoH({0}) if € > 0 is sufficiently small.
Moreover, we can see that the solution u® in the general dimensions has the asymptotic form u® =
¢°(r€), where ¢ is the signed distance function to the front. Thus, we may expect that 27 1e|Vu|? ~
e~ 1W (uf) and, moreover, e|Vus|? L™ = ooH" 1|y, if € > 0 is sufficiently small. Then the measure
pé may be regarded as H"~!|, up to constants. To see this, we refer to, for example, the formal
analysis done by Rubinstein, Sternberg, and Keller [35] or the rigorous analysis done by Soner in
[37]. They also show that, as ¢ — 0, ) separates into two regions P; and N; where u® = +1 and
u® = —1 respectively and the separating front corresponds to M;. This means that, for sufficiently
small £ > 0, we may consider the hypersurface M, as the zero level set of u®(-, t). Therefore, in the
phase field method, evolving surfaces {M;}:>o are approximated by the thin transition layers of an
order €. As an analogue of this, we also have that the transition layer on 02 which approximates
M is supposed to have the width of an order £(sin @)~ (see Figure ).

(] o M {u( ) =0)

Figure 1: Approximated moving surfaces on 02 with an order &

As an analogy of the asymptotic analysis for the measure uf, it is reasonable to expect that the
measure £|Vaqu®|? H" ! approximates the area measure of 9M; on 9, that is, H" 2| g, noq, where
we set & = g(sinf) 1. Moreover, from Figure [l we may compute as follows:

. |v5§2u€(x7 t)l
sinf(x, t) = ——————. 2.24
00 = e, o) 220
Therefore, we obtain, as ¢ — 0,
af = | Vauf |PH" ! ga= (sin 0)&|Vaqu® |> H" | sa~ o0 (sin O)H" 2| oas,no0- (2.25)

3 Formulation of Brakke flow

In this section, we will give the definition of a Brakke flow with Dirichlet or dynamic boundary
conditions in each subsection. Before stating the formulation of a Brakke flow, we will give the
assumptions on the initial hypersurface My C Q in the case of both Dirichlet and dynamic boundary
conditions. Note that this initial condition allows us to have a variety of singularities on the initial
hypersurface and to consider a wide range of mean curvature flow such as the flow of grain boundaries.
The idea is based on the idea by Ilmanen (see [21]).

3.1 Initial hypersurface

We choose the initial hypersurface My in the following manner; let Fy be an open set in R™ with
EoN(R"\ Q) # 0 and Ey N # (. Defining My == 0Ey N Q(F# 0) with My = 0Ey N S, we assume
that the density bound of My and the pair (Ey, My) can be approximated by smooth family of pairs
{(EY, MY)Yien (see [21]). More precisely, we assume that

11



1. There exists a constant C' > 0 such that, for any R > 0 and z € Q,

M (My 1 Br(a)
< 1
ol <, (5.

where w,,_1 is the area of (n — 1)-dimensional sphere.

2. There exists a family of pairs {(E}, M{})};en such that E} is open, M} = OF} is a smooth
hypersurface and the convergences

Xpy 7 XEe i BV(Q), (32)
H L LMél—>—oo> H" |, as Radon measures (3.3)

hold.

In the following, we state the formulation of a Brakke flow with Dirichlet or dynamic boundary
conditions starting from the initial hypersurface My given in Subsection [3.11

3.2 Dirichlet boundary condition

We now state the definition of a Brakke flow with Dirichlet boundary conditions and then explain our
motivation to introduce such a flow. Specifically, we state the reason why our definition is reasonable
for a weak formulation of Dirichlet boundary conditions.

Recall that we try to consider a weak solution of the following mean curvature flow with Dirichlet
boundary conditions in the sense of Brakke:

(3.4)

v(, t) =H(, t) on My, t >0,
vp(, t) =0 on OM;, t > 0,

where vy, is the velocity vector of the boundary of a hypersurface M; on 9f).

Definition 3.1. Let {V;};>0 be a family of varifolds on Q with locally bounded first variations and be
(n—1)-rectifiable for a.e. t > 0. Let o # 0 and v} be a Radon measure on 92 x [0, o) and a function
in (L?(«))™, respectively. In addition, we take a sequence of solutions {u® 7}, ,~0 to the Allen-Cahn
equations (LII). Then we say that the quartet ({V;}i>o0, @, Vi, {u® 7 }e, o>0) moves along Brakke
flow with Dirichlet boundary conditions starting from Vo with |Vo|| = ooH" | a1, where My is as in
Subsection B.] if the following conditions hold:

1. Approximation property on the boundary. If we define measures «;’° and vector-valued
functions v, for any ¢, o € (0, 1) as

6tu€’ 7 anUE’ 7

o7 = elVonu TR o, vy = - [Voqus 7| [Vaque |’ (35)
there exists a subsequence {(¢;,0;)},en such that, for any g € (C.(9Q x [0, 00)))",
lim v, gday” 7 dt = =84 v, (8) (3.6)

J=00 Jaax (0, co)
where S, v, is as in Definition 213 (see also Remark B.2] below).

2. Absolute continuity with Dirichlet boundary conditions. There exists the generalized
mean curvature vector HY in  x [0, o) such that 6V;|q= —HS(:, t)||V;|| holds in Q for a.e.
t € [0, 00). In addition, the following absolute continuity is valid:

where ji = ||[V;| @ L}.

Sut [ Wiladt] < Ve £ on T x [0, ) (37)
0
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3. Modified generalized mean curvature vector. There exists a vector field ﬁv such that
S v +/ §Vilodt = —Hy||Vi|| ® £} on Q x [0, 00), Hy|o=H inQx [0, ), (3.8)
0

and Hy belongs to (L2(||Ve]| ® £L, Q x [0, 00)))™. We call Hy the modified generalized mean
curvature vector throughout this paper.

4. Brakke’s inequality. The inequality

/dell‘/%\l
Q

holds for any ¢ € C*(Q x [0,00)) such that ¢ > 0 and ¢(-, t) € CL(2), and for any 0 < #; <
to < 00.

ta
t=

to . -
< / ﬁ (—o|Ey[? + (Vo Hy) + 0,0) d|Vi | dt (3.9)
t1 t, JQ

Remark 3.2. Compared to the definition of Brakke flow with dynamic boundary conditions given in
the next subsection (see SectionB.3]) or Neumann boundary conditions given by Mizuno and Tonegawa
in [28], the definition of Brakke flow with Dirichlet boundary conditions requires us to have a sequence
of solutions to Allen-Cahn equations which, roughly speaking, approximates the measure o and the
function vy,. Without adding the sequence to our definition of Brakke flow, we might have the
possibility that the classical mean curvature flow with Neumann boundary conditions can be also
our Brakke flow with Dirichlet boundary conditions. Indeed, let €2 be a upper half-space in R? and
{M;}+>0 denote a family of curves described by {(z1(t), z2(t)) € R? | z2(t) > 0, 22(t) +z3(t) = r?(¢)}
where r : [0, 1/2) — [0, c0) is a smooth function with 7(0) = 1. Let a(t) := (r(t), 0) be one of the
points at which M; contacts 0€2. Then, we let the curves flow by their curvatures and the curves
will shrink to the origin with the contact angle between M; and 90 always equal to w/2. Since
the curvature of M, is equal to —r(t)™!, we easily obtain 7(t) = /1 — 2t and thus the norm of the
velocity vector v (t) of M, at +a(t) is equal to 7/(t) = —r~(t) = —(1 — 2¢)~2 # 0. From this, we
have the classical curvature flow {M;};>o with Neumann boundary conditions where the velocity of
M; at {a(t)} is not zero. However, when we set the triplet ({V;}¢, a, vi) as ({My}e, HO | {2a(t)}- 0)
from the above, this triplet satisfies three conditions from 2 to 4 in Definition 3.1l This implies that
the classical mean curvature flow with Neumann boundary conditions could be also our Brakke flow
with Dirichlet boundary conditions without “Approximation property on the boundary”.

Remark 3.3. We first remark that the existence of the modified generalized mean curvature vector ﬁv
can be obtained from (B.7)), however, the important thing is that Hy needs to belong to (L?(||V;|| ®
L}, Q x [0, 00)))™ and it coincides with the generalized mean curvature vector H{* in the interior of
the domain. Secondly, the absolute continuity ([B.7) is a stronger condition than (LH). Thus, in order
to see how the boundary conditions look like, it is sufficient to consider the condition ([B.1) whose
domain is restricted to 9§ x [0, c0).

Remark 3.4. Now we show that the absolutely continuity in (7)) corresponds to a formulation of
Dirichlet boundary conditions in measure theoretic sense if we focus on 9 x [0, co). Indeed, let M;
be a smooth hypersurface corresponding to a varifold V; for all ¢ > 0. Assume that M; moves along
the motion describing in 7)) and (33). Moreover, we impose the following assumptions:

(A1) |Vi]| = H" s, on Q and a = (sin ) (H" 2| o, ®L}) on 9Q x [0, 00).
(A2) oM, Cc 0 for all t > 0.

(A3) H" 100N M;) =0 for all ¢t > 0, meaning that the geometric interior of M; is not on 9 for
all ¢ > 0.

Here 6 € [0, 7] in (A1) is the contact angle formed by the unit normal vector N;, of dM; on 92 and
—7, where « is the outer unit normal vector of dM; on 0N and is tangential to M; and thus we
have cos = —v - Ny (see Figure 2]). The assumption (Al) comes from Remark saying that the
measure a7 defined in Definition should be considered as (sin 8)(H" 2| on, ®L}) as € — 0.
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Figure 2: Definition of 6

Since (A1) and (A3) imply (||V|| @ £})(0Q x [0, o0)) = 0, we have from the absolute continuity
|
Thus, for any g € (C.(002x[0,00)))™ with |g| < 1, from the fact that spt || fooo Vil dt|| € 2x]0, o0),

we have
0=38uv,(8) = / / g vy da :/ / g - vy sin@ dH" 2 dt. (3.11)
o Joo o Jom,

Moreover, if 8(z, t) is not identically equal to zero and =, then sin 6(x, t) is not identically equal to
zero on 0N} for ¢t € [0, 00). Hence we obtain v, = 0 on 0f2 for a.e. ¢t € [0, c0). From the proof of
Lemma 4] (see also the next section [L.1.2]), we may regard v, as the generalized velocity vector of
OM; on 002 and thus we can say that this implies Dirichlet boundary conditions.

Sovi +/ Vilo dtH (99 x [0, 00)) = 0. (3.10)
0

3.3 Dynamic boundary condition

We now state the definition of a Brakke flow with dynamic boundary conditions and then we show
the reason why our boundary condition is reasonable for the weak formulation of dynamic boundary
conditions. In the sequel, we assume that o € (0, 00).

Recall that we try to consider a weak solution of the following mean curvature flow with dynamic
boundary conditions in the sense of Brakke:

{v(-, t)=H(, t) on My, t >0, (3.12)

vi(-, t) = o(tan (-, ) "INy (-, t) on OM;, t >0,

where Ny, is the unit normal vector of M, on 9, and @ is the contact angle formed by a hypersurface
M; and Ny on 9.

Definition 3.5. Let {V;};>0 be a family of varifolds on © with locally bounded first variations and
be (n — 1)-rectifiable for a.e. ¢ > 0. Let a@ # 0 and v, be a Radon measure on 9 x [0, co) and
a function in (L%*())", respectively. Then we say that the triplet ({V;}:>0, @, V) moves along a
Brakke flow with dynamic boundary conditions starting from Vo with ||Vo|| = ooH" 1| as,, where M
is as in Subsection B] if the following conditions hold:

1. Absolute continuity with dynamic boundary condition. The following absolute conti-
nuity holds.

< |Vil® £y on Q x [0, o0), (3.13)

/ 5VtLth+/ Vi|hgdt + 07 S v,
0 0
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where 6V Lgﬂ and S, v, are as in Definition 212 and Definition T3] respectively.

2. Modified generalized mean curvature vector. There exists a vector field ﬁv such that
oo [ee]
/ §Viladt + / §Vildadt+07 'S v, = —Hy|[Vi|® £L; on Q x [0, c0) (3.14)
0 0

holds and Hy belongs to (L2(|V;]| @ £L, Q x [0, 00)))". We call Hy the modified generalized
mean curvature vector throughout this paper.

3. Brakke’s inequality. The inequality

to t2 ~ ~ 1
Joamal, < [ [ (~olftvf + (Vo fy)+00) diVillde =2 [ giwiPda
Q t=t1 t1 JQ 0 JoQx[t1, ta]
(3.15)

holds for any ¢ € C*(Qx [0, 00)) such that ¢ > 0 and Vé(-, t)-v = 0 on 9Q and ¢(-, t) € CL(Q),
and for any 0 < t; <ty < o0.

Remark 3.6. First of all, we remark that the existence of the modified generalized mean curvature
vector Hy can be obtained from (BI3), however, the important thing is that Hy needs to belong
to (L2(||Vi]| ® L1, Q x [0, 00)))™. Secondly, we can also define, from ([B.I3)), the generalized mean
curvature vector H% defined in Remark 2.9 such that

§Vilo= —HL(, ) [[Vi|| in Q for ae. t € [0, 00). (3.16)

In addition, if we restrict the domain of the modified generalized mean curvature vector Hy in B14)
into Q x [0, c0) (denoted by Hy | o), then we can show that Hy | coincides with HS in € x [0, o).
Thirdly, as we also mentioned in the case of Dirichlet boundary conditions, the absolutely continuity
(BI3) is a stronger condition than (L6]). Thus, in order to see how the boundary conditions look like,
it is sufficient to consider the condition (3I3]) whose domain is restricted to 9Q x [0, 00).

Remark 3.7. Now we show that the absolute continuity (BI3)) corresponds to a formulation of dynamic
boundary conditions in the measure theoretic sense if we focus on 9Q x [0, o). Indeed, let M; be a
smooth hypersurface corresponding to a varifold V; for all ¢ > 0 and evolve by the motion described
in BI3)) and (BI0). Note that we do not write the index o for simplicity. Furthermore, we impose
the same assumptions (A1), (A2) and (A3) in Remark B.4] (see also Figure 2)). Since (A1) and (A3)
implies ||V;|| ® £}(99 x [0, 00)) = 0, from the absolute continuity [B.13), we have

H/ 5VtLdet+/ Viladt+ 0784 v,
0 0

Then, for any g € (C.(9 x [0,00)))™ with |g| < 1, we have, from the divergence theorem, (A1), (A3)
and (3.17),

(9 x [0, 00)) = 0. (3.17)

o—/ 5Vl B () dt + S v, (2)

/ / (g-v)v) ydH"™ 2dt—|—0_1/ / g - vpda, (3.18)
aMmaQ a0

where v is the outer unit normal vector of 0€2. From the relation cosf = —v - N}, we may deduce
T Ny = —(y = (y-v)v) - Ny = —y - Ny, = cosf, where 7 is the orthogonal projection of v onto
0. Hence, from (A1) and (A2), we obtain

O—/ / (v-v)v)dH"™ 2dt+o_1/ / g - vp(sinf) dH" 2 dt
de OM;
:/ / g- (' + o7 vy(sin)) dH™ 2 dt (3.19)
o Jom,
for all g € (C1(Q x [0,00)))™. This implies that v7 + o~ 1v;(sin ) = 0 on dM; for all ¢ > 0. Here it

holds that sin 6 is not equal to 0, otherwise we have 47 = 0 and this implies § = 5 which contradicts
sin @ = 0. Therefore we obtain

T
~ cos o
Ny=[-——T1 ).N, = —
Ve e ( a—lsin9> bT75n0  tano

on OM; and we can say that this implies dynamic boundary condition.

(3.20)
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Remark 3.8. Now we briefly refer to the formulation of right-angle Neumann boundary conditions,
comparing to our formulation. We recall that the boundary condition of Allen-Cahn equations (I.TT)
corresponds to dynamic and right-angle Neumann boundary conditions in the case that ¢ is in (0, co)
and o = oo, respectively. In Subsection [£.2.2] we give the conditions for a Brakke flow with dynamic
boundary conditions as the absolute continuity (3I3]) and Brakke’s inequality ([B.I35]) with a parameter
o. Hence, if we formally substitute o = oo for (313 and (B15), then we have

H/ 5mgﬂdt+/ mmdtH < Vil ® L' on @ x [0, 00), (3.21)
0 0

/, d|[Vi]
Q

for all ¢ € C1(Q x [0, o0)) with some conditions. Actually, these results essentially corresponds to a
slightly weaker version of the solutions studied by Mizuno and Tonegawa in [28]. We refer to [28] for
more detail.

and

ta t2 ~ ~
oS Lo (w0 B+ o) aivilar (322

4 Existence results of sharp interface limit

Now we state the results of the sharp interface limits of our Brakke flow with Dirichlet or dynamic
boundary conditions which we defined in the previous section. We emphasize that we applied the
phase field method to show the approximation of our Brakke flow although one may obtain the similar
results with ours by applying another method. In each subsection, we first state several assumptions
and then we give a sequence of main lemmas and the main theorem.

4.1 Dirichlet boundary condition

All the conditions described in “General assumptions” in the following are mainly based on Ilmanen’s
work in [2T]. Remark that we may be able to weaken these assumptions since, in the case of = R™,
Soner [37] later removed the technical assumptions imposed by Ilmanen in [21].

4.1.1 Assumptions, hypothesis and example

In this subsection, we will state three important assumptions in our study which consists of “General
assumptions”, “Vanishing hypothesis for the discrepancy measure”, and “Uniform uppr bound for the
solution of Allen-Cahn equations”. Moreover, we will state one example which gives us the validity
to impose the assumption “Uniform upper bound on the boundary 992”.

¢ General assumptions.
Suppose that n > 2, Q0 is a bounded domain with smooth boundaries and we define the
potential function W : R — R by W(s) = £(1 — s?)2. Note that W is said to be a double-well
potential and we may also apply the generalized W, which is defined in, for instance, [28] or

23].

Next we give the assumptions on the initial data of the solutions of the Allen-Cahn equations
(LI1)). We assume that there exists a subsequence {ug"” ' };en such that

up”™ T 2XEene — 1 in BV(9), 1
—00
pen l s 0 H”_1L8E0 as Radon measures, (4.2)
—00

where Ej is as in Subsection Bl oy = fil V2W (u)du = 4/3, and pg ° is defined by

. e|lVus 712 W(uh? N
1y :(' ) - (50 )>£. (4.3)

Now we suppose that the initial data {ug ?}c, »>0 satisfy

sup lug 7| < 1, (4.4)
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for any €, o > 0 and there exists D > 0 such that

sup E®%uy’]= sup pug?(Q) <D, (4.5)
e>0,0>0 e>0,0>0

and this indicates that the surface area of the initial hypersurface cannot blow up as € | 0 or
o 1 0. In addition, from (£4]), we can show that

sup |u® 7| <1 (4.6)
Qx[0, c0)

for any e, o > 0 (see Appendix A in Section [7 for the proof).

Next we observe the solutions to the equations (LII)) with o € (0, 1). Since our aim in the
present paper is to study a formulation of the singular limit of the Allen-Cahn equations, we
assume that the desired regularity of the global-in-time solution to (IIT]) is obtained. Regarding
the existence and regularity of these kinds of equations, we refer to, for instance, a paper by
Escher [10]. Hence, in this paper, we may assume that a solution v ¢ to ([LIT]) exists, is not a
constant function and it holds that

u®? € L}, ([0, 00); H*(Q)) N L}, ([0, co); H' (09, H™ 1)) (4.7)
and
du? € L, ([0, 00); L*(Q)) N L, ([0, 00); L*(9Q, H™ ™)) . (4.8)

As far as we know on the existence of the classical solutions, Guidetti in [I8] proved the locally-
in-time existence and uniqueness of the classical solutions to the parabolic equations under a
compatibility condition. The equations the author studied is considered as generalized equations

of (LII) (see also [19]).

Vanishing hypothesis of the discrepancy measure.

Let £5 7 (x, t) be the discrepancy function defined in (LI5) for any (x, t) € Q% (0, c0). Recall
that the measure &7 = £59(x, t)L"(x) for each t > 0 is called the discrepancy measure. Then,
in our study, we assume the following two conditions:

— there exists a subsequence {(g;, 0;)}jeny with lim;_, €; = lim;_,o, 0; = 0 such that

€77 —— 0 on Q as Radonn measures (4.9)
J]—0

for a.e. t € [0, 00).

— there exists a constant ¢y > 0 such that

sup £ 7(z, t) < co (4.10)
e

for any € >0, 0 > 0, and t > 0.

Throughout this paper, we call the first assumption the vanishing of the discrepancy measure.

Let us remark the second assumption. The boundedness of the discrepancy measure will be
applied only to obtain the integrality of the limit measure of {0, 1457 .50 in the interior of
the domain (see Proposition in Seciton [l for more detail). However we emphasize that, as
it is shown in [21) 28], we can actually prove the boundedness of the discrepancy measure &
under more conditions than we assume in this section. Namely, we obtain that if 2 is convex,
some gradient estimate on the boundary 02 (see (Z.8)) in Proposition [(2] for this estimate), and
the boundedness of the discrepancy measure at the initial time, then we have ([@I0) for some
constant ¢y > 0. For the proof, we refer to Proposition in Section [

Let us give more comments on the vanishing of the discrepancy measure. In the case of
Q = R", Ilmanen proved in [2I] the vanishing of the discrepancy measure in Q by showing the
non-positivity of the discrepancy measure and constructing the monotonicity formula for the
measure p in ([CI3). Moreover, in the case that n = 2, 3 and € is an open subset, Roger
and Schétzle proved in [34] the vanishing of the discrepancy measure in the interior 2 via the
estimates of non-negative part of the discrepancy measure for elliptic Allen-Cahn equations
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in the context of De Giorgi conjecture. In higher dimensions, we might be able to show the
vanishing of the discrepancy measure in the interior 2 if we apply the monotonicity formula
studied by, for instance, Ilmanen in [2I] and Takasao and Tonegawa in [41, Proposition 4.1].
We should remark that, if we employ the monotonicity formula studied in [2I] or [41], we need
to have that formula localized by using proper cut-off functions, in order to consider the effects
only from the interior 2. On the other hand, to obtain the vanishing of the discrepancy measure
up to the boundary 9, we may need to construct the monotonicity formula for ;7 taking into
account the effects from the boundary 0€). Indeed, in the case of right-angle Neumann boundary
conditions, Mizuno and Tonegawa in [28] proved the vanishing of the discrepancy measure up
to the boundary by constructing the monotonicity formula when Q is strictly convex. They
employ the reflection argument with respect to the boundary to obtain that formula. After
that, Kagaya in [23] extended the result by Mizuno and Tonegawa [28] into the case that Q) is
not necessarily convex.

Finally, we remark that, even in our case, it is possible to show the vanishing of the discrep-
ancy measure only in the interior {2, namely, we can show that, for given T > 0, there exist
subsequences {¢;}; and {o;}; such that

€777 @ L —— 0 inQx(0,T) as Radon measures. (4.11)
j—o00

One could prove this statement by using ([@I0) and combining the argument in [2I] and [28] with
proper cut-off functions. Indeed, for instance, the authors in [28] constructed the monotonicity
formula up to the boundary, which is a key estimate to prove the vanishing of discrepancy
measures, by using the reflection argument with respect to the boundary. However, if we use
proper cut-off functions whose supports lie in the interior, then there is no need to deal with
the effects from the boundary. Thus we could employ the same argument shown as in [2§] to
prove the vanishing of the discrepancy measure only in the interior of the domain.

Uniform upper bound on the boundary 0f2.

We next assume the local-in-time uniform upper bound of the Dirichlet energy of the Allen-
Cahn equations (LIT]) on 092 along v. More precisely, we suppose that, for any 0 < ¢; < t5 < 00,
there exists a constant Cy(t1, t2) > 0 such that it holds that

ta e, o\ 2
sup / / = (au ) dH™ 1 dt < Cy(t, t). (4.12)
e, 0>0J¢, JoQ 2 v

Note that this assumption could not be removed due to our construction of the following example
in Remark ] in the sense of classical curvature flow.

Construction of curves moving by motion descibed in (L)).

Remark 4.1. We now give a reason why it is reasonable to assume the uniform upper bound
on 0N for u®? to show the existence of the singular limit in the case of Dirichlet boundary
conditions and study a Brakke flow which we defined in Section Bl Generally speaking, it is
necessary for us to make it clear which class of solutions to some equation is proper as the
definition of the solutions. In our case, we have to clarify what kind of the solutions are suitable
for the ones to a Brakke flow with Dirichlet boundary conditions. To see this, we consider
the following example; first of all, we assume that €2 is a half space in R%. For each o > 0
sufficiently small, we take an initial curve Mg as a part of the (1, —o~!)-centered circle with
radius R := v/1 + 0~2 and we set two points z¢(0) and 21 (0) on 99 as 2((0) := 0 and z1(0) = 2
(see Figure ).
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t>0
o Mg
8JM-O 90 90
”’r H a]\/ 8— \\‘
Vito? =
VITo =2 %
\ (17 70-_1)

Figure 3: An initial curve and its motion by its curvature

In this setting, we may easily show that the curvature of a curve My is r~1(t) where r(t) =
V' R? — 2t is the radius of a circle, a part of which is M. Then we see that a family of curves
{M{ }1>0 moves by their curvatures and moreover, we can easily show that the boundaries
{0M,};>0 evolve under dynamical boundary conditions. Indeed, we can calculate the explicit
forms of the velocities of OMY = {z§(t), {(t)} as follows: since MY is a part of the circle
defined by {(z,y) | (x — 1)® + (y + 0~ 1)? = r(t)?} for each ¢, we can have the explicit forms

of 2§ (t) and z7(¢) by —/r(t)2 — 02+ 1 and /r(t)?> — 0=2 + 1, respectively. Hence we have

that, for example, the velocity v{ of OM; at x§(t) is

O (.0 _ a\/ _ — 1 1
vy (23, t) = (z§)'(t) = T =t = i on 90 for 0 <t < 3 (4.13)

G ) =G0 =~ e = ey

1
on 0N for 0 <t < 2 (4.14)

and
o -1 1

o 1
a6 26 o2 () o V12

Thus, we obtain the equality that vJ = o(tan )~ on Q and this is exactly the same boundary
condition as ([I)). From (@I3) and (@I4]), we see that the velocities ()’ (t) and («7)'(t) on
OMY are independent of o. Hence, if the boundary condition of (Il corresponds to Dirichlet
boundary conditions as ¢ — 0, then the velocity of OM{ should converge to 0 as ¢ — 0,
however, this contradicts the fact that the velocity of OM{ is independent of o. Therefore,
this implies that, in the above example, the curvature flow with Dirichlet boundary conditions
cannot be characterized by the one with boundary conditions (IIl) as o — 0. Indeed, the curve
M is actually the interval [0, 2] for all ¢ > 0, which does not move for all the time.

Now we focus on how we can interpret this example on the level of the phase field method. To
see this, we focus on the Dirichlet energy, one of the characteristic quantities in the phase field
method. In the phase field method, a curve M7 moving by its curvature can be expected to be
the zero level set of u® 7 satisfying the equation ([LII]) and we may have that 2 is separated
into the region that u 7 is almost +1 and the region that u® ¢ is almost -1 (see Figure [).

on 0Q N OMy, (4.15)
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Figure 4: Interpretation in the phase field method

Thus we may calculate the Dirichlet energy on 02 along v as follows:
/ e|Vus 7 - v|? dH' = / e|Vu 7|2 (cos 07) dH*
o0 o0

YVus 2
= ‘/89((308 GU)QW E|Vagzu€’o‘2 dHl

(cos§9)? ¢ 2 1
= ———— ———|Vaqu®7|°d 4.16
/(m sin@?  sin 9"| oou” P A, (4.16)

for each 0 < ¢ < 1. Recalling the phase field method and (2:25), we may have the following
approximation;

/ - 590 |Vaqus ?|? dH' ~ / dH° oarg = (the number of elements of M) =2  (4.17)
aq S o0

ase — 0. Since we havesin#” = (v1 — 2t +0-2)"!'y/1T —2tand cos #” = (v/1 -2t +0-2)" 1o~ 1,
it holds that

LAY —1 —1 —1
(C(?S@ ) __c o > T (4.18)
sin 6o VI=2tV1=2t+02 V2
Therefore, from [@I7) and [@I]), we may obtain the following estimate:
/ e|Vus 7 - v|2 dH! > L/ L\Vague"7|2d7-ll
o0 - \/EU a0 sin 07
1 2
~ L) = Y2, (4.19)
V20 o

for each t € [0, %) This implies that the Dirichlet energy on 92 along v goes to infinity as o
goes to zero for each t. Therefore, we may conclude that it is reasonable to assume (ZI2) or
this kind of the energy estimate for the Dirichlet energy in order to consider our definition of a
Brakke flow.

4.1.2 Main theorem and important lemmas

Now we state a sequence of one definition, several lemmas and the main theorem.

Lemma 4.2. Suppose that “General assumptions”, “Vanishing hypothesis of the discrepancy mea-
sure”, and “Uniform upper bound on the boundary Q7 in Subsection[{.1.1] hold and {e;};en C (0, 1)
and {o;}jen C (0, 1) are two families of parameters with ¢; — 0 and 0; — 0. Let {u®%}; jen be

the solutions of (LII) and 1"’ be as in (LI3). Then there exist a subsequence {1, "' }jen and

’ ’
o

a family of Radon measures {;}i>0 on Q such that for all t > 0, ,uii I~y as j — oo on Q.
Moreover, for a.e. t >0 and for all j € N, g are (n — 1)-rectifiable on Q.

Remark 4.3. As we mention in the case of Dirichlet boundary conditions, the integrality of the
Radon measure only in the interior 2 follows from the interior argument of Tonegawa [43] or Takasao
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and Tonegawa [41] by using the local monotonicity formula. Thus we may expect that oy Yy is a
(n — 1)-integral Radon measure in Q for a.e. ¢ > 0, where we recall that og is defined as g =

IH V/2W (W) du = 4/3.

Lemma 4.4. Suppose that “General assumptions” and “Uniform upper bound on th,e boundary 0Q2”
in Subsection [{.1.7) hold and {&]}ien and {0}}jen are as in Lemma[{.4 Let {a“"%i}; jen be as in
Definition [ZI5. Then there exist a subsequence {ai % tien (labelled with the same index) and a
Radon measure a on 92 x [0, 00) such that Q% — o as j — o0 on I x[0,00). In addition, setting

a vector-valued function vzj’aj 100 — R by

’ ’ ’ ’
Owufi%i Vaquti’ i .
t oN Zf|vaﬂu€;,0;| ;é O7

! ’
€ir %5 .

v, = |Vaqusi* 73| |V aqusi | (4.20)
0 otherwise,
then vzj’gj —— 0 in the sense that
]*)OO
lim g-v,” " daf°% =0 (4.21)

J=20 Jaax [0, co)
for all g € (C.(002 x [0, 00)))™.

Remark 4.5. In Lemma (4] the convergence of ij’aj means that there exists v, € (L?(a, 08 x
[0, 00)))™ such that

lim g- vzj’oj dofi % = — / g vpda (4.22)
1790 Jox[0, o) AN x[0,00)
for any g € (C.(99 x [0, 00)))", and v, = 0 in (L?(a))™.

Lemma 4.6. Suppose that “General assumptions” and “Uniform upper bound on the bound/ary/ oN”
in Subsection [{.1.1] hold and the space-dimension n is larger than 2. Let a subsequence {ai' %3} en
and o be as in Lemmal[{.4 Moreover, setting

. ro ua/.‘G} (z, 1) r 1 ’o
w (z, t) = Pou% = / V2W(s)ds = ui %i(x, t) — g(usj"’j (z, 1))? (4.23)
0

for any j € N and (z,t) € Q x [0, 00), we assume that there exist 0 < t; <ty < o0 and a non-empty
connected component I'y of OQ such that

/ wl dH 7t
Iy

holds. Then there exists a positive constant 0 < C~'(t17 ta) < 0o such that a(Ty X [t1, ta]) > C’(tl, ta),
which means that o is not identically zero.

to
lim inf
J]—00 tl

dt < gw—l(rl) (ta — t1) < oo0. (4.24)

Remark 4.7. In Lemma 6] the assumption (£24)) means that there always exists a phase boundary
on 02, that is, the boundary OM; of the hypersurface M, always lies on some part of 0€2; otherwise
we may derive the fact that v/ is equal to either +1 or —1 almost everywhere on 9 as j — oo and
thus this implies, from the definition of w7,

/ w! dH L
T

for any time 0 < ¢; < t3 < 0o and any connected component I' C 92, which contradicts ([@.24]).

ta
lim
i—o00 [y

1

dt = %H"‘l(F) (ty —t1) (4.25)

Due to Lemma [£2] we may define the unique rectifiable varifolds as follows:

Definition 4.8. We define a rectifiable varifold V; associated with p; as follows: for ¢ > 0 where p;
is (n — 1)-rectifiable on €,

o) = [ oo Top) duut) (4.26)

for every ¢ € Co(Gn-1(€)). For t > 0 where y; is not (n — 1)-rectifiable, we define V; by V;(¢) =
Ja oz, R x {0}) dus(2) for every ¢ € Co(Gn_1()). Here T,p; is an approximate tangent space
at z, which exists for p;-a.e. x €  because of the rectifiability of ;.
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Lemma 4.9. Suppose that “General assumptions”, “Vanishing hypothesis for the discrepancy mea-
sure”, and “Uniform upper bound on the boundary Q7 in Subsection [{.1.1] hold and let {V,}i>0 be
as in Definition[{.8 Then the following properties hold:

J— T J—
18V (@) < oo, Anwmmﬁ<m (4.27)

for a.e. t >0 and all T > 0.

Now we state the main theorem of this subsection, that is, the approximation result of our Brakke
flow with Dirichlet boundary conditions, which we defined in the previous section.

Theorem 4.10. Suppose that “General assumptions”, “Vanishing hypothesis for the discrepancy
measure”, and “Uniform upper bound on the boundary OY” in Subsection [{-1-1] hold. Let Vi, «, and
vy, be the quantities in Lemma [ and [[.9, Lemma and Remark [[-3 (see also Definition [J.8),
which are obtained from the singular limits of the Allen-Cahn equations (LI1)) by taking e, o — 0.
Then the quartet ({V;i}i>0, a, Vi, {u®7}c oc(0,1)) s a Brakke flow with Dirichlet boundary conditions
in Definition [T with |Vo|| = oo H" | a1, where My is as in Subsection[[.1.1} In addition, we have
the estimate that

Atéﬁﬂwwwﬁsa (4.28)

where ﬁv is the modified generalized mean curvature vector and D is the constant given in ([A3]).
Moreover, the assumption “Uniform upper bound on the boundary 9Q” in Subsection[{.1.1] actually

leads us to obtain the stronger result that the total variation measure ||Sq,v,|| s identically equal to

zero on 0Q x [0, 0o) (this is equivalent to the claim that vi, = 0 in (L*(a))™ on 92 x [0, 00) as in

Lemma [{7).

4.2 Dynamic boundary condition

In this subsection, we will first give an assumption named “General assumptions” and a working
hypothesis named “Vanishing hypothesis for the discrepancy measure” and then will state a sequence
of the lemmas and the main theorem of the sharp interface limits of Allen-Cahn equations (LII)).
One feature of the results in the case of dynamic boundary conditions is that we do not need to
assume the uniform upper bound which we state in the assumption in the case of Dirichlet boundary
conditions and it is described in Subsection BT}

4.2.1 Assumptions and hypothesis

e General assumptions.

We impose the general assumptions essentially same as those in Subsection LTIl Note that,
in the case of dynamic boundary conditions, the parameter o € (0, o) is given and fixed.

e Vanishing hypothesis for the discrepancy measure.

Let 0 > 0 be a given constant and £ 7 (z, t) be the discrepancy function given in (LIH]) for
any (z, t) € Q% (0, o). Recall that the measure &7 = £5 7 (z, t)L"(x) is called the discrepancy
measure. Then, as is the case of Dirichlet boundary condition, we also assume the following
two conditions:

— there exists a subsequence {¢; }jeny with lim;_,. €; = 0 such that
€77 —— 0 on Q as Radonn measures (4.29)
J—00
for a.e. t € [0, 00).
— there exists a constant ¢y > 0 such that

sup &% 9(x, t) < co (4.30)
zeN

for any € >0, 0 >0, and ¢t > 0.
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We emphasize that, as it is stated in the case of Dirichlet boundary conditions (see Subsection
HL.TTl for more detail), we can actually show the boundedness of the discrepancy measure &;°7
in Q uniformly in ¢ > 0 and ¢, ¢ > 0 under some assumptions. Namely, if {2 is convex, some
gradient estimate on the boundary 99 (see (Z6) in Proposition for this estimate), and
the boundedness of the discrepancy measure at the initial time, then we have [@30) for some
constant ¢y > 0 (see Proposition in Appendix A).

Finally, we should mention that, as it is stated in the case of Dirichlet boundary conditions
(see Subsection L T.T]), we can show the vanishing of the discrepancy measure in {2 under some
assumptions. Precisely, we can show that, for given T > 0, there exists a subsequence {¢;} en
with lim;_, ; = 0 such that

€7@ LF —— 0 inQx(0,T) asRadon measures. (4.31)
j—o0

This can be done by applying the methods investigated in, for instance, [2I] and [28] (see
Proposition in Appendix B of Section [1 for more detail).

4.2.2 Main theorem and important lemmas

Now we state a sequence of several lemmas and the main theorem in the case of dynamic boundary
conditions. We remark that, although we can show the proofs of the statements with the parameter o
given as 0 < o < 00, only in Lemma L T4] we need to restrict ourselves to consider o as the parameter
more than or equal to 1. This is because of some technical issue, however, one of our main goals
is to investigate how different the formulations in Brakke sense between dynamic and right-angle
Neumann boundary conditions (the case of 0 = co) are. Thus this restriction does not seem to be
essential here.

First of all, we give two important lemmas, which describe the convergence of the measures j;’“
and a® 7. These lemmas are essentially the same results as Lemma [£.2] and [£.4] in Subsection

Lemma 4.11. Suppose that “General assumptions” and “Vanishing hypothesis of the discrepancy
measure” in Subsection [{.2-1] holds and {¢;}jen C (0, 1) is a family of parameters with €; — 0 as
j — 00. Let {uf"7};en be a family of the solutions of (LII) and u;”"° be as in (LI3). Then there

exist a subsequence {u?’g}jeN and a family of Radon measures {ug }1>0 on Q such that for all t > 0,

!’
e, o

My

Remark 4.12. The integrality of the Radon measure 1 only in the interior {2 follows from the interior
argument of Tonegawa [43] or Takasao and Tonegawa [41] by using the local monotonicity formula.
Thus, we may expect that oy uf is a (n — 1)-integral Radon measure in Q for a.e. ¢ > 0, where

o9 = fil V2W (1) du.
Lemma 4.13. Suppose that “General assumptions” in Subsection[{-2.1] holds and {&;}jen C (0, 1)
is as in Lemma {11l Let {a%°7}oso be as in (Z2I)). Then there exist a subsequence {aag’”}jeN and

a Radon measure o on 9 x [0,00) such that a7 — a as Jj — 00 on 9 x [0,00). In addition,
there exists a function v € (L?(a®, 9Q x [0,00)))™ such that

[eS) , ,
lim / / g-v,” " dat 7 = —// g - vy da’ (4.32)
Jj—=oo Jo 50 0 x[0,00)

for all g € (C.(02 x [0,00)))™ where vb " s as in [@20), and such that

(oo}
// \vg|2da0§11minf/ / e (Qpus ) dH" L dt. (4.33)
AN %[0, o) 170 Jo a0

Lemma 4.14. Suppose that “General assumptions” in Subsectwnm holds and the space-dimension
n is larger than 2. Let o be in [1, 00) and let a subsequence {ai*?}jen and o be as in Lemma[{.13
We set

— ¢ as j — oo on Q. Moreover, for a.e. t >0, oy ug is (n — 1)-rectifiable on Q.

| : WS @) : 1 ,
wh(x, t) = Pou? = / V2W(s)ds = u®7(x, t) — g(usf"’(:r, t))? (4.34)
0

and wl ° (z) == wh 7 (x, 0) for any j € N and (z, t) € Q x [0, 00). Moreover, we assume the following
two assumptions on the initial data;
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1. There exists a non-empty connected component I'y of OS2 such that

/ w)? A"t
I'>

lim inf

2, m-1
-H" (T 4.
pa < 37'[ ( 2) ( 35)

holds.
2. lim., o sup;ep (0 {x | dist(z, 9Q) < v0}) = 0.

Then, there exists a time s € (0, oo) such that, Jorany 0 <ty <tz < s, there exists a positive constant
0 < C(ty, t2) < 0o such that a®(T'y X [t1, t2]) > C(t1, t2), which means that o is not identically zero.

Remark 4.15. Note that only in this lemma, we assume that o is larger than or equal to 1 due to the
technical issue. In the other claims, we basically assume that o is positive constant.

Remark 4.16. The explanation of the first assumption in Lemma 14 is also shown in Remark 7]
in the case of Dirichlet boundary conditions.

Regarding to the second assumption of the initial data, it can be interpreted that the geometric
interior of My does not exist on the boundary 0. If this is not true, we have that there exists a
constant § > 0 such that, for any v > 0, H" | (02 N {z | dist(z, Q) < v}) > §. From the
convergence of p to H" 1| ps,, up to constants, as j — oo, we obtain the approximation

(N {z | dist(z, 8Q) < 7}) = po(Q N {z | dist(z, HQ) < ~})
> H" 0y, (02 N {2 | dist(z, Q) < }) >4 (4.36)
for 5 € N large enough.
Due to Lemma [£.17] we may define the unique rectifiable varifolds as follows:

Lemma 4.17. Suppose that “General assumptions” and “Vanishing hypothesis for the discrepancy
measure” in Subsection[{.2-1) hold and let {V,” },>0 be the associated varifold with uf (see the definition
stated in Definition[{.8). Then the following properties hold:

T
16V 11(€2) < o0, /O 16V,711(€2) dt < oo (4.37)

for a.e. t >0 and all T > 0 respectively.

Now we state the main theorem of this subsection, that is, the approximation result of our Brakke
flow with dynamic boundary conditions which we defined in the previous section.

Theorem 4.18. Suppose that “General assumptions” and “Vanishing hypothesis for the discrepancy
measure” in Subsection [[.2.1] hold. Let V7, o, and v{ be the quantities in Lemma[{.11} [{.13, and
[{17, which are obtained from the singular limits of the Allen-Cahn equations (LII)) by taking e — 0.
Then the triplet ({V7 }i>0, 7, V) is a Brakke flow with dynamic boundary conditions in Definition
with ||V || = oo H" ™| m, where My is as in Subsection[{.2-1. Moreover, we have the estimate

o0
[ [mgrayed <. (439
0 Q
where ITI‘{, is the modified generalized mean curvature vector and D is the constant given in ([A3H]).

5 A priori estimates for Allen-Cahn equations

In this section, we derive a priori estimate of Allen-Cahn equations (LII)) in the case that o is in
positive and finite. This estimate is important to consider the characterization of the singular limit
in the case of both Dirichlet and dynamic boundary conditions.

Proposition 5.1. It holds that

T
sup (EE’”[UE"’(-,T)]Jr/ (/ 5(8tu6’”)2dx+/ 5(@%”)%%“) dt> <D, (51)
£>0,0>0 0 Q 0o
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for all T > 0. Here D is as in (LH). Moreover we have

sup ;7% (Q) < D, (5.2)
e>0,0>0

for allt > 0.

Proof. By integration by parts, we can calculate in the following manner.

d 1(,,E, 0 &0
7E5,a[ue,a] _ / <€Au€,0’ + VV(U)) ou® ? dx + / gau 8{[1,6’06”‘[”71
dt Q 13 a0 8V

:—/5(8tua"’)2dw—/ E(Gtus’”)zd?l”_l. (5.3)
Q

0o

Thus, for any "> 0, € > 0 and o > 0, we have

EE"’[uE"’(-,T)]—&—/OT (/Qfs(atua"’))gdm—f—/ E(atua:o)ww-l) dt

00
= E5[u°] < D. (5.4)

Therefore (G.)) follows by taking supremum with respect to € > 0 and o > 0. From ({3)), (5.2)) also
easily follows. O

5.1 The case o € (0, 1)

In this subsection, we show the energy estimates of Allen-Cahn equations (III]) on the boundary
09 in the case o € (0, 1). This estimate plays an important role in considering the singular limit
and formulate a Brakke flow especially with Dirichlet boundary conditions. Note that we only have
the energy estimate in an integration form with respect to time ¢ > 0 so far. Note that we assume
“General assumptions” and “Uniform upper bound on the boundary 9Q” in Subsection 1] in this
case.

Proposition 5.2. There exists C1 = C1(n,9Q, D) > 0 such that

to v g,012 W(us:
sup / / (El "’QQU AC )> dH"Vdt < Cy(ty — t1 + 1) + Co, (5.5)
e>0,0€(0,1) Jt; Jon €

for any 0 < 1 <ty < o0, where Cy = Cy(t1, t2) > 0 is as in (EI2).

9/ . . . o o, W (u)
Proof. For any ¢ € C*(€2) and by using integration by part and denoting f* 7 == —eAu® 7+ ———=
we may obtain

1(,,E,0
4 (/ ¢duf’a> = / ) (—EAue’” + VV(U)) Opu® 7 dx — / e(Vo - Vu® 7)ou® 7 de
dt 0 Q 9 Q

+/ 62 o a1
o0

)

ov
1 e, o e, o e, 0
— 1 [orErpdns [ 090 vu)da

_ /a £¢(8tus,a)2 d/anl. (56)

Q0

By integration by parts again,

/ o9 (Vo -Vu®7)de = —/ Apdus® +/ e(Vu®? @ Vu®? : V2¢) dx
Q Q Q

e, o

—/ (Vo vue ) 7 g
o

ov

09 (e|Vus ]2 W(u™7) n—1
+/3951/( e A (5.7)
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Therefore we can compute as follows.

d(/(bduf"’) :—l/qﬁ(fg’”)zdz—/A¢duf’g+/6(VUE’U®VUE’U:V2¢))dx
dt Q g Jo Q Q

—/ (Vo vur ) 27 gy / coo (257 deH
a0 6V a0 31/

¢ (e|Vus > W (u?) ne1
—l—/89 ey ( > + 5 dH™ . (5.8)

Specifically, we can choose ¢ = d + 1, where d is a signed distance function from the boundary 02
which is positive in the domain ). However, since (2 is general open domain with smooth boundary, d
is smooth only in some open neighborhood of the boundary 92. Thus we have to extend d smoothly
into R™ such that |d| and |V?d| are uniformly bounded in €. This extension can be done by a simple
argument.

Thus, by using V¢ = —v and ¢ = 1 on 99 and the fact o € (0, 1), we have

d
_ </ (bd,ui’g) < ,/ Aqﬁd,u;’g +/ (ae,o ®a® : V2¢))€|VUE’U
dt \Ja Q QN{|Vuss 7|20}

e (Ous\® | e|Voue o2 W(us) .
+/892<8V)d7-l _/( VTR WY et (59)

where a7 is defined by 2 uee] “I Note that, in (9], we used the fact that

dz

ous?

ov

2
|Vu 72 = |Voqu® | + ( > , on x [0, 00). (5.10)

Recalling the estimate (B.I]) and the assumption ([{I2]), and integrating both members of the inequal-
ity (&9) from time ¢; to t2 , we obtain

g0 2 2 g,0
[ eduiz = [ odniy” <supv ¢>|/ ) di + 25up |V ¢|/ QN {|Vus 7| £ 0) dt

aue a) .
dH" " dt
//{m ( ov
ta e,0|2 e, 0
_/ / (€anU | 4 W(u )) danl dt
t, Joq 2 €

< 3D sup |V?¢| (t2 — t1) + Co(t1, t2)
Q

ta p g,0|2 g, 0
_/ / (5%"“ G )) " (5.11)
t, Joo 2 €

Since ¢ is bounded in C?-norm and (5.2), we have

to \V4 e,02 Wi(us°
/ / (5 aau® | I (1; )) d?—[”*ldtg3D||¢ch(§)(tz—t1+1)+00(t1at2)<+O°' (5.12)

Therefore (&3] follows by taking the supremum with respect to € > 0 and o > 0 in (GI2)). O

5.2 The case o € [1, c0)

In this subsection, we show the energy estimate of Allen-Cahn equations on the boundary 0f) in the
case o € [1, 00). This estimate plays an important role in considering the singular limit and formulate
a Brakke flow with dynamic boundary conditions in the case o € [1, c0). Note that, as same as the
case o € (0, 1), we only have the energy estimate in an integration form with respect to time ¢ > 0.
Note that we only assume “General assumptions” in Subsection in this case.

Proposition 5.3. There exists C; = C1(n,0Q,D) > 0 such that

/tQ / <5|Vu
sup
e>0,0€[1,00)

for any 0 <t; <t9 < o0.

+ W(Z : )> AH LAt < Oy (ta — 1 + 1), (5.13)
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Proof. For any ¢ € C%(Q) and by applying the same argument in the proof of Proposition 5.2 we
may obtain the identity (5.8]). Here, as we stated in Proposition 52 we choose ¢ = d + 1, where d is
a signed distance function from the boundary 92 which is positive in the domain Q. Note that this
d is also smoothly extended into the function whose domain is R™. Thus, by using the properties of
the signed distance function, we have

d (/ qu,u?”) < —/ Apdpu;® +/ (a7 ®a™7 : V?¢)e|Vu 7 * da
dt \ Jq Q QN{|Vus: 7|#0}
+/ %(atua,a)2 denfl _/ E(atus,o)Q denfl
0o 0o

g,0|2 g, 0
a0 2 g

where a® 9 is defined by %. Hence, by integrating both members of the inequality (514 from
time ¢ to ty and using the estimate (5.1]) and the fact that o is in [1, 00), we have

to to

[ eduiz = [ oaniy” <supivol [ i (@ ar+ 2 vl [ n @0 (90| £ 0)) s

1

L e

to e, 02 €, 0
<3Dsup|v2¢| (ts — t1) // <€|V“ ‘+W(Z )> dH 1

(5.15)
Thus, recalling the choice of ¢, we may obtain
to Yué: 2 W(us°
/ / (€| u (z >> dH" "V dt < 3D ||6]| o (t2 — 1 +1) < +o0, (5.16)
Therefore (5.I3) follows by taking the supremum with respect to € > 0 in (5I6). O

6 Characterization of the limits

In this section, we will show the proofs of a sequence of the main results in each case of Dirichlet or
dynamic boundary conditions.

6.1 Dirichlet boundary condition

In this section, we prove a sequence of the main results which we stated in Section [AI1.21 We note
that the positive constants C; and D are as in Proposition [5.I] and Proposition

6.1.1 Convergence of the measures {y;"” }. »>0,+>0 (Dirichlet boundary conditions)

First of all, in order to prove the convergence of {1’ }e>0 »>0 for all t > 0, we derive an estimate on
the change of the diffuse surface area measures in time. The main idea in the following proof comes
from Mugnai and Roger [29]. In the following, we set

— [ odui* (6.1)
Q

for all ¢ € C.(Q).
Note that we assume that “General assumptions” in Subsection [£.1.1] holds through this subsec-
tion.

Lemma 6.1. Let T > 0 be arbitrary. Then we have, for all ¢ € CX(Q),
[l
sup
e,0>0.J0

e 3
@] ar < (T+3) ol < o (62)
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Proof. Let ¢ be in C1(Q) and T > 0 be any time. From the calculation in the proof of Proposition
B2 we have

d

u,f’a(qi))‘ = ‘/ ep(Out )2 da — / € p(Qus )2 dH ! — / £0u °Vus? -V du

dt Q o0 0 Q

< Iélles ( [ c@urpdr s [ Zo@aney d%’“)
Q o
1
+ §||¢||cl(ﬁ) /Q (e(Ou®)? +|Vu® 7 %) da. (6.3)

Thus by integrating 0 to T' and using the estimates (B.I]), we obtain the conclusion. O

Proof of a part of Lemma[f.2 Let T > 0 be fixed. Choose the countable family {¢y}ren of CH(Q)
which is dense in C,(£2). Since we have sup;ey |15 7 (¢%)|| Bv(0,7) < o0 from (E2) and Lemma [T}
we may apply the compactness for BV functions {u;” “*(éx)}; and thus, by the diagonal argument,
there exist a subsequence independent of & € N (labelled with the same index) and a family of BV

functions { fi }ren such that

w7 (dr) - fre(t) forae. te(0,7), (6.4)
d .. o
(dtuf“”’ (qbk)) L' —— Df, as Radon measures on (0, T) (6.5)
1—> 00

Note that Dfj is a signed measure on (0, T') and a distributional derivative of f;. Generally, the
set of discontinuous points for functions of bounded variations is at most countable and thus we can
choose a countable set S such that, for all k € N, f is continuous on (0, T) \ S.

Next we claim that ([@4]) holds on (0, T') \ S. To see this, we take an arbitrary ¢t € (0, T') \ S and
choose a sequence {t;};cn such that ¢; — ¢ and ([6.4) holds for all ¢;. Defining [a, b] C R by the closed
interval between a and b, then we have, by ([G.3])

it (" (002" ) (1 €) = Jim Dfy(fr ) =0, (6.6)

l—o0 t—00 @Nt

for all £k € N. Moreover, we have
[fe(t) = w7 (D) < [fw(t) = fu(@)]+ [fr(t) = g 7 (D) + 1y 7 (D) — 1z 7 (S0
o d . o
< (0 = ole0] + 1fute) = i ol + | (o™ 001 ) (D] 01

Then we first take i — oo and, after that, take I — oo to conclude that ([G.4]) holds for all ¢ € (0, T)\ S.

Now let ¢ be in (0, T') \ S. Since we have the estimate (5.1I), there exist a subsequence of {¢;};en
(labelled with the same index) and a Radon measure pi; such that p;” 7" — p, as i — oo on €. Hence
we deduce that u(¢x) = fr(t) for all k € N. Since a family {¢x}ren C CL(Q) is dense in C.(€), it
holds that, for all ¢ € C.(Q) and all t € (0, T) \ S,

pe” 7 (@) = pe(9)  on Q. (6.8)

After taking another subsequence (labelled with the same index), we can also ensure that

Ei,

wo " — po  as Radon measures on Q. (6.9)

Therefore we can deduce that there exist a subsequence {;"' " };eny and a Radon measure g on €2
such that, for all ¢ € [0, T') \ S, we have u;" 7" — u; as i — oo on Q. Note that the subsequence we
obtain is same as the one selected in ([6.4) and (6.0 because we can easily see that any subsequence
of the sequence {yu;""“"}; converges to the same limit y; for ¢ € [0, T]\S. Since the set S is countable,
we may apply the further diagonal argument and then we can choose a further subsequence(labelled
with the same index) such that u;" " converges to some Radon measure p; as i — oo on ) for all
telo, T).

Finally, we may conclude that there exist a subsequence and a Radon measure p; such that
pg 7 = py on Q for all ¢ € [0,00) from the fact [0,00) = |, ,[n — 1, n) and by using the diagonal
argument. O
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6.1.2 Convergence of the measures {a* “}.50 ,>0 and proof of Lemma 4.4 and Lemma
(Dirichlet boundary conditions)

In this subsection, we show the existence of the convergent subsequence of a family of {7}, ,~¢ and
we also prove Lemma [£4] and Note that we assume that “General assumptions” and “Uniform
upper bound on the boundary 92" hold in this subsection.

Proof of Lemmal[{4} Let {€)};en and {07} };en be subsequences such that Lemma [£2] holds. First of

all, we show that there exist a subsequence (labelled with the same index) {of;’ 7 }jen and a Radon
measure o on 9 x [0, 00) such that a7 — o as j — 0o on d x [0, 00).
Let T > 0 be a positive constant. Then, from Proposition 5.2} we have for all j € N

T
a7 (09 % [0, T])=/ / &}V aqus 73| dH" " dt
0 o0

T | Voqusir %2 W (us5
§2/ / Voot IE W) ) s gy
o Joo 2 €5

Thus we have the locally uniform boundedness, that is, sup;cy a7 (K) < +o0o for any compact
subset K C 99 x [0,00). Since this shows that we can apply the compactness theorem for Radon
measures, we may conclude that there exist a subsequence (labelled with the same index) {ai" % }ien
and a Radon measure o on 99 x [0, oo) such that Q% — o as j — oo. This completes the proof
of the first claim.

Secondly, we will prove the claims (@Z)) and that v, = 0 in (L?*(«))" as in Lemma L4 We take
any j € N. From [.20), (510), and the fact that o € (0, 1), we deduce that

/O /8Q |ij70j|2 dain o < /O _/39 5;.(8tu69)0§)2 dH" L dt < 0’;— D. (6.11)

Therefore (of;’ %, ij "?7) is a measure-function pair which satisfies the L2-uniform boundedness with
respect to 7 € N. Since we have the convergence such that Q% — o as j — oo on 99 x [0,00)
and we can apply the theorem [20, Theorem 4.4.2.], we may conclude that there exist a subsequence
(labelled with the same index) and a function v, € (L?(a, 92 x [0,00)))™ such that

i [ [ g (0 Vo e = — T g v ot
j—oo Jo a0 71790 Jox[0,00)
= —/ g-vpda (6.12)
0% [0,00)
for all g € (C.(09Q x [0,00)))™ and moreover,
/ [vp|? da < liminf/ / e/ (0pusi73)2 dH™ dt (6.13)
N x[0, o) 1= Jo a0

holds. Here, from (B.1I), we have

Rl ’ ’ o0 6/ ! ’ 2
lim sup/ / 5;(8tu€j7‘71)2 dH" ' dt = limsup o} / / 4 (atuswj) dH 1t dt
j—oo Jo JoQ Jj—o0 0 Joq Y

< (lim 0}) D < o0

J—0o0

=0. (6.14)

Therefore, from (GI3]) and (GI4]), we obtain that v, = 0 in (L?(a))™ on 99 x [0, o) and this
completes the proof of Lemma [£.4] and also the proof of the claim in Remark

The only claim remaining to be proved is on the rectifiability of the limit measure p; and this can
be done in Proposition O

Next we prove Lemma in the following.
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Proof of Lemma[{.0. Since C* is dense in W2 with respect to W' ?-topology, it is sufficient to
show the claim when u° is smooth on 9 x (0, T) for some T > 0. From the assumption in
Theorem [0 we can choose t1, t2 € [0, T] and T'; such that 0 < ¢; < ¢t < T and I'; is a non-empty
connected component of 9 and then we fix these quantities. First of all, from the estimate (4.0,
1), (B5) and the definition of w’, we have the following two inequalities;

to )
Sup/ | AP dt < HP(TY) (f — 1) < o, (6.15)
JENJt JTy
tz . . ~
sup/ / (Voawd| + [8awl]) dH™"dt < Cy(t1, ta, D) < oo, (6.16)
JjeENJt, JTy

where C’l(tl, ta, D) is some positive constant depending only on €2, t1, to, and D. Here D > 0 is as in
Propositon i1l Indeed, we can show (6.18]) in the following way; for any j € Nand 0 < t; < t5 < T,
we have, from Cauchy-Schwarz inequality,

t2 ; 5 t2 ’ ’ ’ ! ’ ’
/ / (IVoouw?| + [0pw’|) d”H"‘ldt:/ / \/QW(uEﬁ"j)(|Vaguaj"’f\+|6tuei’”j|) dH" ' dt
ty JT t1 JI'

G eV aquth o2
S 2/ / EJ‘VE)Q’LL | + W(U ) dr}_[nfl dt
ty JI'y 2 €j

1 [ ;o
+f/ / (0 73)* dH" "t dt
2 t1 JI'q

1
< 2C1(t2 — 1) +2C1 + 3D, (6.17)

where C1 is as in Proposition 5.3l Hence, {w?};en is a bounded sequence in BV (I'y N [t1, t2]).

Since 0N is a smooth (n — 1)-dimensional embedded manifold in R™, we can choose one atlas
(Va, 0a) of 02 at p € T'y such that ¢, : V, = ©q(V,) C R?7! is a smooth diffeomorphism. Replacing
I'y with one of the connected components of I'y NV, if necessary, we may assume that I'y C V, holds.
Then, we can show that {w’ (¢, 1)} en is also a bounded sequence in BV (pq(I'1) X [t1, t2]). Thus,
we may apply the compactness theorem for BV functions to {w’ (w;l)}jeN and then we have that
there exist a subsequence {w’i};eny and W™ € BV (p, (1) X [t1, t2]) such that wii(p; 1) — w> in
L'-topology as i — oo. Defining w™ by @™ (y,) and taking another subsequence (labelled with the
same index), we have that w’i (¢ 1) — w™®(p™1) (L77! @ L1)-ae. in p,(T1) X [t1, ta] as i — oo.
Then, setting u/i := v’ %5 and u™® == ®~Low™, we have that i (p; 1) = u® (¢ 1) (L7 1@ LY)-ae.
in ¢, (I'1) X [t1, ta]. These imply that w/i — w™ and u/" — u> (H" "' ® L})-a.e. on I'y X [t1, ta].

Moreover, from a priori estimate (B3] and the dominated convergence theorem, we have

to to
0 g/ W(um)dH”*du—/ W (u) dH" "V dt < &j,C(t1, ta) — 0, (6.18)
t1 Fl 1—> 00 t1 1-\1 1—> 00
and thus we conclude that u*® = +1 (H"~' ® L})-a.e. on Ty x [t1, t2] and this yields that w™ = +2
(H" '@ L})-a.e. on 'y x [ty, ta].
Now, since I'; # ) is bounded and connected, from Poincaré-Wirtinger inequality on manifolds
(see Lemma in Appendix B of Section [T3]), it may follow that there exists a constant C > 0
depending only on n such that

lw? (t) = wi, )l 2,y < ClIVaow” @)l (6.19)
for any ¢ € N and any ¢ € [t1, t2], where we set
. 1 ,
B(t) = Tty dH™ 6.20
wh, (1) = gz [ w0k (6:20)

From Cauchy-Schwarz inequality and (G.I9]), we may obtain the following calculation;

dH" b dt

2 . to )
/ |w? — wffl dH 1 dt < C/ |V oqu’
t t1J/1

1/

t2 6370; / ’
< 50/ A dH" Tt dt + gaa“’a“ (T'1 x [t1, t2])
t1 1“1 8] 25

C ’ ’
<6CCi(ta—t1+ 1)+ %a%"’n (Ty x [t1, t2]), (6.21)
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where § > 0 independent of i € N will be chosen later. Hence, from ([6.2]) and the triangle inequality,

we obtain
to ]
dH"t dt — / / wlt dH™ !
t1 Iy

to )
/ |in
t1J1

where we put ¢’ := C C(ta — t1 + 1). Here, from the assumption ([@24]), we can choose the constant

co > 0 such that
/ w’t dH" !
I

Therefore, from Lemma [£4] and ([6.23)), taking the limit (¢ — oo) in ([622]), we have

dt<5C + 20—50453‘i"’3'i Ty % [t1, ta]), (6.22)

2 t2
ST (12— ) - li_minf/ dt > co >0, (6.23)
t1

1—> 00

5C" + %a(rl X [t1, ta]) =2 6 C" + %limsup Q%% (T x [t ta])

i—»00
2 t2 ;
> SHPHTY) (b — 1) —liminf/ / wi dH" T dt
3 i—00 t r,
> cog > 0. (624)
Taking ¢ such that 0 < § < &%, we may conclude that the limit measure « is positive on I'; x
[t1, ta]. O

6.1.3 First variations of associated varifolds and proof of Lemma [4.9] (Dirichlet bound-
ary conditions)

In the previous subsection, we have already proved that there exists a convergent subsequence

{ui"’gj}i7jeN for all ¢ > 0. Then, in this subsection, we mainly discuss the first variation of the

/

associated varifold with ;""" and the proof of Lemma 0 Note that the first variation of a varifold
plays a very important role to prove Lemma .9l Note that, through this subsection, we assume that
“General assumptions”, “Vanishing hypothesis for the discrepancy measure”, and “Uniform upper
bound on the boundary 9Q” in Subsection .T.1] hold.

First of all, we associate a varifold with each pf as follows.

Definition 6.2. Let {u® 7}, ,~0 be the solutions to the equations (LTI and p; 7 be as in (LI3).

Then for ¢ € C.(G—1(£2)) and any t > 0, define

Vi (W) = Pz, I—a>? ®a>7)du; (), (6.25)

/m{w,a(.,t)#o}

Vus

£,0 «__
where a® 7 = Nure]

Note that from the definition, we can obtain ||V, 7|| = ui" 7 |{|vus = (., ¢)]20}» hence, by the defini-
tion of the first variation, we may derive a formula for the first variation of V,7 up to the boundary.

Lemma 6.3. Let {u®“}c 550 and p;’? be as in Definition [GA Then, for any e >0, 0 >0,t >0
and all g € (CH(Q))", we have

£,0 g,0 g,0 W/(UEVG) £,0 £,0 &,0
Vi %(g)= [ (g-Vu9) | eAu™7 — ——= | do + Vg:(a®° ®a>7)d&
Q € QN{|Vus 7|#£0}
€|VUE’U|2 W(ue,o—)> . ous:° 1
—|—/ g v ( + dH" —/ (g - Vu® ) ——— dH"
BQ( ) 2 € a0 ( ) 81/
W (us»°
- / ve: L0 (6.26)
QN{|Vus: 7|=0} €
Proof. From the definition of the first variation, we have
vee) = [ V() (I - a7 ®a% ") duf'”. (6.27)
Qn{|Vus- 7 (-, t)|#0}
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Using integration by part, we have

g|Vus 7|2 g|Vus7|? ous? 1
. I _r- - — . - - r _ . eg,oN_— n
/Q(Vg ) 5 dx /asz (g vy e(g-Vu®) £ dH
+/ Vg: (a®7 ®a®)e|Vu® 7 |* do
Qn{|Vus 7 (-, 1)|#0}
+ / (g Vu®%)eAu® 7 dx. (6.28)
Q

Similary by using integration by part, we get

W g,0 W g,0 W/ g,0
/ Vg: Ii(u ) dx = / (g- y)i(u ) dH" ! — / (g- Vue’”)i(u ) dx
QN{|Vus: 7|#£0} € a0 € Q €
W (us°
- / ve 1) (6.29)
QN{|Vus 7|=0} €

By substituting (628) and (629) into (6.27) and recalling the definition of & which is equal to
e|Vu 7|2 L™ — u7 7 where L™ is the n-dimensional Lebesgue measure, we obtain (G.26)). O

Remark 6.4. By recalling again the definition of &7, we have

W(us:° Vué o 2

(Z ) pn_ €l u2 = o 4 (6.30)

Thus, we can rewrite the last term in the left-hand side in ([6.26]) as follows;

€, 0
_/ Vg - ]M dr = / divgd¢; 7. (6.31)
QN{|Vus: 7|=0} € QN{|Vus:“|=0}

Proposition 6.5. Let {¢}}jen and {0’} jen be such that Lemma[]-3 and[{F] hold and let {u537‘73' }ien
be the solutions to the equations (LII]). Then, defining c(t) by

W (usi % VU T2 W (0

¢(t) == lim inf / \Vu # dx +/ J‘ | + (u ) M1
Jes €j Elo)

Ousi* %

ov

’ ’
i AU 7 —

+/ ! |Vush )|
o0

we have ¢ € L}, ([0, 00)) and c(t) < co for a.e. t € [0, 00).

2 g’

d%”‘l> : (6.32)

Proof. Tt is sufficient to show that ([632) holds for a.e. ¢ € [0, T] for every T' > 0 because we have
UZ100, 1] = [0, 00). Let T > 0 be arbitrary. For simplicity, let (¢, o) denote the parameters (¢, o)
in this proof. We set

1(),E O
If’”::/ |Vu® EAug’U—M dx (6.33)
Q
g,012 e,0
1;"0::/ (EWU UC )) dnn! (6.34)
Ele) 2 9
£,0
I§"’::/ £|Vus| Ou ‘d’H" ! (6.35)
00 Cov

From (&I) and (52) and by using Cauchy-Schwarz inequality, we have

T 2 T T 1(n,E,0 2
(/ vaadt) g(/ /dvmzdxdt) (/ [ e (3w - D) M>
0 0 JQ 0o JQ €

T
<2D / ps () dt < 2D?T, (6.36)
0
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and, from the assumption of uniform upper bound ([EI2) and (B3,
T
/ 57 dt < C1T + Co(T), (6.37)
0

and finally, from ([{I2]) and (&3,

T 2 T
( / I§"’dt> < / / e[Vus 2 dH" ! dt < 21T + 2Co(T) (6.38)
0 0 o0

for any €, 0 > 0. Then by using Fatou’s lemma we have

T T
/ c(t)dt < liminf/ (I77 + 137 + I3 7)dt < Co(T, D) < oo, (6.39)
0 0

e, 0—0

where Co(T, D) := 2D VT +C, T + Co(T) +v/2/Cy T + Co(T). This shows that ¢ € L}, ([0, 00))
and thus ¢(t) < oo holds for a.e. t € [0, T]. This completes the proof. O

Next we will show that p; is actually (n — 1)-rectifiable measure on €2 for a.e. t > 0 and a proper
subsequence of the associated varifolds {V,;”7}. ,~0 converges uniquely to the varifold V; associated

Proposition 6.6. For a.e. t > 0, u; is (n — 1)-rectifiable on Q and any convergent subsequence

(Ve %} jen of {Vi7 " Yien, where {el}jen and {o)}jen are such that Lemma [{.3 and [{.4) hold,
converges to the unique (n — 1)-rectifiable varifold Vi associated with py. Moreover, we have

16V (@) < oo, / 16V d < oo (6.40)

for a.e. t >0 and any T > 0 respectively.

Proof. Recalling the assumption in Subsection [£.T.T] that is, the vanishing of the discrepancy measure
&% up to the boundary 99, we now have that, for all ¢ € C,(Q),

4lim/¢d|§f"’o"|20 (6.41)
J—70 JO

holds for a.e. t € [0, 00).

First of all, we show that the limit measure Uglut is (n — 1)-integral in Q for a.e. ¢ > 0. To do
this, we refer to the result by Tonegawa in [43]. The author proved the integrality of the measure p;
under the essential conditions from (1) to (7) appearing in “PROOF OF INTEGRALITY” in [43].
Thus, it is sufficient to clarify that our ingredients satisfy the conditions from (1) to (7) written in
that paper.

From the assumptions we impose in the present paper, we already have the conditions. Indeed,
we can show, what we call, the monotonicity formula for the measure puy’? and its proof is given in
Proposition [[77] of Appendix B (see also [21] 28]). From the assumption that there exists a constant
co > 0 such that

sup &7 < ¢ (6.42)
g,0>0
for any t > 0 (see “Vanishing hypothesis of the discrepancy measure” in Section d.]), Then with this
monotonicity formula, as well as [41, Corollary 6.1], we obtain the estimate

H™ L (spt pur N Q) < C(m) liﬂnj?f ws(€2) < 00 (6.43)

for some constant C'(m) > 0 and every m € N. Therefore, we may confirm that all the conditions
shown by Tonegawa in [43] are satisfied, we may conclude that, for every m € N, there exist a (n—1)-
rectifiable set My C Q,, and a function 6; € L}, .(H"'; M) such that 6; takes the values on N and,
for a.e. t >0,

oo e (U) = /M - 0;(z) dH" () (6.44)
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for any measurable set U C ,. Moreover (6.44)) implies that for a.e. ¢ > 0 and each m € N,
spt g N Q= spt H* 1, -

Taking the above arguments into account, we may show that H"~!(spt u;) < co as follows: From
the definition of §2,,, we have Q,, C Q,,41 for each m € N. Thus from the continuity of Radon
measures, we have

H™ L (spt i) = H"H(spt e N Q) + H"(spt pg N OQ)
< limsup H" " (spt ps N Q) + H"H(09Q) (6.45)

m— o0

for any fixed m € N and a.e. t > 0. Since 0f2 is compact, then it is sufficient to prove that
lim sup,, _, o H" 1 (spt p1t N Q) < 00. From the integrality of o '] q,, for each m € N and (6.44),
we obtain

H"_l(spt peNQy) = ’H"_l(Mt) < 0:(x) d’H”_l(ac) = Uglut(MtﬂQm) < Uglut(Q) < 00. (6.46)
M

Note that, in ([6.46]), we have used the property of ; > 1 for H" !-a.e. in M;. Thus, from (6.45),
(6.44), and the arbitrariness of m € N, we obtain that

lim sup H™ (spt e N Q) < 05 1 () < 00 (6.47)

m—o0

and thus we conclude that H" ! (spt u;) < oo.
In addition, from a standard measure theory (see, for instance, [36], Theore 3.2, Chapter 1]), we
have

m ({m € spt | hmsup pe(Br(@ )3 < s}) < 2" sH™ (st ) < o0, (6.48)

rl0  Wn— 1"

for any 0 < s < co and a.e. t > 0. Letting s go to zero, we have

1 ({x € spt ¢ | limsup 'U(Bi;(nx)f = 0}) =0, (6.49)

rl0 w 1

and thus we obatin

Mt = “tt{ LB

_qrn— 1

} on Q for a.e. t. (6.50)

z|lim sup,. |

Now we prove that, for a.e. ¢ > 0, the total variation |[§V;|| of the first variation of V; is actually a
Radon measure on 2. Note that we only have to show this for any T > 0 and a.e. 0 <t <T.
Let T > 0 be arbitrary and we fix 0 < ¢ < T such that (632), (641), and (E50) hold and

the boundedness H" !(spt ;) < oo is valid. Let {Vf"’gj }jen be any convergent subsequence
of {Vtej "“1Yen and let V; denote its limit. From (6206), (GAI) and the varifold convergence of
vy i ’UJ}JeN, we have for any g € (C}(Q))"

" ’

oVi(g) = lim 6V, " (g) = lim | Ve(o): (I = 0% @a* ) du " (a)

"o "o W/ //, o
= lim < / (g Vsl ) (6}'Au5w"j _ <U>> i
J—00 Q gj
A R
+/ (gl/) ( ]| 9 ‘ + ( 7 ) dH™ !
o0 Ej

" / 8u;’UJ n—1
—/BQJ( VU ) = dH ) (6.51)

Then we have

[6Vi(g)] < c(t) sup |g| < oo (6.52)
Q

for a.e. ¢t > 0, where ¢(t) is as in (632) in Proposition [E5l This shows that we can extend the
domain of the functional §V; into (C.(Q))" and hence from Riesz representation theorem, we have
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that the total varlatlon |6V, is a Radon measure on Q. Since we have ||V, R I = pt“ % and the

subsequence {,ut % }jen converges to gy, we have |[Vi|| = py, which is uniquely determined.

From the above argument, we can apply Allard’s rectifiability theorem to V; and conclude that
V, is (n — 1)-rectifiable varifold on Q. In particular, V; is determined uniquely by ||V;|| = s, and
therefore, this yields that the uniqueness of the limit (n — 1)-rectifiable varifold V; associated with p
(as in Definition FL8) follows. This also shows that f; is (n — 1)-rectifiable on Q for a.e. 0 < ¢ < T.
Furthermore, the calculation in the above shows that the boundedness of the total variation of the
first variation of varifolds shown in (640 holds for a.e. ¢ > 0 and T > 0. Thus we have completed
the proof. O

Considering the all arguments in Lemma 2] and Proposition [6.3] and [6.6] we may conclude that
Lemma is valid.

6.1.4 Proof of Theorem [4.10] (Dirichlet boundary conditions)

In this section, we will prove Theorem [L.I0] that is, the existence of the singular limits of the Allen-
Cahn equations described in (LTT]). Before proving Theorem [ T0] as a preparation, we will show three

propositions. First of all, we show that the first variation in integral form fooo (5Vt€j’gj dt converges

to [ 6V;dt locally in time as j — oo, where the subsequence {V;7%"}jen has the limit varifold V;.
Note that, through this subsection, we assume that “General assumptions”, “Vanishing hypothesis

for the discrepancy measure”, and “Uniform upper bound on the boundary 9" in Subsection EI.T]

%d. Moreover, we only consider the subsequence {¢’}jeny and {0’} en such that Lemma and
hold.

First of all, we show the following proposition;

Proposition 6.7. Suppose that “General assumptions” and “Vanishing hypothesis for the discrepancy
measure” in Subsection [{.1.1] hold, and {€’;};en and {0’ }jen are such that Lemma[]-2 and[{4] hold.

Define a Radon measure [f;"";' on Q x [0, 00) by

:// & |Vusi 7|2 da dt <: // s dt+// e dt), (6.53)
U U U

for any open set U C Q x [0, 00). Then there exist a subsequence {7} (labelled with the same
index) and a function v € (L*(uy ® L, Q@ x [0, 00)))"™ such that 500 =y ® L} in Q x [0, 00),
where p is as in Lemma[f.3, and

‘lim/ / (€] O’ %5 Vufi %) da dt = / /g v dpuy dt, (6.54)
j—oo

for any g € (C.(Q x [0, 00)))™.

Proof. First of all, we show the convergence of the family of Radon measures {[f;"”; }jen and also

show that the limit of [f;""; is equal to py ® L} in Q x [0, 00). The convergence of the measures
is readily obtained from its definition and Lemma Let & denote its li/mi/t, that is, we obtain
that there exists a subsequence (labelled with the same index) such that %% — G in Q x [0, c0).
Regarding to its limit, we should recall the vanishing of the discrepancy measure Etej’gj as j — oo
on € for a.e. t > 0. By the assumption “Vanishing hypothesis of the discrepancy” in Section LIl we

have that &7 @ £} — 0 in Q x [0, c0). Moreover, from the definitions, we may easily see that
B = T @ L € @ L) (6.55)
holds for any j € N. Therefore, letting j — oo, we may conclude that i = lim;_, [LE;’G-; = ® L}

in  x [0, 0o) in the sense of Radon measure.
Next, we prove that there exists a function v € (L2(j1, Q x [0, o0)))" such that

‘lim/ / E 8tu54"71 VugJ’” dx dt = / /g Vd/L( / Vil di(g ) (6.56)
j—o0
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for any g € (Co(€ x [0, 0)))™. To do this, we first define a function v¥i»?, which can be regarded
as the approximation with the normal velocity vector of a seperating front, by

/
., O

E,,U/ El .
L | e Ve st £ 0,
VSTl = |Vu5j7gj| ‘vusjvgj| (657)
0 otherwise.

Then, from the definitions, we may deduce that

/ /|VEJ’UJ|2du51’”J—/ / Opuss J‘ 2dxdt < D < . (6.58)

This implies that the pair (&° P J v ) is the one which satisfies the L2 umform boundedness with

respect to i, j € N. Since we have already had the convergence of i° 2 J, we can again apply the
theorem [20, Theorem 4.4.2.] and thus we may conclude that there exist a subsequence (labelled with
the same index) and a function v € (L?(f, Q x [0, o0)))™ such that

‘lim/ /g VeI dji€i % —/ /g vduy dt (6.59)
j—00

for any g € (C.(€2 x [0, 0)))™ and thus, this completes the proof. O

Secondly, we will show that interchanging limit processes and integral signs of the first variation
of varifolds is valid.

Proposition 6.8. Let {V, 7" }ien be a family of associated varifolds with ;%7 satisfying Proposi-
tion[6.0 and[6.8 for a.e. t > 0. Then we have

T , T
lim [ 6V,"%(g)dt = / 6V (g) dt (6.60)
0

j—=oo Jo
for all T >0 and all g € (CH(Q x [0, 00)))™.

Proof. Let T > 0 be arbitrary. From the convergence of {3V, ”’} ;cn, Proposition B3 and (652) in
Proposition [6.6] we have

imnsup oV, (g, )| = Vi(e( ) < _supJele(t) (6.:61)
jeN Qx[0, o0)

for any g € (CL(Q x [0, >)))" and, from Proposition [65, we have (SUPg 0, o0 18]) € € L([0, T7)).

Therefore, from dominated convergence theorem, we have the equality (6.60). O

Next we show the absolute continuities for total variation measures and L2-estimate for the
modified generalized mean curvature vector.

Proposition 6.9. There exists the generalized mean curvature vector H{:(-, t) in Q such that
HY =v in (L2(|Vi|| @ £}, @ x [0, 00)))", Vilo= —HL(, t) |Vil| in Q for a.e. t >0 (6.62)

holds, where v is as in Proposition [6.7. In addition, assume that o and vy, are followed by Lemma
[Z4 Let Sa v, be as in Definition [Z13 where fi == p; ® Li = ||Vi|| @ L}. Then we have

and there exists the modified generalized mean curvature vector Hy (see Definition [31) such that
Hy [o= HY in (L2(|Vi]| ® L1, Q x [0, 00)))™, Hy belongs to (L2(|Vi|| @ £L, Q x [0,00)))", and we
have Hﬁﬂ\m < D% . Besides, because of the assumption “Uniform upper bound on the boundary 027
in Subsection [{-1.1], we in fact obtain ||Sq,v,|| =0 on 9Q x [0, o).

Moreover, for any 0 < t; < to < 00, we have

Suus + / 5Vl dtH <Vl ®Ll onfix 0, o), (6.63)
0

tz —~ tZ ’ ’
/ /¢|HV\2d||V;|\dt§1iminf/ /sgas(atufwj)?dmdt (6.64)
t1 JQ 1= Jt JQ

for all ¢ € C.(Q x [0, 00)) with ¢ > 0.
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Proof. Take any time ¢ > 0 such that (632) and (41) hold. Let {V,’%’ }jen be a subsequence
converging to V;. From (5.)), (6.26) and (6.41), we have, for any g € (C1(2))" and any ¢ > 0 such
that Proposition [6.5] holds,

oVila(g) = lim |3V, (g)|
J—0o0

1 1
. 3 3
< liminf </ 6;(8tu5j,0j)2 dx) </ |g|2 dl‘/tH)
e’—0 Q Q
1
<t ([l i) <. (6.69
Q

This shows that |[0V;]al < ||Vi] in Q for a.e. ¢ > 0. Moreover, from Riesz representation theorem

and Radon-Nikodym theorem, it holds that, for a.e. ¢ > 0 such that Proposition holds, there
exists a (||Vi|| ® L})-integrable vector-valued function H{(-, ¢) such that

(6Vilo) (g) = - /Q HY (. 1) - gd|Vi| (6.66)

for all g € (C.(2))". Note that, from (665) and (6.60), it also holds that H{* € (L2(||Vi|| ® L}, Q x
[0, 00)))™. Moreover, from Proposition [6.7, Proposition 6.8 (6.26]), and (€.60), we may obtain the
following calculation:

/OOO/QgH%dnvtudt——(/Owamgdt) ()

(o)
=— lim/ /(g-qu;’U;)€; (Opusi> %) da dt
0o Ja

j—o0
oo B ua'»,al- V’U;E{’U{ .,
= }lim/ /g~ - f f f j 5;-|Vu’fjv”j|2dxdt
j= Jo Ja |Vui % | [Vui % |
o0 7 !’ 7 !’
= _lim/ /g~v€f’[’j djifi % :/ g - vdj. (6.67)
7o Jo Ja Qx[0, co)

for any g € (C1(22x [0, 00)))™. Here we note that the following identity holds; for any f € (L?(||Vi||®
LH)",

1 £llL2(vi@ct, x x[0, 00))

su{ [ £-wdvilar | g e €00k 0 000" lelsriecy <1} (669

holds where X is either Q or Q. We refer to Ilmanen [22] for more detail on this identity. Recalling
that fi = ||V;||® £}, from (667), and (6685)), we have that H = v in (L2(ji, 2 x [0, 00)))™. Moreover,
from ([E67), we actually obtain || [;* 6V; | dt|| = || [;° 6Vi|adt| in Q x [0, co).

Now let 7' > 0 be arbitrary number and g € (C1(Q x [0, T)))" be any test function such that

lg| < 1. In order to prove ([G.63)), we need to compute the following: from (G.I2), (626), and (6.56),
we have that

(sa,Vb+/ amgdt)@)://g-vbda—//g-H%uvtndt
0 0 o0 0 Q

— — lim / / (& - Vonui o )e, (Bpus: ) dHm L dt
0 JoQ

Jj—oo
+ lim / / (g Vus %) el (Bpus 7)) dx dt. (6.69)
0 Q

Jj—o0

Recalling the boundary condition Ay i + JéVUE;" %Gy = 0, from Cauchy-Schwarz inequality and
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Lemma [£4] we can show that

o0
’— lim / / (g- Vaﬂue;,ag)gg(atue;,ag)dq_[n—l dt‘
a0

J—00

j—00

.lim/ / g - Vagui J)€ 0’ 6UJ J dHn_l dt
o0 v

1

o / 7 2
< limsup o (// |g25;VaQu€J’Uj|2dH”_ldt>
J—oo 0 Jon
1
2 3
T roor
Ousi'°
X sup // S e
jeN \ Jo Joaa v
hmsupa (// |g|2da> Colts, ts)
j—o0

< (limsup o) (((99) x [0, T)))? Co(ty, t2) < co. (6.70)

]—}OO

Since « is a Radon measure on 99 x [0, 00), we have that the left-hand side of (G.70) is equal to 0.
Thus, we obtain, from (@69), (670), and Cauchy-Schwarz inequality,

'<sa,vb+/ 5VtLth>(g)’§O+liminf<//59(3tu53"’;)2dxdt) <//|g|2th||dt>
0 J—ro0 0o JQ 0o JO

< DY (Vi @ £}@ x 0. T))*. (6.71)

Of course, ([6.70) also yields that S, v, (g) = 0 for any g € (C.(9Q x [0, 00)))™, and thus ||Sa, v, || =0
on 9Q x [0, 00).

Therefore, taking the supremum of the both side of (71 with respect to g, we obtain the
absolute continuity (6.63]) from the arbitrariness of 7' > 0. Moreover, from (6.63) and Radon-
Nikodym theorem, we can show that there exists a (|| V| ® £})-integrable vector-valued function Hy

such that
( v / oVi| th) / /g HVdHVtHdt (6.72)

for any g € (C.(Q x [0, 00)))™.

Next we need to show the three claims, that is, Hy o= H in (L2(|Vi]| @ £E, Q x [0, c0)))™,
Hy belongs to (L2(||Vi]| @ L}, Q x [0,00)))", and ([6.64). First of all, we show that Hy [o= H in
(LA(|Vi]| ® £}, © x [0, 0)))™. From the absolute continuity ([6.63)), the fact that H{ is equal to v in
Qx[0, co) in (L2(||V;||®L}))", [6.65), (6.66), and [6.72), we have that, for any g € (C.(2x [0, )))",

//ﬁvmgdnmdt;/ 5Vilo dt(g) + Sa v, (g)
0 Q 0

= - Viladt(g) +

= hm/ /g Vusi %) »(8tu€;'"’;)da:dt

j—o0

- / 5Vl di(g)
0

o0
| [ gaia (6.73)

Note that since the support of g is in , we have that S, v,(g) = 0. Thus, from ([6.68) and ([©.73)
and the arbitrariness of g, we have that Hy |o= HY in (L2(|Vi]| @ L}, Q x [0, 00)))™.

To prove the second and third claims, we will apply the identity (6.68). Now take any g €
(C.(2 x [0, 00)))™ with ||gHL2(|\VtH®L§,ﬁx[0,oo)) < 1. From (671 and (6272, we have the following
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estimate:

[ gt = |- (Sa+ [~ oviladt) o)

0 Q
gh_minf<// (B 73) dzdt) <//|g|2th||dt>
J*)OO 0 ﬁ

< D3 (6.74)

Therefore, carrying out the approximation (6.68)), we have

o0
/0 /§|HV\2d||V;||dt§D. (6.75)

Finally, we prove (6.64). To do this, we may carry out the approximation argument which is conducted
by Ilmanen in [21] and we are able to apply this method to our problem since the associated varifold

V, is rectifiable for a.e. t > 0. Therefore, considering all the above, we may conclude that Proposition
follows. O

Finally, we prove the Brakke’s inequality ([B3) and this completes the proof of Theorem FET0l
First of all, we show that the (e, o)-approximated velocity vector v ¢ converges to the modified
generalized mean curvature vector Hy on Q.

Proposition 6.10. Let {V, 7" }ien be as in Proposition [6.0, [6.8 and [ Let Hy be as in Propo-
sition[6.9. Then we have

— lim / / Vs %0)e! (Oyus 7 ) da dt = / / g - Hy d||V;|| dt (6.76)
for all g € (CH(Q x [0, 00)))™.

Proof. Let g be in (C1(Q x [0, 0)))". From Proposition 6.6, we have already known that V, 7’’’
converges to (n — 1)-rectifiable varifold V; associated with u; for a.e. ¢ > 0 in the sense of varifolds

and thus we have lim; o, 6V, 7"/ = §V;. From (B63) in Proposition [£3, there exists the modified
generalized mean curvature vector Hy such that

[ [e-mvamia—- (8 + [ vl dt) (). (6.77)
0o Ja 0
Thus, from (669) and (G70), we have
/ /g~ﬁv d|Vi| dt = — lim / /(g-vm}“})e;(atuﬁ}ﬂf})dxdt. (6.78)
0o JQ I Jo Ja
This implies ([676) and completes the proof of Proposition O

Finally, considering Proposition 6.8 6.9 and [6.10, we are prepared to prove Theorem [I0l

Proof of Theorem[{.10. Since we have already shown Lemma[l.2} L4 [4.6] .9 and [6.7] it is sufficient to
prove Brakke’s inequality (8.9). From Lemma[£2] 14 6] and [67] we can take the same subsequence

e; — 0 and 0} — 0 as 7 — oo such that all the claims in Lemma A2l 4] [£6] and hold.

Thus, in the following, it is sufficient to consider such a subsequence. Let ¢ be in C}(Q x [0, 00))

such that ¢ > 0. For any 0 < t; < ty < o0, recalling (5.6) in Proposition and the notation

W (w3 75)
5’.

1 e’ €}, 0} . e}, 0}
= /Q( Lo s 14w >M
to a el o 2
//atasdut ’dt—// ea¢>< L > M de
l/
t2 ]_ ! !’ ! I i !’ t2 El 0',
<[] (-zuseiror reive va ) dodes [ [ aodn? 7t (619)
t, JQ Ej t1 JQ
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Since we have already proved p;”' " — p, = ||V for all ¢ > 0 on Q, the left-hand side of (B79)
converges to that of ([B.9]) and so does the third term of the right hand side of (€279]). Hence, combining

©64) and [676) with [@79) and taking j — oo, we may obtain

t t2 ! !’
/ o d|| Vil ’ < —liminf (/ / 5;¢(8tu€-7””j)2 dz dt)
5 t=ty Jj—oo t1 Q

t2 ’ ’ ’ ’
— lim inf </ / Vo - Vusi%iel(dpu %) da dt)
t1 Q

J—0o0

ta
+/ Lat¢d||W||dt
t1 Q

to ~ . to
< [ [ (-ofvp+vo m) ailas [ [oasavia o5
t1 Q t1 Q

This completes the proof of Brakke’s inequality and thus we obtain Theorem [LT0 O

6.2 Dynamic boundary condition

In this section, we prove a sequence of the main theorems in the case of dynamic boundary conditions,
which we stated in Section [£.2.21 We note that the positive constants C; and D are as in Proposition
B Iland Proposition[B.3land also note that, for simplicity, we only consider the case that the parameter
o is equal to 1, which is fixed in the following.

6.2.1 Convergence of the measures {1 7}.50 (dynamic boundary conditions)

The convergence of a sequence of the measures {u;’ 7 }e=o for all ¢ > 0 can be proved in the similar
manner shown in Subsection [6.I1.Il1 Indeed we can show essentially the same lemma as Lemma
by using the same arguments. Therefore, we do not repeat the proof of the convergence of {157 }-~0
again here.

6.2.2 Convergece of the measures {a® ?}.~¢ and proof of Lemma [.13] and Lemma [4.74]
(dynamic boundary conditions)

From Propostion[G.Iland 5.3l we can also show, in the same manner described in Subsection [6.1.2], the
convergence of the measures {a® 7 }.~o and Lemmal£.13 Moreover, we can also prove Lemma [£.14] in
the case 0 > 1 in the similar manner to the proof of Lemma[£.6l However, as we impose the different
asumptions from Lemma [£.6lon Lemma [£.T4] we will state the precise proof for clarification and thus
show the proof of Lemma [£.I4] in the following. Note that we assume that “General assumptions” is
valid in this subsection.

Proof of Lemma[{.14 Let o be in [1, 0o). First of all, we should say that we can apply the proof of
Lemma [£.6]if we have the following claim; there exist 0 < s’ < co and I'y such that I's is a non-empty
connected component of 92, and the inequality

ta
1iminf/ / w? dH"
J—00 t1 s

holds for any 0 < t; < to < s’. Thus, it is sufficient to show this claim to prove Lemma [£.14l
Now, from the first assumption of the initial data in Lemma T4l we can choose the constants
co > 0 and §p > 0 such that
/ wh dH" !
I'z

Then, from the second assumption, we can also choose the constant «y > 0 such that

dt < %’H"—l(m) (ty — t1) (6.81)

lim inf
j—o0

2
< ¢y < ¢y 465y < g’H”*l(l“g). (6.82)

sug 1 (Q N {dist(z, 9Q) < v0}) < do. (6.83)
Jj€

Then, we may take so > 0 such that
%’H"‘l(I‘g) —Co — 650
%D + C3(70)

0<s0< (6.84)
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where C3(vp) is a positive constant depending only on vy, I's, and D in ([&.2]), which we will choose
later.

Next, we will derive the local energy estimate on the boundary which is important to show (G.8T]).
First of all, we choose a bounded open set U, such that I's C Us and Us N (9 \ T'2) = 0 since
R™ is Hausdorff and T’y is a connected component of 9€2. Moreover, we may choose p > 0 such
that {# € R™ | dist(z, I'2) < p} C Us. Then, recalling the calculation of the a priori estimate in
Proposition or 5.3 and taking the proper test function ¢, € C2() such that 0 < ¢, < 2 in €,
¢y, = 1 on I'y and spt ¢, C Uz, we may obtain, from (5.8) and (&.13),

d j j i, o i, o
7 (/Q Do d,ug) < —/QAQS% dM‘g+A€j(VUJ7 ® Vul? : V2¢,,) dx

) o J, 0 o J, 0 2
—/ Ej(V(;SAm-VuJ’U)Ld"H"_l—/ by, (”) dHm
o0 0 o0

v ov

o[ B (TR WY e
a0 ov 2 Ej

 owie
< 3Dsup|V3¢,,| _/ €;(Vor, -VuJ’U)L dH" !
Q oQ v

87"’%0 ? n—1
*/(99{-:]'0'(]570 <8V ) dH

X 7,002 j, 0
_|_/ a(b’m (EJVU | +W(u )) dHn_l. (685)
a0 al/ 2 5j

The way we construct the proper test function ¢,, is as follows; let doo be the signed distance
function from 902 which is positive in €2. Then, because of the smoothness of 02, we can choose
p' > 0 such that daq is smooth in {|daa| < p'} and, moreover, setting p = min{1, p, 27'p'} and
Fo == min{~y, p}, we can extend dpn + 1 into the function dgg such that daq is smooth on QU Uy,
where Uy, == {z € Q | |daq| < 70}, doq is equal to dag + 1 in {z € Q | |dag| < p} and |dpa| < 2 on
Q. Then, setting ¢, = 13, dp where 1 = 75, is the cut-off function such that sptn C Uy, C Us,
0<n<1,n=1inUs ={z € Q||doal <279} C Us,, and |Vn| < co on ©, then we obtain the
required test function Z;,atisfying 0 < ¢y <2in Q, ¢y, =1 on 09, and spt ¢, C Us,. Then, from
([638), we can have the following calculation;

d j 2 6’U,J’ a 2 n—1
— Gro Aty | < 3Dsup |V, | — g;jon dH
dt Q Q oQNsptn ov

- / i (Vn-Vu? 7)) (Vuh 7 - v) dH™
on

- / £;n(Vdag - Vu? 7)) (Vu? 7 - v) dH"
oQNspt n

. J, 02 j, o
+/ (V- v) <€’|W | + W (u >> dH" !
99

2 Ej
~ . js o2 W(ud°
+/ n(Vdao - v) (EJW“ C, W )) dH!
oQNspt n 2 €j
A
< C3(v0) —|—/ £ 1 (8) (1—o)dH" !
90NU5,, v

- / g;(Vn - Vu? 7)) (Vuh 7 - v) dH™
GQQ(UQ\U;/O )

2

X 7,012 w J, 0
+/ (V’n . l/) (€]|vu | + (u )) dHn_l
20N (U\Us, ) 2 €j

2
—/ 7 <€j|vuj70|2 + W(ujva)> dH"! (6.86)
29N, 2 €j 7

where C3(vp) = 3D supg, |V2¢,| < co. Note that, from the definition of Uz, we have 9Q2NU, \ Uz, =
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() and thus 0Q Nsptn = IQ N Uy, (= T'2). Therefore, from the choice of o, we may obtain

d ; gj|Vud o2 W(uh° _
([ mant) <o~ [ (SR L U gy
dt \ Jo a0NU - 2 €j

. J, 02 J, 0
(5J|vu RLC )> dH"1 (6.87)

2 Ej

< Cs(v) —/

Iz

Therefore, integrating the both sides of ([6.81) over [0, so|, we have that

S0 € vuj,a 2 W uj’U ‘
sup / / < il : | + ( )> dH"tdt < C3(v0) s0 + 2sup (2 N spt ¢,
€;>0J0 JI'y €j e

< Cs(v0) so + 2sup pd (2 N {dist(x, Q) < ~0})
JjEN

< Cs (’Y()) so + 260, (688)

Thirdly, we derive another important estimate on the boundary to show (G.81T)). Taking the distance
function dpq as above, we may extend —dpq + 1 into a smooth function dj, on 2 U Uy, such that
dgsz = —dpq + 1 in Uy,. Note that, from the definition of 7y, we have czgg > 0in QU Uy. Now
defining a function ¢., by 77,;0d~59 + 1 where ny, is in the above, we obtain that ¢, > 1 in  and
|V, < 1. Then calculating the time derivative of [, ¢, dyd (z), we have the following:

d . ) € )
G [ i) == [ o@uroyar— [ Zo, @ty
Q Q o0 o
—/6j3tuj"’Vuj’”~V¢70 dx
Q
< _/ e b (a w4 Vufvv-w%)? dﬁ/ Vs, &V
= S\ 20, a 20, 2

€; ;
- / = sy Dy 72 dp !
oQNU5, 9

<

N | =

i@ = [ 2@ty an, (6.89)
r, 0
Thus, integrating over [0, so] in the both sides of ([6:89), we have
S0 e oy 4 1 . 1
/ / L (0?7 2 dH" " dt < =D sg + 3sup (2N spt ¢, ) < =D sp + 3. (6.90)
0 Jry O 2 jEN 2

Now, we will calculate the time derivative of fF2 w? dH"™ ! as follows; from Schwarz inequality, we
have, for any ¢ € [0, s,

% w! dH" L = / V2W (ud) (Opu?) dH™ 1
FQ FZ

< ( 5 W) am”—l)é (/F2 sj(atuj)QH"*);. (6.91)

€j

Then, integrating over [0, s], where s € [0, s¢] is arbitrary, in the both sides of (6:91l), we obtain

. . S0 7 EN) )
/ wﬂ(s)dH”*L/ wh dH" ! g/ Md%”*dm/ / (O )2 dH™  dt
Ia Iy 0 Ty 0 I's

€j

1
< (QD + Cg(’Yo)) Sg + 5dg, (692)
and thus, for any s € [0, s¢],

/ w () ! , (6.93)
s

1
< <2D + 03(’}/0)) So + 550 +

/ wh H" !
T2
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where we used (G.88) and (G90) in the above. Therefore, for any < t; < t2 < so, integrating over
s € [t1, t2] in ([693) and using the first assumption ([G.82)), we conclude that
) (t2 —11)

to .
lim inf / / w’ (s) H" 1 / wh H
J—o0 ty I's I's

1
< (2D + Cg(’Yo)) So + 550 + Co) (tQ — tl)

1
ds < ((2D + Cg(’Yo)) So + 5o + liminf

J]—00

A

(
< <2H"—1(F2) —¢o — 669 + 560 + co) (ta — t1)
(

3
;7—["_1(1‘2) — 50) (tg — tl) < %H”_I(Fg) (tg — t1). (6.94)

This completes the proof of ([G.8T]). O

6.2.3 First variations of associated varifolds and proof of Lemma [£.17] (dynamic bound-
ary conditions)

In Subsection [.2Z.1] we have already proved the existence of the convergent subsequence { ufj’o}g>0
such that it is independent of t € [0, co). Then, in this subsection, we mainly discuss the first variation

of the varifold associated with ;""" and we will show the proof of Lemma EIT as we discussed the
similar topics in Subsection [6.1.3] Note that we assume that “General assumptions” and “Vanishing
hypothesis for the discrepancy measure” in this subsection are valid.

First of all, we associate a varifold for each j;” 7 as follows:

Definition 6.11. Let {u®7}.~o be a family of the solutions of the equation (LII) and 3’ ° be as

in (LI3). Then for ¢ € C.(G,-1(Q)) and any t > 0, define
V() = / Pz, I—a>? ®@a>7)du; (), (6.95)
Qn{|Vus 7 (-, )]0}

g,0 .. Vu>°
where a® 7 == Nus o]

From the definition, we may obtain ||V," || = u; [ {jvus o (., 1)|0}» hence, by considering the first
variation of V;”, we may derive the same formula as (6.26]) in Lemma

Lemma 6.12. Let {u® 7} 550 and p;’? be as in Definition[GT1. Then, for anye >0, 0>0,t>0
and all g € (C1(Q))", we have

W/ e, 0
Vi (g) = /(g V) <6Aug’” - )> d$+/ Vg (a@7®a>7)ds”
Q € QN{|Vus 7|0}

e,0|2 g, 0 E€,0
+/ (g ) V) (€|VU | + W(u )) dan—l _/ s(g . VUE’U)aL dan—l
o0 o9 ov

2 €
W (us»°
- / Ve 1) g (6.96)
QN{|Vus: 7|=0} €
The proof of this lemma is the same as that of Lemma [6.3] and thus we do not repeat it again.

Proposition 6.13. Let {)}jen be such that Lemma[{.11) and [{.13 hold and let {usff"’}jeN satisfy
the equations (LII)). Then for a.e. t >0,

, , 1 (/€50 e VUE},U 2 e, o
hmlnf </ ‘vu€j70" €;Au5j,0 _ M dl’ +/ ( ]| | + W(U/ )) danl
Jj—o0 Q €j a0 2 e
e, o ausg,a n—1
Jr/asz 5V 7| 5 dH > < 00. (6.97)

We should remark that it is not necessary to impose the ” Uniform upper bound on the boundary”
(#12) in Section LIl as we do in the case of Dirichlet boundary conditions. In addition, recalling that
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the parameter o is positive and fixed, the proof of this proposition is basically the same as that of
Proposition Hence we do not write the proof here again.

Next we show that the limit measure p¢ is actually (n — 1)-rectifiable on Q for a.e. ¢+ > 0 and
a proper subsequence od the associated varifolds {V;”“}.5o converges uniquely to the varifold V;
associated with p7 as e | 0.

Proposition 6.14. For a.e. t > 0, uf is (n — 1)-rectifiable on Q and any convergent subsequence
(Vi 7Y en of {Vi 7 Yien, where {€}}jen is such that Lemma [7.11] and [{13 hold, converges to the

unique (n — 1)-rectifiable varifold Vi associated with ;. Moreover, we have
— T J—
16VZ11(2) < o0, /0 16VZ11(§2) dt < oo (6.98)

for a.e. t >0 and any T > 0 respectively.

We should remark that it is not necessary to impose the ” Uniform upper bound on the boundary”
(#I2) in Section EIlas we do in the case of Dirichlet boundary conditions. In addition, we may prove
this proposition in the same manner as we show in the proof of Propostion Thus, we do not
write the proof again here.

Finally, considering all the claims shown in Proposition and [6.J4] we may conclude that
Lemma [£17 is valid.

6.2.4 Proof of Theorem [4.18 (dynamic boundary conditions)

In this section, we will prove Theorem .18 that is, the existence of the singular limits of the Allen-
Cahn equations described in (ILII)) by taking ¢ — 0 with fixed o € [1, c0). Before proving Theorem
I8 as a preparation, we will show three propositions. First of all, we show that the first variation in

an integral form fooo 5Vt€j 7 dt converges to fooo 0VZ dt locally in time as € — 0, where the subsequence
77V e has the limit varifold V,7.
Note that, through this subsection, we assume that “Generalized assumptions” and “Vanishing

hypothesis for the discrepancy measure” in Subsection .2.1] hold. Moreover, we only consider the
subsequence {¢’} e such that Lemma [LT1l and E.T3] hold.

€

Vi

Proposition 6.15. Let {Vtsj’a}jeN be a family of associated varifolds with uij’o satisfying Proposi-
tion[6.13 and[6.14) Then we have

T , T
lim [ 6V, (g)dt = / oV (g) dt (6.99)

for all T >0 and all g € (C*(Q x [0, 00)))™ with g(-, t) € (CL(Q))™.

The proof of this proposition can be done in the same way as Proposition and hence we do
not write the proof here.

Proposition 6.16. Let {V,” }+>0 be as in Lemmal[].17 and Suppose that a° and v{ are followed from
Lemma[{.13 and 6V |5, and Sue vg are as in Definition[ZI4 Then we obtain

Thus, we may obtain the existence of the modified generalized mean curvature vector ﬁ‘{, (see Defi-
nition [33) and, moreover, HY belongs to (L*(|V7| @ L}, Q x [0, 00)))™ and we also obtain ([E3Y)
and the inequality

<|VZll® Ly onQx [0, o0). (6.100)

/ 5v;mdt+/ SVE [hadt + 0 Sae ve
0 0

t2 t2
/ /¢|H‘{,|2d\|Vf||dt§ li_minf/ /5;¢(atu€w0)2dxdt (6.101)
t1 Q J—o0 t1 Q

for all g € C.(Q x [0, 00)) with ¢ >0 and any 0 < t; <ty < 00.
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Proof. First of all, we show the absolute continuity
10VZ lall < IVl in Q for ae. t > 0. (6.102)

To do this, we take any time ¢t > 0 such that (G97) and the vanishing of the discrepancy measure
{&,"7}jen hold. Let {V;7 7} en be a subsequence converging to V,7. Then, from (51)), [6.26) and

the vanishing of &°°, we have (6.60) in Propostition B3 for all g € (C,(92))™. Thus, by taking the
supremum with respect to g, we have (G.I02). From Riesz theorem and Radon-Nikodym theorem,
we have that, for a.e. t > 0, there exists Hf [o(, t) € (L}, .([|Vz]l, 2))™ such that

6V o) &) = = [ By laCe )&l (6.103)

for all g € (C.(R2))" and, moreover, we have that H{, [o€ (L*(||Vi]| ® [0, 00), £2 x [0, o0)))™ is valid.

Now, given arbitrary § > 0, we can take the function v° € (C'(Q))" such that v°|ga= v,
19| < 1 and sptv? C Qs = {x € Q | dist(z, Q) < §}. This function can be simply constructed
by using the signed distance function d from 02 and extending d smoothly onto Q. Then for any
g€ (Cl(ﬁ x [0, T))", setting g° = g — (g - °)°, we have g°(-, t) - v = 0 on 9 and V7 L, (g) =
SVZ laa(g®). Now let U cC Q x [0 o0) be an open set and g € (CL(U))"™ be any test function such
that |g| < 1. In order to prove (GI00]), we need to compute the following:

(/ 51@"L§th+/ 5VtgLth—|—018aU,vg>(g)

0 0

— [ oV Loty di+ [ oV la(el) i+ [ oV late - g
0 0 0

+ot / g - vy da?
0010, 00)
= lim (/ % <o dt -0~ / / gl (s}@tuaé’UVu‘S;"”)danl dt)
J—0 0 N
+/ SV lalg — g°) dt
0
= lim / / (g5 . Vu‘sé’”)s;-(atuag’”) dx dt + / oV lalg — g‘s) dt
Q 0

J—00 0

<ot ([T [lepawena) + [~ ovelate - ) (6.104)
0 Q 0

Note that, in (GI04), we used Cauchy-Schwarz inequality and (5I). From the definitions of 1° and
5
g%, we have

[ ovetate e = | [

"Bl e il af
// HS (o] d|Vi] dt — 0 (6.105)

as 6 — 0. From dominated convergence theorem, we obtain

([Towtsaars [“ovladrs oS ) @ <0t ([ [ ePaveya)
0 0 0 Q

<D (V7| @ LL(U))? (6.106)

Therefore, taking the supremum with respect to g, we obtain the absolute continuity (G.I00) from
the arbitrariness of U C Q x [0, o) is arbitrary. From this, it follows that there exists a || V|| ® £}-
integrable vector-valued function HY, such that

oo

/ SVe L at + SV ladt+ 0~ Sar vy = —HY Vi ® £} on Q x [0, o), (6.107)
0 0
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Next we will show that the Radon-Nikodym derivative HZ belongs to (L2(||V7||@LE, ©x[0, 00)))™.
To prove this, we again use the approximation shownin (G.68)) in the proof of Proposition [6.9 as follows:

let g € (CX(Q x [0, 00))™ with I8l L2 v joct, @x(0, 00)) < 1- Then from (6.104) and (E.I05), we may
compute as follows: / (

o e > ’ % oo %
[aggapya < s ([7 [ S@aoaca)” ([ ] e )
Q ] 0 Q 0 Q

T
—+/ SV |a(g — ') dt

<D} 4

/ 5V g — &°) dt

—D? asd—0. (6.108)

Here we used the estimate (5.1]). Hence, from (G.68]), we have
oo ~
/ /7|H‘{,|2 d|ve | dt < D. (6.109)
o Ja

Therefore we may conclude that ITI{'/ belongs to (L2(||V,7|| @ L}, Q x [0,00)))™ and thus we conclude

that Itli’, is actually the modified generalized mean curvature vector.

Finally we need to prove (G.I01]) for all ¢ € C.(2x [0, 0o)) with ¢ > 0. To prove this, we may carry
out the approximation argument which is stated by Ilmanen [2I]. We can apply it to our problem
because the associated varifold V,7 is (n — 1)-rectifiable on  for a.e. t > 0. Therefore, Proposition

follows. O

Considering all the claims in Proposition and [6.16] we obtain the absolute continuity (313))
and the estimate ([£38).

Now we prove Brakke’s inequality ([B.I5]) and this completes the proof of Theorem I8 First
of all, we show that the e-approximated velocity vector converges to the modified generalized mean
curvature vector HY, up to the boundary.

Proposition 6.17. Let {ij’o}jeN be as in Proposition[6.13 and[6.14) for a.e. t > 0 and let Itli’, be
as in Proposition[6.10. Then we have

lim/ /(g-vufévﬂ)s;(atw ) da dt = / /g Y, d)| Ve dt (6.110)
J—00 0 Q

for all g € (CH(2 x [0, 00)))™ with g(-, t) -v =0 on IN.
Proof. Let g € (CX(Q x [0, >)))™ be such that g(-, t) - v = 0 on Q. We have already shown that

V:j’g converges to V7 as j — oo for a.e. t > 0 and

lim/ SVE di(g / SV, di(g (6.111)

j—o0
for any g € (CL(2 x [0, 00)))". Furthermore, from the choice of g, the third term of the left-hand

side in (@96]) vanishes if we substitute g in ([G96l), and we have g = g — (g - v)v on 99 x [0, c0).
Therefore, from (6104), ([€I07), Proposition [614] and [616, we obtain ([GIT0). O

Second, we will show the following inequality.

Proposition 6.18. Let v] and o be as in Lemma[{.13 Then we have
/ o|vi|* da” < liminf/ / e p(Duss 7)2 dH™ dt (6.112)
0o Joq J7ee Joo Jaq

for all ¢ € CL(Q x [0,00)) with ¢ > 0.
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Proof. Let ¢ be in C1(Q x [0,00)) with ¢ > 0. Since a’ is a Radon measure on 99 x [0, 00),
(Ce(09 x [0,00)))™ is dense in (L?(a, 9§ x [0,00)))™ and thus we can choose the sequence {g7, }men
of (Ce(09 x [0,00)))™ approximating v in L?-norm. Here the sequence {¢g7, }men is also a subset
of (C.(0 x [0,00)))"™ and then, from (5IJ), o = 1 and Cauchy-Schwarz inequality, we can compute
as follows:

2 2
90 x[0, 00) j—o0 890, 50)
(/ ¢|g;;|2da0>
890, 00)

x | lim inf / e oD ) dH" " dt (6.113)
0N x 1[0, 00)

IN

j—o0

for all m € N. In (GII3]), we used the convergence of {of}"’}jeN in the sense of Radon measures.
Then, from the definition of {g7, },men, we can show

2 2
—/ dgy, - vy da’ | ——— / o|vi|* da” (6.114)
00x[0, o0) m=—00 900, c0)

/ olgy,|* do” —— B|vy|? da”. (6.115)
0% [0, 00)

M=o Joax[0, o)

Therefore by substituting ([G114) and (6115) into (6I113), we obtain ([E.112). O

Finally, considering all of the above arguments, we can prove Brakke’s inequality (B.I5) and
Theorem E18

Proof of Brakke’s inequality. In Lemma ELIT] and B3] we can take the same subsequence {€’};en

such that ;7" converges to pg on € for all t > 0 and a7 converges to a on J€ x [0, o), and

thus it is sufficient to consider such a subsequence in the following. Let ¢ € C(Q x [0, 00)) be such

that ¢ > 0 and V¢(-, t)-v =0 for any t > 0. For any 0 < t; < t3 < oo, from (5.6) in Proposition [5.2]
W (u %)

and the notation f°7 = —59Au83'"’ + —_—, we have that
’ to t2 1 / 2 ’ / g/.7g'
’usjyrr((é) :/ / _7/¢(f€j,¢7) +fsj’”V¢'Vu€j’”dx+/atcﬁdutj dt
t=t; t Q € Q
I :
- — / / qﬁe:;(@tuei"’)z dH™ 1t dt (6.116)
0 Jt; Joo

Since 4;” 7 converges to ug = ||V;|| on Q for all ¢ > 0, the left hand side of (B.II6) converges to
that of (BI5) and so does the third term of the right hand side of (EI16]). Hence, combinig (6101)),
(E110) and (EI112) with (EII6) and taking j — oo, we obtain

t t2 , t2 ~
/¢d||v;f|| * < _liminf (/ /e}(@tufj"’)dedt> +/ /w-Hwnvmdt
Q t=ty J—ro0 t1 Q 11 Q

t2 ]_ t2 ’ /
+/ / 3t¢d||‘/}|\dt—liminff/ / 5}¢(3tu517”i)2d}[”_1 dt
t1 JQ J7oo 0 Jyy Joan

to _ _ 1
< [ [olfe P+ vo- By c a0 dveld - [ ovgPdas. 67)
t, JQ 0 JoQx[t1, ta]

This completes the proof of Brakke’s inequality. Hence we obtain Theorem .18 O
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7 Appendix
7.1 Appendix A

In this appendix, we show two results whose proofs are based on the maximal principle; one is that
the absolute value of a solution of the Allen-Cahn equation (IIIl) with o > 0 is bounded by 1 in
Q2 x (0, T for given T > 0, namely, we show

sup |u®7| <1 (7.1)
Qx(0,T]

for any €, 0 > 0 (see Proposition [(I] for more detail). The other one is that the discrepancy measure
&7 associated with the solution is bounded from above in Q x (0, T for each T' > 0 uniformly in €
and o under several technical assumptions (see Proposition for more detail). Note that the proof
of the second result is inspired by [28 Proposition 4.1]. Before stating and proving the propositions,
we fix some notations as follows;

ne€Nwithn>1,T>0

Q) C R" : a bounded domain with smooth boundary

Qr =0 x(0,T), Q% :=Qx (0, T], and 9,Qr = Q7 \ Q%

K1, -, kn—1 : the principal curvatures of 92

II, : the second fundamental form of 92 with the outer unit normal v

Now we are prepared for the claim.

Proposition 7.1. Assume that the solution u®° of the Allen-Cahn equation (LII)) is in C?(Q x
(0, T)) for each T > 0 and supq |ug | < 1 for any €, o > 0. Then it holds that, for any e, o > 0,
SUPQx (0, 00) |47 7| < 1.

Proof. Tt is sufficient to prove the estimate for the time interval (0, T for any 7" > 0. Defining a
function w by w(z, t) = ((u°(z, t))> — 1) e for any (z, t) € Qr where we set v := %, we may
have

Ow — Aw = —ye ((u®7)? — 1) +2u® 7 du® 7 e — 207 Au7 e — 2e7 VUS|

= —yw + 2u"7 e (0T — AuS ) — 2e 7V Vu 7|2
_ 1 _
= —yw +2u" et <€2W’(u€"’)> — 2e 'Yt|Vu€"’|2

4
= —yw+ jefwt(us,a)2(1 o (UE,U)Q) o 267~/t|vu5,a|2
€
= —qw — yw(l + e'w) — 277 VuS
= —2yw — ye"'w? — 27| Vus 72 < —2yw in Q x (0, T7. (7.2)
SettingﬁQ; = {(z,t) € Qr | w(z,t) > 0}, we have, from the assumption in the above, that
Q}' C Q x (0, T|. Here, if either u®»? = +1 or u®? = —1, then there is nothing to prove. Hence,

we can assume, in the following, that u®»? % +1 and this implies QJTr # ). Now, since 2 is bounded,
there exists a point (xg, to) € Q7 such that maXg-w = w(zo, to). Assume, for a contradiction, that

(z0, to) € QF. From the assumption that |ug “| < 1, we have that w(-, 0) < 0 and thus, ¢y # 0. If
xo € Q, then, from the maximality of w and g # 0, it holds that d;w(zg, to) > 0 and Aw(zy, tp) < 0.
Thus we have that

0 < drw(xo, to) — Aw(xg, to) < —2yw < 0  at (zg, to), (7.3)

which is a contradiction. If xg € 99, then, from the maximality of w at (zo, t9), we have that
Vw-v >0 at (zg, tg), where v is the outer unit normal of 9Q2. From the boundary condition in the
equations (IIT]), we have that

0< 0w+ oVw-v=—ye " ((u®7)2 = 1)+ 2u"70u" e " 4 20us 7 e 'Vus v
= —yw + 2u®’ e_"’t(atua’ T+ oVus -v)
=—yw <0 at (xo, to), (7.4)
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which is also a contradiction. Therefore, both cases lead us to get a contradiction. Hence, for any
(,t) € Qr, w(z, t) < maxg-w = w(zo, to) < 0, in other words, |[u*7(z, )] <1 holds. O

Next, we will show the upper bound of the discrepancy function £ 7 in Q x (0, T'] for given T' > 0.
Recall that £57(x, t) is defined by
€ e, 0|2 1 e, o
STt P, £) - W), 1) (7.5)

for any x € Q and ¢ > 0 (see also [[LTH]). Precisely, we will prove

Proposition 7.2. Let @ C R" be a convex set and let T > 0 be any number. Assume that the
solution u® 7 is in C3(Qx (0, T])NC?(Q x (0, T)) is of the Allen-Cahn equation (LII) and that there
exists a constant co > 0 independent of €, o, and T such that supg &7 < co for any e, 0 > 0. Then,
if u® % satisfies the condition

0

a(VUE’U )2(t) < cpoe e on 90 (7.6)
at t € (0, T| for any e, o > 0, then it holds that
sup §77 < ¢ (7.7)
Qx(0,T]

for any e, 0 > 0.

Remark 7.3 (Comparison between the assumptions [@I2)) and (T6]). Let us recall that, in Section
[41] we impose the similar assumption to ([[.6) on the gradient of the solutions u* ¢ in direction to
the outer unit normal of 9Q (see ([LI2) for the precise assumption)and we can actually see by simple
computation that the assumption (6] implies the assumption [@I2]) in Section A1l Indeed, from
([C6) and solving the differential inequality, we obtain

(Va7 - 0)2(t) < coe e 4 (Vug? - v)?  on 00 (78)

for any t € (0, T]. Thus, integrating over 92 x [0, T] on the both sides of ([.8]), we have

/T/ € (0w QdHnldt<co(1e"T)Hnl(BQ)JrT/ e (24577 g (7.9)
0 le) 2 8V - 20' o0 2 61/ ’ ’

We observe that the right-hand side in (9] is uniformly finite with respect to both € > 0 and o > 0
since 071(1 — e ?T) — T as 0 — 0. On the other hand, we note that the condition ([@IZ) does not
necessarily imply the condition (Z.0)).

Proof. Defining the function €57 by 5870(95, t) == 71¢%9(x, t) and employing the argument in [28]
Proposition 4.1], we may compute as follows; for (z, t) € Q x (0, T] with |Vu® 7 (z, t)| # 0, it holds
that

2w’

a ce, o _A~a,a < g ce,o _ ___“""
3 &7 = ¢ £3|Vus o2

VEST . Vus 7, (7.10)

Since Q is bounded, there exists a maximum point (2, to) € Q x [0, T of €59, Suppose by con-
tradiction that €59 (20, to) > coe L. If we are able to derive a contradiction, then we obtain
maxg, 1o, 7 €57 < cge T and thus it holds that

“max &7 = max e7le 57 <" Tege T = ¢ (7.11)
Qx[0,T] Qx[0,T]

Thus to derive a contradiction leads us to complete the proof of Proposition[.2l First of all, if tg = 0,
then from the assumption on &;'” we have

co=coe 7 <max£57 = e 757 () < co (7.12)
)

which is a contradiction. Thus we may assume that ¢y # 0 and 6t£5’“ > 0 at (zo, to). Moreover, if
|Vu® 7| (xo, to) = 0, then from the definition of and the assumption on £ 7, we obtain

e, o
0<cpe < m@xés"’ < —e“’tom

< 7.1
: — <0 (7.13)
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which is a contradiction. Hence we may also assume that [Vu® 7 |(xo, to) # 0 in the sequel.
Now we consider the case that xy € €. In this case, by the maximality of {57 we have

Vgs’o(l‘o, to) =0, Ags’g(l‘o, to) <0 (714)
and thus from (ZI0), (ZI14), and the assumption that €57 (zo, to) > coe T > 0, it holds that
0< 97 — AT < —0E57 <0 (7.15)

at x = x¢ and t = ty and this is a contradiction.
Next we consider the case that 2o € Q2. From the assumption (IZ.€) and by recalling the boundary
condition of the Allen-Cahn equation (LII]) and using the maximality of £59, we obtain

x z P 0
0§8t§6’0+UV§5’”~V:—U{‘E"’—&—% - <|v & ff|2+a |vu€ 0|2> (7.16)
at x = x¢ and t = ty. Now let us recall the following identity:

10 5 5 1%}
28t|v 0] + |V | = ia(VU V)2 + o1, (Vaqu, Vaqu) on 99 x (0, T] (7.17)

for any smooth function v which satisfies ;v + oVv - v = 0 on 9Q x (0, T']. We prove (.I7) later.
By applying (TI7) to u ° and from the assumption (7.6), (ZI6)), we have that

1

0
%efato (at (v g, 0, I/)2 4 2O'HV(VBQUE’U, vaﬂus,a)>

~ E _ _ _ _
< —0&57 + 3¢ 7t ¢y e e 0T 4 g e I, (Vaqus 7, Vaqus )

0< —0&57 +

<057 4 co%e_”T +0 (7.18)
where we have used the convexity of 2, namely, the fact that if Q is convex, then II, (X, X) < 0 for
any tangential vector X to 9§2. Thus, by recalling the assumption that £57(xg, to) > coe T, we
obtain B o

cooe T < g &5 (xo, tg) < coge_”T, (7.19)

and since ¢ > 0 and ¢y > 0, this is a contradiction.

Now we show the identity (ZI7). This sort of identity on the boundary is treated by many authors,
for instance, [7], [28], or [39]. Let (x, t) € 02 x (0, T] be any point and v be any smooth function
satisfying the equation d;v + oVv-v = 0 on 9Q x (0, T|. Without loss of generality, by rotation and
translation we may assume that 0€) is a graph of some function near x = 0 € 92, namely, there exist
open sets U/ C R ! and U C R™ with 0 € U’ and 0 € U and a smooth function ¢ : U’ — R such
that 90N U = {(«/, ¢(z’)) | ' € U’} and

0%¢

/

»(0) =0, V'¢(0)=0, D007, (0) = Kidy; (7.20)
where V' = (0y, -+, Op—1) and {K;}i=1,... .n—1 are the principal curvatures of 92 at © = 0. For

convenience, we set k, = 0. In this setting, the outer unit normal vector v on the boundary 02N U

is given by .
v(z', ¢(z')) = W(—V P(z'), 1). (7.21)

Then from the boundary condition of v and (Z21]), we obtain

Ozﬁtv—i—

L 9¢ v D ) (722)

\/1+|V’ 2( < Ox; O 3xn

Differentiating the both sides of (£22)) at x = 0 with respect to z; and using (Z20)), we obtain

n—1 2
0 (D) azaa¢ oo | 0 (av)zo (7.23)

;0% 31’2 ij 0z,
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at 2’ = 0. Then, multiplying % to both sides of (Z23) and summing over j =1, .-+, n — 1, we
J
have from ([Z20) that

926 v, v 0%
0= Z 8% (“)xj (Orv) = Z Z axzawj 8:52 Z axj 0z, 0z
n—1 n—1 81}
Z < 9x; Ot ( ) Z Z“ ”a Z < 9x; O,y (axj)
(e 81}

= |V’ Z/@
- |v’ azm <) +07—|V 2 (7.24)

at 2/ = 0. Moreover from the choice of ¢, we have

1
+o5V(Vo?) v

2 2
i (5ar) —ai (&) 2
at ' = 0. Therefore from the assumption, (Z.24]), and [Z.25]) , we conclude that
e+ I = O <gv>2+0§m (;)2 (7.26)
holds at 2’ = 0. Therefore, recalling from the definition of II,, that
n—1 v\ 2
1L, (Vaqu, Vaqu) = ; Ki (8;@) ; (7.27)
then we conclude that ([ZI7]) is valid. O

Remark 7.4 (Necessity of the assumption (Z.8])). In the case of Neumann boundary conditions, we can
show the upper bound of the discrepancy measure via the maximum principle. To see this, we refer
to the work [2I]. Indeed, if we have the initial data ug ” satisfying |ug 7| < 1 in Q, then |[u®7| < 1
in Q x (0, T from the maximal principle (see also Proposition [C1). Hence we may define a function
d=? by

A5 (z, t) = (¢°) " (u>(x, t)) (7.28)
for any (z,t) € Q x (0, T| where ¢°(s) := tanh(¢~'s) for s € R. This function d*(-, t) can be
regarded as the approximation of the signed distance function from the zero level set of u® (-, t).
Then we have that

€7 (@1) = 5 |6 (@) (Va7 [2 = SW(g* (@) = TW (g (@ )(Va P ~ 1), (7:29)

where we used the fact that §|(¢°)'(d*)|> = LW(¢(d*?)). Thus it is sufficient to show that
w(z,t) = |Vd(x,t)[> — 1 <0 for any (z, t) € Q x (0, T]. In order to use the maximum principle, we
assume that w(z,0) < 0 for any z € . Then in the same way as the computation shown in [21 p.
432], we obtain
2(¢°)"(d=7)
€

2q€(d676) Vds,d . Vw _
3

dhw < Aw — |V [Fw (7.30)

in Q x (0, 7).
In addition, the Neumann boundary condition for d*“, the convexity of 2, and (CI7) imply that
Vw-v <0 on 0N for t > 0. Therefore, the maximum principle yields w < 0 for any = € Q and ¢ > 0.
On the other hand, in the case of dynamic boundary conditions, we are unfortunately unable to
obtain such an estimate as

4o <0 (7.31)

on 02 x (0, T]. This is because we might fail to control the gradient in the direction of the unit normal
vector of the boundary in time without any conditions. Hence so far we need such assumptions as
([C6) present in Proposition in our situation.
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7.2 Appendix B

In this appendix, we prove the vanishing of the discrepancy measure only in the interior of a given
domain under some constraints, namely, we show that there exists a subsequence {¢; };en, independent
of t > 0, such that [£7°7| — 0 as j — oo in measures on ) for a.e. t € [0, 7] and any ¢ > 0.
Before stating the claim, we give some constraints to prove the vanishing of the discrepancy measure.
Precisely, we assume that the domain €2 is convex and the solution u* ? of the Allen-Cahn equation
(LI1)) is smooth and satisfies the following assumptions:

1. supq |ug 7| <1 where ugy 7 (+) = u® (-, 0) in Q.

2. There exists a constant ¢y > 0, independent of ¢, o, and T', such that supg ;7 < c¢o where &7
is defined by

€ - W(ug?)
§|Vu8’ > — % (7.32)
3. Forany T'> 0, &, 0 > 0, and t € (0, T, it holds that
9 €, 0 2 -1 _0(t-T)
&(Vu T )i(t) < cgpoe e on 9f. (7.33)

Note that this condition is also present in Proposition in Appendix A.

As we prove Proposition [ Iland[7.2]in Appendix A of Section[7 from these assumptions in the above,
the two estimates
sup |[u®7] <1, sup €57 <c¢g (7.34)
Qx(0,T] Qx(0,T]
holds where cq is as in the last assumption above.

Now we are prepared to show the main claim of this appendix. Before stating the claim, we
give some notations and facts. Let & be the discrepancy measure for any ¢ > 0, which is defined
by £59(x, t)L™(x) for each t > 0 where £ 7(z, t) is shown in (LIH). Recalling the estimate that

77 < py? on Qx (0, 00), we have that sup, ,~0& () < D where D is as in Proposition 5.1l
Then, setting €7 = [£7| ® £} with a little abuse of notation, we can choose a subsequence
{€%97} jen converging to some Radon measure {7 in the sense of Radon measures in Q x (Ty, T') for
any 0 < Ty < T'. In this setting, we prove

Proposition 7.5. Let Q2 C R"™ be a bounded and convex domain with a smooth boundary and o > 0
be given. Assume that {u®}.s0 is a family of the solutions to the Allen-Cahn equation ([LII) such
that u® 7 satisfies the three conditions shown in the above. Then it holds that €7 =0 in Q x (T, T).

Remark 7.6. For simplicity, we will show Proposition without indicating the parameter ¢ > 0
because the parameter o > 0 does not affect the estimates in the interior Q2 but only on the boundary
on.

The proof of Proposition [75lis based on the argument shown in [2§].

First of all, we will derive the monotonicity formula in the interior (2. The monotonicity formula is
the key estimate to prove the vanishing of the discrepancy measure. The proof is based on the results
by Ilmanen in [2I], Chapter 3] and Mizuno and Tonegawa in |28, Porposition 3.1]. Before stating the
detail, we will give several notations; first we define 2,,, C R™ for any m € N by

1
Q= {x € Q| dist(z, 02) > m} (7.35)

and define dy > 0 by
dp = ||principal curvatures of 89”;; (7.36)

Here if 02 is flat and thus the principal curvatures are all zero, then we set dy as 1 instead of co.
Secondly, for any m € N, we choose a smooth and radially symmetric cut-off function 7, in such a
way that 7, satisfies

0
0<nm <1, %(33) <0 forzeR"\{0}, sptnC B.(0), mm=1onB_(0). (7.37)
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Lastly, for any y € R™ and s > 0, we define the backward heat kernel p(, ¢ by

R S
P ) = e ¢ p( 4(s—t)> (7.38)

for any z € R™ and s >t > 0.
Now we are going to prove the following proposition which gives us a version of the monotonicity
formula shown in [21] 28]:

Proposition 7.7. Let m € N be such that m > max{dy, 3}. Then there exists a constant C; > 0
depending on m and §2 such that, for any y € Q,, s >t >0, and € > 0, it holds that

d 2(s—t)i / = €, 0 2(s—t)% / ﬁ@ s) e, 0
3 < 3 N .
dt (e o Ply, ) iy " (x) | < e Ci+ 0 2(s — 1) g (x) (7.39)
) 1s defined by

where ﬁg <

Ply, (@5 1) = (T =) pry, ) (2, 1) (7.40)
for any x, y € R™ and s >t > 0.

Proof of Proposition[7.] The proof of this proposition is based on [28 Proposition 3.1]. Let m € N
with m > max{dp, 3} and € > 0 be any and fixed. Moreover, we take any y € Q,, and s > ¢t > 0.
Then by definition, we can easily see that n,,(x —y) = 0 for any x € 9Q and y € Q,, and thus it
holds that spt /37(7;7 s)(~, t) C Q for any s >t >0 and y € Q,,. Hence, by employing the computations
and estimates except on the integrals over 92 obtained in 28 Proposition 3.1], we may have

d ~m ~m 2~m (aa ) Vﬁ@vs))z o2
%/Qp(y,s) dpy < /Q <3tﬂ(y,s) + U —a"®a%) : Vply o+ T e|Vu® 7| dx
2
VUE, g Vﬁnz s
— / Eﬁz,s) (VE + — (v, )) dx
Q Py, s)
= [ @i+ AT, ) a6 (7.41)
where a° = |Vu®?|71Vu® 7. Now we consider the first term of (Z4I)). By simple computation, we

have the fact that
(a® - Vpy, 5 (z, t))?

Op(y. (T, t) + (I —a® ®@a®) : V3p, o (2, t) + =0 (7.42)
(y,$) (y, ) p(%S)(x’ t)
for any z, y € R" and s > ¢ > 0. From the definition of p,, ), we have
(z, 1) < ! e ( ! ) <ém" ! (7.43)
Ply, )Ty 1) S —————F 5 eXp | ———F—= cm .
(<) (2 (s — 1))"5" 64m?2 (s — t)

for any x, y € R™ with |z —y| > ﬁ and s >t > 0 where ¢ > 0 is a constant independent of m. Thus,
from (Z42)), we may compute as follows:

(ae . vﬁm . )2
/ <8tp~@75) + (I —-a*®a"): V2ﬁ’(z’s) + % | Vu|? do
Q Ply.s)

€ € as - Vﬂm 2 €
N /Q <(I —at®a%): Vi Ply.s) T2V - Vp(y,s) + (T]m)p(%s)) el Vel do

|z —y| )
< C1 P(y,s) T C2 Py, s +SUP||V "7m|CQP . 2d,u5(x)
/B%\len(y)( (v:2) 2(s —1t) (:8) T2 o2 Py, ) ¢
C3 1
< duf(r) ——— exp(— ——5——
/B}\B;(y) i )(s—t)# ( 64m2(5—t))
<cam™ ' sup p5(Q) <cam™ ' D (7.44)

g,t>0
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where ¢; = ¢;(m, Q) for i € {1, 2, 3, 4} is a constant depending only on m and . Next we consider
the third term in (Z4I). From the similar computations done in (T44)), we may also have

~m ~m € |$ — y‘ ~m ﬁznﬁ €
/Q (3tp(y,s) + AP(%S)) d; (z) < /Q (Mp(y,s) - 2(Sy7 )t)> dé; (x) (7.45)

for any y € Q,, and s >t > 0. As for the first term in (43]), we have

[z —yl . [z —yl .
S Py ) A€ (1) < S Py ) A ()
o 2(s—t) e anflo—yl<(s—tty 2(s — )"

|{E - y‘ ~ €
+ 1 A i (@)
anfla—yl>(s—n i} 2(s =)D
1
< —+ o dus(x) +di D 7.46
< st P i)+ (7.46)
where d; > 0 is a constant depending only on Q. Thus from (Z41]), (C45), and (T-46]), we obtain
4 ot e [ S00ag@ e L [ aiw
dt Jo a2(s—1) 2(s—t)1 Jo ¥

for any y € Q,, and s >t > 0 where c5 is a constant depending on m and 2. Therefore we obtain

i 2(sft)i 5 d s( ) _ e2(s—t)a m g 5( )+ 2(sft)%i 5 d 5( )
dt € Qp(y,s) My (T - 2(8—t)% Qp(y,s) My (T e dt Qp(y,s) i (T

1 o
< 2(s—)1 (y,s) = .
<e (05 D+ /Q 205 — 1) dé; (z) (7.48)

for any y € Q,, and s >t > 0. O

By applying the monotonicity formula shown in Proposition[7.7] we may prove the density estimate
of the Radon measure p; only in the interior €.

Proposition 7.8. Let T > 0 be fized and m € N be any such that m > max{dy, 3}. Then there
exists a constant Do = Do(T, m) independent of € and o such that

p (Br(y) N Q) < Dor™! (7.49)
foranyy € Qp, 0<r< Lt >0,0>0, andt>T.

Proof. For t > T and 0 < r < 1, we set s := £+ r?. Integrating the both sides of (T39) over
te[t—Z, i, we obtain

" ~m h o P24 TYyE ~m . T , O
62 ’ /Qp(y,s)(x7 t)d/u‘? (.I) < 62( +z)d /Slp(y,é) <l‘, t— 2) 7d:u;71(1‘)

2
i
1 V4
-l-/ 2= oy 4 Wc(]l dt
i-z (s —t)2
2, 7\1 B ~ T .
< 20 +5)1 /ngﬁs) <x t— 2) ,du?_%(ﬂf)

1 i Voo
pepi (T 47“01 dt (7.50)
2 i-z (s—1)2

where we have used (Z7) and the fact that [, (47 (s —t))"2pdax < 1. The last term on the right-hand
side of ([C50) can be estimated from above in terms of the constant which depends only on T and m.
Recalling the definition of 7,,, we have that n,,(x —y) = 1 for any = € B% (y) and thus, from the

fact that s = £ +r2 and (Z50), we can compute as follows:

1 _\1*y|2
e 1 e, 0 nm(x - y)e ar? €, 0
(B (y) N s/ T e
(47r7"2)T1 i (B ) B, (y)NQ (4mr2) = i)
3 A o
< et /Q 7 (s £ dpis>? (2). (7.51)



On the other hand, we can compute the second term in (Z50) as follows:

2(r2+2)%/ ~m ( ;o T) 0 224+ 1)1 / 1 0
e 2 Nl t ,dp °r(z) <e 2 — dyp; r (x
Qp(y75) 2 /’tti%( ) O (47]’(’,"2 + %)) = u’t*%( )

1 1
S62(1+%)4 / jduz,_(%(x) <
a( 2 2

2 T) T (@rT)T
(7.52)
Therefore from (C50), (ZE]]), and (T52), we obtain
-1 201+5)% L O m)T
e 4 e, 0 e 2 2(1+Z)4 1(m)
7717/,1“ BT y ﬁQ S 7H7D+e 2 <+ V47TC C T 753
(47‘(7’2) S ( ( ) ) (27TT)TI 2 0 1( ) ( )

where ¢; > 0 is a constant depending on 7. Choosing an appropriate constant Dy which depends on
T, m, and 2, we may conclude that (Z49) is valid. O

Next we consider the lemma stating that, for any point both in the domain and in the support of
the measure u := pu; ® L} where i, is as in Lemma L2 or Lemma ELIT] the solution of the Allen-Cahn
equation (IT)) should be small at that point. Note that in the sequel we fix o > 0.

Lemma 7.9. Let m € N be any such that m > max{dy, 3}. Then for any (2, t') € spt p withz’ € Q,,
and t' > 0, there exists a subsequence {;}ien and a sequence {(x;, t;)}ien such that x; € Qp,, t; > 0,
and |uf % (x;, ;)] < ﬁ for any i € N.

We remark that this lemma can be proved in the same way as in [28, Lemma 6.1] because we
consider the estimates of the solution u®? of (ILII]) only in the interior £ by using a proper cut-off
function whose support is in 2. Thus we do not show this claim here again.

The next lemma can be derived from the fact that supg o, 7167 < ¢o for any &, 0 > 0 and this
is also stated in [28] Lemma 4.4].

Lemma 7.10. There exists a constant c¢; > 0 such that

sup €|Vu®7| < ¢ (7.54)
Qx(0,T]

for any e € (0, 1) and o > 0.
Proof. From Proposition [(.1] and in Appendix A, we have that

sup |u® 7| <1, sup €57 <c¢g (7.55)
Qx(0,T] Qx(0,T]

and thus we obtain

W(us°
sup £2|VuT 72 <2 sup <€|Vu‘5"7|2 . (u)) +2 sup W(u™?) <2c¢y+2. (7.56)
Qx(0,T) Qx(0,7) \2 £ Qx(0,7)

Hence setting c¢; := 1/2¢g + 2 which is independent of ¢, o, and T, we obtain

sup €|Vu®7| < ¢y (7.57)
Qx(0,T]

for any € € (0, 1) and o > 0. O

Next we prove, what we call, “clearing-out lemma” saying that, if there exists a point outside of
the support of the measure u = p; ® £}, then a proper neighbourhood of the point is not contained
in the support of u either. This lemma is based on [21], 6.1] and [28, Lemma 6.2].

Lemma 7.11. Let T > Ty > 0 and m € N be fized such that m > max{dy, 2}. Then there
exist a constant vo(T,To, Q) > 0 independent of m and constants 6o(T, Ty, 2, m), ro(T, To, 2, m) > 0

depending on m, with vy < %, and m such that, if

/7 N (T = Y) pry, o) (@, t) dps(y) < do (7.58)

m
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for some s, t € (T, T) witht < s < t+ g <T- % and x € Qm) where [a] is the largest integer
equal to or less than a € R, then it holds (x', t') & spt p for any 2’ € By, -(z) and t' = 25 — t with
r=+/2(s—1t).

Proof of Lemma[7.11 We assume that, for some s, t € (Tp, T) with ¢t < s <t + § <T- § and
x € Qpz,([T58) holds where the constants dy and 7 are determined later. Set ¢' == 25—t < t+rg < T.
Suppose by contradiction that (z/, t') € sptu for some &’ € B, (z) and t' := 2s — ¢t where g is
determined later. Then from the choice that 2’ € B, () and € Qm), we have that 2" € Q,,. Thus
from Lemma [Z9] we can choose sequences {(x;, t )}jGN and {e;};en such that z; € Qm, t; < T
(xj, tj) = (&', ') as j — oo, and |u% (z;, t;)| < z\f for all j. Setting r; == ye; and T := t + 77
then we have

/ ( )nm(y—wj)p(zj,Tj>(y, tj) dp (y)

1 / ly —a;” | Wi (y, t;))
> — —x;) exp | — dy. 7.59
4m) =t B, (x)) (4 = 24) ( 47“32 £ Y (7.59)

From Lemma [ZI0 it holds that for any y € B, (x;)

w= (Y, 1)l < |z =yl sup  [VuS |+ u™ (2, )] <o+ o (7.60)

QX(TQ,T] \/>

where ¢; > 0 is the constant in Lemma [[.10] independent of m and thus by choosing 79 > 0 such that
1Y + 21% < %, we obtain from (59) that

) ch 1 ¢ e T w
/ M (Y = 5) Py, 1) (Ys t5) dpy? (y) > 17%/ etdy =1 F (761
By, (z5) (4m) "=} JB, (2;) (4m) "=

where ¢] > 0 is a constant independent of m. Now let ¢; denote the last term in (Z.61]), which depends
on 7o. Then from the monotonicity formula (Z.39) in Proposition [L.7] the choice of x;, and the fact
that supg (1, 71§% < co, We may compute as follows:

c1 < /Q'r/m(y _:Ej)p(m] T)(y7 )th ( )
1 tj 1 4
< 2Ti=9)t / M (Y = 5) Py, 1) (Y5 5) dp (y) +/ 2=t <Cl(m) + (:;ﬁwi())l) dt (7.62)
Q o s j—t)?

Letting j — oo and from the convergence of the measure {1} cn, we have

’

! ¢ ;a1
o< ! / (= 2" pia s S e + [ 200 (cl(mw Y

\/EC)O ) dt
N (Y = 7') par, 1) (Y, ) dis(y) + €2 Cr(m) (' = s) + > 2VAm o (¢ — 5)
nm p(;z’ t’) ( Y, 5) d,us(y) + 62 (Cl (m)r(z) + 2\/ECO 7AO) . (763)

Choosing 7o > 0 in such a way that e (C1(m)r +2v4mwcoro) < 1é1 and setting &y = 361251, we
obtain

469 < /Q M (Y — @) par, 1) (Y, 8) dps(y)- (7.64)

Let (5 > 0 be any number given later. Recall Proposition [[.§ and the assumption (T58]) with dy =
3e~

5~ Then from the results in [21], 3.4. Lemma] and [28, Lemma A.1], we can choose a constant
Y1 =m (5) > 0 such that, by choosing o such that 9 < 71, we have

/nm(y—x’)pw,t')(% s)dus(y)=/ N (y — ") plor () dpas ()
Q n
<(1 +5)/" Nm(y — 2)py(y) dps(y) + 6 Do

= (148) [ naly =) peo o ) s () + 500 (7.65)
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where Dy is the constant as in Proposition [[.8 and p(y) is defined by

1 _ 22
-7 eXp (— \x2r2y| ) , ri=4/2(s —t). (7.66)

(27r2) =

Since we have that x € =) and from the assumption (Z.58), we have 7,,(y—x) = 0 for any y € o\,
and thus it holds that

/Q N (Y — ) Pz, 1) (Y, 8) dps(y) = L Nm(Y = T) P, ) (Y, 8) dps(y) < do (7.67)

Qm

and thus from (Z.65) we can conclude

/Q oy — ') par.oy (s 8) dpia () < (14 8)d0 + 6 Dy, (7.68)

If we choose 0 > 0 such that (1 + 6)dg + 6 Dy < 209, then from (7.64)) and (T.G]) we can derive the
contradiction that

0 < 4dp < /Qnm(y — ) plar, ey (Y, 8) dps(y) < 200. (7.69)

Notice that § depends on m because D, does. Thus 7y and -y; depend on m and from the definition
of dg, dp also depends on m. O

By employing the same argument as in [28, Lemma 6.2] and combining Proposition [[77] Lemma
[[9 and Lemma [.T0] we can prove the next lemma (Lemma [ZT1]) even in our case. This is because
we restrict ourselves to only consider the interior 2 with a proper cut-off function 7, for each m € N.

Lemma 7.12. For any Ty, T > 0 and m € N with m > max{dy, 2}, we choose 69 = do(Tp,T,m) > 0
as the constant as in Lemma[7.11 Then it holds

(Zm(To, T)) := (1t ® L) (Zn(To, T)) = 0 (7.70)
where we set

Zm (TOa T)

= {(.’E, t) € spt p | S Q[%]a le (TO7 T)v @é nm(x - y) p(y,s)(xa t) dﬂ“s(y) < 60} (771)

m

Proof. The proof is basically same as the one conducted in [28] Lemma 6.3] because we restrict
ourselves to deal with the interior estimates of the solution v ¢ and thus there is no need to look at
the effects from the boundary 0f2.

We take any Ty, T > 0 and m € N with m > max{dy, 2}. Corresponding to Ty and T, let

d0, 70, Yo > 0 be the constants as in Lemma [.TTl For any 7 € (0, g), we define Z7 (Typ, T') by

{(x,t) €spt N (Qmy x (To, T)) | /7 N (T = Y) Py, s) (@, t) dus(y) < do for s € (t,t+7)} .
Qrm
(7.72)
Then by choosing a sequence {7;};en such that 7; — 0 as j — oo, we have that U2, Z, (To, T') =
Zm(To, T) and thus we only need to show that u(Zyi (Tp,T)) = 0 for any 7;.
Let j € N be any and (z, t) € Zp: (T, T) with 7; < T — Ty be a fixed point. We define the set
P (z, t) by B
{(@, )€ Qmx (To, T) | 72 2’ —a < |t —t| <75} (7.73)
and in the following we claim P(xz, t) N Zi (Tp,T) = 0. Suppose by contradiction that there exists a
point (2/, t') € P(x, t) N Zyi (Tp, T). Assume that ¢’ > ¢t and set s = 1(t +t'). Then we have that
t<s<t+3, |t/ — x| <v+/2(s—t), and

/ﬁ (& = 9) Py, ) (@2 1) dits(y) < Go(m). (7.74)

From the choice of x and Lemma [[TT] we can derive that (2’, ') & spt u, which contradicts (z’, t') €
Zm (Ty,T).
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Next we set ZJ:#0:to (T, T) as the set

, T T

27 (To, T) N (B%Oﬁ(xo) X (to — 2o+ 5)) (7.75)
for any (zo, to) € ﬁ[%} x(Ty, T). Then Zy; (Ty, T) is the cguntable union of a family {Z7,¢t (T, T) }ren
where {(zy, t¢)}¢ is a suitable sequence distributed in Qm) x (T, T). Therefore it is sufficient to
prove that pu(ZJ=0t(Ty, T)) = 0 for each £. Let ZJ;* denote ZJ;%¢:t(T,, T) for simplicity. Take any
p € (0, %) Then setting the projection 7o (Z%¢) == {x € Qo | (2, 1) € 7%}, we can choose a
family of balls {B’”h () }nen and a sequence {t;}nen such that 7, < p, (xp, tn) € Z%¢, and the
family covers mq(Z7¢). Thus we have

S warp < 2L” (Bl&ﬁ_(z@)) : (7.76)
h=1
For such a family, we can obtain
Zht c U (B,«h (xp) x (tp, — vazr,%, th + 7(;27‘%)) ) (7.77)
h=1

Indeed, for any (x, t) € ZJ:*, we can choose h € N such that x € B,, (z3) and (zp,, t3,) € ZJ*. Then
from the claim that P(z, t) N Zyi (Ty, T) = 0, we have

[t —tn| <72 x —an|® < g 2ri. (7.78)
Therefore, from (Z76) and (Z77) and by applying Proposition [[49] we have

Wz <3 / (B, () dt < 3 Dot 295202

—2 o
h=17th=% T h=1

<4Do1g pL" (Bog yrs(ar)) (7.79)

th+'yo_2ri

for any € > 0 and thus letting ¢ — 0 and using the lower semi-continuity for the Radon measure p,
we obtain

w(Z5t) < 4Dy * p L7 (B%oﬁ(ﬂ?e)) (7.80)
and since p € (0, L) is arbitrary, we can conclude p(Z%¢) = 0. O

Now we prove the main claim of this appendix, namely, the vanishing of the discrepancy in the
interior of the domain.

Proof of Proposition[7.3 Now we are ready to prove the vanishing of the discrepancy measures. First
of all, since we have the uniform estimate sup,q p;’ 7 () < D for allt > 0 and o > 0 from Proposition
EIl we have that

sup &S 7(Q x (To, T)) <supp®?(Q x (T, T)) < D(T — Tp) < o0 (7.81)
e>0 e>0
for 0 < Ty < T. Thus from the compactness of Radon measures we may choose a convergent
subsequence {£%9°7}jen on Q X (Tp, T'). Therefore we only need to show that the limit denoted by
€9 is identically zero on Q x (Tp, T'). However, from the construction of 7, for each m € N, it is
sufficient to prove that the discrepancy measure vanishes in €2, x (Ty, T') for each fixed m € N with
m > max{do, 3}.
In the sequel, we omit the parameter ¢ > 0 for simplicity. For any m € N, y € Q,,, and
s, t € (0, T) with Ty < t < s, we have from the monotonicity formula of Proposition [[7] and the
estimate of the discrepancy measure of Proposition [.2]

d 2(s—t)% ~m €j 2(s—t)% ﬁ??; s) €j
pn <€ /QP(%S) dpu (@) te /de@ (z)

1 Plo s 1 V4
< 2s=1) (01 4 /Q ﬁco dm) < As—0)7 (cl + mo) (7.82)

s — Vs—1t
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Integrating over ¢t € (T, s) and letting j — oo, we obtain

//QX[TOS S—t dé(z, 1)

< eQ(s—To)

=

s i Ve
~m 2(s—t)4 0
/Qp(y,s)($7 TO) dMTo (LL') +/ e ( ) (Cl + m) dt. (783)

To
Note that we do not need to consider the effects from 0 in the integrals in (Z83) due to the
construction of 7,,. Since the right-hand side of (Z.83)) is uniformly bounded in y and s, integrating
the both sides in (Z.83) over (y, s) € Q,,, x (Tp, T) with respect to dus(y) ® ds leads us to the fact

that
/ ds/ dys (y // p(y’ d¢(z, t) < oco. (7.84)
To Ox [Ty, s] 2(5 — t)

Thus, by Fubini’s theorem (.84 turns out to be

/TO / (. 1) / / ;th s (y) ds < oo (7.85)

/ / (5 - t dps(y)ds < oo (7.86)
for &-a.e. (z,t) € Q x (Tp, T).

We next prove that, for each m € N with m > max{dy, 2},

and we obtain

1;31 p(y o, 1) dps(y) =0 (7.87)

for &-a.e. (z,t) € Qi x (Ty, T) and any k € N such that m > 2k. For ¢ < s, we define 3 := log(s — t)
and

()= [0 0 ). (7.88)
Then from (Z88)), (Z80) turns into

log(T—t)
/ ho(t + €7) dB < oo. (7.89)

— 00

Let 8 € (0, 1) be any number chosen later. From (Z.89) we may choose a sequence {3;}icn such
that 0 < 3; — Biy1 < 0, Bi — —00 as i — oo, and A, (t +e%) < 0 for all i € N. Then taking any
B € (—o0, Bp) and fixing it, we can choose ig € N with 49 > 1 such that 5; < 8 for any ¢ > iy and
Bio < B < Biy—1- By using the fact that p, 11c0) (2, t) = p(y, 142e8) (2, T+ e”) and from Proposition
and [Z.7), we have that

hm (t + 6'6) = /ﬁ ﬁ@’ t+€ﬁ)($7 t) dlut+€ﬁ (y)

m

B
< [ B a0 0+ ) i)

B —ePi i ~m g
< 2 " / Pz, t+2e51)(y7 t+e’) dpry 1. e0: (y)

t+ef 1 7
+ / Q2P (o VETO ) gy (7.90)
t+efi Vt+2ef — 1
for any i > i and (z, t) € Q x (To, T) such that (Z86) holds. Hence, setting R? := 2¢” — e’ and
1 |z —yl?
— - 7.91
py (@) = () exp( 1R (7.91)
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for any z, y € R™ and R > 0, we obtain

bt 4 6) < [ (0 = 9) o ) g, 0) + 4(9) (7.92)

where ¢;(3) is defined by the last term in (Z90). By the change of variables 7+ t 4 ¢ — 7, we have

e —efi 1 Vare
c; = 2r+ei [ o + 0 ) g 7.93
®= [ o (7.93)
and thus we obtain
e’ 1 Ve
c¢(B) == lim ¢; = 2+ [ o + VIT ) g 7.94
(3= lim ei(9) = [ o (794)

From the definition of 8, we can see that limg_, o, ¢(8) = 0. From the assumption of 3;,

05 o+ ¢*) = [ e = D) o 2 O 00 )

m

- /, (2 — ) 00 (0) o, (4), (7.95)

m

where r? = e%. Since f > 3; and B;_1 — B; < 0 for any i > i, we have R; > i, Biy < B < Big—1,
and R? 'ri_2 < 2¢? — 1. By arbitrariness of #, we can make R? ri_Q as close to 1 as possible if we let
0 be small and 4 be sufficiently large if necessary. From Proposition and by the result in [21, 3.4
Lemma] or [28, Lemma A.1], for any ¢ € (0, 1) and i > 4, there exists a constant v; = v1(d, i9) > 0

such that 1 < R; ri_l <14 and

/Q (& — ) PP () dpte g oo, () < (14 6) / @ =) 24 (9) iy () + 8 Do (7.96)

Moreover, from the choice of k£ and x, we have that Q N By, (2) C Q. and thus

/ N (T —Y) P (Y) dptypes: (y) = / N (T = y) p3 (Y) dpype0: (y)
Q QHB# (z)
= /, (= ) i () dptyem (y) = ha(t + ™) (7.97)

m

for &-a.e. (z, t) € Q x (Tp, T). Hence from (C92), (Z.95), (Z98), and (CI7), we obtain
P+ €%) < ETL48) [ (o = ) () dion. 0) + 256 Do ()
Q

< AVE(1 4 6) hn(t + €7) + 25 Dy + ¢;(B)
< V(14 6)0 + eVR§ Dy + ci(3) (7.98)

and thus, letting first # — oo and § | 0 and then 8 — —oo, we conclude that limg ¢ by, (s) = 0 for
Eae. (z,t) € Q x (To, T) and any k € N such that m > 2k.

Therefore, setting k = [] for each m, we obtain (Q, % (Ty, T') \ Zp (1o, T)) = 0; otherwise from
(T8T) we can choose a point (x, t) € Qx x (To, T) \ Zm (Lo, T) such that

0 = lim hy,(s) = lim Ply,s)(@: t) dps(y) = d0(To, T, m) > 0, (7.99)
st st Qo ’

which is a contradiction. Combining Lemma [[.T2] with the fact that £ < g on Q X [0, 00), we have
that

E(Qmy x (To, 7)) = &(Qzm) X (To, T) \ Zn(T0,T)) + §(Zm(To, 1))
<0+ u(Zn(Tp, T)) = 0 (7.100)

for any m € N with m > max{dy, 2} and thus letting m — oo and from the fact that Uy, > max{dy, 2} 2[m] =
Q, we can conclude that £(2 x (Tp, T)) =0 for any 0 < Ty < T
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7.3 Appendix C

In this appendix, we prove Poincaré-Wirtinger inequality on hypersurfaces. This claim was applied to
prove the positivity of the limit measure « on I'y X [t1, 3] for some non-empty connected component
I’y of 90 and some 0 < ¢ < t5 < oo in Subsection [6.T.2]

Lemma 7.13. Let N > 3 and M C RN be a smooth, bounded, and connected hypersurface embedded
in RN without boundaries. Then there ewists a constant C(N, M) > 0 such that, for any u €
Wl’ 1 (M),

||u—uM||L1(M) SC(N, M)HVMUHLl(M) (7.101)

and upg = (HN=HM))™* [, udHN L.

Proof. Setting X = {u € WH1(M) | ups = 0}, we have that X is a closed subspace in Wi1(M).
Then, it is sufficient to prove that there exists C'(N, M) > 0 such that ||ul|p: < C(N, M)||Varu| p
for each u € X. This is because we can easily have that, if w € W1 1(M), then u — up € X and
Var(u—upr) = Vu.

We assume, for a contradiction, that, for each n € N, there exists u,, € X such that ||u,|/p1 >
n||Varuy || holds. From the assumption, we may consider that {u,}nen is a bounded sequence in
Wt and |lup|lwr.1(ary > 1 for any n € N. Since N > 3 and thus X ¢ W (M) < L'(M) is the
compact embedding (see, for instance, [4]) and X is closed in W (M), there exist a subsequence
{tn, }ien and uso € X such that wu,, o Yoo in L'(M). Then, from the assumption, it follows that

1< [Jun,

L+ HvMum

Wil = ||un1 L ——> ||uooHL1 + 0, (7.102)
71— 00

and thus |[us|/zr > 1. On the other hand, for any ¢ € C}(M), from the divergence theorem on
hypersurfaces and recalling the fact that w,, — us in L*(M), we have that
1—00

04— olleran Vst 12000 2 | [ 6%, ar
K3 o0 M

= ‘ / Un, (Vs — oHar) dHV
M

1—00

— ‘ / Uoo (Varg — ¢Har) dHN 7!
M

— ‘ / OV artioe dHN 7 (7.103)
M

where H ), is the mean curvature vector of M which is bounded because M is smooth and compact.
This implies Vit =0 H¥1-a.e. on M and thus it follows that Ajsus = 0 on M in distribution.
Then, from Weyl’s lemma, we have u., € C°°(M). Since M is connected, us is in X, and Ve =0
HN~1lae. on M, we may conclude that u., = 0 on M and this contradicts the fact that ||ueo|/z1 >
1. O
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