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1. Introduction

The aim of this work and its companion paper [5] is to give a proof of the following partial
regularity theorem (for the definition of area minimizing currents mod(p) and the relevant
terminology and notation we refer to [5]):

Theorem 1.1. Assume p ∈ N \ {0, 1} and a0 > 0, Σ ⊂ Rm+n is a complete C3,a0 submanifold
without boundary of dimension m+ n̄, Ω ⊂ Rm+n is open and T is an m-dimensional integer
rectifiable current supported in Σ which is area minimizing mod(p) in Ω∩Σ. Then, the interior
singular set Sing(T ) of T has Hausdorff dimension at most m − 1. If p in addition is odd,
then the singular set is countably (m− 1)-rectifiable.

The above result provides an affirmative answer in full generality to a question of B. White;
see [1, Problem 4.20]. Prior to our work, some of the conclusions above were only known in
some special cases. More precisely, in general codimension n̄ > 1:

(a) For m = 1 it is elementary that Sing(T ) is discrete (and empty when p = 2);
(b) In general, Allard’s interior regularity theory for stationary varifolds, cf. [2], implies

that Sing(T ) is a closed meager set in (sptp(T ) ∩ Ω) \ sptp(∂T );
(c) For p = 2 Sing(T ) has Hausdorff dimension at most m− 2 by Federer’s classical work

[12]; moreover the same reference shows that such set is in fact discrete when m = 2;
for m > 2 its (m− 2)-rectifiability was first proved in [16], and the recent work [14]
implies in addition that it has locally finite Hm−2 measure.

In the case of codimension n̄ = 1 it was additionally known that:
(d) When p = 2, the singular set has (m− 2)-dimensional Hausdorff measure zero even in

the case of minimizers of general uniformly elliptic integrands, see [15]; for the area
functional, using [14], one can conclude additionally that it is (m− 3)-rectifiable and
has locally finite Hm−3 measure;

(e) When p = 3 and m = 2, [19] gives a complete description of the singularities, which
consist of C1,α arcs where three regular sheets meet at equal angles;
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(f) When p is odd, [21] shows that the singular set has vanishing Hm-Hausdorff measure
for minimizers of a uniformly elliptic integrand, and that it has Hausdorff dimension
at most m− 1 for minimizers of the area functional;

(g) When p = 4, [20] shows that minimizers of uniformly elliptic integrands are represented
by immersed manifolds outside of a closed set of zero Hm−2 measure.

Our proof of Theorem 1.1 follows the blueprint of Almgren’s partial regularity theory for area
minimizing currents as worked out in the papers [10, 7, 6, 8, 9]. First of all, thanks to the
general stratification theorem of the singular set, for every α > 0 we know that at Hm−1+α-a.e.
x ∈ sptp(T ) \ sptp(∂T ) there is at least one tangent cone which is flat, namely an integer
multiple of an m-dimensional plane. If we call such points “flat”, the main dimension estimate
in Theorem 1.1 is achieved by showing that, for every α > 0, Hm−1+α-a.e. flat point x is
in fact regular. Every flat point x where the density of T is 1 is indeed regular by Allard’s
celebrated theorem. The problem arises when the multiplicity is higher than 1, because there
are examples of singular flat points. For area minimizing integral currents such examples exist
only in codimension n̄ ≥ 2, whereas for area minimizing currents mod(p) such examples can
be found also in codimension n̄ = 1 if p is even and larger than 2, see for instance Example
1.2 below.

An essential step in Almgren’s theory is the approximation of the area minimizing currents,
in regions where they are sufficienly close to an integer multiple of a plane, with multivalued
functions which almost minimize an appropriate generalization of the Dirichlet energy. We
will call “linear theory” the corresponding existence and regularity theory for those objects.
In the case of integral currents a typical example where multivalued functions are needed is in
the approximation of the current JΛK induced by the holomorphic curve

Λ = {(z, w) ∈ C2 : z2 = w3}

in a neighborhood of the origin (which is indeed a singular flat point of multiplicity 2). One
way of understanding multiple-valued functions which take a fixed number Q of values is
to model them as maps into the space of atomic measures with positive integral coefficients
and total mass Q. For instance, slicing the the current Λ with (real) two-dimensional planes
orthogonal to {(z, 0) : z ∈ C}, for each z ∈ C \ {0} we find an integral 0-dimensional current
which is the sum of two positive atoms:∑

w3=z2

J(z, w)K .

Such maps can be efficiently used to approximate area-minimizing currents T mod(p) in a
neighborhood of a flat point x when

• either p is odd;
• or p is even and the density Q of T is strictly smaller than p

2 .
When studying area-minimizing currents mod(p) for an even modulus p = 2Q in a neighborhood
of a flat point of density Q, the “classical” multivalued functions are not anymore the
appropriate maps, as it is witnessed by the following example, taken from [20].

Example 1.2. Consider an open subset Ω ⊂ R2 and two smooth functions f, g : Ω → R
which solve the minimal surfaces equation in Ω. Assume in addition that the set {f = g}
contains a curve γ which divides Ω into two regions Ω+ and Ω−. Two explicit f and g are
easy to find. The reader could take Ω to be a suitable ball B centered at the origin, f ≡ 0,
and let g be the function which describes Enneper’s minimal surface in a neighborhood of 0.
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The set {f = g} is then given by {(x, y) : x = ±y} ∩B and γ can be taken to be the segment
{x = y} ∩B while Ω+ and Ω− would then be B ∩ {x > y} and B ∩ {x < y}, respectively.

We then define the following integral current T . Its support is the union of the graphs of
f and g. However, while the portions of such graphs lying over Ω+ will be taken with the
standard orientation induced by Ω, the portions lying over Ω− will be taken with the opposite
orientation. In Ω×R, the boundary of T is 4 JγK. Moreover, by the structure theorem [20], the
current is area minimizing mod (4), because the graphs of f and g are both area minimizing
currents mod (2) (this could be proved using, for instance, the maximum principle).

The origin is a flat point of multiplicity Q = 2 for the current T above. By a simple
rescaling procedure a good approximation of T in a neighborhood of the origin is given
by the graphs of the second order Taylor polynomials of f and g at the origin. These are
harmonic polynomials. For the specific case described above where f = 0 and the graph of
g is Enneper’s surface, such functions are f0(x, y) = 0 and g0(x, y) = 3(x2 − y2). This gives
an obvious set-theoretic approximation of the support of the current T . In the approach
that we outline in the rest of the paper, we will give to this set a structure of “special
2-valued function” h, where we consider the value h(x, y) to be the sum of the two positive
atoms Jf0(x, y)K + Jg0(x, y)K on Ω+ = B ∩ {x > y} and the sum of two negative atoms
− Jf0(x, y)K − Jg0(x, y)K on Ω− = B ∩ {x < y}. Such a choice is natural in view of the fact
that the slices of the current T with lines orthogonal to the plane {(x, y, 0) : x, y ∈ R} are
given by Jf(x, y)K + Jg(x, y)K for (x, y) ∈ Ω+ and − Jf(x, y)K− Jg(x, y)K for (x, y) ∈ Ω−.

Motivated by the above example, roughly speaking “special 2-valued functions” will be maps
from Ω into the space of atomic measures with mass 2 satisfying the following requirements
(cf. Definition 2.2 and Definition 2.7):

• The value of the map at any point in Ω is always either the sum of two positive atoms
or the sum of two negative atoms;
• The domain Ω is subdivided by each map into three regions, the “positive region”
where the values are two positive disinct atoms, the “negative region” where the values
are two distinct negative atoms and the “interface”, or "collapsed region", where the
values are atoms counted with multiplicity 2: whether with a plus or minus sign, this
will be of no relevance, because we will identify −2 JzK and 2 JzK (which are equivalent
0-dimensional currents mod (4)).

Roughly speaking, if the special 2-valued map is continuous, then the collapsed region
disconnects the “positive” and the “negative” ones.

A natural Dirichlet energy, which comes out of Taylor expanding the area functional on the
original current, is the sum of the Dirichlet energies of the various sheets: with such definition,
the special 2-valued function h considered above is a minimizer of the Dirichlet energy, namely
any competitor which coincides with it outside a compact set K ⊂⊂ B has at least the same
energy. This could be proved in an elementary way in our specific example, but it is also a
general fact.

The reader might wonder why we introduce such complicated objects, rather than simply
considering the union of the two graphs of f0 and g0 as a classical 2-valued function (namely,
always taking positive atomic measures as values) as in [10]). The point is that with the latter
choice, the resulting 2-valued function would not be a minimizer of the Dirichlet energy. A
better competitor could be easily constructed by considering the following functions f̄ and ḡ:
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both are harmonic in B1(0) and their values on ∂B1(0) are, respectively:

f̄(x, y) =
{

3(x2 − y2) if |x| ≥ |y|
0 if |x| ≤ |y| (1.1)

ḡ(x, y) =
{

0 if |x| ≥ |y|
3(x2 − y2) if |x| ≤ |y| (1.2)

The example above also shows that the regularity theory for Dirichlet-minimizing special
Q-valued functions must necessarily allow for a larger set of singularities than its classical
counterpart: indeed, for the special 2-valued map h constructed above any reasonable definition
of the singular set Sing(h) must be such that {x = ±y} ∩ B ⊂ Sing(h), thus implying that
the standard result dimH(Sing(u)) ≤ m− 2 valid for a classical Q-valued map u defined on an
m-dimensional domain and minimizing the Dirichlet energy (or even natural perturbations of
the Dirichlet energy, see e.g. [17]) cannot hold true in our context.

Before proceeding with our analysis, let us remark that, in the paper [3], F. Almgren seems
to initiate the investigation of a class of objects which are conceptually analogous to our special
multiple valued functions. More precisely, Almgren’s “multi-functions mod(p)” are defined as
mappings taking values in the space of 0-dimensional integral polyhedral chains mod(p). The
theory outlined in [3] may have some points in common with the content of Sections 2 and 4
of the present work, as well as Section 10 of [5]. The Dirichlet energy and the corresponding
regularity theory, on the other hand, are not mentioned in [3], which rather seems to focus on
describing the geometric properties of a class of piecewise affine multi-functions, which have
the property to induce, via push-forward, dimension-preserving homomorphisms of the space
of polyhedral chains. Since Almgren did not pursue this line of research anymore in later
works, we don’t know whether his ultimate goal was to seek a regularity theory for minimizing
currents mod(p) along the lines of his Big Regularity Paper [4].

1.1. Plan of the paper. The first part of the paper aims at establishing the optimal partial
regularity result for special Q-valued functions minimizing the Dirichlet energy. After providing
the precise definition of the space AQ(Rn) of special Q-points in Rn and introducing the cor-
responding Sobolev spaces of AQ(Rn)-valued maps, we show that any Dir-minimizing special
Q-valued function u is Hölder continuous with respect to the natural metric space structure of
AQ(Rn), and then that the - suitably defined - set Sing(u) of singular points of u is a closed
subset of the m-dimensional domain of u having Hausdorff dimension dimH(Sing(u)) ≤ m− 1.
We will then conclude the paper with some results concerning the geometry of (the currents
associated to) the graphs of special multiple-valued functions, which will be crucial for the
analysis to be carried out in [5].

Acknowledgments: C.D.L. acknowledges the support of the NSF grants DMS-1946175
and DMS-1854147. A.M. was partially supported by INdAM GNAMPA research projects.
The work of S.S. was supported by the NSF grants DMS-1565354, DMS-RTG-1840314 and
DMS-FRG-1854344.

2. Definition of AQ(Rn) and metric properties

For the classical Q-valued maps in Rn, denoted AQ(Rn), we follow the terminology, notation
and definitions of [10]. We first introduce the disjoint union AQ(Rn) t AQ(Rn), which we
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identify with AQ(Rn)× {−1, 1}. Hence, an element in AQ(Rn) t AQ(Rn) will be denoted by
(S, ε), where S is an element of the space AQ(Rn) of atomic measures with positive integer
coefficients and mass Q (namely S =

∑Q
i=1 JPiK for Pi ∈ Rn) and ε equals either 1 or −1.

Moreover, it is convenient to introduce the following notation. Recall that G(·, ·) denotes
the distance function in AQ(Rn).

Definition 2.1. If S =
∑
i JSiK ∈ AQ(Rn) and v ∈ Rn, then |S|2 := G(S,Q J0K)2 and

S ⊕ v :=
∑
i

JSi + vK

S 	 v := S ⊕ (−v) =
∑
i

JSi − vK .

Note that, using η(S) := 1
Q

∑
i Si, we get

|S|2 = |S 	 η(S)|2 +Q|η(S)|2 (2.1)
G(A,B)2 = G(A	 η(A), B 	 η(B))2 +Q|η(A)− η(B)|2 (2.2)

Definition 2.2. We denote by AQ(Rn) the quotient space
AQ(Rn) := AQ(Rn) t AQ(Rn)/ ∼

where ∼ is the equivalence relation given by
(S,−1) ∼ (T, 1) ⇐⇒ ∃p ∈ Rn with S = Q JpK = T , (2.3)

(S, 1) ∼ (T, 1) ⇐⇒ S = T , (2.4)
(S,−1) ∼ (T,−1) ⇐⇒ S = T . (2.5)

We endow AQ(Rn) with the metric

Gs((S, α), (T, β))2 =


G(S, T )2 if α = β

|S 	 η(S)|2 + |T 	 η(T )|2 +Q|η(S)− η(T )|2 if α 6= β.

(2.6)

Remark 2.3. We can consider Gs as a pseudometric in AQ(Rn) t AQ(Rn): AQ(Rn) results
then from quotienting the corresponding pseudometric space to a metric space. It is hence
straightforward to check that the quotient space topology coincides with the metric topology
generated by Gs.
Furthermore, for each α ∈ {−1, 1} the injection iα : AQ(Rn) 3 S 7→ (S, α) ∈ AQ(Rn) is an
isometry.

Given the identification of (Q JpK , 1) with (Q JpK ,−1), in the sequel we will often use the
simplified notation Q JpK to denote both points in AQ(Rn).

Since working with the above definition of AQ(Rn) is sometimes inconvenient, we will next
provide a useful characterization. We start by introducing the convention that, if (X, d) and
(Y, δ) are two metric spaces, then, unless otherwise specified, we endow the product space
X × Y with the product metric

d× δ((x, y), (v, w)) :=
√
d(x, v)2 + δ(y, w)2 .

Definition 2.4. We denote by

•
◦
AQ(Rn) the space {T ∈ AQ(Rn) : η(T ) = 0} ⊂ AQ(Rn) endowed with the metric G;
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•
◦

AQ(Rn) the space {(T, S) ∈
◦
AQ(Rn)×

◦
AQ(Rn) : min{|T |, |S|} = 0} endowed with the

metric G × G.

Remark 2.5. Observe that
◦

AQ(Rn) =
( ◦
AQ(Rn)× {Q J0K}

)
∪
(
{Q J0K} ×

◦
AQ(Rn)

)
⊂

◦
AQ(Rn)×

◦
AQ(Rn) .

Proposition 2.6. Consider the metric spaces (
◦

AQ(Rn),G × G) and (Rn, d) where

d(x, y) =
√
Q|x− y| .

Endow the product
◦

AQ(Rn)×Rn with the corresponding product metric (G × G)× d. Then the
map ι : AQ(Rn)→

◦
AQ(Rn)× Rn given by

ι(T, ε) :=


(T 	 η(T ), Q J0K ,η(T )) if ε = 1 ,

(Q J0K , T 	 η(T ),η(T )) if ε = −1
is an isometry with inverse

ι−1(A,B, p) =


(A⊕ p, 1) if |B| = 0

(B ⊕ p,−1) otherwise.

In view of the previous proposition the metric G × G will be denoted by Gs when restricted
to

◦
AQ(Rn).

Proof. It is clear that the maps ι and ι−1 are well defined, and it is also obvious that ι ◦ ι−1

and ι−1 ◦ ι are the identity maps of the appropriate spaces.
Next, if we endow

◦
AQ(Rn) × Rn with the product metric G × d, by (2.2) it is obvious

that the map AQ(Rn) 3 A 7→ (A	 η(A),η(A)) ∈
◦
AQ(Rn)× Rn is an isometry with inverse

(A, v) 7→ A⊕ v. In particular this shows that, for any fixed ε ∈ {−1, 1}, the following holds
((G × G)× d)(ι(T, ε), ι(S, ε)) = Gs((T, ε), (S, ε)) .

On the other hand the identity ((G × G)× d)(ι(T, 1), ι(S,−1)) = Gs((T, 1), (S,−1)) is obvious
from the definition of Gs. �

For further use, it is very convenient to introduce the following notations:

Definition 2.7. Let u : E → AQ(Rn) be a Borel map, and consider the map (v, w, z) = ι ◦ u.
We then define:

η ◦ u := z (2.7)
u+ := v ⊕ z (2.8)
u− := w ⊕ z (2.9)
E+ := {|v| > 0} (2.10)
E− := {|w| > 0} (2.11)
E0 := {|v| = |w| = 0} . (2.12)
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Note in particular that E+, E− and E0 are pairwise disjoint and their union is E: E+, E−
and E0 will be called the canonical decomposition of E induced by the map u. These sets are
those loosely described as positive, negative and collapsed regions in the example discussed in
the introduction.

Similarly, consider a point P = (R,S, z) ∈
◦

AQ(Rn)× Rn and a vector z′ ∈ Rn. We denote
by P ⊕ z′, resp. P 	 z′, the points (R,S, z + z′) and (R,S, z − z′).

The following is thus an obvious corollary of Proposition 2.6.

Corollary 2.8. Let u : E → AQ(Rn) be Lipschitz. Then E+, E− ⊂ E are relatively open and
E0 ⊂ E is relatively closed. Moreover η ◦ u, u+ and u− are all Lipschitz and their Lipschitz
constants are at most Lip(u). More generally, if u is merely continuous, then η ◦ u, u+ and
u− are also continuous and their moduli of continuity are at most that of u.

Recall that any Lipschitz map F : Rn̄ → Rn induces a natural map F : AQ(Rn̄)→ AQ(Rn)
via

F

(∑
i

JTiK

)
:=
∑
i

JF (Ti)K ,

and hence a natural map F : AQ(Rn̄)→ AQ(Rn) by

F ((T, α)) := (F (T ), α) =
(∑

i

JF (Ti)K , α
)

if T =
∑
i JTiK .

In terms of the identification above we have(
ι ◦ F ◦ ι−1

)
((R,S, z)) =

{
(F (R⊕ z)	 η(F (R⊕ z)), QJ0K,η(F (R⊕ z))) if S = QJ0K
(QJ0K, F (S ⊕ z)	 η(F (S ⊕ z)),η(F (S ⊕ z))) if R = QJ0K .

3. Sobolev spaces, differentiability and Dirichlet energy

The embedding ι allows to provide a straightforward definition of the Sobolev spaces
W 1,p(Ω,AQ(Rn)) using the theory developed in [10]. Similarly, we shall define the Dirichlet
energy and its density.

Definition 3.1. Let Ω be an open subset of a C1 manifold. We say that the function
u : Ω → AQ(Rn) belongs to the Sobolev space W 1,p(Ω,AQ(Rn)) if each of the maps v, w, z
given by ι(u) = (v, w, z) belongs to the respective W 1,p space.

If u ∈W 1,2 we then define |Du|2 := |Dv|2 + |Dw|2 +Q|Dz|2 and the corresponding Dirichlet
energy

Dir(u,Ω) :=
ˆ

Ω
|Du|2 = Dir(v,Ω) + Dir(w,Ω) +QDir(z,Ω) .

Observe the validity of the identity (which holds as well for the “classical” Q-valued W 1,p

spaces)
Dir(u,Ω) = Dir(u	 η ◦ u,Ω) +QDir(η ◦ u,Ω) . (3.1)

Using the definition above, one concludes obviously the analogues of
• The Lipschitz extension theorem, cf. [10, Theorem 1.7];
• The trace theorem, cf. [10, Proposition 2.10];
• The Sobolev embedding theorem, cf. [10, Proposition 2.11];
• The Poincaré inequality, cf. [10, Proposition 2.12];
• The Campanato-Morrey estimate of [10, Proposition 2.14].
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From now on we will use all the results above referring to the corresponding statements in [10].
Next, it is useful to gain a local description of |Du| in terms of the differentials of the maps

u+, u− and η ◦ u. In particular this will allow us to apply the calculus tools of [10] making
several computations straightforward.

Proposition 3.2. Assume u ∈ W 1,2(Ω,AQ(Rn)). The maps u+, u− and η ◦ u are approxi-
mately differentiable at a.e. point x ∈ Ω. In particular, if we denote by Du+ =

∑
i

q
Du+

i

y
,

Du− =
∑
i

q
Du−i

y
and D(η ◦ u) their approximate differentials (using the conventions of [10,

Section 1.3 & Section 2.2.1]), then we have

|Du|2(x) =


|Du+|2(x) =

∑
i |Du+

i |2 for a.e. x ∈ Ω+ ∪ Ω0

|Du−|2(x) =
∑
i |Du−i |2 for a.e. x ∈ Ω− ∪ Ω0

Q|D(η ◦ u)|2(x) for a.e. x ∈ Ω0 .

(3.2)

Proof. Let ι(u) = (v, w, z). From the very definition we know that η ◦ u = z belongs
to W 1,2(Ω,Rn). Next observe that, if a ∈ W 1,2(Ω,AQ(Rn)) and b ∈ W 1,2(Ω,Rn), then
a ⊕ b ∈ W 1,2(Ω,AQ(Rn)), as one can easily check from [10, Definition 0.5]. Hence, u+, u−

belong to W 1,2(Ω,AQ(Rn)). Thus, the approximate differentiability a.e. of η ◦ u, u+ and u−
follows from [10, Corollary 2.7].

The approximate differentiability of v, w and the fact that they are identically Q J0K on Ω0
implies easily that indeed |Dv| = |Dw| = 0 a.e. on Ω0. This shows, therefore, the third case
of (3.2). We now come to the other two cases and, by symmetry, we focus on the first one.
Clearly, on Ω+ ∪ Ω0 we have |Dw| = 0 and thus by definition

|Du|2 = |Dv|2 +Q|D(η ◦ u)|2 .
On the other hand, on Ω+ ∪ Ω0 we also have that η ◦ u = η ◦ u+ and that

v =
∑
i

q
u+
i − η ◦ u

+y
= u+ 	 η ◦ u+ .

Now, at every point of approximate differentiability x we readily check from [10, Definition 1.9
& Definition 2.6] that D(η◦u+)(x) = 1

Q

∑
iDu

+
i (x) and that Dvi(x) = Du+

i (x)−D(η◦u+)(x).
Recalling [10, Proposition 2.17] we have thus

|Du+|2(x) =
∑
i

|Du+
i (x)|2 =

∑
i

|Dvi|2 +Q|D(η ◦ u+)(x)|2 = |Dv|2(x) +Q|D(η ◦ u)(x)|2 .

The latter identity completes the proof. �

4. Currents mod (2Q) and AQ(Rn)-valued maps

In this section we link the notion of special Q-valued maps to that of currents modulo 2Q.
This will not only be very useful in the proof of Theorem 1.1 given in [5], but it also highlights
the intuition behind the definition of AQ(Rn) as described in the introduction. Consider a
k-dimensional rectifiable set E ⊂ Rm with finite Hk measure and a proper Lipschitz map
u : E → AQ(Rn) (i.e. η ◦ u, u+ and u− are proper, see [7, Definition 1.2] for the definition
of proper AQ(Rn)-valued maps). We can use Definition 2.7, Corollary 2.8 and the theory
presented in [7] to define a suitable notion of “graph” of u and correspondingly associate a
rectifiable current to it.

Definition 4.1. Let E ⊂ Rm be countably k-rectifiable with finite Hk measure and let
u : E → AQ(Rn) be Lipschitz and proper. Using the terminology of [7] we denote by



AREA MINIMIZING CURRENTS MOD 2Q: LINEAR REGULARITY THEORY 9

(i) Gr(u) the set
Gr(u) := (Gr(u+) ∩ (E+ × Rn)) ∪ (Gr(u−) ∩ (E− × Rn)) ∪ (Gr(η ◦ u) ∩ (E0 × Rn)) ;
(ii) Gu the integer rectifiable k-dimensional current

Gu := Gu+ E+ × Rn −Gu− E− × Rn +QGη◦u E0 × Rn .

Remark 4.2. Even though [7] only defines multi-valued push-forwards and graphs over a
Lipschitz k-dimensional submanifold, the theory can be easily extended to treat the case when
the domain of the map is a countably k-rectifiable set; see [18] for details.

It is also not difficult to see that, if E is closed, then spt(Gu) ⊂ Gr(u). In fact, under some
additional assumptions, for instance when E is a compact Lipschitz submanifold, we can easily
conclude that spt(Gu) = Gr(u).

Lemma 4.3. Let Ω ⊂ Rm be a bounded Lipschitz domain and u : Ω→ AQ(Rn) a Lipschitz
map. Then, for p = 2Q,

(i) ∂Gu = Gu|∂Ω mod(p);
(ii) Gu is a representative mod(p) (in fact, for every measurable E ⊂ Ω0, the current

(Gu − 2QGη◦u) E × Rn is also a representative mod(p)).
Moreover, there are positive geometric constants c(m,n,Q) and C(m,n,Q) such that, if E ⊂ Ω
is Borel measurable and Lip(u) ≤ c, then∣∣∣‖Gu‖(E × Rn)−Q|E| − 1

2Dir(u,E)
∣∣∣ ≤ C ˆ

E
|Du|4 . (4.1)

Proof. Recall that, by [11], an integer rectifiable current T is a representative mod(p) if and
only if its density is at most p

2 at ‖T‖-a.e. point. Since this is obviously the case for the
current (Gu − 2QGη◦u) E × Rn for every measurable subset E ⊂ Ω0, the second point is
trivial. Observe that

Gu+ = Gu+ Ω+ × Rn +QGη◦u (Ω0 ∪ Ω−)× Rn

Gu− = Gu− Ω− × Rn +QGη◦u (Ω0 ∪ Ω+)× Rn .
Therefore we conclude

Gu = Gu+ −Gu− +QGη◦u − 2QGη◦u Ω− × Rn .
In particular

Gu = Gu+ −Gu− +QGη◦u mod(p) .
Furthermore, by applying the boundary operator mod(p) to the above equation we see that

∂Gu = ∂Gu+ − ∂Gu− +Q∂Gη◦u mod(p) .
We can now use the relation ∂Gf = Gf |∂Ω valid for single valued and multivalued Lipschitz
graphs (cf. [7]) to conclude

∂Gu = Gu+|∂Ω −Gu−|∂Ω +QGη◦u|∂Ω mod(p) .
Now, using the same argument above we get as well

Gu+|∂Ω −Gu−|∂Ω +QGη◦u|∂Ω − 2QGη◦u|∂Ω (∂Ω)− × Rn = Gu|∂Ω ,

hence concluding the proof of the first point.
We now come to (4.1). First of all, by the obvious additivity in the set E of the various

quantities involved in the inequality, it suffices to show it for subsets E of, respectively, Ω+,
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Ω− and Ω0. For subsets of Ω0 the inequality is the standard Taylor expansion of the area
functional for Lipschitz graphs. Next, recall that, by [7, Corollary 3.3], the inequality in
(4.1) holds for Gu+ and Gu− (in fact, note that [7, Corollary 3.3] is stated for Lipschitz open
domains E, rather than for Borel sets E; however, since for any Borel set we can find a
sequence Ek ⊃ E of Lipschitz open domains with |Ek \ E| → 0, it is straightforward to infer
the validity of [7, Corollary 3.3] for a general Borel E). If we take E ⊂ Ω+, from [7, Corollary
3.3] and Proposition 3.2 we then immediately conclude∣∣∣‖Gu‖(E × Rn)−Q|E| − 1

2Dir(u,E)
∣∣∣ =

∣∣∣‖Gu+‖(E × Rn)−Q|E| − 1
2Dir(u+, E)

∣∣∣
≤ C

ˆ
E
|Du+|4 = C

ˆ
E
|Du|4 .

The case E ⊂ Ω− can be proved in a similar fashion since

‖ −Gu−‖(E × Rn) = ‖Gu−‖(E × Rn) . �

5. BiLipschitz embeddings and retractions, Lipschitz extensions

In this section we show that, as it is the case for AQ(Rn), there are a suitable biLipschitz
embedding of AQ(Rn) into a sufficiently large Euclidean space and a corresponding retraction
map of the ambient onto the embedding.

Theorem 5.1. For every Q and n there is N̄(n,Q) and constants C(n,Q), δ0(n,Q) > 0 with
the following properties.

(i) There is an injective map ζ : AQ(Rn)→ RN̄ such that
(a) Lip(ζ),Lip(ζ−1) ≤ C, where ζ−1 denotes the inverse of ζ on Q := ζ(AQ(Rn));
(b) Dir(u,M) =

´
M |D(ζ ◦ u)|2 for every Lipschitz submanifold M of any Euclidean

space and for every u ∈W 1,2(M,AQ(Rn));
(c) |ζ(P )| = |P | for every P ∈ AQ(Rn).

(ii) There is a map % : RN̄ → Q with Lip(%) ≤ C and %(x) = x for every x ∈ Q .
(iii) For every positive δ < δ0 there is a map %?δ : RN̄ → Q such that |%?δ(P )−P | ≤ Cδ8−nQ

for every P ∈ Q and such that the following estimate holds for every u ∈W 1,2(M,RN̄ ):ˆ
M
|D(%?δ ◦u)|2 ≤

(
1 + Cδ8−nQ−1) ˆ

{dist(u,Q )≤δnQ+1}
|Du|2 +C

ˆ
{dist(u,Q )>δnQ+1}

|Du|2 . (5.1)

Remark 5.2. Observe that, in the proof given below, if we identify AQ(Rn) with
◦

AQ(Rn)×Rn,
then:

• the map ζ takes the form ζ(P, v) = (ζ0(P ), v) for a suitable ζ0 :
◦

AQ(Rn)→ RN̄−n;
• the map % takes the form (w, v) 7→ (%0(w), v) for a %0 : RN̄−n → ζ0(

◦
AQ(Rn));

• the map %?δ takes the form (w, v) 7→ (%?0,δ(w), v) for a %?0,δ : RN̄−n → ζ0(
◦

AQ(Rn)).
Clearly the maps ζ0,%0 and %?0,δ enjoy all the properties and estimates claimed in Theorem

5.1 with
◦

AQ(Rn) replacing AQ(Rn) and RN̄−n replacing RN̄ .

Proof. In the whole proof we identify AQ(Rn) with

((
◦
AQ(Rn)× {Q J0K}) ∪ ({Q J0K} ×

◦
AQ(Rn)))× Rn ⊂ AQ(Rn)×AQ(Rn)× Rn .
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Proof of (i). Consider the restriction of the map ξBW of [10, Corollary 2.2] to
◦
AQ(Rn),

which takes values in RN for some N = N(Q,n), and denote by id : Rn → Rn the identity
map. We then see that (a) and (b) for ζ = ξBW × ξBW × id follow directly from [10, Corollary
2.2] and the fact that Gs = G × G × d with d as in Proposition 2.6. For point (c) we need the
fact that |ξBW (P )| = |P | for every P ∈ AQ(Rn): although this is not claimed in the statement
of [10, Corollary 2.2], it follows easily from [10, Eq. (2.1)] and the fact that

ξBW (
∑
i

JλPiK) = λξBW (
∑
i

JPiK) , (5.2)

which in turn is an obvious outcome of the definition of ξBW given in [10, Section 2.1.3].

Proof of (ii). We would like to define the map % as ρ× ρ× id, where ρ is the map of [10,
Theorem 2.1]. Note that the ξ of [10, Theorem 2.1] can be taken to be ξBW , as it is obvious
from the discussion in [10, Section 2.1]). In order to simplify the notation, from now on we
drop the subscript BW .

The first issue is that ρ is a retraction of RN onto Q = ξ(AQ(Rn)) rather than onto
ξ(
◦
AQ(Rn)). In order to deal with it, take r : AQ(Rn) →

◦
AQ(Rn) as r(P ) := P 	 η(P )

and substitute ρ with ρ′ := ξ ◦ r ◦ ξ−1 ◦ ρ. The second issue is that ρ′ × ρ′ is a retraction
of RN × RN onto ξ(

◦
AQ(Rn)) × ξ(

◦
AQ(Rn)), so that our next goal is to find a retraction

of ξ(
◦
AQ(Rn)) × ξ(

◦
AQ(Rn)) onto ξ(

◦
AQ(Rn))× {0} ∪ {0} × ξ(

◦
AQ(Rn)). We first define R :

RN × RN → RN × RN as

R(x, y) :=


(
x− |y||x|x, 0

)
if |x| > |y|(

0, y − |x||y|y
)

if |y| > |x|
(0, 0) if |y| = |x|.

Clearly R maps RN×RN onto RN×{0}∪{0}×RN and it is the identity on RN×{0}∪{0}×RN .
It can be checked in an elementary way that R is Lipschitz. A quick method to see it is the
following. First observe that R is obviously locally Lipschitz on (RN × RN ) \ {(0, 0)}. By
Rademacher’s theorem we can compute its differential, which we can do separately on the two
relevant open regions {|x| > |y|} and {|y| > |x|}. On the first region the differential is

DR =
(
A B
0 0

)
where

A =
(

1− |y|
|x|

)
Id + |y|

|x|3
x⊗ x

B = − 1
|x||y|

x⊗ y .

Using the fact that |y| < |x|, we easily estimate the operator norm of the differential by
‖|DR‖o ≤

√
2. Similarly in the region {|y| > |x|}. We have just concluded that the map R is

locally Lipschitz with constant
√

2 on the open set {|y| 6= |x|}. Since it is continuous and it is
constant on the closed set {|y| = |x|}, it is elementary to see that it is globally Lipschitz with
constant

√
2.
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Now, observe that, by (5.2), R maps ξ(
◦
AQ(Rn))×ξ(

◦
AQ(Rn)) into ξ(

◦
AQ(Rn))×ξ(

◦
AQ(Rn)),

and hence into

(ξ(
◦
AQ(Rn))× ξ(

◦
AQ(Rn))) ∩ (RN × {0} ∪ {0} × RN )

= ξ(
◦
AQ(Rn))× {0} ∪ {0} × ξ(

◦
AQ(Rn)) .

We can thus finally define our map % as % = (R ◦ (ρ′ × ρ′))× id.

Proof of (iii). We first consider the map ρ?δ of [6, Proposition 7.2]. As above, a first
candidate for the map %?δ would be ρ?δ × ρ?δ × id. Again we start replacing ρ?δ with ρ′δ :=
ξ◦r◦ξ−1 ◦ρ?δ . Fix P ∈ ξ(

◦
AQ(Rn)). Recall that, by [6, Proposition 7.2], |ρ?δ(P )−P | ≤ Cδ8−nQ .

Next,

|ρ′δ(P )− P | ≤ CG(r(ξ−1(ρ?δ(P )), ξ−1(P ))

≤ C
(
G(ξ−1(ρ?δ(P )), ξ−1(P )) +

√
Q|η(ξ−1(ρ?δ(P ))|

)
= C

(
G(ξ−1(ρ?δ(P )), ξ−1(P )) +

√
Q|η(ξ−1(ρ?δ(P ))− η(ξ−1(P ))|

)
≤ 2CG(ξ−1(ρ?δ(P )), ξ−1(P )) ≤ 2C2|ρ?δ(P )− P | .

We thus conclude the estimate

|ρ′δ(P )− P | ≤ Cδ8−nQ ∀P ∈ ξ(
◦
AQ(Rn)) . (5.3)

Furthermore, recall the elementary observation that Dir(f 	 (η ◦ f)) ≤ Dir(f), valid for every
f ∈W 1,2(Ω,AQ(Rn)). In particular, combining it with [6, Proposition 7.2] and with part (i)
of the theorem, we achieveˆ

M
|D(ρ′δ ◦ f)|2 ≤

(
1 + Cδ8−nQ−1)ˆ

{dist(f,ξ(
◦
AQ(Rn)))≤δnQ+1}

|Df |2

+ C

ˆ
{dist(f,ξ(

◦
AQ(Rn)))>δnQ+1}

|Df |2 (5.4)

for every f ∈W 1,2(M,Rn).
Our map %?δ will be defined as (Rδ ◦ (ρ′δ × ρ′δ))× id, where

Rδ : RN × RN → (RN × {0} ∪ {0} × RN )

is an appropriate “almost retraction” map which we will construct as follows. First introduce
the function χδ : [0,∞[→ [0,∞[ as

χδ(s) =


0 if s ∈ [0, δ]
(1− δ)−1(s− δ) if s ∈ [δ, 1]
1 otherwise.

We then define

Rδ(x, y) =


(
χδ(|x|) x

|x| , 0
)

if |y| ≤ δ2(
0, χδ(|y|) y

|y|

)
if |x| ≤ δ2.

It is easy to see that Rδ is well defined, since on the intersection {max{|y|, |x|} ≥ δ2} the map
is identically 0. Moreover:
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• the restriction of Rδ to {|y| ≤ δ2} takes values into RN×{0} and has Lipschitz constant
bounded by 1 + Cδ;
• the restriction of Rδ to {|x| ≤ δ2} takes values into {0} × RN and has also Lipschitz
constant bounded by 1 + Cδ.

Its global Lipschitz constant is controlled independently of δ and, finally, we can extend it
to the whole RN × RN by first choosing a Lipschitz extension taking values in RN × RN and
then composing it with the retraction map R of the proof of (ii)

We will now show that %?δ := (Rδ ◦ (ρ′δ × ρ′δ))× id has the desired properties. First observe
that, if a point P = (p, q, v) ∈ R2N+1 belongs to Q , then either p = 0 or q = 0. Without loss of
generality, assume that the second alternative holds. Then Rδ(p, 0) = (p′, 0) with |p−p′| ≤ Cδ
and moreover p′ is a positive multiple of p, which by (5.2) implies that p′ ∈ ξ(

◦
AQ(Rn)). We

therefore find that

|%?δ(P )− P | = |ρ′δ(p′)− p| ≤ |ρ′δ(p′)− p′|+ |p′ − p| ≤ Cδ8−nQ−1 + Cδ .

We next come to (5.1). Without loss of generality observe that we can prove the estimate
for a generic Lipschitz map u = (v, w, z) on a bounded domain. Consider next the set
E := {dist(u,Q ) ≤ δnQ+1}. Let u = (v, w, z) and let (v′, w′) = Rδ(v, w). If z ∈ E, we then
have two cases

• w′(z) = 0 and dist(v′(z), ξ(
◦
AQ(Rn))) ≤ dist(u(z),Q ) ≤ δnQ+1;

• v′(z) = 0 and dist(w′(z), ξ(
◦
AQ(Rn))) ≤ dist(u(z),Q ) ≤ δnQ+1.

In the first case we have %?δ ◦ u(x) = (ρ′δ(v′(x)), 0, z(x)), whereas in the second case we have
%?δ ◦ u(x) = (0,ρ′δ(w′(x)), z(x)). Using (5.4) we then can easily estimateˆ

M
|D(%?δ ◦ u)|2 ≤

(
1 + Cδ8−nQ−1)ˆ

E
|D(Rδ ◦ (v, w))|2

+ C

ˆ
M\E

|D(Rδ ◦ (v, w))|2 +
ˆ
M
|Dz|2 .

(5.5)

Observe also that (v, w)(E) is contained in {(x, y) : min{|x|, |y|} ≤ δnQ+1 ≤ δ2}. On this set
we easily compute |DRδ| ≤ 1 + Cδ. Moreover recall that ‖DRδ‖∞ ≤ C for some constant C
independent of δ. Thus we can writeˆ

M
|D(%?δ ◦ u)|2 ≤

(
1 + Cδ8−nQ−1)ˆ

E
(|Dv|2 + |Dw|2)

+ C

ˆ
M\E

(|Dv|2 + |Dw|2) +
ˆ
M
|Dz|2 .

(5.6)

Considering that |Du|2 = |Dv|2 + |Dw|2 + |Dz|2, we then conclude the desired estimate
(5.1). �

We conclude this section by remarking that a simple corollary of the parts (i) and (ii) of
the above theorem is the following analogue of [10, Theorem 1.7], recorded as Corollary 5.3
here below. In turn using the corollary, a simple inspection of the proof of the Lipschitz
approximation theorem in [10, Proposition 2.5] shows that the same result is valid for Sobolev
maps with values in AQ(Rn).
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Corollary 5.3. Let B ⊂ Rm and f : B → AQ(Rn) be Lipschitz. Then there exists an
extension f̄ : Rm → AQ(Rn) of f , with Lip(f̄) ≤ C(m,Q) Lip(f). Moreover, if f is bounded
then

sup
x∈Rm

|f̄(x)| ≤ sup
x∈B
|f(x)| , (5.7)

and for any q ∈ Rn it holds

sup
x∈Rm

Gs(f̄(x), Q JqK) ≤ C(m,Q) sup
x∈B
Gs(f(x), Q JqK) . (5.8)

Proof. In order to get the Lipschitz extension it suffices to first extend ζ ◦ f and then compose
the extension with ζ−1 ◦%. Next, assume that M := supx∈B|f(x)| <∞. Observe that AQ(Rn)
is a cone, namely for every λ ∈ [0,∞[ we can define λ(T, ε) = (

∑
i JλTiK , ε). We therefore

introduce the projection of AQ(Rn) onto {S ∈ AQ(Rn) : |S| ≤ M} by keeping S fixed if
|S| ≤ M and mapping it to M

|S|S if |S| > M . Such projection is 1-Lipschitz and it suffices
to compose it with any Lipschitz extension of f to obtain a new extension with no larger
Lipschitz constant and which satisfies the bound (5.7). Next, we prove (5.8). First, let us
define the oscillation of f by

osc(f) := inf
q∈Rn

sup
x∈B
Gs(f(x), Q JqK) , (5.9)

and observe that since f is bounded the infimum in (5.9) is achieved. Let us then call q0 ∈ Rn
a value which realizes the oscillation, so that

R := osc(f) = sup
x∈B
Gs(f(x), Q Jq0K) .

Of course, if R = 0 then f is identically equal to Q Jq0K on B, and thus (5.8) is trivially true
for the natural extension f̄(x) = Q Jq0K for every x ∈ Rm. Thus, we can assume R > 0. We
also set L := Lip(f). Then, we introduce the map

f̃ : (B × {0}) ∪ (Rm × {R
L
}) ⊂ Rm+1 → AQ(Rn) (5.10)

which extends f , and which takes value f̃(z) := Q Jq0K at every point z = (x,R/L) with
x ∈ Rm. Since for any given (x, 0) ∈ B × {0} and z ∈ Rm × {RL} we have

Gs(f̃((x, 0)), f̃(z)) = Gs(f(x), Q Jq0K) ≤ R = L

(
R

L

)
≤ L |(x, 0)− z| ,

it is clear that Lip(f̃) = Lip(f) = L. We can now use the argument in the first part of the
proof to extend f̃ to a function F : Rm+1 → AQ(Rn), and then define f̄(x) := F ((x, 0)) for all
x ∈ Rm. It is clear that f̄ is an extension of f , and that both Lip(f̄) ≤ C(m,Q) Lip(f) and
(5.7) hold. We claim that this extension f̄ also satisfies (5.8). To this aim, let q ∈ Rn, and set

δq := Gs(Q JqK , Q Jq0K) =
√
Q |q − q0| . (5.11)

We shall distinguish two cases. Set C = C(m,Q) the constant above, and assume first that

δq ≤ (C + 1)R . (5.12)

Then, for any x ∈ Rm it holds

Gs(f̄(x), Q JqK) ≤ δq +R ≤ (C + 2)R ≤ (C + 2) sup
x∈B
Gs(f(x), Q JqK) ,
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where in the last inequality we have used the definition of R. This proves the validity of (5.8)
when (5.12) holds. Let us then suppose that (5.12) fails, so that

(C + 1)R < δq. (5.13)
By triangle inequality we have, for every x ∈ B:

Gs(f(x), Q JqK) ≥ δq −R ≥
C

C + 1 δq ≥
δq
2 . (5.14)

On the other hand, for any y ∈ Rm it holds
Gs(f̄(y), Q Jq0K) = Gs(F ((y, 0)), F (y,R/L)) ≤ C R , (5.15)

so that if we combine (5.14) and (5.15) we obtain

Gs(f̄(y), Q JqK) ≤ δq + C R
(5.13)
≤ 2 δq ≤ 4Gs(f(x), Q JqK) (5.16)

for every x ∈ B, for every y ∈ Rm. This is stronger than (5.8), and thus it concludes the
proof. �

Finally, we record here another simple consequence of the existence of the embeddings and
of the retraction (for which, again, an intrinsic proof in the spirit of [10, Section 4.3.1] is also
possible).

Lemma 5.4 (Luckhaus lemma). There is a constant C(m,n,Q) with the following property.
Assume f, g ∈ W 1,2(Sm−1,AQ(Rn)) (resp. f, g ∈ W 1,2(Sm−1,

◦
AQ(Rn)) and let λ < 1

2 be a
given positive number. Then there is a u ∈ W 1,2(B1 \ B1−λ,AQ(Rn)) (resp. u ∈ W 1,2(B1 \
B1−λ,

◦
AQ(Rn))) such that

u∂B1 = f and u|∂B1−λ = g
(
·

1−λ

)
(5.17)

Dir(u) ≤ Cλ
(
Dir(f, Sm−1) + Dir(g,Sm−1)

)
+ Cλ−1

ˆ
Sm−1

Gs(f, g)2 . (5.18)

If f, g are, in addition, Lipschitz continuous, then the interpolating function u can be chosen
such that

Lip(u) ≤ C (Lip(f) + Lip(g)) + Cλ−1 ‖Gs(f, g)‖∞ . (5.19)

Proof. Consider the case AQ(Rn). The map u can be explicitly defined via

u(x) = (ζ−1 ◦ %)
( |x| − (1− λ)

λ
ζ

(
f

(
x

|x|

))
+ 1− |x|

λ
ζ

(
g

(
x

|x|

)))
.

In the case
◦

AQ(Rn) we use the maps ζ0 and %0 of Remark 5.2 in place of ζ and %. �

Another useful tool will be the following approximation lemma. It is the AQ(Rn) version of
[6, Lemma 4.5].

Lemma 5.5. Let f be a map in W 1,2(Br,AQ(Rn)), where Br ⊂ Rm. Then for every ε there
exists an approximating map fε ∈W 1,2(Br,AQ(Rn)) such that

(a) fε is Lipschitz continuous;
(b) The following estimate holds:ˆ

Br

Gs(f, fε)2 +
ˆ
Br

(
|Df | − |Dfε|

)2 +
ˆ
Br

|D(η ◦ f)−D(η ◦ fε)|2 ≤ ε. (5.20)
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If f |∂Br ∈W 1,2(∂Br,AQ(Rn)), then fε can be chosen to satisfy alsoˆ
∂Br

G(f, fε)2 +
ˆ
∂Br

(
|Df | − |Dfε|

)2 ≤ ε. (5.21)

The proof is the very same as given in [6, Lemma 4.5], only using the Lipschitz extension
theorem for AQ(Rn).

6. Existence and compactness of Dir-minimizers

The following existence theorem is a simple consequence of the fact that we can identify
AQ(Rn) (resp.

◦
AQ(Rn)) with a closed subset of AQ(Rn) × AQ(Rn) × Rn (resp. AQ(Rn) ×

AQ(Rn)), and that the Dirichlet energy of an AQ(Rn)-valued map is the sum of the Dirichlet
energies of the corresponding factors (with the Dirichlet energy of the center of mass weightd
by Q); see Definition 3.1. Therefore we leave the proof to the reader.

Theorem 6.1. Assume Ω ⊂ Rm is a bounded Lipschitz set and let f ∈ W 1,2(Ω,AQ(Rn))
(resp. f ∈ W 1,2(Ω,

◦
AQ(Rn)). Then there is a map g ∈ W 1,2(Ω,AQ(Rn)) (resp. g ∈

W 1,2(Ω,
◦

AQ(Rn))) such that (g− f)|∂Ω = 0 (in the sense of the trace theorem [10, Proposition
2.10]) and which minimizes the Dirichlet energy over all maps with the same trace property.

Note that if f(x) = (f̃(x), 1) for a.e. x ∈ Ω then g(x) = (g̃(x), 1) for a.e. x and g̃ is
minimizing in W 1,2(Ω,AQ(Rn)).

Definition 6.2. A map g as in Theorem 6.1 will be called a Dir-minimizer (or Dir-minimizing)
in Ω.

Moreover, the following is another obvious consequence of the “factorization” of AQ(Rn)
into

◦
AQ(Rn)× Rn, in particular of (3.1).

Proposition 6.3. A map u ∈ W 1,2(Ω,AQ(Rn)) is Dir-minimizing in Ω if and only if both
u 	 η ◦ u and η ◦ u are Dir-minimizing in Ω. Moreover u 	 η ◦ u is a Dir-minimizer in
W 1,2(Ω,

◦
AQ(Rn)) if and only if it is a Dir-minimizer in AQ(Rn).

We close this section by the following compactness property of Dir-minimizers

Proposition 6.4. Let {gk} ⊂ W 1,2(Br,AQ(Rn)) be a sequence of maps which are Dir-
minimizing in Br and which converge weakly to some g. Then, for every s < r, the sequence
converges strongly in W 1,2(Bs,AQ(Rn)) and moreover the limiting g is Dir-minimizing in Bs.
If lim sup Dir(gk|∂Br) <∞, then the same conclusion holds in Br.

Proof. First of all, using Fatou’s lemma we getˆ r

s
lim inf
k→∞

Dir(gk|∂Bσ) dσ <∞

and thus we can reduce the first statement to the second. We assume therefore, without loss
of generality, that r = 1 and

sup
k

Dir(gk|∂B1) <∞ . (6.1)
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Observe next that, by weak convergence and trace theorems in the Sobolev spaces, we know:

lim
k→∞

ˆ
B1

Gs(gk, g)2 = 0 (6.2)

lim
k→∞

ˆ
∂B1

Gs(gk, g)2 = 0 (6.3)

lim inf
k→∞

Dir(gk, B1) ≥ Dir(g,B1) (6.4)

lim inf
k→∞

Dir(gk|∂B1 ,S
m−1) ≥ Dir(g|∂B1 , S

m−1) . (6.5)

Given any λ ∈]0, 1
2 ], we can thus apply the Luckhaus Lemma 5.4 to find a sequence of maps

hk on B1 \B1−λ such that
• hk(x) = gk(x) for every x ∈ ∂B1 and hk(x) = g( x

1−λ) for any x ∈ ∂B1−λ;
• the following estimate holds

lim sup
k→∞

Dir(hk, B1 \B1−λ) ≤ CλK , (6.6)

where C is a geometric constant depending on m,n,Q and
K = lim sup

k
Dir(gk|∂B1 ,S

m−1) .

Assume now by contradiction that either g is not Dir-minimizing or that
Dir(g,B1) < lim sup

k→∞
Dir(gk, B1) .

For a subsequence of {gk}, not relabeled, we then have that there is a map ĝ with ĝ|∂B1 = g|∂B1
and

lim
k→∞

(Dir(gk, B1)−Dir(ĝ, B1)) = L > 0 . (6.7)

Consider then the function

ĝk(x) =

hk(x) if 1− λ < |x| < 1
ĝ
(

x
1−λ

)
if |x| ≤ 1− λ.

Since Dir(ĝk, B1−λ) = (1−λ)m−2Dir(ĝ, B1) ≤ Dir(ĝ, B1), combining (6.7) and (6.6) we achieve
lim inf
k→∞

(Dir(gk, B1)−Dir(ĝk, B1) ≥ L− CKλ .

In particular, the right hand side of the last inequality can be made positive by choosing λ
appropriately small. Since however ĝk|∂B1 = gk|∂B1 , for k large enough we would contradict
the minimality of gk. �

7. First variations

7.1. Notation for AQ(Rn)-calculus. In this section we derive some key identities for Dir-
minimizers u defined over a bounded domain Ω, which come from computing first variations
of the functional. We distinguish two types of variations: inner variations and outer variations.
Given the decomposition of Ω as in Definition 2.7 in each of the domains Ω+, Ω− and Ω0, we can
regard u as an AQ(Rn)-valued function, coinciding respectively with u+, u− and Q Jη ◦ uK. By
Proposition 3.2, in each of these domains the respective map is approximately differentiable and
we can use the chain rules of [10, Proposition 2.8]. When we deal with integrals over the whole
domain we would then have rather cumbersome formulas where we break the integral in the
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respective domains Ω+, Ω− and Ω0, in spite of the fact that such formulas would nonetheless be
rather straightforward. In order to simplify our notation we will then use the convention that∑
i Jui(x)K, resp.

∑
i JDui(x)K, will denote the multivalued maps

∑
i

q
u+
i (x)

y
,
∑
i

q
u−i (x)

y
and

Q Jη ◦ u(x)K (resp.
∑
i

q
Du+

i (x)
y
,
∑
i

q
Du−i (x)

y
and Q JD(η ◦ u)(x)K) depending on whether

x belongs to Ω+, Ω− or Ω0.

7.2. Inner variations. Inner variations are generated by composing u with one-parameter
families of diffeomorphisms Φt of Ω which are the identity on ∂Ω. More specifically we consider
a vector field ϕ ∈ C∞c (Ω,Rm), we let Φt(x) = x+ tϕ(x) and we observe that, whenever |t| is
sufficiently small, u ◦ Φt is well defined, u ◦ Φt ∈W 1,2(Ω,AQ(Rn)) and u ◦ Φt|∂Ω = u|∂Ω. We
therefore conclude that, if u is Dir-minimizing, then Dir(u ◦ Φt) ≥ Dir(u) for all sufficiently
small t, and thus

0 = d

dt

∣∣∣∣
t=0

Dir(u ◦ Φt) . (7.1)

Using the discussion above we can break the domain Ω into the pieces Ω+, Ω− and Ω0
where we use the chain rules of [10, Proposition 2.8] to prove the following proposition
(which corresponds to the first part of [10, Proposition 3.1]). Note that, since Φt is a
diffeomorphism, the partition of the domain Ω induced by the map u ◦ Φt is given by
{Φ−1

t (Ω+),Φ−1
t (Ω−),Φ−1

t (Ω0)}.

Proposition 7.1. Let Ω be a bounded open set and u ∈ W 1,2(Ω,AQ(Rn)) a Dir-minimizer.
Then for every ϕ ∈ C∞c (Ω,Rm) we haveˆ

Ω

(
2
∑
i

〈Dui : Dui ·Dϕ〉 − |Du|2divϕ
)

= 0 , (7.2)

where 〈A : B〉 denotes the Hilbert-Schmidt scalar product between n×m matrices (i.e. 〈A :
B〉 =

∑
i,j AijBij).

7.3. Outer variations. Next consider a map ψ ∈ C∞(Ω× Rn,Rn) such that ψ(x, u) = 0 in
a neighborhood of ∂Ω× Rn and which satisfies the growth conditions

|Duψ| ≤ C <∞ and |ψ(x, u)|+ |Dxψ(x, u)| ≤ C(1 + |u|) (7.3)
for some constant C. For each fixed x, consider the map

AQ(Rn) 3 P =
∑
i

JPiK 7→ Ψ(x, P ) =
∑
i

JPi + ψ(x, Pi)K .

Observe that if we consider the obvious induced map on AQ(Rn) t AQ(Rn), the latter
commutes with the equivalence relation defining AQ(Rn) and thus induces a corresponding
map on AQ(Rn) through (P, ε)→ Ψ(x, (P, ε)) := (Ψ(x, P ), ε).

Hence if u takes values in AQ(Rn), then we have a well defined map x 7→ Ψ(x, u(x)), which
we will denote by Ψ(x, u) = u + ψ(x, u) and which in a neighborhood of ∂Ω agrees with u.
We wish to show that x 7→ Ψ(x, u) ∈W 1,2(Ω,AQ(Rn)) when u ∈W 1,2(Ω,AQ(Rn)) (and Ω is
bounded). A possible procedure is the following:

• When u is Lipschitz, we observe that Ψ(x, u) is also Lipschitz. Using Definition 2.7
consider the sets Ω+, Ω− and Ω0 and observe that (Ψ(x, u))+(x) = Ψ(x, u+(x)) and
(Ψ(x, u))−(x) = Ψ(x, u−(x)). In particular

Dir(Ψ(x, u)) =
ˆ

Ω+

|DΨ(x, u+(x))|2 +
ˆ

Ω−

|DΨ(x, u−(x))|2 +Q

ˆ
Ω0

|DΨ(x,η ◦u(x))|2 . (7.4)
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• Using the chain rules of [10, Proposition 1.12] we see then easily that there is a constant
Ĉ (depending only on m,n,Q and C in (7.3)) such that, if u is Lipschitz, then

Dir(Ψ(x, u)) ≤ Ĉ (|Ω|+ ‖u‖L2 + Dir(u)) .

• Using the analogue of [10, Proposition 2.5], for a general map u ∈ W 1,2 we find a
sequence of Lipschitz maps uk converging to u in L2 and with equibounded Dirichlet
energy. The corresponding maps x 7→ Ψ(x, uk) converge then to Ψ(x, u) and have equi-
bounded Dirichlet energy. We then conclude that Ψ(x, u) ∈W 1,2. Next, considering
[10, Equation (2.9)], we can also observe that the convergence is in fact strong in W 1,2

and thus (7.4) holds for a general W 1,2 map.
We are now ready to define outer variations. Consider indeed a smooth ψ which is supported

in Ω′ × Rn for some Ω′ ⊂⊂ Ω and has the same properties and growth conditions as above
and let Ψt(x, u) := u+ t ψ(x, u). Then, if u is a Dir-minimizer, Dir(Ψt(x, u)) ≥ Dir(u) and we
thus can write

0 = d

dt

∣∣∣∣
t=0

Dir(Ψt(x, u)) . (7.5)

Arguing as in the previous paragraph we then conclude the following analogue of the second
part of [10, Proposition 3.1].

Proposition 7.2. Let u ∈ W 1,2(Ω,AQ(Rn)) be a Dir-minimizer and assume ψ ∈ C∞(Ω ×
Rn,Rn) is a vector field which vanishes identically in a neighborhood of ∂Ω× Rn and satisfies
the growth conditions (7.3) for some constant C. Then we haveˆ ∑

i

(〈Dui : Dxψ(x, ui)〉+ 〈Dui : Duψ(x, ui) ·Dui〉) = 0 . (7.6)

7.4. Key identities. Arguing as in [10, Section 3.1.2] we test the identities (7.2) and (7.6)
with ϕ and ψ of the following special form: ϕ(x) = φ(|x|)x and ψ(x, u) = φ(|x|)u. If we let
φ converge to the indicator function of the interval [0, r[ we then reach the following key
identities.

Proposition 7.3. Let Ω ⊂ Rm be a bounded open set and let u ∈ W 1,2(Ω,AQ(Rn)) be a
Dir-minimizer. Then for a.e. r ∈ [0,dist(x, ∂Ω)[ the following equalities hold:

(m− 2)
ˆ
Br(x)

|Du|2 = r

ˆ
∂Br(x)

|Du|2 − 2r
ˆ
∂Br(x)

|∂νu|2 , (7.7)
ˆ
Br(x)

|Du|2 =
ˆ
∂Br(x)

∑
i

〈∂νui, ui〉 , (7.8)

where ν denotes the outer unit normal to ∂Br(x) and
∑
i J∂νuiK is the multivalued map

y 7→
∑
i JDui(u) · ν(y)K.

The proof of the proposition follows from the very same computations of [10, Section 3.1.2].

8. Hölder regularity of Dir-minimizers

In this section we show that Dir-minimizers are Hölder continuous. In particular we will
prove the following
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Theorem 8.1. There are constants α0(m,n,Q) > 0 and C(m,n,Q) with the following
property. Assume u ∈ W 1,2(B2r(x),AQ(Rn)) is a Dir-minimizer. Then u ∈ C0,α0

loc (B2r(x)).
Indeed we have the estimates

[u]α0,Br(x) ≤ Cr1−m/2−α0 (Dir(u,B2r(x))
1
2 (8.1)

ρ2−m−2α0Dir(u,Bρ(x)) ≤ (2r)2−m−2α0Dir(u,B2r(x)) ∀ 0 < ρ < 2r . (8.2)

The estimate (8.2) gives a corresponding estimate for ζ ◦ u and then (8.2) implies (8.1)
through the classical theory of Campanato spaces, cf. [13, Proposition 3.7 & Theorem 2.9].
We therefore focus our attention on (8.2), which is a direct consequence of the following
proposition.

Proposition 8.2. There is a constant α0(m,n,Q) > 0 such that the following inequality holds
for every u ∈W 1,2(B1(x),AQ(Rn)):

Dir(u,B1) ≤ 1
m− 2 + 2α0

Dir(u|∂B1 , ∂B1) . (8.3)

Indeed, let u be as in Theorem 8.1 and set
I(ρ) := Dir(u,Bρ(x))
J(ρ) := Dir(u|∂Bρ(x), ∂Bρ(x)) .

Notice that,

I(ρ) =
ˆ ρ

0

ˆ
∂Bσ(x)

|Du|2 dσ ≥
ˆ ρ

0
J(σ) dσ .

Moreover, by rescaling and translating, (8.3) gives

I(ρ) ≤ ρ

m− 2 + 2α0
J(ρ) .

We thus conclude easily that (r2−m−2α0I(r))′ ≥ 0, which obviously implies (8.2).
We split the proof of Proposition 8.2 into two cases depending on the dimension of the

domain, namely m = 2 and m > 2. In the case m = 2 it suffices to prove the existence of a
constant C such that, if ũ ∈W 1,2(∂B1,AQ(Rn)), then we can find an extension u of ũ to B1
satisfying the inequality

Dir(u,B1) ≤ CDir(ũ,S1) .
The latter property is a classical fact for usual harmonic extensions of maps with values in the
Euclidean space: in that case the constant C can be taken to be 1. For the AQ(Rn) case we
consider ζ ◦ ũ and we then let h be its harmonic extension to B1. Setting u := ζ−1 ◦ % ◦ h,
the inequality is then an easy consequence of the estimate for the harmonic extension and
the Lipschitz regularity of ζ−1 and %. The case m ≥ 3 is harder and we need one important
auxiliary result.

8.1. 0-homogeneous minimizers. The following lemma shows that 0-homogeneous mini-
mizers are necessarily constant.

Lemma 8.3. Let m ≥ 3 and let u ∈W 1,2(B1,AQ(Rn)) be a Dir-minimizer with the additional
property that

Dir(u,B1) ≥ 1
m− 2Dir(u|∂B1 ,S

m−1) . (8.4)

Then u is constant.
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Proof. Observe that

Dir(u|∂B1 , S
m−1) =

ˆ
∂B1

(
|Du|2 − |∂νu|2

)
, (8.5)

where ν denotes the outer unit normal to ∂B1. Using (7.7), (8.4) and (8.5) we concludeˆ
∂B1

|∂νu|2 ≤ 0 ,

namely that ∂νu vanishes identically on ∂B1. But then (7.8) implies that Dir(u,B1) = 0,
which clearly gives the constancy of the function u. �

8.2. Proof of Proposition 8.2 for m ≥ 3. Consider first that, given the classical inequality
for Euclidean valued harmonic functions, we can assume without loss of generality that the
function u takes values in

◦
AQ(Rn). In this case both Dir(u,B1) and Dir(u|∂B1 , ∂B1) can be

split as

Dir(u,B1) = Dir(u+, B1) + Dir(u−, B1) ,
Dir(u|∂B1 , ∂B1) = Dir(u+|∂B1 , ∂B1) + Dir(u−|∂B1 , ∂B1) .

Assume now that the proposition is false and find a sequence of Dir-minimizers {uk} ⊂
W 1,2(B1,

◦
AQ(Rn)) such that

Dir(uk, B1) ≥ 1
m− 2 + (k + 1)−1 Dir(uk|∂B1 , ∂B1) .

After normalizing the maps we can assume that

Dir(uk, B1) = 1 .

We consider further the numbers

βk := min{|{|u+
k | = 0}|, |{|u−k | = 0}|}

and, up to subsequences, we distinguish two cases: lim infk→∞ βk > 0 and limk→∞ βk = 0.

First case. In this case we have the existence of a constant β > 0 such that |{|u+
k | = 0}| ≥ β

and |{|u−k | = 0}| ≥ β for every k. Since |D|v|| ≤ |Dv| for any Q-valued map, we conclude
from a classical variant of the Poincaré inequality that supk(‖|u+

k |‖L2 + ‖|u−k |‖L2) <∞. Up
to subsequences we can then assume that uk converges weakly in W 1,2 to some u and the
Proposition 6.4 would imply that:

• u is Dir-minimizing;
• Dir(u,B1) = limk→∞Dir(uk, B1) = 1.

On the other hand, the semicontinuity of the Dirichlet energy would also imply that

Dir(u|∂B1 , ∂B1) ≤ lim inf
k→∞

Dir(uk|∂B1 , ∂B1) ≤ m− 2 .

So, according to Lemma 8.3, u would have to be constant, which clearly is in contradiction
with Dir(u,B1) = 1.

Second case. In this case, again up to extraction of a subsequence, we can assume that
limk→∞ |{|u+

k | = 0}| = 0. In turn this implies that limk→∞ |{|u−k | > 0}| = 0. In particular,
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since ‖D|u−k |‖L2(B1) ≤ 1, we get limk→∞ ‖|u−k |‖L2(B1) = 0. In turn this implies as well that
|u−k |

∣∣∣
∂B1

is bounded in H1/2 and converges weakly to 0 distributionally. Thus

lim
k→∞

ˆ
∂B1

|u−k |
2 = 0 .

Consider now the map wk : ∂B1 3 x→ (u+
k (x), 1) ∈ AQ(Rn) (where we have “eliminated the

negative part” of uk) and observe that

lim
k→∞

ˆ
∂B1

Gs(wk, uk)2 = 0 .

In particular, for λ > 0 small (to be chosen later) use the Luckhaus Lemma 5.4 to construct a
function hk : B1 \B1−λ → AQ(Rn) with the properties that

• hk|∂B1 = uk|∂B1 ;
• hk(x) = wk((1− λ)−1x) for every x ∈ ∂B1−λ;
• The following estimate holds with a constant C independent of λ:

lim sup
k→∞

Dir(hk, B1 \B1−λ) ≤ Cλ .

Now, we use [10, Proposition 3.10] to find a map zk ∈W 1,2(B1−λ,AQ(Rn)) with the property
that

Dir(zk, B1−λ) ≤ 1− λ
m− 2 + γ

Dir(u+
k |∂B1−λ , ∂B1−λ) ≤ (1− λ)m−2(m− 2 + (k + 1)−1)

m− 2 + γ
,

where γ = γ(m,n,Q) > 0. Clearly the map

ûk(x) =
{
hk(x) if 1 ≥ |x| ≥ 1− λ
(zk(x), 1) ∈ AQ(Rn) if |x| ≤ 1− λ

is in W 1,2(B1,AQ(Rn)) and has the same trace as uk on ∂B1. By minimality

1 = lim
k→∞

Dir(uk, B1) ≤ lim sup
k

Dir(ûk, B1) ≤ (1− λ)m−2(m− 2)
m− 2 + γ

+ Cλ .

Observe that λ can be chosen arbitrarily small. On the other hand,

lim
λ→0

(
(1− λ)m−2(m− 2)

m− 2 + γ
+ Cλ

)
= m− 2
m− 2 + γ

< 1 ,

which gives a contradiction, thus completing the proof of Proposition 8.2, and, in turn, of
Theorem 8.1.

9. Monotonicity of the frequency function

As in the case of “classical” Q-valued functions, we introduce a suitable frequency function
for maps taking values in AQ(Rn).

Definition 9.1. Let Ω ⊂ Rm be an open set and consider a map u ∈W 1,2(Ω,AQ(Rn)). For
every x ∈ Ω and every r ∈]0,dist(x, ∂Ω)[ we define

Dx,u(r) := Dir(u,Br(x))

Hx,u(r) :=
ˆ
∂Br(x)

G(u,Q J0K)2 .
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Moreover, if Hx,u(r) > 0, we define the frequency function

Ix,u(r) := rDx,u(r)
Hx,u(r) .

If the point x and the function u are clear from the context, we will drop the subscripts from
the corresponding quantities. In our context the celebrated monotonicity theorem of Almgren
for the frequency function remains valid. More precisely we have the following theorem.

Theorem 9.2. Let Ω be a bounded open set and u ∈ W 1,2(Ω,AQ(Rn)) a Dir-minimizing
map. Fix a point x ∈ Ω and let ρ := dist(x, ∂Ω). Then either u+ ≡ u− ≡ Q J0K on Bρ(x) or
Hx,u(r) > 0 for every r ∈]0, ρ[ and in particular Ix,u(r) is well defined. Moreover, in the latter
case:

(a) The function r 7→ Ix,u(r) is monotone nondecreasing and therefore

I0 := lim
r→0

Ix,u(r)

exists and is finite.
(b) I0 = 0 if and only if max{|u+(x)|, |u−(x)|} > 0.
(c) There is a positive constant c0(m,n,Q) such that, if u(x) = Q J0K, then I0 ≥

c0(m,n,Q).
(d) The function r 7→ Ix,u(r) is constant if and only if u|Br(x) is I0-homogeneous, i.e. for

each y ∈ Sm−1 one of the following alternatives holds:

u(ry) = (u+(ry), 1) and u+(ry) =
∑
i

q
rI0u+

i (y)
y

∀r ∈]0, ρ[ , (9.1)

u(ry) = (u−(ry),−1) and u−(ry) =
∑
i

q
rI0u−i (y)

y
∀r ∈]0, ρ[ , (9.2)

u(ry) =
(
Q

q
rI0η ◦ u+(y)

y
, 1
)

=
(
Q

q
rI0η ◦ u−(y)

y
,−1

)
∀r ∈]0, ρ[ . (9.3)

The theorem follows from some important identities which we summarize in the following
proposition.

Proposition 9.3. Let Ω, x, ρ and u be as in Theorem 9.2. Then the maps r 7→ H(r), D(r)
are both absolutely continuous and the following identities hold for a.e. r ∈]0, ρ[:

D′(r) = m− 2
r

D(r) + 2
ˆ
∂Br(x)

|∂νu|2 (9.4)

H ′(r) = m− 1
r

H(r) + 2D(r) . (9.5)

Moreover there is a constant C0(m,n,Q) such that, if u(x) = Q J0K, then

H(r) ≤ C0rD(r) ∀r ∈]0, ρ[ . (9.6)

Proof. Without loss of generality we can assume x = 0. The absolute continuity of the map
r 7→ D(r) is an obvious consequence of the absolute continuity of integrals. Passing in polar
coordinates we easily see that

D′(r) =
ˆ
∂Br

|Du|2

for a.e. r ∈]0, ρ[. The identity (9.4) is then an obvious consequence of (7.7).
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Next consider a classical Sobolev f and let us writeˆ
∂Br

f2 = rm−1
ˆ
∂B1

f2(rx) dx

Differentiating in r we get the distributional identity
d

dr

ˆ
∂Br

f2 = m− 1
r

ˆ
∂Br

f2 +
ˆ
∂Br

〈∇f2(x), r−1x〉 dx ,

which easily shows the absolute continuity of the function. We apply the latter identity with
f = |u| and use the chain rule formulas analogous to [10, Section 1.3.1] to then derive

H ′(r) = m− 1
r

H(r) + 2
ˆ
∂Br

∑
i

〈∂νui, ui〉 .

The identity (9.5) is then a consequence of (7.8).
Finally, in order to show (9.6) observe first that we can assume, without loss of generality,

r = 1. We then use the interior Hölder regularity Theorem 8.1 to deriveˆ
∂B1

|u(sx)|2 dx ≤ CDir(u,B1) for all s ∈
[
0, 1

2

]
.

Next differentiating the function s 7→
´
∂B1
|u(sx)|2 dx and integrating in s ∈

[
1
2 , 1
]
we easily

conclude

M := max
s∈[1/2,1]

ˆ
∂B1

|u(sx)|2 ≤ C
ˆ 1

1/2

ˆ
∂Bs

|u||Du| ds+ C Dir(u,B1) .

In particular we derive

M ≤ CM
1
2 (Dir(u,B1))

1
2 + CDir(u,B1) ≤ M

2 + C Dir(u,B1) ,

from which M ≤ CDir(u,B1) = D(1) easily follows. Since H(1) ≤M , this gives the desired
bound. �

Proof of Theorem 9.2. Without loss of generality we can assume x = 0 and ρ = 1. First of all,
if H(1) = 0, then clearly the map identically equal to Q J0K in B1 is a competitor, hence by
minimality it has to be D(1) = 0 and thus u ≡ Q J0K in B1. Hence, let us consider the case
H(1) > 0. By Proposition 9.3, H will be positive in a neighborhood of 1 and thus we can
consider the smallest r0 < 1 for which H > 0 on ]r0, 1[. On such interval we can differentiate
in r and, using the identities (9.4), (9.5) and (7.8) compute

I ′(r) = 2 r
H(r)2

ˆ
∂Br

|∂νu|2
ˆ
∂Br

|u|2 −
(ˆ

∂Br

∑
i

〈∂νui, ui〉
)2
 ≥ 0 . (9.7)

In particular we conclude that I is monotone on ]r0, 1[ and so

H(r) ≥ r

I(1)D(r) .

Now, if it were r0 > 0, then we would have H(r0) = 0 and, by (9.5)

H ′(r) ≤ m− 1 + I(1)
r

H(r) for a.e. r ∈]r0, 1[.

But then the usual Gronwall’s lemma would imply that H vanishes on ]r0, 1[, which is a
contradiction.
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We have thus proved the first claim of the theorem, namely that H > 0 in ]0, 1[ under
the assumption that u is nontrivial in B1. Moreover (9.7) shows (a). (c) is now an obvious
consequence of (9.6), which in turn shows that I0 = 0 implies u(0) 6= Q J0K. Now, if
u(0) 6= Q J0K, namely |u(0)| > 0, then by Theorem 8.1 we have that

lim
r→0

H(r)
rm−1 = Hm−1(∂B1) |u(0)|2 > 0 .

On the other hand by Theorem 8.1 we have D(r) ≤ rm−2+2α0D(1). Combining these two
facts we then discover that limr→0 I(r) = 0.

We finally come to (d). If u is I0-homogeneous, then the usual chain rules imply that
∂νui(x) = I0|x|−1ui(x) for a.e. x and so we conclude that I ′ is identically 0. On the other
hand if I ′ ≡ 0, recalling that H(r) > 0, we conclude the existence of a function λ(r) such that
then ∂νui(x) = λ(r)ui(x) holds for a.e. r and a.e. x ∈ ∂Br. On the other hand, this would
imply

I0 = I(r) (7.8)=
r
´
∂Br

∑
i〈∂νui, ui〉

H(r) = rλ(r) .

Hence we have
∂νui(x) = I0

|x|
ui(x) for a.e. x ∈ B1.

In particular the same identity holds for u+ a.e. on B+
1 , for u− a.e. on B−1 and for the classical

function η ◦ u everywhere. Since however u+ = Q Jη ◦ uK on B1 \B+
1 , and u−(x) = Q Jη ◦ uK

on B1 \ B−1 , we conclude that the same identity actually holds a.e. on B1 for all the three
functions u+, u− and η ◦ u. In particular, by the argument given in [10, Section 3.4.2], we
conclude that all of them are I0-homogeneous. This in turn implies (d) and completes the
proof. �

10. Blow-up and estimate of the singular set

Definition 10.1. Given a Dir-minimizer u ∈W 1,2(Ω,AQ(Rn)), we say that a point x ∈ Ω is
regular if there is a neighborhood U of x such that

(a) u coincides with (u+, 1) in U and x is a regular point for the Dir-minimizer u+ ∈
W 1,2(U,AQ(Rn));

(b) Or u coincides with (u−,−1) in U and x is a regular point for the Dir-minimizer
u− ∈W 1,2(U,AQ(Rn)).

The set of regular points will be denoted by Reg(u), whereas its complement, the set of singular
points, will be denoted by Sing(u).

Note that (a) and (b) are not mutually exclusive: they can both hold, in which case both
u+ and u− coincide with Q Jη ◦ uK in U .

Theorem 10.2. Let Ω ⊂ Rm be a bounded open set, and let u ∈ W 1,2(Ω,AQ(Rn)) be a
Dir-minimizer. Then the Hausdorff dimension of Sing(u) is at most m− 1.

First of all observe that, by continuity, both Ω+ and Ω− are open sets. Moreover, in the
respective sets u+ and u− are minimizers taking values in AQ(Rn). Since Sing(u) ∩ Ω± =
Sing(u±|Ω±), we easily conclude from [10, Theorem 0.11] that the dimension of Sing(u) ∩
(Ω+ ∪ Ω−) is at most m − 2. It remains to study Sing(u) ∩ Ω0. On the other hand since
u = Q Jη ◦ uK on Ω0 it follows immediately that Reg(u) ∩ Ω0 consists of the interior of Ω0.
Thus the theorem will follow immediately from the following
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Proposition 10.3. Consider a connected bounded open set Ω ⊂ Rm and let u ∈W 1,2(Ω,AQ(Rn))
be a Dir-minimizer. If the dimension of Ω0 is strictly larger than m− 1, then Ω0 = Ω.

Proof. The proof is entirely analogous to the one of [10, Proposition 3.22] and we just sketch
it here for the reader’s convenience. First of all we observe that without loss of generality we
can assume η ◦ u ≡ 0. In this case the statement of the proposition becomes then that either
Dir(u) = 0, or the Hausdorff dimension of Ω0 is at most m− 1. We argue by contradiction
and assume that Dir(u) > 0 and Hm−1+α

∞ (Ω0) > 0 for some α > 0.
We then fix a point x ∈ Ω where

lim sup
r↓0

Hm−1+α
∞ (Ω0 ∩Br(x))

rm−1+α > 0 , (10.1)

which for measure theoretic reasons occurs at Hm−1+α-a.e. x ∈ Ω0. For any x ∈ Ω we define
ρ(x) := dist(x, ∂Ω). We then claim that for at least one x where (10.1) holds we must have
Dir(u,Bρ(x)(x)) > 0. Otherwise Dir(u,Bρ(x)(x)) = 0 for every x ∈ Ω0 by a simple density
argument. This would imply that Ω0 is open. Since it is also obviously closed and Ω is
connected, we conclude that Ω0 = Ω, which is a contradiction to Dir(u,Ω) > 0.

Fix then a point x where (10.1) holds and Dir(u,Bρ(x)(x)) > 0. We take advantage of
Theorem 9.2 in order to consider I0 = limr↓0 Ix,u(r), and we define the rescaled functions

y 7→ ur(y) ,

where u±r (y) =
∑
i

q
r−I0u±i (ry + x)

y
. Using the compactness of Dir-minimizers and the

monotonicity of the frequency function, we conclude that, up to subsequences, rescaled maps
converge (locally strongly inW 1,2(Rm,AQ(Rn))) to tangent functions defined on Rm which are
locally Dir-minimizers, take values in AQ(Rn) and are nontrivial. In turn, for an appropriate
chosen subsequence, (10.1) is used with Theorem 8.1 and with the upper semicontinuity of
the Hm−1+α

∞ measure to conclude that at least one such tangent function v has the property
that Hm−1+α({|v| = 0} ∩B1) > 0.

Observe that v is I0 homogeneous. We can repeat the procedure and find a tangent function
to v at some y with all the properties above. Such function turns out to be independent
of the variable y. Repeating the construction m times we end up with a function w which
has positive Dirichlet energy, is a local energy minimizer, is constant and for which the set
{|w| = 0} is nonempty. This is clearly a contradiction. �

11. Currents associated to normal graphs on an oriented submanifold

The remaining sections of this work are aimed at obtaining several additional results
concerning the geometry of (the integer rectifiable currents associated to) graphs of AQ(Rn)-
valued functions, which will play a pivotal role in the approximation procedure of area
minimizing currents modulo p = 2Q at points of density Q carried out in [5].

From now on, we will often work under the following assumptions.

Assumption 11.1. We consider:
(M) an open submanifoldM ⊂ Rm+n of class C3 and dimension m, with Hm(M) < ∞,

which is the graph of a function ϕ : Ω ⊂ Rm → Rn with ‖ϕ‖C3 ≤ c. We will let A
and H denote the second fundamental form and the mean curvature vector ofM as a
submanifold of Rm+n, respectively;
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(U) a regular tubular neighborhood U ofM in Rm+n, defined as

U =
{
x+ v : x ∈M , v ∈ T⊥xM with |v| ≤ c0

}
,

where the constant c0 is so small that a unique nearest point projection p : U→M is
well defined and of class C2;

(N) a proper Lipschitz map N : M→ AQ(Rm+n) which satisfies N+
i (x), N−i (x),η ◦N(x) ∈

T⊥xM ∀i and ∀x ∈M; the map N induces an

F : M→ AQ(Rm+n)

by setting

F (x) =


(∑

i

q
x+N−i (x)

y
,−1

)
onM−(∑

i

q
x+N+

i (x)
y
,+1

)
onM+ ∪M0 .

Observe that F± and η ◦F are proper maps, and they are Lipschitz continuous by Corollary
2.8. Let JMK be the multiplicity one m-dimensional current associated to M with the
orientation induced by its graph structure. Then, recalling [7], we have a natural way of
pushing forward JMK through the multivalued map F±: the corresponding notation is TF±

(in order to distinguish it from the classical “push-forward” via one-valued functions).

Definition 11.2. We introduce the notation TF for the integer rectifiable current which is
naturally induced by F and which is a representative mod(p). More precisely, we set

TF = TF+ p−1(M+)−TF− p−1(M−) +Q(η ◦ F )] JM0K (11.1)

and we introduce the notation

T+
F := TF+ p−1(M+) (11.2)

T−F := −TF− p−1(M−) (11.3)
T0
F := Q(η ◦ F )] JM0K . (11.4)

Remark 11.3. Observe that ‖T0
F ‖(U \ p−1(M0)) = 0. In particular, since the sets

p−1(M+),p−1(M−) and p−1(M0) are pairwise disjoint, for every Borel E ⊂ U we have

‖TF ‖(E) = ‖T0
F ‖(E) + ‖T−F ‖(E) + ‖T+

F ‖(E) . (11.5)

12. Compatible triples

Suppose (g+, g−, g) is a triple of Lipschitz continuous functions with g± : U → AQ(Rn) and
g : U → Rn with the additional property that they satisfy the following

Definition 12.1 (Compatibility conditions).
(a) For any x ∈ U , either sep(g+(x)) = 0 or sep(g−(x)) = 0.
(b) g(x) = η◦g+(x) whenever sep(g+(x)) = 0 and g(x) = η◦g−(x) whenever sep(g−(x)) =

0.
Here, we have used the notation introduced in [10], according to which sep(T ) = min{|ti −
tj | : ti 6= tj , T =

∑Q
l=1 JtlK} with the convention that min ∅ = 0. Also note that if

(
g+, g−, g

)
satisfies the compatibility conditions, and if for some x ∈ U it holds sep(g+(x)) = 0 =
sep(g−(x)) then necessarily g+(x) = g−(x) = Q JvK for some v ∈ Rn, and g(x) = v.
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To such a triple we can associate a Lipschitz map into AQ(Rn) by means of the following
transformation. We first define

j : (g+, g−, g) 7→ (v, w, z) = j(g+, g−, g) := (g+ 	 η ◦ g+, g− 	 η ◦ g−,η ◦ g+ + η ◦ g− − g).

Then, we map j(g+, g−, g) into f := ι−1(j(g+, g−, g)). In particular, the AQ(Rn)-valued map
f can be explicitly given as

f(x) =
{

(g+(x), 1) if sep(g−(x)) = 0
(g−(x),−1) otherwise.

Consistently with the notation of the previous sections, since ι is an isometry, we identify f
and (v, w, z) = j(g+, g−, g) and use interchangeably both symbols, depending on which is most
convenient at the moment. One readily checks that f is a Lipschitz map from U into AQ(Rn).

Note that moreover j(f+, f−,η◦f) = f . We thus have a right inverse of the map j. However,
there is not a 1-to-1 correspondence between AQ(Rn)-valued maps f and triples (g+, g−, g)
satisfying (a) and (b). We therefore introduce the following terminology.

Definition 12.2. The triple (f+, f−,η ◦ f) will be called the canonical decomposition of the
map f .

Next note that the following lemma is a very simple consequence of the above definitions.

Lemma 12.3. For any f : U → AQ(Rn) the following holds.
(i) First of all we have the estimates

max{Lip(f±),Lip(η ◦ f)} ≤ Lip(f) ; (12.1)

and

Lip(f) ≤ Lip(g+) + Lip(g−) . (12.2)

for any (g+, g−, g) such that j(g+, g−, g) = f .
(ii) The canonical decomposition of the domain U of f can be determined using any triple

(g+, g−, g) such that j(g+, g−, g) = f . More precisely:

U± = {sep(g±) > 0} (12.3)
U0 = U \ (U+ ∪ U−) = {sep(g+) = sep(g−) = 0} . (12.4)

(iii) The following identities hold whenever j(g+, g−, g) = f :∑
i

q
Dg+

i

y
=
∑
i

JDfiK a.e. on U+ ∪ U0 , (12.5)∑
i

q
Dg−i

y
=
∑
i

JDfiK a.e. on U− ∪ U0 , (12.6)

|Df | =


|Dg+| a.e. on U+
|Dg−| a.e. on U−√
Q|Dg| a.e. on U0.

(12.7)



AREA MINIMIZING CURRENTS MOD 2Q: LINEAR REGULARITY THEORY 29

13. Taylor expansion of area and excess

We start with a series of theorems which are focused on Taylor expansions of the mass
of TF and important variants. The first one, which corresponds to [7, Theorem 3.2] is the
following.

Theorem 13.1 (Expansion of M(TF )). IfM, N and F are as in Assumption 11.1 and c̄ is
smaller than a geometric constant, then

M(TF ) = QHm(M)−Q
ˆ
M
〈H,η ◦N〉+ 1

2

ˆ
M
|DN |2

+
ˆ
M

∑
i

(
P2(x,Ni) + P3(x,Ni, DNi) +R4(x,DNi)

)
, (13.1)

where P2, P3 and R4 are C1 functions with the following properties:
(i) v 7→ P2(x, v) is a quadratic form on the normal bundle ofM satisfying

|P2(x, v)| ≤ C|A(x)|2|v|2 ∀ x ∈M, ∀ v ⊥ TxM; (13.2)
(ii) P3(x, v,D) =

∑
i Li(x, v)Qi(x,D), where v 7→ Li(x, v) are linear forms on the normal

bundle ofM and D 7→ Qi(x,D) are quadratic forms on the space of (m+ n)× (m+ n)-
matrices, satisfying

|Li(x, v)| ≤ C|A(x)||v| ∀x ∈M, ∀v ⊥ TxM,

|Qi(x,D)| ≤ C|D|2 ∀x ∈M ,∀D ∈ R(m+n)×(m+n) ;

(iii) |R4(x,D)| = |D|3L(x,D), for some function L with Lip(L) ≤ C, which satisfies
L(x, 0) = 0 for every x ∈M and is independent of x when A ≡ 0.

Moreover, for any Borel function h : Rm+n → R,∣∣∣∣∣
ˆ
h d‖TF ‖ −

ˆ
M

∑
i

h ◦ Fi

∣∣∣∣∣ ≤ C
ˆ
M

(∑
i

|A||h◦Fi||Ni|+‖h‖∞(|DN |2 + |A|2|N |2)
)
, (13.3)

and, if h(q) = g(p(q)) for some g, we have∣∣∣∣ˆ h d‖TF ‖ −
ˆ
M

(Q−Q〈H,η ◦N〉+ 1
2 |DN |

2) g
∣∣∣∣ ≤ C ˆ

M

(
|A|2|N |2 + |DN |4

)
|g| . (13.4)

Proof. Observe that the first part of the statement is a simple consequence of (13.4). The
latter one can be easily reduced to [7, Theorem 3.2] using (11.5). Indeed, if we introduce
g+ := g1M+ , g− := g1M− and g0 := g1M0 and the corresponding h�(p) = g�(p(p)), it
suffices to prove (13.4) for each pair (h�, g�). In such cases, however, (13.4) can be concluded
from [7, Theorem 3.2] (more specifically [7, Eq. (3.4)]) applied to each TF� .

As for (13.3) precisely the same argument reduces it to prove it for h+ := h1p−1(M+),
h− := h1p−1(M−) and h0 := h1p−1(M0). As above, each such case can be inferred from [7,
Theorem 3.2] (more specifically [7, Eq. (3.3)]) applied to the corresponding TF� . �

An important corollary of the theorem above is the following.

Corollary 13.2 (Expansion of M(Gf )). Assume Ω ⊂ Rm is an open set with bounded measure
and f : Ω→ AQ(Rn) a Lipschitz map with Lip(f) ≤ c̄. Then,

M(Gf ) = Q|Ω|+ 1
2

ˆ
Ω
|Df |2 +

ˆ
Ω

∑
i

R̄4(Dfi) , (13.5)
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where R̄4 ∈ C1 satisfies |R̄4(D)| = |D|3L̄(D) for L̄ with Lip(L̄) ≤ C and L̄(0) = 0.

Proof. The statement follows from Theorem 13.1 applied to the case in whichM is flat: since
A = 0 (and thus H = 0), the linear and third order terms in the expansion (13.1) vanish. �

We next come to two further Taylor expansions.

Proposition 13.3 (Expansion of a curvilinear excess). There exists a dimensional constant
C > 0 such that, ifM, F and N are as in Assumption 11.1 with c̄ small enough, then∣∣∣∣ˆ |~TF (x)− ~M(p(x))|2no d‖TF ‖(x)−

ˆ
M
|DN |2

∣∣∣∣ ≤ C ˆ
M

(|A|2|N |2 + |DN |4) , (13.6)

where ~TF and ~M are the unit m-vectors orienting TF and TM, respectively, and | · |no is the
non-oriented distance defined by

|~TF − ~M(p(x))|no := min{|~TF − ~M(p(x))|, |~TF + ~M(p(x))|} (13.7)

Proof. Proceeding as in the argument leading to Theorem 13.1, we can reduce the statement
to corresponding ones where TF is replaced by TF� andM is replaced byM± orM0, after
observing that

|~TF (x)− ~M(p(x))|2no = |~TF�(x)− ~M(p(x))|2 at ‖TF ‖−a.e. x .
Each of these statements can then be concluded from [7, Proposition 3.4]: note indeed that,

although [7, Proposition 3.4] is “global”, a local version (where, given any Borel E ⊂M, in
the right hand side of [7, Eq. (3.13)] TF is substituted by TF p−1(E) and in the left hand
sideM is substituted by E) follows directly from the proof given there.

�

The final Taylor expansion which we treat in this section is the one of a suitable cylindrical
excess. In the following theorem, given a disc Bs ⊂ Rm we will let Cs denote the cylinder
Cs := Bs × Rn ⊂ Rm × Rn ' Rm+n.

Theorem 13.4 (Expansion of a cylindrical excess). There exist dimensional constants C, c > 0
with the following property. Let f : Rm → AQ(Rn) be a Lipschitz map with Lip (f) ≤ c. For
any 0 < s, set L :=

ffl
Bs
D(η ◦ f) and denote by ~τ the m-dimensional simple unit vector

orienting the graph of the linear map y 7→ L · y. Then, we have∣∣∣∣∣
ˆ

Cs

∣∣∣~Gf − ~τ
∣∣∣2
no
d‖Gf‖ −

ˆ
Bs

Gs(Df,Q JLK)2
∣∣∣∣∣ ≤ C

ˆ
Bs

|Df |4 . (13.8)

Proof. Denote by E the quantity

E =
ˆ

Cs

∣∣∣~Gf − ~τ
∣∣∣2
no
d‖Gf‖ .

Observe that, if we set U := Bs and introduce the triples (f+, f−,η ◦ f) and (U+, U−, U0), we
easily conclude that

E =
ˆ
U+×Rn

|~Gf+ − ~τ |2d‖Gf+‖+
ˆ
U−×Rn

|~Gf− − ~τ |2d‖Gf−‖

+Q

ˆ
U0×Rn

|~Gη◦f − ~τ |2d‖Gη◦f‖ .
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We next can apply the same computations of the proof of [7, Theorem 3.5] to arrive at

E =
ˆ
U+

|Df+|2 +Q |U+| |L|2 − 2
ˆ
U+

∑
i

Df+
i : L

+
ˆ
U−

|Df−|2 +Q |U−| |L|2 − 2
ˆ
U−

∑
i

Df−i : L

+Q

ˆ
U0

|Dη ◦ f |2 +Q |U0| |L|2 − 2Q
ˆ
U0

Dη ◦ f : L

+O

(ˆ
Bs

|Df |4
)
.

This easily gives

E =
ˆ
U+

G(Df+, Q JLK)2 +
ˆ
U−

G(Df−, Q JLK)2

+Q

ˆ
U0

|Dη ◦ f − L|2 +O

(ˆ
Bs

|Df |4
)
.

Using (12.5) we then conclude (13.8). �

14. Taylor expansion of first variations

In this section we consider Taylor expansions of the first variations.
We begin with the expansion for the first variation of graphs. In the following theorem,

Lipc(Ω × Rn,Rd) denotes the space of functions ζ ∈ Lip(Ω × Rn,Rd) for which there exists
Ω′ ⊂⊂ Ω such that f(x, y) = 0 when x /∈ Ω′.

Theorem 14.1 (Expansion of δGf (χ)). Let Ω ⊂ Rm be a bounded open set and f : Ω →
AQ(Rn) a map with Lip(f) ≤ c̄. Consider a function ζ ∈ Lipc(Ω × Rn,Rn) and the corre-
sponding vector field χ ∈ Lipc(Ω× Rn,Rm+n) given by χ(x, y) = (0, ζ(x, y)). Then,∣∣∣∣∣δGf (χ)−

ˆ
Ω

∑
i

(
Dxζ(x, fi) +Dyζ(x, fi) ·Dfi

)
: Dfi

∣∣∣∣∣ ≤ C
ˆ

Ω
|Dζ||Df |3 . (14.1)

The next two theorems deal with general TF as in Assumption 11.1. We restrict our
attention to “outer and inner variations”. Outer variations result from deformations of the
normal bundle ofM which are the identity onM and map each fibre into itself, whereas inner
variations result from composing the map F with isotopies ofM.

Theorem 14.2 (Expansion of outer variations). Let M, U, p and F be as in Assumption
11.1 with c̄ sufficiently small. If ϕ ∈ Lipc(M) and X(q) := ϕ(p(q))(q − p(q)), then

δTF (X) =
ˆ
M

(
ϕ |DN |2 +

∑
i

(Ni ⊗Dϕ) : DNi

)
−Q
ˆ
M
ϕ〈H,η ◦N〉︸ ︷︷ ︸

Err1

+
3∑
i=2

Erri (14.2)
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where

|Err2| ≤ C
ˆ
M
|ϕ||A|2|N |2 (14.3)

|Err3| ≤ C
ˆ
M

(
|ϕ|
(
|DN |2|N ||A|+ |DN |4

)
+ |Dϕ|

(
|DN |3|N |+ |DN ||N |2|A|

))
. (14.4)

Let Y be a Lipschitz vector field on TM with compact support, and define X on U setting
X(q) = Y (p(q)). Let {Ψε}ε∈]−η,η[ be any isotopy with Ψ0 = id and d

dε

∣∣∣
ε=0

Ψε = Y and define

the following isotopy of U: Φε(q) = Ψε(p(q)) + (q − p(q)). Clearly X = d
dε

∣∣∣
ε=0

Φε.

Theorem 14.3 (Expansion of inner variations). LetM, U and F be as in Assumption 11.1
with c̄ sufficiently small. If X is as above, then

δTF (X) =
ˆ
M

( |DN |2
2 divM Y −

∑
i

DNi : (DNi ·DMY )
)

+
3∑
i=1

Erri, (14.5)

where

Err1 = −Q
ˆ
M

(
〈H,η ◦N〉 divMY + 〈DYH,η ◦N〉

)
, (14.6)

|Err2| ≤ C
ˆ
M
|A|2

(
|DY ||N |2 + |Y ||N | |DN |

)
, (14.7)

|Err3| ≤ C
ˆ
M

(
|Y ||A||DN |2

(
|N |+ |DN |

)
+ |DY |

(
|A| |N |2|DN |+ |DN |4

))
. (14.8)

The three theorems can all be proved appealing to the computations in [7, Section 4]. First
of all, by a standard approximation procedure we can assume that the test vector fields are
in fact smooth. Next consider the case of Theorem 14.2. Using the triple F+, F− and η ◦ F ,
and taking into account the fact that the currents TF+ p−1(M+), TF− p−1(M−), and
Tη◦F p−1(M0) are supported on disjoint sets, we can compute

δTF (X) = δTF+ p−1(M+)(X) + δTF− p−1(M−)(X) +QδTη◦F p−1(M0)(X) . (14.9)

We can then appeal to [7, Theorem 4.2] to get the corresponding Taylor expansions of the
three pieces separately and use (12.5), (12.6) and (12.7) to conclude the desired formulas. The
proof of Theorem 14.1 is entirely analogous, using [7, Theorem 4.1]. In both cases there is
only one thing to notice: although in the statements of [7, Theorem 4.1 & Theorem 4.2] the
domain is assumed to be an open set (and the map ϕ in [7, Theorem 4.2] is assumed to have
compact support), it can be easily seen that the proof given in [7] is not using any specific
property of the domain of the map except for its Borel measurability (and the assumption on
the support of the map ϕ in [7, Theorem 4.2] is also redundant).

Reducing Theorem 14.3 to the case of [7, Theorem 4.3] is however different, since in the
final part of the proof one integration by parts is used to treat the linear error term and thus
the assumption that the domain is open and that the vector field Y has compact support
is crucial. In this case we proceed instead as follows. First of all we decompose the first
variation of TF as in (14.9) and we denote by N+, N− and η ◦N the triple corresponding to
the AQ(Rn)-valued map “normal part” N . For each of the three summands in (14.9) we then
follow the proof of [7, Theorem 4.3] till [7, Eq. (4.13)]. Taking δTF+ as an example, we get
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the expansion
δTF+ p−1(M+)(X)

=
ˆ
M+

( |DN+|2

2 divM Y −
∑
i

DN+
i : (DN+

i ·DMY )
)

+ J+
2 + Err+

2 + Err+
3 ,

(14.10)

where

J+
2 = Q

ˆ
M+

∑
j

(
〈A(ej ,∇ejY ),η ◦N+〉+ 〈A(ej , Y ), Dejη ◦N+〉

)
(14.11)

Err+
2 ≤
ˆ
M+

|A|2
(
|DY ||N+|2 + |Y ||N+| |DN+|

)
, (14.12)

Err+
3 ≤
ˆ
M

(
|Y ||A||DN+|2

(
|N+|+ |DN+|

)
+ |DY |

(
|A| |N+|2|DN |+ |DN+|4

))
. (14.13)

We next sum to (14.10) the corresponding expansions for the other two summands in the
decomposition of δTF (X) (namely δTF− p−1(M−)(X) and QδTη◦F p−1(M0)(X)). Using
then (12.5), (12.6) and (12.7), we easily reach

δTF (X) =
ˆ
M

( |DN |2
2 divM Y −

∑
i

DNi : (DNi ·DMY )
)

+ J2 + Err2 + Err3 , (14.14)

where Err2 and Err3 satisfy the estimates claimed in Theorem 14.3 and

J2 = Q

ˆ
M

∑
j

(
〈A(ej ,∇ejY ),η ◦N〉+ 〈A(ej , Y ), Dejη ◦N〉

)
. (14.15)

Note that at this stage the term J2 corresponds to the term J2 of [7, Eq. (4.17)]. Thus we
can follow the remaining part of the proof of [7, Theorem 4.3] where an integration by parts
transforms J2 into the term Err1 of the expansion (14.5).

15. Reparametrization theorem on normal bundles

In this section we state and prove the analogues of the results in [7, Section 5] in the context
of AQ(Rn)-valued maps.

Theorem 15.1 (AQ(Rn) parametrizations). Let Q,m, n ∈ N and s < r < 1. Then, there are
constants c0, C > 0 (depending on Q,m, n and r

s) with the following property. Let ϕ,M and
U be as in Assumption 11.1 with Ω = Bs and let f : Br → AQ(Rn) be such that

‖ϕ‖C2 + Lip(f) ≤ c0 and ‖ϕ‖C0 + ‖f‖C0 ≤ c0 r. (15.1)
Set Φ(x) := (x, ϕ(x)). Then, there are maps F and N as in Assumption 11.1(N) such that
TF = Gf U and

Lip(N) ≤ C
(
‖D2ϕ‖C0‖N‖C0 + ‖Dϕ‖C0 + Lip(f)

)
, (15.2)

1
2
√
Q
|N(Φ(x))| ≤ Gs(f(x), Q Jϕ(x)K) ≤ 2

√
Q |N(Φ(x))| ∀x ∈ Bs , (15.3)

|η ◦N(Φ(x))| ≤ C|η ◦ f(x)− ϕ(x)|+ CLip(f)|Dϕ(x)||N(Φ(x))| ∀x ∈ Bs. (15.4)

Finally, assume x ∈ Bs and (x,η ◦ f(x)) = ξ + v for some ξ ∈M and v ⊥ TξM. Then,

Gs(N(ξ), Q JvK) ≤ 2
√
QGs(f(x), Q Jη ◦ f(x)K) . (15.5)



34 CAMILLO DE LELLIS, JONAS HIRSCH, ANDREA MARCHESE, AND SALVATORE STUVARD

For further reference, we state the following immediate corollary of Theorem 15.1, corre-
sponding to the case of a linear ϕ. In the statement we shall adopt the following notation: if
π is an m-dimensional linear subspace (briefly, an m-plane) in Rm+n, x ∈ Rm+n, and r > 0,
then we set Br(x, π) := Br(x) ∩ (x + π), where Br(x) is the open ball centered at x with
radius r in Rm+n, and we will only write Br(π) if x is the origin. Furthermore, we shall use
the symbol AQ(π) to denote the space of special Q-points in the plane π.

Proposition 15.2 (Q-valued graphical reparametrization). Let Q,m, n ∈ N and s < r < 1.
There exist positive constants c, C (depending only on Q,m, n and r

s) with the following property.
Let π0 and π be m-planes with |π − π0| ≤ c and f : Br(π0) → AQ(π⊥0 ) with Lip(f) ≤ c and
|f | ≤ cr. Then, there is a Lipschitz map g : Bs(π) → AQ(π⊥) with Gg = Gf Cs(π) and
such that the following estimates hold on Bs(π):

‖g‖C0 ≤ Cr|π − π0|+ C‖f‖C0 , (15.6)
Lip(g) ≤ C|π − π0|+ CLip(f) . (15.7)

Again Theorem 15.1 will be reduced to the corresponding [7, Theorem 5.1]. First of
all we introduce the triple (f+, f−,η ◦ f) and, setting U := Br, consider U+, U− and U0.
For each of the maps f+, f−,η ◦ f we apply [7, Theorem 5.1] and find the corresponding
“parametrizations”, which we denote G+, G−, g, so that

TG+ = Gf+ U (15.8)
TG− = Gf− U (15.9)

Tg = Gη◦f U . (15.10)
We now wish to show two things, which we summarize in the following

Lemma 15.3. The triple (G+, G−, g) satisfies the compatibility conditions of Definition 12.1,
and the map F = j(G+, G−, g) satisfies TF = Gf U. In fact the following stronger conclusion
holds:

TG+ p−1(M+) = TF+ p−1(M+) = Gf+ U ∩ (U+ × Rn) (15.11)
TG− p−1(M−) = TF− p−1(M−) = Gf− U ∩ (U− × Rn) (15.12)

Tg p−1(M0) = Tη◦F p−1(M0) = Gη◦f U ∩ (U0 × Rn). (15.13)

Before coming to the proof of the lemma, we observe that, by virtue of [7, Theorem 5.1
& Lemma 5.4] it implies Theorem 15.1 and the following “geometric algorithm” to find the
values of F ; see also [18].

Lemma 15.4 (Geometric reparametrization). The values of F in Theorem 15.1 can be
determined at any point p ∈M as follows. Let κ be the orthogonal complement of TpM. Then
p+ κ intersects Gr(η ◦ f) at a unique point q and if x := pπ0(q), then

(i) p ∈M0 if and only if x ∈ U0;
(ii) p ∈M+ if and only if x ∈ U+;
(iii) p ∈M− if and only if x ∈ U−.

Furthermore:
(iv) If p ∈M0, then F (p) = Q J(x,η ◦ f(x))K = Q JqK;
(v) If p ∈M+, then spt(F (p)) = Gr(f+)∩ (p+κ) and the multiplicity of every point q in

the value F (x) equals the multiplicity of the point p⊥π0(q) in f+(pπ0(q));
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(vi) If p ∈M−, then spt(F (p)) = Gr(f−)∩ (p+κ) and the multiplicity of every point q in
the value F (x) equals the multiplicity of the point p⊥π0(q) in f−(pπ0(q)).

Proof of Lemma 15.3. The lemma is an obvious consequence of the geometric algorithm given
in [7, Lemma 5.4] to determine G+, G− and η ◦G. Consider indeed a point p ∈M where the
sep(G+(p)) = 0 and let q = η ◦G+(p). If κ = (TpM)⊥, [7, Lemma 5.4] implies immediately
that p + κ intersects Gr(f+) only in the point q and that, having set x := pπ0(q) and
v := p⊥π0(q), f+(x) = Q JvK, so v = η ◦ f(x). This means that p + κ intersects the graph
of η ◦ f in the point q, which in turn, again by [7, Lemma 5.4] must be precisely the value
of g at p. We have thus proved that, if sep(G+(p)) = 0, then G+(p) = Q Jg(p)K. The
same argument also shows that, if sep(G−(p)) = 0, then G−(p) = Q Jg(p)K, thus proving
condition (b) in Definition 12.1. Next, we show the validity of condition (a), namely that
min{sep(G+(p)), sep(G−(p))} = 0 for every p ∈M. Fix p ∈M, and set again κ := (TpM)⊥.
By [7, Lemma 5.4], (p+ κ) ∩Gr(η ◦ f) = {q}. If we set x := pπ0(q), then x ∈ U+ or x ∈ U−
or x ∈ U0. If x ∈ U+, then there is v ∈ Rn such that f−(x) = Q JvK, so that sep(f−(x)) = 0
and η ◦ f(x) = v. Thus, (p + κ) ∩ Gr(f−) = {q}, G−(p) = Q JqK, and sep(G−(p)) = 0.
Analogously, one proves that if x ∈ U− then sep(G+(p)) = 0, and that if x ∈ U0 then
sep(G+(p)) = 0 = sep(G−(p)). Since {U+, U−, U0} is a partition of U , at each point p ∈ M
we necessarily have that either sep(G+(p)) = 0 or sep(G−(p)) = 0, as we wanted.

Note that, not only the argument above implies the (G+, G−, g) satisfies the compatibility
conditions of Definition 12.1 and hence they allow to get a well defined F , but they also
imply immediately the conclusions (i), (ii) and (iii) of Lemma 15.4. Knowing the latter, the
conclusions (iv), (v) and (vi) of Lemma 15.4 are again an obvious corollary of [7]. In turn
they easily imply (15.11), (15.12) and (15.13). Finally, these three identities easily imply
TF = Gf U. �

16. L1 estimate on the separation over tilting planes

We conclude with the analogue of [8, Lemma 5.6].

Lemma 16.1. Fix m,n, l and Q. There are geometric constants c0, C0 with the following
property. Consider two triples of planes (π,κ, $) and (π̄, κ̄, $̄), where

• π and π̄ are m-dimensional;
• κ and κ̄ are n̄-dimensional and orthogonal, respectively, to π and π̄;
• $ and $̄ are l-dimensional and orthogonal, respectively, to π × κ and π̄ × κ̄.

Assume An := |π− π̄|+ |κ− κ̄| ≤ c0 and let Ψ : π×κ → $, Ψ̄ : π̄× κ̄ → $̄ be two maps whose
graphs coincide and such that |Ψ̄(0)| ≤ c0r and ‖DΨ̄‖C0 ≤ c0. Let u : B8r(0, π̄) → AQ(κ̄)
be a map with Lip(u) ≤ c0 and ‖u‖C0 ≤ c0r and set f(x) :=

∑
iJ(ui(x), Ψ̄(x, ui(x)))K and

f(x) := (η ◦ u(x), Ψ̄(x,η ◦ u(x))). Then there are
• a map û : B4r(0, π) → AQ(κ) such that the map f̂(x) :=

∑
i J(ûi(x),Ψ(x, ûi(x)))K

satisfies Gf̂ = Gf C4r(0, π)
• and a map f̂ : B4r(0, π)→ κ ×$ defined by Gf̂ = Gf C4r(0, π).

Finally, if g(x) := (η ◦ û(x),Ψ(x,η ◦ û(x))), then

‖f̂ − g‖L1 ≤ C0 (‖f‖C0 + rAn)
(
Dir(f) + rm

(
‖DΨ̄‖2C0 + An2)) . (16.1)

Proof. We start introducing the maps f± and u±. We then apply the reparametrization
theorem to determine maps g± and v± which satisfy Gg± = Gf± C4r(0, π) and Gv± =
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Gu± C4r(0, π). Recall that η ◦ f+ = η ◦ f− = η ◦ f and η ◦ u+ = η ◦ u− = η ◦ u. By Lemma
15.3 and Lemma 15.4, we can next decompose U = B4r(0, π) into disjoint sets U+, U− and U0
by setting U± = {x ∈ U : sep(v±(x)) 6= 0}. Then, we define:

(a) û(x) := v+(x) for x ∈ U+ ∪ U0, so that f̂(x) = g+(x) = (v+(x),Ψ(x, v+(x))) for
x ∈ U+ ∪ U0;

(b) û(x) := v−(x) for x ∈ U−, so that f̂(x) = g−(x) = (v−(x),Ψ(x, v−(x))) for x ∈ U−;
(c) f̂(x) = f−(x) = f+(x) = Q Jg(x)K = Q

r
f̂(x)

z
for x ∈ U0.

Hence, if we introduce
g+ := (η ◦ v+,Ψ(·,η ◦ v+)) , (16.2)
g− := (η ◦ v−,Ψ(·,η ◦ v−)) , (16.3)

we easily conclude that
‖f̂ − g‖L1(B4r(0,π)) = ‖f̂ − g+‖L1(U+) + ‖f̂ − g−‖L1(U−) . (16.4)

Now we apply [8, Lemma 5.6] to each f± in order to infer

‖f̂ − g±‖L1 ≤ C0
(
‖f±‖C0 + rAn

) (
Dir(f±) + rm

(
‖DΨ̄‖2C0 + An2)) . (16.5)

Considering Lemma 12.3 we have ‖f±‖C0 ≤ ‖f‖C0 and Dir(f±) ≤ Dir(f). Hence (16.1) is an
obvious consequence of (16.4) and (16.5). �
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