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#### Abstract

We deal with a class of equations driven by nonlocal, possibly degenerate, integro-differential operators of differentiability order $s \in(0,1)$ and summability growth $p \in(1, \infty)$, whose model is the fractional $p$-Laplacian operator with measurable coefficients. We review several recent results for the corresponding weak solutions/supersolutions, as comparison principles, a priori bounds, lower semicontinuity, boundedness, Hölder continuity up to the boundary, and many others. We then discuss the good definition of $(s, p)$ superharmonic functions, and the nonlocal counterpart of the Perron method in nonlinear Potential Theory, together with various related results. We briefly mention some basic results for the obstacle problem for nonlinear integrodifferential equations. Finally, we present the connection amongst the fractional viscosity solutions, the weak solutions and the aforementioned ( $s, p$ )superharmonic functions, together with other important results for this class of equations when involving general measure data, and a surprising fractional version of the Gehring lemma.

We sketch the corresponding proofs of some of the results presented here, by especially underlining the development of new fractional localization techniques and other recent tools. Various open problems are listed throughout the paper.
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## 1 Introduction

In this note we are interested in a very general class of nonlinear nonlocal equations, which include as a particular case some fractional Laplacian-type equations; that is, those related to the operator $\mathcal{L}$ defined on suitable fractional Sobolev functions by

$$
\begin{equation*}
\mathcal{L} u(x)=P . V . \int_{\mathbb{R}^{n}} K(x, y)|u(x)-u(y)|^{p-2}(u(x)-u(y)) \mathrm{d} y, \quad x \in \mathbb{R}^{n} . \tag{1}
\end{equation*}
$$

The nonlinear nonlocal operator $\mathcal{L}$ in the display above is driven by its symmetric kernel $K: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow[0, \infty)$, which is a measurable function of differentiability order $s \in(0,1)$ and summability exponent $p \in(1, \infty)$,

$$
\Lambda^{-1} \leq K(x, y)|x-y|^{n+s p} \leq \Lambda \quad \text { for a. e. } x, y \in \mathbb{R}^{n},
$$

for some $\Lambda \geq 1$. We immediately refer to Section 2 for the precise assumptions on the involved quantities in the general framework. In order to simplify, one can just keep in mind the model case when the kernel $K=K(x, y)$ does coincide with the Gagliardo kernel $|x-y|^{-n-s p}$; that is, when the corresponding equation reduces to

$$
(-\Delta)_{p}^{s} u=0 \text { in } \mathbb{R}^{n},
$$

where the symbol $(-\Delta)_{p}^{s}$ denotes the so-called fractional p-Laplacian operator, though in such a case the difficulties arising from having merely measurable coefficients disappear. The fractional $p$-Laplacian operator is a nonlocal
version of the $p$-Laplacian operator $(-\Delta)_{p}$, which in recent years attracted extensive attention, not only since it appears in many models naturally arising from concrete applications in Biology, Finance, Physics, but even from a pure mathematical point of view because of the challenging difficulties due to its both nonlocal and nonlinear definition (see Section 1.1 below). However, despite its relatively short history, this problem has already evolved into an elaborate theory with several connections to other branches; the literature is too wide to attempt any comprehensive treatment in a single paper. We refer the interested reader to the papers [11-13, 28, 30, 72, 80, 90], the forthcoming book [58], and the references therein.

In these notes, we survey several results for the weak solutions to the Dirichlet problem for the nonlocal $p$-Laplace equation, lead by the operator $\mathcal{L}$ defined in (1). Clearly, it is not reasonable to condensate in a single paper all the results achieved in the (even recent) literature on the topic, so that we focus on the most relevant theorems together with the sketch of some of the corresponding proofs and/or significative related remarks, as well in particular on the main results achieved by the author in collaboration with A. Di Castro, J. Korvenpää, and T. Kuusi, in the papers [26, 27, 48-51], where new localization techniques to attack general nonlocal problems have been developed.

### 1.1 From the fractional Laplacian to nonlinear integro-differential operators with measurable coefficients

Now, a few observations about the equation we are considering. First of all, it is worth noticing that the main difficulty into the treatment of the operators $\mathcal{L}$ in (1) lies in their very definition, which combines the typical issues given by its nonlocal feature together with the ones given by its nonlinear growth behavior; also, further efforts are needed due to the presence of merely measurable coefficients in the kernel $K$. For this, some very important tools recently introduced in the nonlocal theory, as the by-now classic $s$-harmonic extension ([17]), the strong three-term commutators estimates to deduce the regularity of weak fractional harmonic maps ([24]), the pseudo-differential commutator compactness in [73-75], the energy density estimates in [31, 76, 83], and many other successful tricks seem not to be trivially adaptable to the nonlinear framework considered here. Moreover, increased difficulties are due to the non-Hilbertian structure of the involved fractional Sobolev spaces $W^{s, p}$ when $p \neq 2$. In spite of that, some related regularity results have been very recently achieved in this context, in $[1,5,8-10,20,33-36,49,51,57,59,60,66,68,78,79,91,92]$ and many others, where often a fundamental role to understand the nonlocality of the nonlinear operators $\mathcal{L}$ has been played by a special quantity, the nonlocal tail given by the following

Definition 1 [The nonlocal tail; [26, 27]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. The nonlocal tail of a function $u$ in the ball of radius $r>0$ centered in $z \in \mathbb{R}^{n}$, is given by

$$
\operatorname{Tail}(u ; z, r):=\left(r^{s p} \int_{\mathbb{R}^{n} \backslash B_{r}(z)}|u(x)|^{p-1}|x-z|^{-n-s p} \mathrm{~d} x\right)^{\frac{1}{p-1}}
$$

The nonlocal tail has already proven to be a key-point in the proofs when a fine quantitative control of the long-range interactions, naturally arising when dealing with nonlocal operators as in (1), is needed. As mentioned before, this quantity has been already used in many recent results on the topic (see Section 2 for further details).

In clear accordance with Definition 1 , for any $s \in(0,1)$ and any $p \in(1, \infty)$, we consider the corresponding tail space. We have the following

Definition 2 [The tail space; [49, 51, 57]]. For any $s \in(0,1)$ and any $p \in$ $(1, \infty)$, the tail space $L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ is given by

$$
L_{s p}^{p-1}\left(\mathbb{R}^{n}\right):=\left\{u \in L_{\mathrm{loc}}^{p-1}\left(\mathbb{R}^{n}\right): \operatorname{Tail}(u ; 0,1)<\infty\right\}
$$

In particular, if $u \in L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$, then $\operatorname{Tail}(u ; z, r)<\infty$ for all $z \in \mathbb{R}^{n}$ and $r \in(0, \infty)$. It is worth noticing that the two definitions above are very natural, by involving essentially only the leading parameters defining the nonlocal nonlinear operators; i. e., their differentiability order $s$ and their summability exponent $p$, and not the special form of any particular elliptic or parabolic equations involving the fractional $p$-Laplacian. For this, these definition seem to be the natural quantities to be taken into account when working in the fractional framework; see Section 2 below for further details.

## 2 Preliminaries

It is convenient to fix some notation which will be used throughout the rest of the paper. Firstly, notice that we will follow the usual convention of denoting by $c$ a general positive constant which will not necessarily be the same at different occurrences and which can also change from line to line. For the sake of readability, dependencies of the constants will be often omitted within the chains of estimates, therefore stated after the estimate.

As customary, we denote by

$$
B_{R}\left(x_{0}\right)=B\left(x_{0} ; R\right):=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<R\right\}
$$

the open ball centered in $x_{0} \in \mathbb{R}^{n}$ with radius $R>0$. When not important and clear from the context, we shall use the shorter notation $B_{R}:=B\left(x_{0} ; R\right)$. We denote by $\beta B_{R}$ the concentric ball scaled by a factor $\beta>0$, that is
$\beta B_{R}:=B\left(x_{0} ; \beta R\right)$. Moreover, if $f \in L^{1}(S)$ and the $n$-dimensional Lebesgue measure $|S|$ of the set $S \subseteq \mathbb{R}^{n}$ is finite and strictly positive, we write

$$
(f)_{S}:=f_{S} f(x) \mathrm{d} x=\frac{1}{|S|} \int_{S} f(x) \mathrm{d} x
$$

Let $k \in \mathbb{R}$, we denote by

$$
w_{+}(x):=(u(x)-k)_{+}=\max \{u(x)-k, 0\}
$$

and

$$
w_{-}(x):=(u(x)-k)_{-}=(k-u(x))_{+} .
$$

Clearly $w_{+}(x) \neq 0$ in the set $\{x \in S: u(x)>k\}$, and $w_{-}(x) \neq 0$ in the set $\{x \in S: u(x)<k\}$.

Let $\Omega \subseteq \mathbb{R}^{n}$. We now recall the class of integro-differential equations in which we are interested; that is,

$$
\begin{equation*}
\mathcal{L} u(x)=P . V \cdot \int_{\mathbb{R}^{n}} K(x, y)|u(x)-u(y)|^{p-2}(u(x)-u(y)) \mathrm{d} y=0, \quad x \in \Omega \tag{2}
\end{equation*}
$$

The nonlocal operator $\mathcal{L}$ in the display above (being read a priori in the principal value sense) is driven by its kernel $K: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow[0, \infty)$, which is a measurable function satisfying the following property:

$$
\begin{equation*}
\Lambda^{-1} \leq K(x, y)|x-y|^{n+s p} \leq \Lambda \quad \text { for a. e. } x, y \in \mathbb{R}^{n} \tag{3}
\end{equation*}
$$

for some $s \in(0,1), p \in(1, \infty), \Lambda \geq 1$. As already noticed, in the special case when $p=2$ and $\Lambda=1$ we recover, up to a multiplicative constant, the wellknown fractional Laplacian operator $(-\Delta)^{s}$. Notice also that the assumption on $K$ can be weakened as follows

$$
\begin{gathered}
\Lambda^{-1} \leq K(x, y)|x-y|^{n+s p} \leq \Lambda \quad \text { for a. e. } x, y \in \mathbb{R}^{n} \text { s.t. }|x-y| \leq 1 \\
0 \leq K(x, y)|x-y|^{n+\eta} \leq M \quad \text { for a. e. } x, y \in \mathbb{R}^{n} \text { s.t. }|x-y|>1
\end{gathered}
$$

for some $s, p, \Lambda$ as above, $\eta>0$ and $M \geq 1$, as seen, e.g., in the recent series of papers by M. Kassmann (see for instance the more general assumptions in the breakthrough paper [43]). In the same sake of generalizing, one can also consider the operator $\mathcal{L}=\mathcal{L}_{\Phi}$ defined by

$$
\mathcal{L}_{\Phi} u(x)=P . V . \int_{\mathbb{R}^{n}} K(x, y) \Phi(u(x)-u(y)) \mathrm{d} y, \quad x \in \Omega
$$

where the real function $\Phi$ is assumed to be continuous, satisfying $\Phi(0)=0$ together with the monotonicity property

$$
\lambda^{-1}|t|^{p} \leq \Phi(t) t \leq \lambda|t|^{p} \quad \text { for every } t \in \mathbb{R} \backslash\{0\}
$$

for some $\lambda>1$, and some $p$ as above (see, for instance, [57]).
Now, we recall the definition of weak supersolutions to nonlinear integrodifferential equations driven by the operator $\mathcal{L}$ in (2). For this, we need first to recall the definition of the nonlocal tail $\operatorname{Tail}(u ; z, r)$ of a function $f$ in the ball of radius $r>0$ centered in $z \in \mathbb{R}^{n}$, given in the introduction. For any function $u$ initially defined in $L_{\text {loc }}^{p-1}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\operatorname{Tail}(u ; z, r):=\left(r^{s p} \int_{\mathbb{R}^{n} \backslash B_{r}(z)}|u(x)|^{p-1}|x-z|^{-n-s p} \mathrm{~d} x\right)^{\frac{1}{p-1}} \tag{4}
\end{equation*}
$$

We seize here the opportunity to mention the breakthrough paper [43] by M. Kassmann, where the revisitation of the classical Harnack inequalities in a new nonlocal form the needing of incorporating some precise fractional terms; as well as the paper [29] by S. Dipierro Et Al., where it is shown that in order to deal with the asymptotic behavior of the fractional perimeter functionals a precise nonlocal quantity has to be taken into account.

In accordance with the definition in (4), we recall the definition of the corresponding tail space $L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$,

$$
\begin{aligned}
L_{s p}^{p-1}\left(\mathbb{R}^{n}\right) & :=\left\{f \in L_{\mathrm{loc}}^{p-1}\left(\mathbb{R}^{n}\right): \operatorname{Tail}(u ; z, r)<\infty \quad \forall z \in \mathbb{R}^{n}, \forall r \in(0, \infty)\right\} \\
& \equiv\left\{u \in L_{\mathrm{loc}}^{p-1}\left(\mathbb{R}^{n}\right): \operatorname{Tail}(u ; 0,1)<\infty\right\}
\end{aligned}
$$

see also [51, Section 2] for further details. As expected, one can check that $L^{\infty}\left(\mathbb{R}^{n}\right) \subset L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ and $W^{s, p}\left(\mathbb{R}^{n}\right) \subset L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$, where we denoted by $W^{s, p}\left(\mathbb{R}^{n}\right)$ the usual fractional Sobolev space of order $(s, p)$, defined by the norm

$$
\begin{aligned}
\|u\|_{W^{s, p}\left(\mathbb{R}^{n}\right)} & :=\|u\|_{L^{p}\left(\mathbb{R}^{n}\right)}+[u]_{W^{s, p}\left(\mathbb{R}^{n}\right)} \\
& =\left(\int_{\mathbb{R}^{n}}|u|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}+\left(\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|u(x)-u(y)|^{p}}{|x-y|^{n+s p}} \mathrm{~d} x \mathrm{~d} y\right)^{\frac{1}{p}}
\end{aligned}
$$

Similarly, one can define the fractional Sobolev spaces $W^{s, p}(\Omega)$ in a domain $\Omega \subset \mathbb{R}^{n}$. By $W_{0}^{s, p}(\Omega)$ we denote the closure of $C_{0}^{\infty}(\Omega)$ in $W^{s, p}\left(\mathbb{R}^{n}\right)$. For the basic properties of these spaces and some related topics, we refer the reader to [28] and the references therein.

We finally observe that, since we assume that the coefficients are merely measurable, the involved equation has to have a suitable weak formulation. For this, we recall the definitions of sub and supersolutions $u$ to $\mathcal{L} u=0$ in $\mathbb{R}^{n}$.

Definition 3 [Fractional weak supersolution; [26, 27, 49, 51]]. Let $s \in$ $(0,1)$ and $p \in(1, \infty)$. A function $u \in W_{\text {loc }}^{s, p}(\Omega)$ such that $u_{-}$belongs to $L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$
is a fractional weak p-supersolution of (2) if

$$
\begin{align*}
\langle\mathcal{L} u, \eta\rangle & \equiv \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x, y)|u(x)-u(y)|^{p-2}(u(x)-u(y))(\eta(x)-\eta(y)) \mathrm{d} x \mathrm{~d} y \\
& \geq 0 \tag{5}
\end{align*}
$$

for every nonnegative $\eta \in C_{0}^{\infty}(\Omega)$.
Definition 4 [Fractional weak solution; [26, 27, 49, 51]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. A function $u \in W_{\mathrm{loc}}^{s, p}(\Omega) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ is a fractional weak $p$-subsolution if $-u$ is a fractional weak $p$-supersolution.
A function $u$ is a fractional weak $p$-solution if it is both fractional weak $p$-sub and supersolution.

In the rest of the paper, we suppress $p$ from notation, by simply saying that $u$ is a weak supersolution in $\Omega$. Above, $\eta \in C_{0}^{\infty}(\Omega)$ can be replaced by $\eta \in W_{0}^{s, p}(D)$ with every $D \Subset \Omega$. Furthermore, it can be extended to a $W^{s, p_{-}}$function in the whole $\mathbb{R}^{n}$ (see, e. g., Section 5 in [28]).

Finally, let us remark that we will assume that the kernel $K$ is symmetric, which is not restrictive, in view of the weak formulation presented in Definition 3, since one may always define the corresponding symmetric kernel $K_{\text {sym }}$ given by

$$
K_{\mathrm{sym}}(x, y):=\frac{1}{2}(K(x, y)+K(y, x)) .
$$

Remark 1 It is worth noticing that, in accordance with the previous considerations, the summability assumption of $u_{-}$belonging to the tail space $L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ is what one expects in the nonlocal framework considered here. This is one of the novelty with respect to the analog of the definition of supersolutions in the local case; i. e., when $s=1$, and it is necessary since here one has to use in a precise way Definition 1 in order to deal with the long-range interactions. For further motivations, see Section 2 in [51], and also, the regularity estimates in $[26,27,48,49,56,57]$.

Now, an important observation is in order. In Definition 3 it makes no difference to assume $u \in L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ instead of $u_{-} \in L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$, as the next lemma implies.

Lemma 1 [Tail estimates; [51]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Let $u$ be a weak supersolution in $B_{2 r}\left(x_{0}\right)$. Then, for $c \equiv c(n, p, s)$,
$\operatorname{Tail}\left(u ; x_{0}, r\right)$

$$
\leq c\left(r^{\frac{s p-1-n}{p-1}}[u]_{W^{h, p-1}\left(B_{r}\left(x_{0}\right)\right)}+r^{-\frac{n}{p-1}}\|u\|_{L^{p-1}\left(B_{r}\left(x_{0}\right)\right)}+\operatorname{Tail}\left(u_{-} ; x_{0}, r\right)\right)
$$

with

$$
h=\max \left\{0, \frac{s p-1}{p-1}\right\}<s
$$

In particular, if $u$ is a weak supersolution in an open set $\Omega$, then $u \in L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$.
Proof Firstly, we write the weak formulation, for nonnegative $\phi \in C_{0}^{\infty}\left(B_{r / 2}\left(x_{0}\right)\right)$ such that $\phi \equiv 1$ in $B_{r / 4}\left(x_{0}\right)$, with $0 \leq \phi \leq 1$ and $|\nabla \phi| \leq 8 / r$. We have

$$
\begin{aligned}
0 \leq & \int_{B_{r}\left(x_{0}\right)} \int_{B_{r}\left(x_{0}\right)}|u(x)-u(y)|^{p-2}(u(x)-u(y))(\phi(x)-\phi(y)) K(x, y) \mathrm{d} x \mathrm{~d} y \\
& +\int_{\mathbb{R}^{n} \backslash B_{r}\left(x_{0}\right)} \int_{B_{r / 2}\left(x_{0}\right)}|u(x)-u(y)|^{p-2}(u(x)-u(y)) \phi(x) K(x, y) \mathrm{d} x \mathrm{~d} y \\
= & I_{1}+I_{2}
\end{aligned}
$$

The first term can be easily estimated using $|\phi(x)-\phi(y)| \leq 8|x-y| / r$ to get

$$
I_{1} \leq \frac{c}{r^{\min \{s p, 1\}}}[u]_{W^{h, p-1}\left(B_{r}\left(x_{0}\right)\right)}^{p-1}
$$

In order to estimate the second term, we can observe that

$$
|u(x)-u(y)|^{p-2}(u(x)-u(y)) \leq 2^{p-1}\left(u_{+}^{p-1}(x)+u_{-}^{p-1}(y)\right)-u_{+}^{p-1}(y)
$$

and thus

$$
\begin{aligned}
I_{2} \leq & c r^{-s p}\|u\|_{L^{p-1}\left(B_{r}\left(x_{0}\right)\right)}^{p-1}+c r^{n-s p} \operatorname{Tail}\left(u_{-} ; x_{0}, r\right)^{p-1} \\
& -\frac{r^{n-s p}}{c} \operatorname{Tail}\left(u ; x_{0}, r\right)^{p-1} .
\end{aligned}
$$

By combining all the displays above, we obtain the desired estimate. The second statement plainly follows by an application of Hölder's Inequality.

For related properties of the fractional weak solutions in the linear case without coefficients, when the operator in (2) does reduce to the usual fractional Laplacian operator $(-\Delta)^{s}$, we refer for instance to [72, 85, 86] , and the references therein.

### 2.1 Basic results

We consider the following functional in $W^{s, p}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\mathcal{F}(u)=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x, y)|u(x)-u(y)|^{p} \mathrm{~d} x \mathrm{~d} y . \tag{6}
\end{equation*}
$$

In view of the assumptions (3) on $K$, one can use the standard Direct Method to prove that there exists a unique $p$-minimizer of $\mathcal{F}$ over all $u \in W^{s, p}(\Omega)$ such that $u=g$ in $\mathbb{R}^{n} \backslash \Omega$ whose Tail is finite. Moreover, a $p$-minimizer $u$ is a
weak solution solution to problem (2) and vice versa, as stated in Theorem 1 below.

Let $g \in W^{s, p}(\Omega) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ be the boundary value, we define

$$
\mathcal{K}_{g}(\Omega):=\left\{u \in W^{s, p}(\Omega): u=g \text { a.e. on } \mathbb{R}^{n} \backslash \Omega\right\}
$$

i. e., the class where we are seeking solutions to the Dirichlet boundary value problem. Observe that we are assuming that $g$ has bounded fractional Sobolev norm in a set $\Omega$, and not necessarily in the whole $\mathbb{R}^{n}$ as in the literature before the aforementioned papers [ $26,27,48,49,57]$, where it has arises that the tail spaces $L_{s p}^{p-1}$ are the optimal spaces to be considered for a wider generality.

Theorem 1 [Existence and uniqueness for fractional minimizers; [27, Theorem 2.3]]. Let $s \in(0,1)$ and $p \in(1, \infty)$, and let $g \in W_{\mathrm{loc}}^{s, p}(\Omega) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$. Then there exists a minimizer $u$ of (6) over $\mathcal{K}_{g}$. Moreover, the solution is unique. Also, a function $u \in \mathcal{K}_{g}$ is a minimizer of (6) over $\mathcal{K}_{g}$ if and only if it is a weak solution to problem (2).

Proof One can take any minimizing sequence $u_{j} \in \mathcal{K}_{g}$. Due to the assumptions on the kernel $K$, one can control the fractional seminorm of $u_{j}$, so that, one can find by pre-compactness in $L^{p}$ (see, for instance, [28, Theorem 6.7]) a subsequence $u_{j_{k}}$ converging pointwise a. e. to a function $u \in \mathcal{K}_{g}$. By Fatou's Lemma we deduce that $u$ is actually a minimizer of (6) over $\mathcal{K}_{g}$. The uniqueness follows from the strict convexity of the functional.

Furthermore, the fact that $u$ solves the corresponding Euler-Lagrange equation follows by perturbing $u \in \mathcal{K}_{g}$ with a test function in a standard way. Indeed, supposing that $u \in \mathcal{K}_{g}$ is a minimizer of (6) over $\mathcal{K}_{g}$, take any $\phi \in W_{0}^{s, p}(\Omega)$ and calculate formally

$$
\begin{array}{r}
\left.\frac{d}{d t} \mathcal{F}(u+t \phi)\right|_{t=0}=\left.\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x, y) \frac{\mathrm{d}}{\mathrm{~d} t}|u(x)-u(y)+t(\phi(x)-\phi(y))|^{p} \mathrm{~d} x \mathrm{~d} y\right|_{t=0} \\
\quad=p \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x, y)|u(x)-u(y)|^{p-2}(u(x)-u(y))(\phi(x)-\phi(y)) \mathrm{d} x \mathrm{~d} y
\end{array}
$$

Since $u$ is a minimizer, the term on the left is zero and hence $u \in \mathcal{K}_{g}$ is a weak solution to problem (2). For the converse, let $u \in \mathcal{K}_{g}$ be a weak solution to problem (2) and take $\phi=u-v \in W_{0}^{s, p}(\Omega)$, where $v \in \mathcal{K}_{g}$. Then, by Young's Inequality,

$$
\begin{aligned}
0= & \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x, y)|u(x)-u(y)|^{p-2}(u(x)-u(y))(\phi(x)-\phi(y)) \mathrm{d} x \mathrm{~d} y \\
= & \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x, y)|u(x)-u(y)|^{p} \mathrm{~d} x \mathrm{~d} y \\
& -\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x, y)|u(x)-u(y)|^{p-2}(u(x)-u(y))(v(x)-v(y)) \mathrm{d} x \mathrm{~d} y
\end{aligned}
$$

$$
\begin{aligned}
\geq & \frac{1}{p} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x, y)|u(x)-u(y)|^{p} \mathrm{~d} x \mathrm{~d} y \\
& -\frac{1}{p} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} K(x, y)|v(x)-v(y)|^{p} \mathrm{~d} x \mathrm{~d} y
\end{aligned}
$$

and hence $u$ is a minimizer of (6) over $\mathcal{K}_{g}$.

## 3 First fundamental estimates

In this section, we report some results from [26, 27, 49], to which we refer for a more complete presentation and for detailed proofs. We present some relevant estimates that, despite being established very recently, have been already extensively used and generalized in many results for equations involving the (nonlinear) fractional Laplacian and related nonlocal operators. The first of them states a natural extension of the well-known Caccioppoli inequality to the nonlocal framework, by showing that in such a case one can take into account the nonlocal tail, in order to detect deeper informations.

### 3.1 The Caccioppoli inequality with tail

We have the following
Theorem 2 [Caccioppoli estimate with tail; [27, Theorem 1.4]]. Let $s \in$ $(0,1)$ and $p \in(1, \infty)$. Let $u$ be a weak supersolution to (2). Then, for any $B_{r} \equiv$ $B_{r}(z) \subset \Omega$ and any nonnegative $\varphi \in C_{0}^{\infty}\left(B_{r}\right)$, the following estimate holds true

$$
\begin{align*}
& \int_{B_{r}} \int_{B_{r}} K(x, y)\left|w_{-}(x) \varphi(x)-w_{-}(y) \varphi(y)\right|^{p} \mathrm{~d} x \mathrm{~d} y \\
& \leq  \tag{7}\\
& \quad c \int_{B_{r}} \int_{B_{r}} K(x, y)\left(\max \left\{w_{-}(x), w_{-}(y)\right\}\right)^{p}|\varphi(x)-\varphi(y)|^{p} \mathrm{~d} x \mathrm{~d} y \\
& \quad+c \int_{B_{r}} w_{-}(x) \varphi^{p}(x) \mathrm{d} x\left(\sup _{y \in \operatorname{supp} \varphi} \int_{\mathbb{R}^{n} \backslash B_{r}} K(x, y) w_{-}^{p-1}(x) \mathrm{d} x\right),
\end{align*}
$$

where $w_{-}:=(u-k)_{-}$for any $k \in \mathbb{R}, K$ is any measurable kernel satisfying (3), and $c$ depends only on $p$.

Remark 2 We underline that the estimate in (7) does hold by replacing $w_{-}$ with $w_{+}:=(u-k)_{+}$in the case when $u$ is a fractional weak subsolution.

As mentioned before, in the nonlocal framework one has to take into account a suitable tail. Indeed, the second term in the right hand-side of (7) is
controlled by the nonlocal tail given in Definition 1. To be more precise, we have

$$
\left(\sup _{y \in B_{r}} \int_{\mathbb{R}^{n} \backslash B_{r}} K(x, y) w_{ \pm}^{p-1}(x) \mathrm{d} x\right) \leq c r^{-s p}\left(\operatorname{Tail}\left(w_{ \pm} ; x_{0}, r\right)\right)^{p-1}
$$

see the proof of Lemma 5.1 in [27].

Remark 3 A fractional Caccioppoli-type inequality not taking into account the nonlocal tail was firstly implemented in the paper [71] to prove pointwise gradient bounds via Riesz potentials for solutions to general quasilinear equations; see in particular Section 2 there. Subsequently, other $p$-fractional Caccioppoli-type inequalities have been successfully used in different contexts to achieve important regularity results (see, for instance, [2, 19, 53-55, 69, 70]), and basic results for nonlocal fractional $p$-eigenvalues (see [34]): none of them still take into account the tail contribution. In the linear case when $p=2$, we refer to [41] for similar estimates with additional nonlocal terms.

### 3.2 Boundedness up to the boundary

A first natural consequence of the Caccioppoli inequality with tail is the local boundedness of fractional weak subsolutions, as stated in the following

Theorem 3 [Local boundedness, with an interpolating estimate, [27, Theorem 1.1 and Remark 4.2]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Let $u$ be a weak subsolution to (2) and let $B_{r} \equiv B_{r}(z) \subset \Omega$. Then the following estimate holds true

$$
\begin{equation*}
\underset{B_{r / 2}}{\operatorname{ess} \sup } u \leq \delta \operatorname{Tail}\left(u_{+} ; x_{0}, r / 2\right)+c \delta^{-\gamma}\left(f_{B_{r}} u_{+}^{p} \mathrm{~d} x\right)^{\frac{1}{p}} \tag{8}
\end{equation*}
$$

where Tail $(\cdot)$ is defined in (1), $\gamma=(p-1) n / s p^{2}$, the real parameter $\delta \in(0,1]$, and the constant $c$ depends only on $n, p, s$, and $\Lambda$.

To our knowledge, such a result was firstly proven in the paper [27] even in the linear case when $p=2$; in the previous literature, the boundedness was assumed a priori, as for instance in fractional Hölder-type inequalities and other related results. Also, it is worth noticing that the parameter $\delta$ in (8) allows a precise interpolation between the local and nonlocal terms, which turned to be useful in some subsequent results, as we will see in some of the proofs sketched in the following sections.

The result above can be generalized at some extents up to the boundary of $\Omega$. For this, one has only to assume that the complement of $\Omega$ satisfies the
following measure density condition: there exist $\delta_{\Omega} \in(0,1)$ and $r_{0}>0$ such that for every $x_{0} \in \partial \Omega$

$$
\begin{equation*}
\inf _{0<r<r_{0}} \frac{\left|\left(\mathbb{R}^{n} \backslash \Omega\right) \cap B_{r}\left(x_{0}\right)\right|}{\left|B_{r}\left(x_{0}\right)\right|} \geq \delta_{\Omega} . \tag{9}
\end{equation*}
$$

This requirement is in the same spirit of the classical nonlinear Potential Theory (see, e. g., [64]), and - as expected in view of the nonlocality of the involved equations - is translated into an information given on the complement of the set $\Omega$. Also, it is worth noticing that this is an improvement with respect to the previous boundary regularity results in all the fractional literature when much stronger Lipschitz regularity or smoothness of the sets are usually assumed (see also forthcoming Remark 7).

Theorem 4 [Boundedness up to the boundary; [49, Theorem 5]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Suppose that the domain $\Omega \subset \mathbb{R}^{n}$ satisfies the measure density condition in (9). Let $x_{0} \in \partial \Omega$ and suppose that the boundary data $g$ is essentially bounded close to $x_{0}$. Let $u$ be a weak solution to (2). Then $u$ is essentially bounded close to $x_{0}$ as well.

The result above is merely a plain application of a more general result for the fractional obstacle problem, which states that when the obstacle and the boundary values are bounded on the boundary, so is the solution to the obstacle problem. It just suffices to consider the special case when there is no obstacle at all; precisely, take $\Omega^{\prime} \equiv \Omega$ and $h \equiv-\infty$ in forthcoming Theorem 6. We first need to introduce a suitable set of notation, and for this we recall here some of the introductory facts in [49], to which we refer for further details. Let $\Omega \Subset \Omega^{\prime}$ be open bounded subsets of $\mathbb{R}^{n}$. Let $h: \mathbb{R}^{n} \rightarrow[-\infty, \infty)$ be an extended real-valued function, which is considered to be the obstacle, and let $g \in W^{s, p}\left(\Omega^{\prime}\right) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ be the boundary values. We define

$$
\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right):=\left\{u \in W^{s, p}\left(\Omega^{\prime}\right): u \geq h \text { a.e. in } \Omega, u=g \text { a.e. on } \mathbb{R}^{n} \backslash \Omega\right\} .
$$

The interpretation for the case $h \equiv-\infty$ is that

$$
\mathcal{K}_{g}\left(\Omega, \Omega^{\prime}\right) \equiv \mathcal{K}_{g,-\infty}\left(\Omega, \Omega^{\prime}\right):=\left\{u \in W^{s, p}\left(\Omega^{\prime}\right): u=g \text { a. e. on } \mathbb{R}^{n} \backslash \Omega\right\}
$$

i. e., the class where we are seeking solutions to the Dirichlet boundary value problem. We observe that a natural assumption for any existence theory is that $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$ is a non-empty set; this is a property of functions $g$ and $h$.

As well known, the obstacle problem can be reformulated as a standard problem in the theory of variational inequalities on Banach spaces, by seeking the energy minimizers in the set of suitable functions defined above. For this,
by taking into account the nonlocality of the involved operators here, it is convenient to define a functional $\mathcal{A}: \mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right) \rightarrow\left[W^{s, p}\left(\Omega^{\prime}\right)\right]^{\prime}$ given by

$$
\mathcal{A} u(v):=\mathcal{A}_{1} u(v)+\mathcal{A}_{2} u(v)
$$

for every $u \in \mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$ and $v \in W^{s, p}\left(\Omega^{\prime}\right)$, where

$$
\mathcal{A}_{1} u(v):=\int_{\Omega^{\prime}} \int_{\Omega^{\prime}}|u(x)-u(y)|^{p-2}(u(x)-u(y))(v(x)-v(y)) K(x, y) \mathrm{d} x \mathrm{~d} y
$$

and

$$
\mathcal{A}_{2} u(v):=2 \int_{\mathbb{R}^{n} \backslash \Omega^{\prime}} \int_{\Omega}|u(x)-g(y)|^{p-2}(u(x)-g(y)) v(x) K(x, y) \mathrm{d} x \mathrm{~d} y
$$

The motivation for the definitions above is as follows. Assuming that $v \in$ $W_{0}^{s, p}(\Omega)$, and $u \in W^{s, p}\left(\Omega^{\prime}\right)$ is such that $u=g$ on $\mathbb{R}^{n} \backslash \Omega^{\prime}$, we have that

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|u(x)-u(y)|^{p-2}(u(x)-u(y))(v(x)-v(y)) K(x, y) \mathrm{d} x \mathrm{~d} y \\
&= \int_{\Omega^{\prime}} \int_{\Omega^{\prime}}|u(x)-u(y)|^{p-2}(u(x)-u(y))(v(x)-v(y)) K(x, y) \mathrm{d} x \mathrm{~d} y \\
&+2 \int_{\mathbb{R}^{n} \backslash \Omega^{\prime}} \int_{\Omega}|u(x)-g(y)|^{p-2}(u(x)-g(y)) v(x) K(x, y) \mathrm{d} x \mathrm{~d} y \\
& \equiv A_{1} u(v)+\mathcal{A}_{2} u(v)
\end{aligned}
$$

Remark 4 The functional $\mathcal{A} u$ really belongs to the dual of $W^{s, p}\left(\Omega^{\prime}\right)$. Indeed, by Hölder's Inequality we have

$$
\left|\mathcal{A}_{1} u(v)\right| \leq c\|u\|_{W^{s, p}\left(\Omega^{\prime}\right)}^{p-1}\|v\|_{W^{s, p}\left(\Omega^{\prime}\right)}
$$

Also, it holds

$$
\left|\mathcal{A}_{2} u(v)\right| \leq c r^{-s p}\left(\|u\|_{W^{s, p}\left(\Omega^{\prime}\right)}^{p-1}+\operatorname{Tail}(g ; z, r)^{p-1}\right)\|v\|_{W^{s, p}\left(\Omega^{\prime}\right)}
$$

where $z \in \Omega$ and $r:=\operatorname{dist}\left(\Omega, \partial \Omega^{\prime}\right)>0$, and $c$ depends on $n, p, s, \Lambda, \Omega, \Omega^{\prime}$.
Now, we are ready to provide the natural definition of solutions to the obstacle problem in the general nonlinear nonlocal framework considered here. We have

Definition 5 [Solution to the obstacle problem; [49]]. We say that $u \in$ $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$ is a solution to the obstacle problem in $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$ if

$$
\mathcal{A} u(v-u) \geq 0
$$

whenever $v \in \mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$.

Below, we state the uniqueness of the solution to the obstacle problem and the fact that such a solution is a weak supersolution to (2). Also, under natural assumptions on the obstacle $h$, one can prove that the solution to the obstacle problem is fractional harmonic away from the contact set, in clear accordance with the classical results when $s=1$. We have

Theorem 5 [Existence for solutions to the obstacle problem; [49, Theorem 1]]. There exists a unique solution to the obstacle problem in $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$. Moreover, the solution to the obstacle problem is a weak supersolution to (2) in $\Omega$.

Corollary 1 [Basic properties of solutions to the obstacle problem; [49, Corollary 1]]. Let $u$ be the solution to the obstacle problem in $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$. If $B_{r} \subset \Omega$ is such that

$$
\underset{B_{r}}{\operatorname{ess} \inf }(u-h)>0,
$$

then $u$ is a weak solution to (2) in $B_{r}$. In particular, if $u$ is lower semicontinuous and $h$ is upper semicontinuous in $\Omega$, then $u$ is a weak solution to (2) in $\Omega_{+}:=\{x \in \Omega: u(x)>h(x)\}$.

Remark 5 When solving the obstacle problem in $\mathcal{K}_{g,-\infty}\left(\Omega, \Omega^{\prime}\right)$, we obtain a unique weak solution to (2) in $\Omega$ having the boundary values $g \in W^{s, p}\left(\Omega^{\prime}\right) \cap$ $L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ in $\mathbb{R}^{n} \backslash \Omega$.

Finally, we are ready to state the desired boundedness result up to the boundary.

Theorem 6 [Boundedness for solutions to the obstacle problem; [49, Theorem 5]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Suppose that $u \in \mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$ solves the obstacle problem in $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$. Let $x_{0} \in \partial \Omega$ and suppose that

$$
\underset{B_{r}\left(x_{0}\right)}{\operatorname{ess} \sup } g+\underset{B_{r}\left(x_{0}\right) \cap \Omega}{\operatorname{ess} \sup } h<\infty \quad \text { and } \quad \underset{B_{r}\left(x_{0}\right)}{\operatorname{ess} \inf } g>-\infty
$$

for $r \in\left(0, r_{0}\right)$ with $r_{0}:=\operatorname{dist}\left(x_{0}, \partial \Omega^{\prime}\right)$. Then $u$ is essentially bounded close to $x_{0}$.

## 4 Hölder (up to the boundary) and Harnack estimates

The results in [26,27] constitute an extension of classical results by De Giorgi-Nash-Moser to the nonlocal nonlinear framework investigated here.
4.1 Hölder continuity

We start with the Hölder result in Theorem 7 below which extends to the case $p \neq 2$ the result by Kassmann in [42], where a further boundedness assumption is also required, being now for free thanks to Theorem 3 stated in the previous section.

Theorem 7 [Hölder continuity; [27, Theorem 1.2]]. Let $s \in(0,1)$ and $p \in$ $(1, \infty)$. Let $u \in W^{s, p}(\Omega) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ be a weak solution to problem (2). Then $u$ is locally Hölder continuous in $\Omega$. In particular, there are positive constants $\alpha, \alpha<s p /(p-1)$, and $c$, both depending only on $n, p, s, \lambda, \Lambda$, such that if $B_{2 r}\left(x_{0}\right) \subset \Omega$, then

$$
\underset{B_{\varrho}\left(x_{0}\right)}{\mathrm{OSc}} u \leq c\left(\frac{\varrho}{r}\right)^{\alpha}\left(\operatorname{Tail}\left(u ; x_{0}, r\right)+\left(f_{B_{2 r}\left(x_{0}\right)}|u|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}\right)
$$

holds whenever $\varrho \in(0, r]$. The quantity $\operatorname{Tail}\left(u_{-} ; x_{0}, R\right)$ is defined in (4).
For what concerns the proof, the following logarithmic estimate plays one of the key role.

Lemma 2 [Fractional logarithmic lemma; [27, Lemma 1.3]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Let $u \in W^{s, p}(\Omega) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ be a weak supersolution to problem (2) such that $u \geq 0$ in $B_{R} \equiv B_{R}\left(x_{0}\right) \subset \Omega$. Then the following estimate holds for any $B_{r} \equiv B_{r}\left(x_{0}\right) \subset B_{R / 2}\left(x_{0}\right)$ and any $d>0$,

$$
\begin{aligned}
\int_{B_{r}} \int_{B_{r}} K(x, y) \mid & \left|\log \left(\frac{d+u(x)}{d+u(y)}\right)\right|^{p} \mathrm{~d} x \mathrm{~d} y \\
& \leq c r^{n-s p}\left(d^{1-p}\left(\frac{r}{R}\right)^{s p}\left(\operatorname{Tail}\left(u_{-} ; x_{0}, R\right)\right)^{p-1}+1\right)
\end{aligned}
$$

where Tail $\left(u_{-} ; x_{0}, R\right)$ is defined in (4), and $c$ depends only on $n, p, s, \lambda, \Lambda$.
In analogy with respect to the boundedness results presented in the previous section, in the case when the set $\Omega$ does satisfy the measure density condition in (9), the weak solutions to the Dirichlet problem (2) enjoy Hölder continuity up to the boundary. Once again, such a result is a mere corollary of the more general result for the related obstacle problem.

Theorem 8 [Hölder continuity up to the boundary; [49, Theorem 6]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Suppose that the domain $\Omega \subset \mathbb{R}^{n}$ satisfies the measure density condition in (9). Let $x_{0} \in \partial \Omega$ and suppose that the boundary data $g$ is Hölder continuous close to $x_{0}$. Let $u$ be a weak solution to (2). Then $u$ is Hölder continuous close to $x_{0}$ as well.

As said, the Hölder result above can be deduced by a more general theorem, see below, which states that the regularity of the solution to the obstacle problem inherits the Hölder continuity of the obstacle up to the boundary. The same happens in the case of continuity of the obstacle up to the boundary (see [49, Theorem 7]).

Theorem 9 [Hölder continuity up to the boundary for solutions to the obstacle problem; [49, Theorem 6]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Suppose that $u$ solves the obstacle problem in $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$ and assume $x_{0} \in \partial \Omega$ and $B_{2 R}\left(x_{0}\right) \subset \Omega^{\prime}$. If $g \in \mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$ is Hölder continuous in $B_{R}\left(x_{0}\right)$ and $\Omega$ satisfies (9) for all $r \leq R$, then $u$ is Hölder continuous in $B_{R}\left(x_{0}\right)$ as well.

Proof We may assume $x_{0}=0$ and $g(0)=0$. Moreover, we may choose $R_{0}$ such that $\operatorname{osc}_{B_{0}} g \leq \operatorname{osc}_{B_{0}} u$ for $B_{0} \equiv B_{R_{0}}(0)$ since otherwise we have nothing to prove, and we define $\omega_{0}:=8\left(\operatorname{osc}_{B_{0}} u+\operatorname{Tail}\left(u ; 0, R_{0}\right)\right)$. The proof of the Hölder continuity up to the boundary relies on a logarithmic estimate with tail ([49, Lemma 5]), which goes back to Lemma 2, obtained by a suitable choice of the test functions and by a careful estimates of the local and nonlocal energy contributions separately in the super and subquadratic cases. Such a logarithmic lemma can be subsequently extended to truncations of the solution to the obstacle problem, as follows: let $B_{R} \Subset \Omega^{\prime}$, let $B_{r} \subset B_{R / 2}$ be concentric balls and let

$$
\infty>k_{+} \geq \max \left\{\underset{B_{R}}{\operatorname{ess} \sup } g, \underset{B_{R} \cap \Omega}{\operatorname{ess} \sup } h\right\} \quad \text { and } \quad-\infty<k_{-} \leq \underset{B_{R}}{\operatorname{essinf}} g ;
$$

then the functions $w_{ \pm}:=\operatorname{esssup}_{B_{R}}\left(u-k_{ \pm}\right)_{ \pm}-\left(u-k_{ \pm}\right)_{ \pm}+\varepsilon$ satisfy the following estimate

$$
\begin{aligned}
& \int_{B_{r}} \int_{B_{r}}\left|\log \frac{w_{ \pm}(x)}{w_{ \pm}(y)}\right|^{p} K(x, y) \mathrm{d} x \mathrm{~d} y \\
& \leq c r^{n-s p}\left(1+\varepsilon^{1-p}\left(\frac{r}{R}\right)^{s p} \operatorname{Tail}\left(\left(w_{ \pm}\right)_{-}, x_{0}, R\right)^{p-1}\right)
\end{aligned}
$$

for every $\varepsilon>0$. Then, we combine the estimate in the display above with a fractional Poincaré-type inequality ([49, Lemma 7]) together with some estimates for the tail term thanks to an application of the Chebyshev inequality and in view of the result in Theorem 6. We arrive to prove the existence of $\tau_{0}$, $\sigma$ and $\theta$ depending only on $n, p, s$ and $\delta_{\Omega}$, such that if

$$
\underset{B_{r}(0)}{\operatorname{osc}} u+\sigma \operatorname{Tail}(u ; 0, r) \leq \omega \quad \text { and } \quad \underset{B_{r}(0)}{\operatorname{osc}} g \leq \frac{\omega}{8}
$$

hold for a ball $B_{r}(0)$ and for $\omega>0$, then

$$
\underset{B_{\tau r}(0)}{\operatorname{osc}} u+\sigma \operatorname{Tail}(u ; 0, \tau r) \leq(1-\theta) \omega
$$

holds for every $\tau \in\left(0, \tau_{0}\right]$. Finally, as we can take $\tau \leq \tau_{0}$ such that

$$
\underset{\tau^{j} B_{0}}{\operatorname{Osc}} g \leq(1-\theta)^{j} \frac{\omega_{0}}{8} \quad \text { for every } j=0,1, \ldots
$$

an iterative argument will give that $u$ belongs to $C^{0, \alpha}\left(B_{0}\right)$.
Now, a few observations are in order.
Remark 6 We notice that one has to assume that the datum $g$ belongs to $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$, since otherwise the solution may be discontinuous on every boundary point, as one can see by taking $\Omega=B_{1}(0), \Omega^{\prime}=B_{2}(0)$, and $(s, p)$ such that $s p<1$. It plainly follows that the characteristic function $\chi_{\Omega}$ solves the obstacle problem in $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$ with constant functions $g \equiv 0$ and $h \equiv 1$. Indeed, $\chi_{\Omega} \in W^{s, p}\left(\Omega^{\prime}\right)$, and one can check that it is a weak supersolution. As a consequence, by recalling Proposition 1 in [49], which claims that the solution to the obstacle problem is the smallest supersolution above the obstacle, the function $\chi_{\Omega}$ is the solution to the obstacle problem in $\mathcal{K}_{g, h}\left(\Omega, \Omega^{\prime}\right)$. See in particular Example 1 in [49].

Remark 7 Boundary regularity for nonlocal equations driven by singular, possibly degenerate, operators as in (1) seems to be a difficult problem in a general nonlinear framework under natural assumptions on the involved quantities. The situation simplifies considerably in the linear case when $p=2$; see for instance the survey [80] and the references therein. Coming back to the nonlinear case, to our knowledge, the solely nonlocal result of global Hölder regularity has been obtained very recently in the interesting paper [59], where the authors deal with the non-homogeneous equation, in the special case when the operator $\mathcal{L}$ in (2) does coincide with the nonlinear fractional Laplacian $(-\Delta)_{p}^{s}$, by considering exclusively zero Dirichlet boundary data, and by assuming $C^{1,1}$ regularity up to the boundary for the domain $\Omega$. The proofs there are indeed strongly based on the construction of suitable barriers near $\partial \Omega$, by relying on the fact that the function $x \mapsto x_{+}^{s}$ is an explicit solution in the half-space. For this, one cannot expect to plainly extend such a strategy in the general framework considered here, in view of the presence of merely measurable coefficients in (1). In [49], nonzero boundary Dirichlet data can be chosen, and the domain $\Omega$ has to satisfy only the natural measure density condition given in (9). Consequently, new proofs have been developed there in order to extend up to the boundary part of the results in $[26,27]$ together with a careful handling of the tail-type contributions, as sketched above.

We conclude this section by briefly commenting about some open problems that arise in the nonlinear fractional obstacle framework.

Open Problem 1. A first natural open problem concerns the optimal regularity
for the solutions to the nonlinear nonlocal obstacle problem. We recall that for the classical obstacle problem, when $\mathcal{L}$ coincides with the Laplacian operator, the solutions are known to be in $C^{1,1}$. The intuition behind this regularity result is that in the contact set one has $-\Delta u=-\Delta h$, while where $u>h$ one has $-\Delta u=0$; since the Laplacian jumps from $-\Delta h$ to 0 across the free boundary, the second derivatives of $u$ must have a discontinuity... and thus $C^{1,1}$ is the maximum regularity class that can be expected. Surprisingly, when $\mathcal{L} \equiv(-\Delta)^{s}$, despite the previous local argument does suggest that the solutions $u$ belong to $C^{2 s}$, the optimal regularity is $C^{1, s}$; that is, the regularity exponent is higher than the order of the equation. In the nonlinear nonlocal framework presented here, starting from the Hölder regularity proven in [49], one still expects higher regularity results. Notwithstanding, in view of the interplay between the local and nonlocal contributions, and without having the possibility to rely on all the linear tools mentioned in Section 1.1, it is not completely clear what the optimal exponent could be as the nonlinear growth does take its part. For preliminary very important results in this direction, it is worth mentioning the recent paper [15], where optimal regularity results of the solution to the obstacle problem, and of the free boundary near regular points, have been achieved for integro-differential operators as in (2) in the linear case when $p=2$. We refer also to the fundamental results achieved for the case of the pure fractional Laplacian operator in $[16,88]$ and the references therein.

Open Problem 2. Another interesting open problem concerns the regularity in a generic point of the free boundary, which is known to be analytic in the case of the Laplacian, except on a well-defined set of singular points, and smooth in the case of the fractional Laplacian.

Open Problem 3. A natural goal is the investigation of the related parabolic version of the nonlinear nonlocal obstacle problem (see the important papers $[4,14]$ for what concerns regularity results for the parabolic version of the obstacle problem involving the pure fractional Laplacian $\left.(-\Delta)^{s}\right)$, as it is inspired in the so-called optimal stopping problem with deadline, by corresponding to the American option pricing problem with expiration at some given time. An extension in the nonlinear setting presented here could be quite important as it would essentially describe a situation which also takes into account the interactions coming from far together with a natural inhomogeneity. Accordingly with the optimal stopping problem model, a starting point in such an investigation could be the special case when the obstacle $h$ coincides with the boundary value $g$.
4.2 Nonlocal Harnack inequalities

Combining Theorem 2 together with the nonlocal logarithmic Lemma 2, one can prove that both the $p$-minimizers and weak solutions enjoy oscillation estimates, which yield some natural Harnack estimates with tail, as the following nonlocal weak Harnack inequality presented in Theorem 10 below, and the nonlocal Harnack inequality presented in forthcoming Theorem 11.

Theorem 10 [Nonlocal weak Harnack inequality; [26, Theorem 1.2]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Let $u$ be a weak supersolution to (2) such that $u \geq 0$ in $B_{R} \equiv B_{R}\left(x_{0}\right) \subset \Omega$. Let

$$
\bar{t}:= \begin{cases}\frac{(p-1) n}{n-s p}, & 1<p<\frac{n}{s}, \\ +\infty, & p \geq \frac{n}{s} .\end{cases}
$$

Then the following estimate holds for any $B_{r} \equiv B_{r}\left(x_{0}\right) \subset B_{R / 2}\left(x_{0}\right)$ and for any $t<\bar{t}$

$$
\left(f_{B_{r}} u^{t} \mathrm{~d} x\right)^{\frac{1}{t}} \leq \underset{B_{2 r}}{\operatorname{essinf}} u+c\left(\frac{r}{R}\right)^{\frac{s p}{p-1}} \operatorname{Tail}\left(u_{-} ; x_{0}, R\right)
$$

where Tail(•) is defined in (4), and the constant $c$ depends only on $n, p, s$, and $\Lambda$.

Notice that the case $p \geq \frac{n}{s}$ was not treated in the proof of the weak Harnack with tail in [26], but one may deduce the result in this case by straightforward modifications of the proof there.

The way how the nonlocal tail is handled is one of the key-points in the proof of the following nonlocal Harnack estimates. We have

Theorem 11 [Nonlocal Harnack inequality; [26, Theorem 1.1]]. Let $s \in$ $(0,1)$ and $p \in(1, \infty)$. Let $u$ be a weak solution to (2) such that $u \geq 0$ in $B_{R} \equiv B_{R}\left(x_{0}\right) \subset \Omega$. Then the following estimate holds for any $B_{r} \equiv B_{r}\left(x_{0}\right) \subset$ $B_{R / 2}\left(x_{0}\right)$,

$$
\begin{equation*}
\sup B_{r} u \leq c \inf B_{r} u+c\left(\frac{r}{R}\right)^{\frac{s p}{p-1}} \operatorname{Tail}\left(u_{-} ; x_{0}, R\right) \tag{10}
\end{equation*}
$$

where Tail $(\cdot)$ is defined in (4), and the constants $c$ depend only on $n, p, s$ and on the structural constants $\lambda$ and $\Lambda$ defined in (3).

As expected, the contribution given by the nonlocal tail has to be taken into account, and once again the result in (10) is analogous to the classical local case if the function $u$ is nonnegative in the whole $\mathbb{R}^{n}$. Moreover, in the proofs of the theorems above, one could take trace of the dependence of the constants on $s$, in order to rewrite the tail term quantity so that it disappears when $s \nearrow 1$, in the same spirit of the by-now classic papers by Kassmann [42, 43].

Remark 8 A straightforward adaptation of the proofs of Theorems 10-11 in [26] allow to take into account (bounded) zero order terms in equation (2), by also extending to the general nonlinear fractional framework the results for the pure fractional Laplacian operators proven in [89]. For further observations, and an application to nonlocal semilinear equations in the plane in order to achieve one-dimensional symmetry results, we refer to [39].

Open Problem 4. No much is known on nonlocal boundary Harnack results.

Open Problem 5. We expect similar regularity estimates for the parabolic counterpart, by following the techniques presented in the papers $[26,27]$ with the needed modifications.

### 4.3 Further related results

We now seize the opportunity to mention some related important results. In the paper [23], some of the results presented in the previous sections have been generalized to functions belonging to a fractional counterpart of the socalled De Giorgi classes, providing the nonlocal counterpart of the celebrated results by M. Giaquinta and E. Giusti for minima of local functionals with $p$-growth. In [8], higher differentiability properties of weak solutions have been proven: if $s p>p-1$, then the gradient of solutions belongs to $W^{\sigma, p}$ for some $\sigma>0$. Finally, in the very recent paper [9], an explicit Hölder exponent for solutions to the correspondent non-homogeneous equation with data in $L^{q}$, for $q>N /(s p)$ and $p \geq 2$, is provided, being proven to be sharp in a restricted range of differentiability and growth exponents.

Open Problem 6. For what concerns the higher regularity, it should be remarked that in view of the local theory one would expect $C^{1, \alpha}$-regularity from weak solutions, at least for a certain range of $s$ and $p$. To our knowledge, this is still an open problem.

## 5 The $p$-fractional Dirichlet problem with arbitrary boundary data in general, possibly irregular, domains

The Perron method (also known as the PWB method, after Perron, Wiener, and Brelot) is a consolidated method introduced at the beginning of the last century in order to solve the Dirichlet problem for the Laplace equation in a given open set $\Omega$ with arbitrary boundary data $g$; i. e.,

$$
\begin{cases}\mathcal{L} u=0 & \text { in } \Omega  \tag{11}\\ u=g & \text { on the boundary of } \Omega\end{cases}
$$

when $\mathcal{L}=\Delta$. Roughly speaking, the Perron method works by finding the least superharmonic function with boundary values above the given values $g$. Under the assumption $g \in H^{1}(\Omega)$, the so-called Perron solution coincides with the desired Dirichlet energy solution. However, energy methods do not work for general $g$, and this is precisely the motivation of the Perron method. The method essentially works for many other partial differential equations whenever a comparison principle is available and appropriate barriers can be constructed to assume the boundary conditions. Thus, perhaps surprisingly, it turns out that the method extends to the case when the Laplacian operator in (11) is replaced by the $p$-Laplacian operator $\left(-\Delta_{p}\right)$ (see e.g. [38]) or even by more general nonlinear operators. Consequently, the Perron method has become a fundamental tool in nonlinear Potential Theory, as well as in the study of several branches of Mathematics and Mathematical Physics when problems as in (11), and the corresponding variational formulations arising from different contexts. The nonlinear Potential Theory covers a classical field having grown a lot during the last three decades from the necessity to understand better properties of supersolutions, potentials and obstacles. Much has been written about this topic and the connection with the theory of degenerate elliptic equations; we refer the reader to the exhaustive book [40] by J. Heinonen, T. Kilpeläinen and O. Martio, and to the useful lecture notes [65] by P. Lindqvist.

The main subject of the present section is to present the nonlocal counterpart of the Perron method, when one considers the operator (1) in problem (11). For this, one needs a good definition of superharmonic functions in such a framework, the $(s, p)$-superharmonic functions, whose name emphasizes the $(s, p)$-order of the involved Gagliardo kernel; see [51]. The $(s, p)$ superharmonic functions are very much connected to fractional weak supersolutions, which by the definition belong locally to the Sobolev space $W^{s, p}$ (see Section 2). Consequently, in Section 5.1 below, we will recall very general results for the weak supersolutions $u$ to (2), as e. g. the natural comparison principle given in Lemma 3 which takes into account what happens outside $\Omega$, the lower semicontinuity of $u$ (see Theorem 12), the fact that the minimum of two supersolutions is a supersolution as well (see Theorem 13), the pointwise convergence of sequences of supersolutions (Theorem 14). Clearly, all these results well known in Nonlinear Potential Theory are expected, but further efforts and a somewhat new approach to the corresponding proofs are needed due to the nonlocal nonlinear framework considered here.

### 5.1 Main properties of the fractional supersolutions

In order to prove all the forthcoming results in the present section, one needs to perform careful computations on the strongly nonlocal form of the operators
in (2). Hence, it could be important to understand how to modify the classical techniques to deal with nonlocal integro-differential energies, in particular to manage the contributions coming from far. For this, the results for fractional weak supersolutions presented here are of some general and independent use, other than necessary to introduce the $(s, p)$-harmonic functions and the related Perron method.

First, a comparison principle for weak sub- and supersolution, which typically constitutes a powerful tool, playing a fundamental role in the whole Partial Differential Equations theory.

Lemma 3 [Comparison Principle; [51, Lemma 6]]. Let $s \in(0,1)$ and $p \in$ $(1, \infty)$. Let $\Omega \Subset \Omega^{\prime}$ be bounded open subsets of $\mathbb{R}^{n}$. Let $u \in W^{s, p}\left(\Omega^{\prime}\right)$ be a weak supersolution to (2) in $\Omega$, and let $v \in W^{s, p}\left(\Omega^{\prime}\right)$ be a weak subsolution to (2) in $\Omega$ such that $u \geq v$ almost everywhere in $\mathbb{R}^{n} \backslash \Omega$. Then $u \geq v$ almost everywhere in $\Omega$ as well.

Proof Consider the function $\eta:=(u-v)_{-}$. Notice that $\eta$ is a nonnegative function in $W_{0}^{s, p}(\Omega)$. For this, we can use it as a test function in (5) for both $u, v \in W^{s, p}\left(\Omega^{\prime}\right)$ and, by summing up, we get

$$
\begin{align*}
0 \leq & \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|u(x)-u(y)|^{p-2}(u(x)-u(y))(\eta(x)-\eta(y)) K(x, y) \mathrm{d} x \mathrm{~d} y  \tag{12}\\
& -\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}|v(x)-v(y)|^{p-2}(v(x)-v(y))(\eta(x)-\eta(y)) K(x, y) \mathrm{d} x \mathrm{~d} y .
\end{align*}
$$

It is now convenient to split the integrals above by partitioning the whole $\mathbb{R}^{n}$ into separate sets comparing the values of $u$ with those of $v$, so that, from (12) we get

$$
\begin{align*}
0 \leq & \int_{\{u<v\}} \int_{\{u<v\}}(L(u(x), u(y))-L(v(x), v(y)))(\eta(x)-\eta(y)) K(x, y) \mathrm{d} x \mathrm{~d} y  \tag{13}\\
& +\int_{\{u \geq v\}} \int_{\{u<v\}}(L(u(x), u(y))-L(v(x), v(y))) \eta(x) K(x, y) \mathrm{d} x \mathrm{~d} y \\
& -\int_{\{u<v\}} \int_{\{u \geq v\}}(L(u(x), u(y))-L(v(x), v(y))) \eta(y) K(x, y) \mathrm{d} x \mathrm{~d} y,
\end{align*}
$$

where we denoted for shortness

$$
\begin{equation*}
L(a, b):=|a-b|^{p-2}(a-b), \quad a, b \in \mathbb{R} . \tag{14}
\end{equation*}
$$

The goal is now to prove that the right-hand side of the inequality above is nonpositive. In view of the very definition of $\eta$, we can estimate the three
terms in (13) as follows

$$
\begin{align*}
{[\ldots] \leq } & -\int_{\{u<v\}} \int_{\{u<v\}}(L(u(x), u(y))-L(v(x), v(y))) \\
& \times(u(x)-u(y)-v(x)+v(y)) K(x, y) \mathrm{d} x \mathrm{~d} y \\
& +\int_{\{u \geq v\}} \int_{\{u<v\}}(L(v(x), v(y))-L(v(x), v(y))) \eta(x) K(x, y) \mathrm{d} x \mathrm{~d} y \\
& -\int_{\{u<v\}} \int_{\{u \geq v\}}(L(v(x), v(y))-L(v(x), v(y))) \eta(y) K(x, y) \mathrm{d} x \mathrm{~d} y \\
\leq & 0 . \tag{15}
\end{align*}
$$

By combining (15) with (13), we deduce that all the terms in (13) have to be equal to 0 , which implies $\eta=0$ almost everywhere in $\{u<v\}$, in turn giving the desired result.

In particular, since the weak subsolutions and supersolutions belong locally to $W^{s, p}$, we get the following comparison principle.

Corollary 2 [Comparison Principle; [51, Corollary 2]]. Let $s \in(0,1)$ and $p \in(1, \infty)$, and let $D \Subset \Omega$. Let $u$ be a weak supersolution to (2) in $\Omega$, and let $v$ be a weak subsolution to (2) in $\Omega$ such that $u \geq v$ almost everywhere in $\mathbb{R}^{n} \backslash D$. Then $u \geq v$ almost everywhere in $D$.

Now, we give an expected lower semicontinuity result for the weak supersolutions, which, as in the classic local setting, is a fundamental object to provide other important topological tools in nonlinear Potential Theory.

Theorem 12 [Lower semicontinuity of supersolutions; [51, Theorem 9]]. Let $u$ be a weak supersolution in $\Omega$. Then

$$
u(x)=\underset{y \rightarrow x}{\operatorname{ess} \liminf _{y} \inf } u(y) \quad \text { for a. e. } x \in \Omega .
$$

In particular, u has a lower semicontinuous representative.
The proof of Theorem 12 relies in the supremum estimates given by Theorem 3 performing there a careful choice of the interpolation parameter $\delta$ in (8) between the local contributions and the nonlocal ones. This is a relevant difference with respect to the classical nonlinear Potential Theory, where on the contrary the lower semicontinuity is a straight consequence of weak Harnack estimates (see for instance [40, Theorem 3.51 and 3.63$]$ ). While, in the purely fractional Laplacian case when $p=2$, the proof of the same result is simply based on a characterization of supersolutions somewhat similar to the super mean value formula for classical superharmonic functions (see, e.g., [82, Proposition A4]), which is not available in our general nonlinear nonlocal framework
due to the presence of possible irregular coefficients in the kernel $K$ in (1). We refer to [51] for further details.

We now state the following basic result which concerns the minimum of two fractional weak supersolutions.
Theorem 13 [The minimum of two supersolutions; [50, Theorem 1.1]]. Suppose that $u$ and $v$ are fractional weak supersolutions in $\Omega$. Then the function $w:=\min \{u, v\}$ is a fractional weak supersolution in $\Omega$ as well.
In contrast with respect to the classic local case of the $p$-Laplace equation (that is, when $s=1$; see for instance Theorem 3.23 in [40]), here the proof that the function $w:=\min \{u, v\}$ is a weak supersolution tangles up significantly in the nonlocality of the involved operators $\mathcal{L}$. We refer to $[49,50]$ for further details.

The class of uniformly globally bounded weak supersolutions is closed with respect to the pointwise convergence.

Theorem 14 [Convergence of sequences of supersolutions; [51, Theorem 10]]. Let $s \in(0,1), p \in(1, \infty)$, and let $g \in L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ and $h \in L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ be such that $h \leq g$ in $\mathbb{R}^{n}$. Let $\left\{u_{j}\right\}$ be a sequence of weak supersolutions in $\Omega$ such that $h \leq u_{j} \leq g$ almost everywhere in $\mathbb{R}^{n}$ and $u_{j}$ is uniformly locally essentially bounded from above in $\Omega$. Suppose that $u_{j}$ converges to a function $u$ pointwise almost everywhere as $j \rightarrow \infty$. Then $u$ is a weak supersolution in $\Omega$ as well.

If the sequence is increasing, we do not have to assume any boundedness from above.

## Corollary 3 [Convergence of increasing sequences of supersolutions;

[51, Corollary 3]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Let $\left\{u_{j}\right\}$ be an increasing sequence of weak supersolutions in $\Omega$ such that $u_{j}$ converges to a function $u \in W_{\text {loc }}^{s, p}(\Omega) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ pointwise almost everywhere in $\mathbb{R}^{n}$ as $j \rightarrow \infty$. Then $u$ is a weak supersolution in $\Omega$ as well.

Proof For any $M>0$, denote by $u_{M}:=\min \{u, M\}$ and $u_{M, j}:=\min \left\{u_{j}, M\right\}$, which is a weak supersolution by Theorem 13 . Then $\left\{u_{M, j}\right\}_{j}$ is a sequence satisfying the assumptions of Theorem 14 converging pointwise almost everywhere to $u_{M}$, and consequently $u_{M}$ is a weak supersolution in $\Omega$. Let $\eta \in C_{0}^{\infty}(\Omega)$ be a nonnegative test function. Let $L$ be defined by (14), since

$$
\left|L\left(u_{M}(x), u_{M}(y)\right)\right| \leq|u(x)-u(y)|^{p-1}
$$

for every $M>0$ and every $x, y \in \mathbb{R}^{n}$, where $u \in W_{\mathrm{loc}}^{s, p}(\Omega) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$, we can let $M \rightarrow \infty$ to obtain by the dominated convergence theorem that

$$
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} L(u(x), u(y))(\eta(x)-\eta(y)) K(x, y) \mathrm{d} x \mathrm{~d} y \geq 0
$$

We conclude that $u$ is a weak supersolution in $\Omega$.
5.2 The $(s, p)$-superharmonic functions: definition and basic properties

We are now in the position to introduce the ( $s, p$ )-superharmonic functions, as in the recent paper [51]. The $(s, p)$-superharmonic functions constitute the nonlocal counterpart of the $p$-superharmonic functions considered in the important paper [64], and in the subsequent literature. As expected, in view of the nonlocality of the involved operators $\mathcal{L}$, this new definition requires to take into account the nonlocal tail in (4), in the form of the suitable tail space $L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$. This is in clear accordance with the theory encountered in all the aforementioned papers, when nonlocal operators have to be dealt with in bounded domains.

Although some of the following results are well-known in the linear nonlocal case; i. e., when $\mathcal{L}$ reduces to the pure fractional Laplacian operator $(-\Delta)^{s}$, all the corresponding proofs are new even in this case. As mentioned, since we actually deal with very general operators with measurable coefficients, one has to change the approach to the problem. We have the following

Definition 6 [ $(s, \boldsymbol{p})$-superharmonic functions; [51]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. We say that a function $u: \mathbb{R}^{n} \rightarrow[-\infty, \infty]$ is an $(s, p)$-superharmonic function in an open set $\Omega$ if it satisfies the following four assumptions:
(i) $u<+\infty$ almost everywhere and $u>-\infty$ everywhere in $\Omega$,
(ii) $u$ is lower semicontinuous (l.s.c.) in $\Omega$,
(iii) $u$ satisfies the comparison in $\Omega$ against solutions bounded from above; that is, if $D \Subset \Omega$ is an open set and $v \in C(\bar{D})$ is a weak solution in $D$ such that $v_{+} \in L^{\infty}\left(\mathbb{R}^{n}\right)$ and $u \geq v$ on $\partial D$ and almost everywhere on $\mathbb{R}^{n} \backslash D$, then $u \geq v$ in $D$,
(iv) $u_{-}$belongs to $L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$.

We say that a function $u$ is $(s, p)$-subharmonic in $\Omega$ if $-u$ is $(s, p)$-superharmonic in $\Omega$; and when both $u$ and $-u$ are $(s, p)$-superharmonic, we say that $u$ is $(s, p)$ harmonic.

Remark 9 An $(s, p)$-superharmonic function is locally bounded from below in $\Omega$ as the lower semicontinuous function attains its minimum on compact sets and it cannot be $-\infty$ by the definition.

Remark 10 From the definition it is immediately seen that the pointwise minimum of two $(s, p)$-superharmonic functions is $(s, p)$-superharmonic as well.

Remark 11 In forthcoming Corollary 4 we will show that a function $u$ is $(s, p)$ harmonic in $\Omega$ if and only if $u$ is a continuous weak solution in $\Omega$. The connection with fractional viscosity solutions is postponed to Section 6.1.

Remark 12 In the case $p=2$ and $K(x, y)=|x-y|^{-n-2 s}$, the Riesz kernel $u(x)=|x|^{2 s-n}$ is an $(s, 2)$-superharmonic function in $\mathbb{R}^{n}$, but it is not a weak supersolution. It is the integrability $W_{\mathrm{loc}}^{s, 2}$ that fails.

The next theorem describes the basic fundamental properties of $(s, p)$ superharmonic functions.

Theorem 15 [Basic properties of $(s, p)$-superharmonic functions; [51, Theorems 11 and 13, Corollary 6, Lemmata 11 and 14]]. Let $s \in(0,1)$ and $p \in(1, \infty)$. Suppose that $u$ is $(s, p)$-superharmonic in an open set $\Omega$. Then it has the following properties:
(i) Pointwise behavior.

$$
u(x)=\liminf _{y \rightarrow x} u(y)=\operatorname{ess} \lim _{y \rightarrow x} \inf u(y) \quad \text { for every } x \in \Omega
$$

(ii) Summability. For

$$
\bar{t}:=\left\{\begin{array}{ll}
\frac{(p-1) n}{n-s p}, & 1<p<\frac{n}{s}, \\
+\infty, & p \geq \frac{n}{s},
\end{array} \quad \bar{q}:=\min \left\{\frac{n(p-1)}{n-s}, p\right\}\right.
$$

and $h \in(0, s), t \in(0, \bar{t})$ and $q \in(0, \bar{q}), u \in W_{\mathrm{loc}}^{h, q}(\Omega) \cap L_{\mathrm{loc}}^{t}(\Omega) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$.
(iii) Comparison. If $D \Subset \Omega$ is an open set and $v \in C(\bar{D})$ is a weak solution in $D$ such that $u \geq v$ on $\partial D$ and almost everywhere on $\mathbb{R}^{n} \backslash D$, then $u \geq v$ in $D$.
(iv) Connection to weak supersolutions. If $u$ is locally bounded in $\Omega$ or $u \in W_{\text {loc }}^{s, p}(\Omega)$, then it is a weak supersolution in $\Omega$.

We can show that the $(s, p)$-superharmonic functions can be also approximated by continuous weak supersolutions in regular sets.

Lemma 4 [Approximation of $(\boldsymbol{s}, \boldsymbol{p})$-superharmonic functions; [51, Lemma 9]].
Let $s \in(0,1)$ and $p \in(1, \infty)$. Let $u$ be an $(s, p)$-superharmonic function in $\Omega$ and let $D \Subset \Omega$ be an open set such that $\mathbb{R}^{n} \backslash D$ satisfies the measure density condition (9). Then there is an increasing sequence $\left\{u_{j}\right\}, u_{j} \in C(\bar{D})$, of weak supersolutions in $D$ converging to $u$ pointwise in $\mathbb{R}^{n}$.

Proof Let $U$ be an open set satisfying $D \Subset U \Subset \Omega$, which is possible by Urysohn's Lemma. By a suitable approximation result (see Lemma 8 in [51]) there is an increasing sequence of smooth functions $\left\{\psi_{j}\right\}, \psi_{j} \in C^{\infty}(\bar{U})$, converging to $u$ pointwise in $U$. For each $j$, define

$$
g_{j}(x):= \begin{cases}\psi_{j}(x), & x \in U, \\ \min \{j, u(x)\}, & x \in \mathbb{R}^{n} \backslash U .\end{cases}
$$

Clearly $g_{j} \in W^{s, p}(U) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ by smoothness of $\psi_{j}$ and the fact that $u_{-} \in L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$. Now we can solve the obstacle problem using the functions $g_{j}$ as obstacles to obtain solutions $u_{j} \in \mathcal{K}_{g_{j}, g_{j}}(D, U), j=1,2, \ldots$, so that $u_{j}$ is continuous in $\bar{D}$ by [51, Theorem 7], whose result is a straight consequence of Theorem 9, and a weak supersolution in $D$ by Theorem 5 . To see that $\left\{u_{j}\right\}$ is an increasing sequence, denote by $A_{j}:=D \cap\left\{u_{j}>g_{j}\right\}$. Since $u_{j}$ is a weak solution in $A_{j}$ by Corollary 1 and clearly $u_{j+1} \geq u_{j}$ in $\mathbb{R}^{n} \backslash A_{j}$, the comparison principle (Lemma 3) implies that $u_{j+1} \geq u_{j}$. Similarly, $u_{j} \leq u$ by Definition 6(iii). Since $g_{j}$ converges pointwise to $u$, we must also have that

$$
\lim _{j \rightarrow \infty} u_{j}(x)=u(x) \quad \text { for all } x \in \mathbb{R}^{n}
$$

This finishes the proof.
With Lemma 4 in force, one can prove the connection to weak supersolutions, as it follows.
Proof of Theorem $15(i v)$. Let $D \Subset \Omega$ be an open set such that $\mathbb{R}^{n} \backslash D$ satisfies the measure density condition (9). Then by Lemma 4 there is an increasing sequence $\left\{u_{j}\right\}$ of weak supersolutions in $D$ converging to $u$ pointwise in $\mathbb{R}^{n}$ such that each $u_{j}$ is continuous in $\bar{D}$. Since each $u_{j}$ satisfies $u_{1} \leq u_{j} \leq u$ with $u_{1}, u \in L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ and $u$ is bounded from above in $D, u$ is a weak supersolution in $D$ by Theorem 14. Finally, because of the arbitrariness of the set $D \Subset \Omega$, we can deduce that the function $u$ is a weak supersolution in $\Omega$, as desired.

On the other hand, lower semicontinuous representatives of weak supersolutions are ( $s, p$ )-superharmonic.

Theorem 16 [L.s.c. supersolutions are ( $s, \boldsymbol{p}$ )-superharmonic; [51, Theorem 12]]. Let $u$ be a lower semicontinuous weak supersolution in $\Omega$ satisfying

$$
\begin{equation*}
u(x)=\operatorname{ess} \lim _{y \rightarrow x} \inf u(y) \quad \text { for every } x \in \Omega \tag{16}
\end{equation*}
$$

Then $u$ is an $(s, p)$-superharmonic function in $\Omega$.
Proof According to the definition of $u$, by Lemma 1 and by the fact that weak supersolutions are locally essentially bounded from below (see [51, Lemma 3]), together with (16), we have that (i-ii) and (iv) of Definition 6 hold. Thus it remains to check that $u$ satisfies the comparison given in Definition 6(iii). For this, take $D \Subset \Omega$ and a weak solution $v$ in $D$ such that $v \in C(\bar{D}), v \leq u$ almost everywhere in $\mathbb{R}^{n} \backslash D$ and $v \leq u$ on $\partial D$. For any $\varepsilon>0$ define $v_{\varepsilon}:=v-\varepsilon$ and consider the set $K_{\varepsilon}=\left\{v_{\varepsilon} \geq u\right\} \cap \bar{D}$. Notice that by construction the set $K_{\varepsilon}$ is compact and $K_{\varepsilon} \cap \partial D=\emptyset$. Thus, it suffices to prove that $K_{\varepsilon}=\emptyset$. This is now a plain consequence of the comparison principle. Indeed, one can find an open set $D_{1}$ such that $K_{\varepsilon} \subset D_{1} \Subset D$. Moreover, $v_{\varepsilon} \leq u$ in $\mathbb{R}^{n} \backslash D_{1}$ almost everywhere and thus Corollary 2 yields $u \geq v_{\varepsilon}$ almost everywhere in $D_{1}$. In
particular, $u \geq v-\varepsilon$ almost everywhere in $D$. To obtain an inequality that holds everywhere in $D$, fix $x \in D$. Then there exists $r>0$ such that $B_{r}(x) \subset D$ and

$$
u(x) \geq \underset{B_{r}(x)}{\operatorname{ess} \inf } u-\varepsilon \geq \inf _{B_{r}(x)} v-2 \varepsilon \geq v(x)-3 \varepsilon
$$

by (16) and continuity of $v$. Since $\varepsilon>0$ and $x \in D$ were arbitrary, we have $u \geq v$ in $D$.

From Theorem 15(iv) and Theorem 16 we see that a function is a continuous weak solution in $\Omega$ if and only if it is both $(s, p)$-superharmonic and $(s, p)$-subharmonic in $\Omega$.

Corollary 4 Let $s \in(0,1)$ and $p \in(1, \infty)$. A function $u$ is $(s, p)$-harmonic in $\Omega$ if and only if $u$ is a continuous weak solution in $\Omega$.

Proof of Theorem 15(i). Fix $x \in \Omega$ and denote by $\lambda:=\operatorname{ess}_{\lim \inf _{y \rightarrow x} u(y) \text {. }}^{\text {. }}$ Then

$$
\lambda \geq \liminf _{y \rightarrow x} u(y) \geq u(x)
$$

by the lower semicontinuity of $u$. To prove the reverse inequality, pick $t<\lambda$. Then there exists $r>0$ such that $B_{r}(x) \subset \Omega$ and $u \geq t$ almost everywhere in $B_{r}(x)$. By Lemma 10 in [51]), the ( $s, p$ )-superharmonic function

$$
v:=\min \{u, t\}-t
$$

is identically 0 in $B_{r}(x)$. In particular, $u(x) \geq t$ and the claim follows by arbitrariness of $t<\lambda$.

Proof of Theorem 15(ii). The summability result for $(s, p)$-superharmonic functions can be basically found in [57], where it is given for equations involving nonnegative source terms (see forthcoming Section 6.3), but the proof is identical in the case of weak supersolutions. The needed information is just that the weak supersolutions belong locally to $W^{s, p}$. This can be checked by showing that the positive part of an $(s, p)$-superharmonic function also belongs to the Tail space; see Theorem 14 in [51].

Remark 13 We conclude this section with the following observation. In Definition 6(iii) it is demanded that the comparison functions are globally bounded from above. Then, it is reasonably asking how would the definition change if one removes such an assumption. In other words, if the solution is allowed to have too wild nonlocal contributions, would this be able to break the comparison? The answer is negative. Indeed, the lemma below shows that one can remove the boundedness assumption $v_{+} \in L^{\infty}\left(\mathbb{R}^{n}\right)$ in the definition of $(s, p)$ superharmonic functions and still get the same class of functions. This is in fact Theorem 15(iii).

Lemma 5 [Unbounded comparison; [51, Lemma 14]]. Let $u$ be an ( $s, p)$ superharmonic function in $\Omega$. Then it satisfies the following unbounded comparison statement:
$u$ satisfies the comparison in $\Omega$ against solutions, that is, if $D \Subset \Omega$ is an open set and $v \in C(\bar{D})$ is a weak solution in $D$ such that $u \geq v$ on $\partial D$ and almost everywhere on $\mathbb{R}^{n} \backslash D$, then $u \geq v$ in $D$.

Proof Let $u$ be an $(s, p)$-superharmonic function in $\Omega$. We will show that then it also satisfies (iii'). To this end, take $D \Subset \Omega$ and $v$ as in (iii'). Let $\varepsilon>0$. Due to lower semicontinuity of $u-v$ and the boundary condition, the set $K_{\varepsilon}:=\{u \leq v-\varepsilon\} \cap D$ is a compact set of $D$. Therefore we find open sets $D_{1}, D_{2}$ such that $K_{\varepsilon} \subset D_{1} \Subset D_{2} \Subset D$ and $\mathbb{R}^{n} \backslash D_{2}$ satisfies the measure density condition (9). Truncate $v$ as $u_{k}:=\min \{v-\varepsilon, k\}$. Applying a stability result for sequence of functions converging to continuous weak solution (see [51, Lemma 13], with $\Omega \equiv D$ and $D \equiv D_{2}$ there) we find a sequence of continuous weak solutions $\left\{v_{k}\right\}$ in $D_{2}$ such that $v_{k} \rightarrow v-\varepsilon$ in $D_{2}$. The convergence is uniform in $\bar{D}_{1}$. Therefore, there is large enough $k$ such that $\left|v_{k}-v\right| \leq 2 \varepsilon$ on $\bar{D}_{1}$. Moreover, by the comparison principle (Lemma 3 ), $v_{k} \leq v$ in $\mathbb{R}^{n}$. Since $u>v_{k}-\varepsilon$ on $\partial D_{1}$ and almost everywhere in $\mathbb{R}^{n} \backslash D_{1}$ by the definition of $K_{\varepsilon}$, we have by Definition 6(iii) that $u \geq v_{k}-\varepsilon \geq v-3 \varepsilon$ in $D_{1}$, and thus we also have that $u \geq v-3 \varepsilon$ in the whole $D$, because in $D \backslash K_{\varepsilon}$ we have $u>v-\varepsilon$. Since this holds for an arbitrary positive $\varepsilon$, we have that (iii') holds, completing the proof.

For further interesting properties of the $(s, p)$-superharmonic functions, as for instance a more general version of the comparison principle, we refer to Section 4 in [51].

### 5.3 The fractional Perron Method

Let us come back to the celebrated Perron method. First of all, the main difference with respect to the local case is that for nonlocal equations the Dirichlet condition has to be taken in the whole complement $\mathbb{R}^{n} \backslash \Omega$ of the domain, instead of only on the boundary $\partial \Omega$. This comes from the very definition of the fractional operators in (2), and it is strictly related to the natural nonlocality of those operators, and the fact that the behavior of a function outside the set $\Omega$ does affect the problem in the whole space (and particularly on the boundary of $\Omega$ ), which is indeed one of the main feature why those operators naturally arise in many contexts. On the other hand, such a nonlocal feature is also one of the main difficulties to be handled when dealing with fractional operators. For this, some sophisticated tools and techniques have been recently developed to treat the nonlocality, and to achieve many fundamental results for nonlocal equations.

As said before, for the nonlocal Perron method the $(s, p)$-superharmonic and $(s, p)$-subharmonic functions (presented in the previous section) are the building blocks. We are thus in a position to introduce this concept. As well as in the classical local framework, in order to solve the boundary value problem, we have to construct two classes of functions leading to the upper Perron solution and the lower Perron solution.

Definition 7 [Perron solutions; [51]]. Let $s \in(0,1)$ and $p \in(1, \infty)$, and let $\Omega$ be an open set. Assume that $g \in L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$. The upper class $\mathcal{U}_{g}$ of $g$ consists of all functions $u$ such that
(i) $u$ is $(s, p)$-superharmonic in $\Omega$,
(ii) $u$ is bounded from below in $\Omega$,
(iii) $\liminf _{\Omega \ni y \rightarrow x} u(y) \geq \underset{\mathbb{R}^{n} \backslash \Omega \ni y \rightarrow x}{\operatorname{ess}} \limsup _{\text {in }} g(y)$ for all $x \in \partial \Omega$,
(iv) $u=g$ almost everywhere in $\mathbb{R}^{n} \backslash \Omega$.

The lower class is $\mathcal{L}_{g}:=\left\{u:-u \in \mathcal{U}_{-g}\right\}$. The function $\bar{H}_{g}:=\inf \left\{u: u \in \mathcal{U}_{g}\right\}$ is the upper Perron solution with boundary datum $g$ in $\Omega$, where the infimum is taken pointwise in $\Omega$, and $\underline{H}_{g}:=\sup \left\{u: u \in \mathcal{L}_{g}\right\}$ is the lower Perron solution with boundary datum $g$ in $\Omega$.

A few important observations are in order.
Remark 14 Notice that when $g$ is continuous in a vicinity of the boundary


Remark 15 We could also consider more general Perron solutions by dropping the conditions (ii)-(iii) in Definition 7 above. However, in such a case it does not seem easy to exclude the possibility that the corresponding upper Perron solution is identically $-\infty$ in $\Omega$ even for simple boundary value functions such as constants.

In the case of the fractional Laplacian, we have the Poisson formula for the solution $u$ in a unit ball with boundary values $g$ as

$$
u(x)=c_{n, s}\left(1-|x|^{2}\right)^{s} \int_{\mathbb{R}^{n} \backslash B_{1}(0)} g(y)\left(|y|^{2}-1\right)^{-s}|x-y|^{-n} \mathrm{~d} y,
$$

for every $x \in B_{1}(0)$; see e.g. [43], and also [72, 86] for related applications, and [32] for explicit computations. Using the Poisson formula one can consider some examples in the unit ball.
Example 1 Taking the function $g(x)=\left||x|^{2}-1\right|^{s-1}, g \in L_{2 s}^{1}\left(\mathbb{R}^{n}\right)$, as boundary values in the Poisson formula above, the integral does not converge. This example suggests that in this case $\bar{H}_{g} \equiv \underline{H}_{g} \equiv+\infty$ in $B_{1}(0)$. The example tells that if the boundary values $g$ merely belong to $L_{2 s}^{1}\left(\mathbb{R}^{n}\right)$, one cannot, in general, expect to find reasonable solutions.

Example 2 Let us consider the previous example with $g$ reflected to the negative side in the half space; i.e.,

$$
g(x):= \begin{cases}\left||x|^{2}-1\right|^{s-1}, & x_{n}>0 \\ 0, & x_{n}=0 \\ -\left||x|^{2}-1\right|^{s-1}, & x_{n}<0\end{cases}
$$

Then the "solution" via Poisson formula, for $x \in B_{1}$, is

$$
u(x)= \begin{cases}+\infty & x_{n}>0 \\ 0, & x_{n}=0 \\ -\infty, & x_{n}<0\end{cases}
$$

which is suggesting that we should now have $\bar{H}_{g} \equiv+\infty$ and $\underline{H}_{g} \equiv-\infty$ in $B_{1}(0)$. In view of this example it is reasonable to conjecture that the resolutivity fails in the class $L_{2 s}^{1}\left(\mathbb{R}^{n}\right)$.

In accordance with the classical Perron theory, one can prove that the upper and lower nonlocal Perron solutions act in the expected order (see Lemma 6 below), and that the boundedness of the boundary values assures that the nonlocal Perron classes are non-empty (see forthcoming Lemma 7).
Lemma 6 [The Perron solutions are in order; [51, Lemma 17]]. The Perron solutions $\bar{H}_{g}$ and $\underline{H}_{g}$ satisfy $\bar{H}_{g} \geq \underline{H}_{g}$ in $\mathbb{R}^{n}$.
Proof If $\mathcal{U}_{g}$ or $\mathcal{L}_{g}$ is empty, there is nothing to prove since $\bar{H}_{g} \equiv+\infty$ or $\underline{H}_{g} \equiv-\infty$, respectively. Assume then that the classes are non-empty, and take $u \in \mathcal{U}_{g}$ and $v \in \mathcal{L}_{g}$. Then

$$
\liminf _{\Omega \ni y \rightarrow x} u(y) \geq \underset{\mathbb{R}^{n} \backslash \Omega \ni y \rightarrow x}{\operatorname{ess}} \limsup s(y) \geq \underset{\mathbb{R}^{n} \backslash \Omega \ni y \rightarrow x}{\operatorname{ess}} \liminf _{\Omega \ni y \rightarrow x} g(y) \geq \limsup _{\Omega \ni} v(y)
$$

for every $x \in \partial \Omega$ by Definition 7(iii). Both sides of the inequality above cannot be simultaneously $-\infty$ or $+\infty$, again according to Definition 7(ii). Moreover, since $u=g=v$ almost everywhere in $\mathbb{R}^{n} \backslash \Omega$, we have $u \geq v$ in $\Omega$ by the comparison principle. Finally, taking the infimum over $\left\{u \in \mathcal{U}_{g}\right\}$ and the supremum over $\left\{v \in \mathcal{L}_{g}\right\}$ finishes the proof.

Lemma 7 [The Perron classes are non-empty; [51, Lemma 18]]. If $g \in$ $L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ is bounded from above, then the class $\mathcal{U}_{g}$ is nonempty.
Proof Let $\sup _{\mathbb{R}^{n}} g \leq M<\infty$ and take $u:=M \chi_{\Omega}+g \chi_{\mathbb{R}^{n} \backslash \Omega}$. Then clearly $u$ satisfies the properties (ii-iv) of Definition 7. In order to obtain the property (i), we first have that $u \in W_{\text {loc }}^{s, p}(\Omega) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$, and testing against a nonnegative test function $\eta \in C_{0}^{\infty}(\Omega)$ gives

$$
\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} L(u(x), u(y))(\eta(x)-\eta(y)) K(x, y) \mathrm{d} x \mathrm{~d} y
$$

$$
=2 \int_{\mathbb{R}^{n} \backslash \Omega} \int_{\Omega} L(M, g(y)) \eta(x) K(x, y) \mathrm{d} x \mathrm{~d} y \geq 0
$$

Thus $u$ is a weak supersolution in $\Omega$, and further $(s, p)$-superharmonic in $\Omega$ by Theorem 16.

Now, we are ready to state the nonlocal counterpart of the fundamental alternative theorem for the classical nonlinear Potential Theory.

Theorem 17 [The nonlocal Perron theorem; [51, Theorem 2]]. The Perron solutions $\bar{H}_{g}$ and $\underline{H}_{g}$ can be either identically $+\infty$ in $\Omega$, identically $-\infty$ in $\Omega$, or $(s, p)$-harmonic in $\Omega$, respectively.

We conclude this section by investigating the Perron resolutivity in the nonlocal framework. Firstly, collecting some of the tools presented before, together with the continuity results up to the boundary for the nonlocal obstacle problem (see Theorem 9 in [49]), it is rather straightforward to prove a basic existence and regularity result for the solution to the nonlocal Dirichlet boundary value problem, under suitable assumptions on the boundary values and the domain $\Omega$.

Theorem 18 [Existence of solutions; [51, Theorem 17]]. Let $\Omega \Subset \Omega^{\prime}$ be bounded open sets, and assume that $\mathbb{R}^{n} \backslash \Omega$ satisfies the measure density condition (9). Suppose that $g \in C\left(\Omega^{\prime}\right) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$. Then there is a weak solution in $\Omega$, which is continuous in $\Omega^{\prime}$ and has boundary values $g$ on $\mathbb{R}^{n} \backslash \Omega$. Such a solution is unique.

Secondly, if there is a solution to the nonlocal Dirichlet problem then it is necessarily the nonlocal Perron solution (see Lemma 8 below). In particular, this is the case under the natural hypothesis of Theorem 18.

Lemma 8 [Continuous weak solutions are Perron solutions; [51, Lemma 19]]. Assume that $h \in C(\bar{\Omega})$ is a weak solution in $\Omega$ such that

$$
\lim _{\Omega \ni y \rightarrow x} h(y)=g(x) \quad \text { for every } x \in \partial \Omega \quad \text { and } \quad h=g \quad \text { a.e. in } \mathbb{R}^{n} \backslash \Omega
$$

for some $g \in C\left(\Omega^{\prime}\right) \cap L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$ with $\Omega^{\prime} \ni \Omega$. Then $\bar{H}_{g}=h=\underline{H}_{g}$.
Proof The situation is symmetric, so we only need to prove the result for $\bar{H}_{g}$. We have $h \geq \bar{H}_{g}$ since $h \in \mathcal{U}_{g}$. To obtain the reverse inequality, let $u \in \mathcal{U}_{g}$. Then for every $\varepsilon>0$ there exists an open set $D \Subset \Omega$ such that $u+\varepsilon>h$ in $\mathbb{R}^{n} \backslash D$. Consequently, $u+\varepsilon \geq h$ in $D$ since $u+\varepsilon$ is $(s, p)$-superharmonic in $\Omega$. Letting $\varepsilon \rightarrow 0$ we obtain that $u \geq h$, and taking the infimum over $\mathcal{U}_{g}$ yields $\bar{H}_{g} \geq h$.

Remark 16 It is worth mentioning the strictly related paper [63], where E. Lindgren and P. Lindqvist they deal with a general class of fractional Laplace equations with bounded boundary data, in the case when the operator $\mathcal{L}$ in (1) does reduce to the pure fractional $p$-Laplacian $(-\Delta)_{p}^{s}$ without coefficients. This very relevant paper contains several important results, as a fractional Perron method and a Wiener resolutivity theorem, together with the subsequent classification of the regular points, in such a nonlinear fractional framework. We suggest the interested reader to compare those results together with the ones presented here.

Open Problem 7. It seems natural to provide a necessary and sufficient condition for the geometry of the boundary at a point $z \in \partial \Omega$ such that if $g$ is "continuous at $z$ " then so are $\bar{H}_{g}$ and $\underline{H}_{g}$. To our knowledge, the nonlocal counterpart of the Wiener criterion is still an open problem.

## 6 Viscosity solutions, Measure data problems, and further related results

We now briefly present some very important related results for the considered nonlinear integro-differential equation (2). We start by presenting the connection with the nonlocal viscosity solutions.

### 6.1 Viscosity solutions

Notice that in all the previous sections we have dealt with two main notions of nonlocal solutions to the equation in (2): the weak solutions given by Definition 3, which naturally arise as minimizers of the Gagliardo seminorm; and the $(s, p)$-harmonic functions as in Definition 6, which are defined via comparison with weak solutions, naturally arising for example in the Perron method presented before. A third very important notion of solution is that based on the pointwise evaluation of the principal value appearing in (1): the viscosity solutions to (2). In order to provide the good notion of viscosity solutions, one can observe that for exponents in the range $p \leq \frac{2}{2-s}$, a more restricted class of test functions is needed. Indeed, in such a range the operator is singular, in the sense that it is not well defined even on smooth functions. For example, defining

$$
u(x)= \begin{cases}|x|^{2}, & x \in B_{1} \\ 1, & x \in \mathbb{R}^{n} \backslash B_{1}\end{cases}
$$

which is smooth close to origin, we have that the principal value $\mathcal{L} u(0)$ is finite if and only if $p>\frac{2}{2-s}$. Thus, when $x_{0}$ is an isolated critical point,
essentially we would like to test viscosity solutions by merely using functions of the type $\left|x-x_{0}\right|^{\beta}$. However, we need some flexibility in the choice of test functions and this motivates the definition of the space $C_{\beta}^{2}$ below, which in particular contains monomials like $\left|x-x_{0}\right|^{\beta}$ plus suitable perturbations.

Now we are ready to introduce some notation. We denote the set of critical points of a differentiable function $u$, and the distance from the critical points by

$$
N_{u}:=\{x \in \Omega: \nabla u(x)=0\}, \quad d_{u}(x):=\operatorname{dist}\left(x, N_{u}\right),
$$

respectively. Let $D \subset \Omega$ be an open set.
Definition 8 We denote the class of $C^{2}$-functions whose gradient and Hessian are controlled by $d_{u}$ as

$$
C_{\beta}^{2}(D):=\left\{u \in C^{2}(D): \sup _{x \in D}\left(\frac{\min \left\{d_{u}(x), 1\right\}^{\beta-1}}{|\nabla u(x)|}+\frac{\left|D^{2} u(x)\right|}{d_{u}(x)^{\beta-2}}\right)<\infty\right\} .
$$

The supremum in the definition is denoted by $\|\cdot\|_{C_{\beta}^{2}(D)}$.
Notice that, in particular, when $\beta \geq 2$, the function $\phi(x)=|x|^{\beta}$ is in the class $C_{\beta}^{2}$.

Definition 9 [( $\boldsymbol{s}, \boldsymbol{p})$-viscosity solutions; [47]]. We say that a function $u: \mathbb{R}^{n} \rightarrow$ $[-\infty, \infty]$ is an $(s, p)$-viscosity supersolution in $\Omega$ if it satisfies the following four assumptions.
(i) $u<+\infty$ almost everywhere in $\mathbb{R}^{n}$, and $u>-\infty$ everywhere in $\Omega$.
(ii) $u$ is lower semicontinuous in $\Omega$.
(iii) If $\phi \in C^{2}\left(B_{r}\left(x_{0}\right)\right)$ for some $B_{r}\left(x_{0}\right) \subset \Omega$ such that $\phi\left(x_{0}\right)=u\left(x_{0}\right)$ and $\phi \leq u$ in $B_{r}\left(x_{0}\right)$, and one of the following holds
(a) $p>\frac{2}{2-s}$ or $\nabla \phi\left(x_{0}\right) \neq 0$,
(b) $1<p \leq \frac{2}{2-s}, \nabla \phi\left(x_{0}\right)=0$ such that $x_{0}$ is an isolated critical point of $\phi$, and $\phi \in C_{\beta}^{2}\left(B_{r}\left(x_{0}\right)\right)$ for some $\beta>\frac{s p}{p-1}$,
then $\mathcal{L} \phi_{r}\left(x_{0}\right) \geq 0$, where

$$
\phi_{r}(x)= \begin{cases}\phi(x), & x \in B_{r}\left(x_{0}\right), \\ u(x), & x \in \mathbb{R}^{n} \backslash B_{r}\left(x_{0}\right) .\end{cases}
$$

(iv) $u_{-}$belongs to $L_{s p}^{p-1}\left(\mathbb{R}^{n}\right)$.

A function $u$ is an $(s, p)$-viscosity subsolution in $\Omega$ if $-u$ is an $(s, p)$-viscosity supersolution. Moreover, $u$ is an ( $s, p$ )-viscosity solution in $\Omega$ if it is both an $(s, p)$-viscosity supersolution and a subsolution.

A natural question immediately arises: do all those notions of solutions coincide (under suitable assumptions)? First of all, notice that the weak solutions, as well as potential-theoretic $(s, p)$-harmonic functions, are well-defined for very
general, merely measurable kernels, since there is a natural weak formulation behind as soon as the kernel $K(\cdot, \cdot)$ is symmetric. However, in order to obtain the equivalence between different notions of solutions, one is forced to assume that $K$ is translation invariant. This is in fact a necessity, as already explained in [87].

The answer to the question above is positive. Indeed, by using the recent results in [48] and [51], presented in the previous sections, one can show that solutions defined via comparison and viscosity solutions are exactly the same for a precise class $\operatorname{Ker}(\Lambda)$ of kernels, where $\Lambda$ is measuring the ellipticity; see Definition 10 below. This has been proven by J. Korvempää, T. Kuusi and E. Lindgren in [47]. We thus give the description of those suitable kernels.

Definition 10 [The $\operatorname{Ker}(\boldsymbol{\Lambda})$-kernels; [47, Section 2]]. We say that the kernel $K: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow(0, \infty]$ belongs to $\operatorname{Ker}(\Lambda)$, if it satisfies the following properties:
(i) Symmetry. $K(x, y)=K(y, x)$ for all $x, y \in \mathbb{R}^{n}$.
(ii) Translation invariance. $K(x+z, y+z)=K(x, y)$ for all $x, y, z \in \mathbb{R}^{n}$, $x \neq y$.
(iii) Growth condition. $\Lambda^{-1} \leq K(x, y)|x-y|^{n+s p} \leq \Lambda$ for all $x, y \in \mathbb{R}^{n}$, $x \neq y$.
(iv) Continuity. The map $x \mapsto K(x, y)$ is continuous in $\mathbb{R}^{n} \backslash\{y\}$.

Above $\Lambda \geq 1$ is a constant.
Remark 17 Notice that, by symmetry, the function $y \mapsto K(x, y)$ is continuous as well in $\mathbb{R}^{n} \backslash\{x\}$ if $K \in \operatorname{Ker}(\Lambda)$. Also, we immediately notice that the required properties apply in particular in the case of the fractional $p$-Laplace equation; that is, when $K=K(x, y)$ reduces to $|x-y|^{-n-s p}$.

We have the following important results.
Theorem 19 [Viscosity vs harmonic; [47, Theorem 1.1]]. Suppose that the kernel $K$ belongs to $\operatorname{Ker}(\Lambda)$. Then, a function $u$ is $(s, p)$-superharmonic in $\Omega$ if and only if it is an $(s, p)$-viscosity supersolution in $\Omega$.

In the case when the supersolutions are bounded or belong to the right Sobolev space, we have the desired equivalence of all the notions of solutions.

Theorem 20 [Equivalence of nonlocal supersolutions; [47, Theorem 1.2]]. Suppose that the kernel $K$ belongs to $\operatorname{Ker}(\Lambda)$. Assume that $u$ is locally bounded from above in $\Omega$ or $u \in W_{\mathrm{loc}}^{s, p}(\Omega)$. Then the following statements are equivalent:
(1) $u$ is the lower semicontinuous representative of a weak supersolution in $\Omega$.
(2) $u$ is $(s, p)$-superharmonic in $\Omega$.
(3) $u$ is an $(s, p)$-viscosity supersolution in $\Omega$.

In particular, thanks to the theorem above one get that a continuous bounded energy solution is a viscosity solution. Moreover, if a weak solution is trapped between two functions that are regular enough, then the principal value in (1) is well-defined and zero, as stated in Proposition 3.1 in [47]. As a matter of fact, this result and the two theorems above assert that if a lower semicontinuous supersolution touches a smooth function from above, then the principal value exists at that point and is nonnegative.

Notice also that in the definition of viscosity supersolutions no integrability or differentiability assumptions are required. Thus, in view of Theorems 19-20, we may directly apply Theorem 15 , together with all the results presented in Section 5 to obtain many useful result for viscosity supersolutions, which are far from being obvious starting from the very definition.

Remark 18 In [62] the local Hölder regularity for viscosity solutions is studied, inspired by the methods and results in [42, 87].

Remark 19 In the liner case when $p=2$ there is a vast literature about viscosity solutions for integro-differential equations, and in many cases the obtained regularity is optimal; see for instance $[18,81]$ and the references therein.

### 6.2 Improved differentiability of solutions to integro-differential equations

A classical theorem, which is basically an implication of the so-called Gehring lemma [37], asserts that solution to uniformly elliptic equations in divergence form

$$
\operatorname{div}(A(x) \nabla u)=0 \quad \text { in } \Omega
$$

where the matrix of coefficients $A=A(\cdot)$ is supposed to have measurable entries, and to be bounded and elliptic, does belong to the space $W^{1,2+\epsilon}$ for some $\epsilon>0$. This is a nontrivial result, since the variational formulation of the problem above only gives us a solution in $W^{1,2}$. Thus, the result provides an improvement in the integrability of $u$ from $W^{1,2}$ to $W^{1,2+\epsilon}$, and this constitutes a fundamental tool in modern nonlinear analysis, with crucial implications in several different fields, ranging from nonlinear elliptic and parabolic equations to the Calculus of Variations, from quasi-conformal geometry to stability issues. The ultimate essence of the Gehring lemma does not simply deal with the solution to the equations above, but more generally it relies on basic selfimproving properties of certain reverse Hölder type inequalities; see [37].

In the (linear) fractional framwork, where the leading operator is the one considered here in (2) in the case when $p=2$, it turns out that the solution $u$ belongs to the space $W^{s+\epsilon, 2+\epsilon}$; see the relevant paper by Kuusi, Mingione and Sire [56], and in particular Theorem 1.1 there. The surprising part of such
a result is that there is an improvement of differentiability: not only the power of integrability is improved from 2 to $2+\epsilon$, but also the order of differentiability is improved from $s$ to $s+\epsilon$. For this, a new fractional version of the Gehring lemma valid for general fractional Sobolev functions, and not only for solutions to nonlocal equations, has been proved. Rather than holding for functions, this new version of the Gehring lemma does hold for what is called "dual pairs", as in the following

Definition 11 Let $s \in(0,1)$, and let $u \in W^{s, 2}\left(\mathbb{R}^{n}\right)$, and let $\eta \in(0, s / 2)$. Define the function

$$
U(x, y):=\frac{|u(x)-u(y)|}{|x-y|^{s+\eta}}
$$

whenever $x \neq y$ and the measure

$$
\mu(A):=\int_{A} \frac{\mathrm{~d} x \mathrm{~d} y}{|x-y|^{n-2 \eta}}
$$

whenever $A \subset \mathbb{R}^{n} \times \mathbb{R}^{n}$ is a measurable subset. The couple $(\mu, U)$ is called a dual pair generated by the function $u$.

The idea is now the following: the problem of proving self-improving properties for a function $\in W^{s, 2}$ in $\mathbb{R}^{n}$ is lifted in $\mathbb{R}^{n} \times \mathbb{R}^{n}$; it i then proved a higher integrability result for $U$ with respect to the measure $\mu$. Essentially, this is a higher integrability result for the dual pair $(\mu, U)$. This eventually implies the higher differentiability of $u$.

Theorem 21 [Fractional Gehring lemma, [56, Theorem 1.3]]. Let $u \in$ $W^{s, 2}\left(\mathbb{R}^{n}\right)$ for $s \in(0,1)$, and let $(\mu, U)$ be the dual pair generated by $u$ in the sense of Definition 11. Assume that the following reverse Hölder-type inequality with tail holds for every $\sigma \in(0,1)$ and for every ball $B \subset \mathbb{R}^{n}$,

$$
\begin{align*}
\left(f_{B \times B} U^{2} \mathrm{~d} \mu\right)^{\frac{1}{2}} \leq & \frac{c(\sigma)}{\sigma \eta^{1 / q-1 / 2}}\left(f_{2 B \times 2 B} U^{q} \mathrm{~d} \mu\right)^{\frac{1}{q}}  \tag{17}\\
& +\frac{\sigma}{\eta^{1 / q-1 / 2}} \sum_{k=2}^{\infty} 2^{-k(s-\eta)}\left(f_{2^{k} B \times 2^{k} B} U^{q} \mathrm{~d} \mu\right)^{\frac{1}{q}} \tag{18}
\end{align*}
$$

where $q \in(1,2)$ is a fixed exponent. Then there exists a positive number $\epsilon \in$ $(0,1-s)$, depending only on $s, \eta, q, c(\sigma)$, such that $U \in L_{\mathrm{loc}}^{2+\epsilon}\left(\mathbb{R}^{n} \times \mathbb{R}^{n} ; \mu\right)$ and $u \in W_{\mathrm{loc}}^{s+\epsilon, 2+\epsilon}\left(\mathbb{R}^{n}\right)$. Moreover. the following inequality holds whenever $B \subset \mathbb{R}^{n}$, for a constant $c \equiv c(N, s, \epsilon, c(\sigma), q)$,

$$
\left(f_{B \times B} U^{2+\epsilon} \mathrm{d} \mu\right)^{\frac{1}{2+\epsilon}} \leq c \sum_{k=2}^{\infty} 2^{-k(s-\eta)}\left(f_{2^{k} B \times 2^{k} B} U^{2} \mathrm{~d} \mu\right)^{\frac{1}{2}}
$$

Notice that the main point in the preceding theorem is that it is not asserted the higher integrability of any function $U$ satisfying the reverse Hölder inequality (17), but only on diagonals balls $B \times B \subset \mathbb{R}^{n} \times \mathbb{R}^{n}$. Basically, with Theorem 21 it is asserted the higher integrability of $U$ in $L^{2+\epsilon}(\mu)$ provided that $(\mu, U)$ is a dual pair, and this is the crucial point allowing to recover the missing information on non-diagonal balls. Once the theorem is proved, one can recover the desired higher differentiability of solutions to the equations, or more generally of functions satisfying the correspondent Caccioppoli inequality with tail.

Remark 20 The results in [56] are still valid with no important modifications in the nonlinear fractional case when $p>2$. In this range of validity $(p \geq 2)$, a different approach can be find in the very relevant paper by A. Schikorra [84] via a robust nonlocal nonlinear commutator estimate concerning the transfer of derivatives onto test functions. Apart from the higher regularity for solutions to nonlocal equations, as a further application, one can also deduce that sequences of uniformly bounded $n / s$-harmonic maps do converge strongly outside at most finitely many points.

### 6.3 Measure data problems

We conclude this paper with a glimpse on the regularity theory for the inhomogeneous counterpart,

$$
\begin{cases}\mathcal{L} u=f & \text { in } \Omega  \tag{19}\\ u=g & \text { in } \mathbb{R}^{n} \backslash \Omega,\end{cases}
$$

which has been recently settled in [57] in a general setting, including also the case when the source term $f$ is merely a measure. This remarkable paper includes a quite comprehensive existence, regularity and potential theory for solutions to nonlinear, possibly degenerate, integro-differential equations with measure data. The correspondent results are partly based on the quantitative estimates (involving the nonlocal tail contribution) established in [26, 27], and they basically constitute the nonlocal analogue of the fundamental ones available in the local degenerate case after the work of L. Boccardo and T. Gallouët [6, 7] and T. Kilpeläinen and J. Malý [46]. Recalling the assumptions in Section 2, and assuming that the datum $f$ is a signed Borel measure with finite total mass, one can define a particular class of solution to (19), the class of the so-called Solutions Obtained as Limits of Approximations (SOLA) as the collection of distributional solutions to (19), which coincide with $g$ almost everywhere in the complement of $\Omega$, and which can be constructed via an approximation procedure; we refer to [57, Definition 2] for more details. The existence and several properties of those solutions to (19) have been proven.

Firstly, under slightly more general assumptions than the ones described above, one can prove that there exists a SOLA $u$ to (19) such that
$u \in W^{h, q}(\Omega)$ for $h \in(0, s)$ and $q \in\left[q_{*}:=\max \{1, p-1\}, \min \left\{\frac{N(p-1)}{N-s}, p\right\}\right) ;$
see [57, Theorem 1.1]. Then, the authors are able to prove other important results in the fractional nonlinear potential theory, whose main role is played by the truncated Wolff potential of the measure $\mu$; that is,

$$
\boldsymbol{W}_{s, p}^{\mu}\left(x_{0}, r\right)=\int_{0}^{r}\left[\frac{|\mu|\left(B_{\rho}\left(x_{0}\right)\right)}{\rho^{N-s p}}\right]^{\frac{1}{p-1}} \frac{\mathrm{~d} \rho}{\rho}
$$

for all $x_{0} \in \Omega$ and $r>0$. From [57, Theorem 1.2] we have that if

$$
\begin{equation*}
\boldsymbol{W}_{s, p}^{\mu}\left(x_{0}, r\right)<\infty \text { for some } B_{r}\left(x_{0}\right) \subset \Omega \tag{21}
\end{equation*}
$$

then $x_{0}$ is a Lebesgue point of the solution $u$, and the following pointwise estimate does hold,

$$
\begin{equation*}
\left|u\left(x_{0}\right)\right| \leq c \boldsymbol{W}_{s, p}^{\mu}\left(x_{0}, r\right)+c\left(f_{B_{r}\left(x_{0}\right)}|u|^{q_{*}} \mathrm{~d} x\right)^{\frac{1}{q_{*}}}+c \operatorname{Tail}\left(u ; x_{0}, r\right) \tag{22}
\end{equation*}
$$

where the exponent $q_{*}$ is defined in (20). Notice that the nonlocal tail contribution defined in (4) is again necessary in order to encode the long-range interactions appearing when dealing with nonlocal operators.

Pointwise estimates via potentials imply local Calderón-Zygmund-type estimates; this is a consequence of the fact that the behavior of the Wolff potentials in rearrangement invariant function spaces, and in particular in Lebesgue spaces, is known; see [21]. Thus, one can prove for instance that

$$
\mu \in L_{\mathrm{loc}}^{q}(\Omega) \Longrightarrow u \in L_{\mathrm{loc}}^{\frac{n q(p-1)}{\underline{q}-s p q}}(\Omega)
$$

in the case when $s p<N / q$ and $q>1$; see [57, Corollary 1.1].
The estimate in (22) is sharp in describing the pointwise behaviour of the SOLA in the sense that the Wolff potential appearing on the right-hand side there cannot be replaced by any other potential. Indeed, if the measure $\mu$ is nonnegative, then, under the assumption in (21), one also has the following potential lower bound (see [57, Theorem 1.3]),

$$
\boldsymbol{W}_{s, p}^{\mu}\left(x_{0}, r / 8\right) \leq c u\left(x_{0}\right)+c \operatorname{Tail}\left(u_{-} ; x_{0}, r / 2\right)
$$

All these results above are related with oscillation bounds for the solutions. For this, one needs to introduce the global excess functional $E\left(f ; x_{0}, r\right)$ of a function $f$ in $L_{\text {loc }}^{q_{*}}\left(\mathbb{R}^{n}\right)$ whose Tail is finite by

$$
E\left(f ; x_{0}, r\right):=\left(f_{B_{r}\left(x_{0}\right)}\left|f-(f)_{x_{0}, r}\right|^{q_{*}} d x\right)^{1 / q_{*}}+\operatorname{Tail}\left(f-(f)_{x_{0}, r} ; x_{0}, r\right)
$$

Above $(f)_{x_{0}, r}$ stands for the average of $f$ over $B_{r}\left(x_{0}\right)$. We have that a SOLA to (19) satisfies

$$
\int_{0}^{r} E\left(u ; x_{0}, \rho\right) \frac{d \rho}{\rho}+\left|u\left(x_{0}\right)-(u)_{r, x_{0}}\right| \leq c \boldsymbol{W}_{s, p}^{\mu}\left(x_{0}, r\right)+c E\left(u ; x_{0}, r\right)
$$

when $B_{r}\left(x_{0}\right) \subset \Omega$; see [57, Theorem 1.4]. This estimate allows one to find sharp criteria for the local continuity of $u$ as

$$
\boldsymbol{W}_{s, p}^{\mu}(\cdot, r) \underset{r \rightarrow 0}{\longrightarrow} 0 \text { locally uniformly } \Longrightarrow u \in C_{\mathrm{loc}}^{0}(\Omega)
$$

Notice that, in the case $s p<n$, if $\mu$ belongs to the Lorentz space $L^{\frac{N}{s p}, \frac{1}{p-1}}$ locally in $\Omega$, then $\boldsymbol{W}_{s, p}^{\mu}(\cdot, r) \rightarrow 0$ locally uniformly. Moreover, as the last corollary, continuity of $u$ is inferred once the measure $\mu$ satisfies a density condition of the type

$$
|\mu|\left(B_{r}\left(x_{0}\right)\right) \leq c r^{n-p} h(r) \quad \text { with } \quad \int_{0}^{1}[h(\rho)]^{1 /(p-1)} \frac{d \rho}{\rho}<\infty
$$

for balls $B_{r}\left(x_{0}\right) \subset \mathbb{R}^{n}$; see [57, Corollary 1.3]. This is the borderline nonlocal counterpart of the classic results in [61] and [44].

Finally, in the case when $\mu=0$, a nonlocal Campanato theorem describes a global excess decay. Namely, whenever $0, \rho \leq r \leq R$, the following inequality does hold for an exponent $\alpha \in\left(0, s p / q_{*}\right)$.

$$
E\left(u ; x_{0}, \rho\right) \leq c\left(\frac{\rho}{r}\right)^{\alpha}\left(\left(\frac{r}{R}\right)^{s p / q_{*}} E\left(u ; x_{0}, R\right)+\int_{r}^{R}\left(\frac{r}{\sigma}\right)^{s p / q_{*}} E\left(u ; x_{0}, \sigma\right) \frac{d \sigma}{\sigma}\right)
$$

see Theorem 1.6 in [57].

Open Problem 8. The existence of solutions is widely studied issue in the case of local equations. Typical classes of solutions, other than the ones obtained via limiting approximation (SOLA), are renormalized solutions, and entropy solutions. In the case of nonnegative measures all these classes do coincide with the superharmonic solutions, as proven in [45]. The uniqueness in measure data problems is still a major open problem. Also in the case of the nonlocal equations, the uniqueness of solutions is an open problem.

Open Problem 9. An interesting open problem is whether it is possible to
extend those results in [57] to the case when the operator (1) involves more general kernels, which can be, for example, unbounded away from the diagonal $x=y$; even in the case $p=2$, the shape of fundamental solutions is generally not well-understood.

Acknowledgements. The author is a member of Gruppo Nazionale per l'Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of Istituto Nazionale di Alta Matematica "F. Severi" (INdAM), whose support is acknowledged.

## References

1. V. Ambrosio: A multiplicity result for a fractional $p$-Laplacian problem without growth conditions. Riv. Mat. Univ. Parma 9 (2018), no. 1, 12 pp
2. B. Avelin, T. Kuusi, G. Mingione: Nonlinear Calderón-Zygmund theory in the limiting case. Arch. Ration. Mech. Anal. 227 (2018), no. 2, 663-714.
3. R. F. Bass, M. Kassmann: Hölder continuity of harmonic functions with respect to operators of variable order. Comm. Partial Differential Equations 30 (2005), 12491259.
4. B. Barrios, A. Figalli, X. Ros-Oton: Free boundary regularity in the parabolic fractional obstacle problem. Comm. Pure Appl. Math. (2018). DOI: 10.1002/cpa. 21745
5. P. Belchior, H. Bueno, O. H. Miyagaki, G. A. Pereira: Remarks about a fractional Choquard equation: ground state, regularity and polynomial decay. Nonlinear Anal. 164 (2017), 38-53.
6. L. Boccardo, T. Gallouët: Nonlinear elliptic and parabolic equations involving measure data. J. Funct. Anal. 87 (1989), no. 1, 149-169.
7. L. Boccardo, T. Gallouët: Nonlinear elliptic equations with right-hand side measures. Comm. Partial Differential Equations 17 (1992), no. 3-4, 641-655.
8. L. Brasco, E. Lindgren: Higher Sobolev regularity for the fractional p-Laplace equation in the superquadratic case. Adv. Math. 304 (2017), 300-354.
9. L. Brasco, E. Lindgren, A. Schikorra: Higher Hölder regularity for the fractional p-Laplacian in the superquadratic case. Preprint (2017). https://www.researchgate.ne t/publication/321378851
10. L. Brasco, M. Squassina, Y. Yang: Global compactness results for nonlocal problems. Discrete Contin. Dyn. Syst. Ser. S 11 (2018), no. 3, 391-424.
11. C. Bucur, E. Valdinoci: Nonlocal diffusion and applications. Lecture Notes of the Unione Matematica Italiana 20. Springer, Unione Matematica Italiana, Bologna, 2016. xii +155 pp .
12. X. Cabré, Y. Sire: Nonlinear equations for fractional Laplacians, I: Regularity, maximum principles, and Hamiltonian estimates. Ann. Inst. H. Poincaré Anal. Non Linéaire 31 (2014), no. 1, 23-53.
13. X. Cabré, Y. Sire: Nonlinear equations for fractional Laplacians II: Existence, uniqueness, and qualitative properties of solutions. Trans. Amer. Math. Soc. $\mathbf{3 6 7}$ (2015), no. 2, 911-941.
14. L. Caffarelli, A. Figalli: Regularity of solutions to the parabolic fractional obstacle problem. J. Reine Angew. Math. 680 (2011). 191-233.
15. L. Caffarelli, X. Ros-Oton, J. Serra: Obstacle problems for integro-differential operators: regularity of solutions and free boundaries. Invent. Math. 208 (2017), 1155-1211.
16. L. Caffarelli, S. Salsa, L. Silvestre: Regularity estimates for the solution and the free boundary of the obstacle problem for the fractional Laplacian, Invention. Math. 171 (2008), no. 2, 425-461.
17. L. Caffarelli, L. Silvestre: An extension problem related to the fractional Laplacian. Comm. Partial Differential Equations 32 (2007), 1245-1260.
18. L. Caffarelli, L. Silvestre: Regularity results for nonlocal equations by approximation. Arch. Ration. Mech. Anal. 200 (2011), no. 1, 59-88.
19. L. Caffarelli, A. Vasseur: Drift diffusion equations with fractional diffusion and the quasi-geostrophic equation. Ann. of Math. (2) $\mathbf{1 7 1}$ (2010), no. 3, 1903-1930.
20. A. Chambolle, M. Morini, M. Ponsiglione: Nonlocal curvature flows. Arch. Ration. Mech. Anal. 218 (2015), no. 3, 1263-1329.
21. A. Cianchi: Non-linear potentials, local solutions to elliptic equations and rearrangements. Ann. Sc. Norm. Super. Pisa Cl. Sci. (V) 10 (2011), 335-361.
22. M. CozzI: Interior regularity of solutions of non-local equations in Sobolev and Nikol'skii spaces. Ann. Mat. Pura Appl. 196 (2017), no. 2, 555-578.
23. M. Cozzi: Regularity results and Harnack inequalities for minimizers and solutions of nonlocal problems: a unified approach via fractional De Giorgi classes. J. Funct. Anal. 272 (2017), no. 11, 4762-4837.
24. F. Da Lio, T. Rivière: Three-term commutators estimates and the regularity of $1 / 2-$ harmonic maps into spheres. Anal. PDE 4 (2011), 149-190.
25. F. Da Lio, T. Rivière: Sub-criticality of non-local Schrödinger systems with antisymmetric potentials and applications to half-harmonic maps. Adv. Math. 227 (2011), no. 3, 1300-1348.
26. A. Di Castro, T. Kuusi, G. Palatucci: Nonlocal Harnack inequalities. J. Funct. Anal. 267 (2014), no. 6, 1807-1836.
27. A. Di Castro, T. Kuusi, G. Palatucci: Local behavior of fractional p-minimizers. Ann. Inst. H. Poincaré Anal. Non Linéaire 33 (2016), 1279-1299.
28. E. Di Nezza, G. Palatucci, E. Valdinoci: Hitchhiker's guide to the fractional Sobolev spaces. Bull. Sci. Math. 136 (2012), 521-573.
29. S. Dipierro, A. Figalli, G. Palatucci, E. Valdinoci: Asymptotics of the s-perimeter as $s \searrow 0$. Discrete Contin. Dyn. Syst. 33 (2013), no. 7, 2777-2790.
30. S. Dipierro, M. Medina, E. Valdinoci: Fractional elliptic problems with critical growth in the whole of $\mathbb{R}^{N}$. Lecture Notes. Scuola Normale Superiore di Pisa (New Series) 15. Edizioni della Normale, Pisa, 2017. viii+152 pp.
31. S. Dipierro, G. Palatucci, E. Valdinoci: Dislocation dynamics in crystals: a macroscopic theory in a fractional Laplace setting. Comm. Math. Phys. 333 (2015), no. 2, 1061-1105.
32. B. Dyda: Fractional calculus for power functions and eigenvalues of the fractional Laplacian. Fract. Calc. Appl. Anal. 15 (2012), no. 4, 536-555.
33. G. Franzina: Non-local torsion functions and embeddings. Appl. Anal. (2018), DOI: 10.1080/00036811.2018.1463521
34. G. Franzina, G. Palatucci: Fractional p-eigenvalues. Riv. Mat. Univ. Parma 5 (2014), no. 2, 373-386.
35. C. Gal, M. Warma: Bounded solutions for nonlocal boundary value problems on Lipschitz manifolds with boundary. Adv. Nonlinear Stud. 16 (2016), No. 3, 529-550.
36. A. Garroni, G. Palatucci: A singular perturbation result with a fractional norm. Progr. Nonlinear Differential Equations Appl. 68 (2006), 111-126.
37. F. W. Gehring: The $L^{p}$-integrability of the partial derivatives of a quasiconformal mapping. Acta Math. 130 (1973), 265-277.
38. S. Granlund, P. Lindqvist, O. Martio: Note on the PWB-method in the nonlinear case. Pacific J. Math. 125 (1986), no. 2, 381-395.
39. F. Hamel, X. Ros-Oton, Y. Sire, E. Valdinoci:A one-dimensional symmetry result for a class of nonlocal semilinear equations in the plane. Ann. Inst. H. Poincaré Anal. Non Linéaire 34 (2017), no. 2, 469-482.
40. J. Heinonen, T. Kilpeläinen, O. Martio: Nonlinear Potential Theory of Degenerate Elliptic Equations, Dover Publications Inc., Mineola, New York, 2006.
41. M. Kassmann: Analysis of symmetric Markov processes. A localization technique for non-local operators. Universität Bonn, Habilitation Thesis, 2007.
42. M. Kassmann: A priori estimates for integro-differential operators with measurable kernels. Calc. Var. Partial Differential Equations 34 (2009), 1-21.
43. M. KasSmann: Harnack inequalities and Hölder regularity estimates for nonlocal operators revisited. Fakultät für Mathematik, Univ. Bielefeld Preprint 11015 (2011). Available at http://www.math.uni-bielefeld.de/sfb701/preprints/view/523
44. T. Kilpeläinen: Hölder continuity of solutions to quasilinear elliptic equations involving measures. Potential Anal. 3 (1994), no. 3, 265-272.
45. T, Kilpeläinen, T. Kuusi, A. Tuhola-Kujanpää: Superharmonic functions are locally renormalized solutions. Ann. Inst. H. Poincaré Anal. Non Linéaire 28 (2011), 775-795.
46. T. Kilpeläinen, J. Malý: The Wiener test and potential estimates for quasilinear elliptic equations. Acta Math. 172 (1994), no. 1, 137-161.
47. J. Korvenpää, T. Kuusi, E. Lindgren: Equivalence of solutions to fractional p-Laplace type equations. J. Math. Pures Appl. (2018), DOI: 10.1016/j.matpur.2017.10.004
48. J. Korvenpää, T. Kuusi, G. Palatucci: Hölder continuity up to the boundary for a class of fractional obstacle problems. Atti Accad. Naz. Lincei Rend. Lincei Mat. Appl. 27 (2016), 355-367.
49. J. Korvenpää, T. Kuusi, G. Palatucci: The obstacle problem for nonlinear integrodifferential operators. Calc. Var. Partial Differential Equations 55 (2016), no. 3, Art. 63.
50. J. Korvenpää, T. Kuusi, G. Palatucci: A note on fractional supersolutions Electron. J. Differential Equations 2016 (2016), no. 263, 1-9.
51. J. Korvenpää, T. Kuusi, G. Palatucci: Fractional superharmonic functions and the Perron method for nonlinear integro-differential equations. Math. Ann. 369 (2017), no. 3-4, 1443-1489.
52. T. Kuusi, G. Mingione: Linear potentials in nonlinear potential theory. Arch. Rat. Mech. Anal. 207 (2013), 215-246.
53. T. Kuusi, G. Mingione: Guide to nonlinear potential estimates. Bull. Math. Sci. 4 (2014), 1-82.
54. T. Kuusi, G. Mingione: The Wolff gradient bound for degenerate parabolic equations. J. Eur. Math. Soc. (JEMS) 16 (2014), No. 4, 835-892.
55. T. Kuusi, G. Mingione: Vectorial nonlinear potential theory. J. Eur. Math. Soc. (JEMS) 20 (2018), No. 4, 929-1004.
56. T. Kuusi, G. Mingione, Y. Sire: Nonlocal self-improving properties. Anal. PDE 8 (2015), no. 1, 57-114.
57. T. Kuusi, G. Mingione, Y. Sire: Nonlocal equations with measure data. Comm. Math. Phys. 337 (2015), no. 3, 1317-1368.
58. T. Kuusi, G. Palatucci (Eds.): Recent developments in Nonlocal Theory. De Gruyter, Berlin/Boston, 2018, 454 pp.
59. A. Iannizzotto, S. Mosconi, M. Squassina: Global Hölder regularity for the fractional p-Laplacian. Rev. Mat. Iberoamericana 32 (2016), no. 4, 2016, 1353-1392.
60. S. Jarohs: Strong comparison principle for the fractional p-Laplacian and applications to starshaped rings. Advanced Nonlinear Studies (2018), DOI: DOI:10.1515/ans-2017-6039
61. G. M. Lieberman: Sharp forms of estimates for subsolutions and supersolutions of quasilinear elliptic equations involving measures. Comm. Partial Differential Equations 18 (1993), no. 7-8, 1191-1212.
62. E. Lindgren: Hölder estimates for viscosity solutions of equations of fractional $p$ Laplace type. NoDEA Nonlinear Differential Equations Appl. 23 (2016), no. 5, Art. 55, 18 pp.
63. E. Lindgren, P. Lindqvist: Perron's Method and Wiener's Theorem for a nonlocal equation. Potential Anal. 46 (2017), no. 4, 705-737.
64. P. LindqVist: On the definition and properties of $p$-superharmonic functions. J. reine angew. Math. (Crelles J.) 365 (1986), 67-79.
65. P. LindqVist: Notes on the p-Laplace equation. Second Edition. Rep. Univ. Jyvaskyla Dep. Math. Stat. 161 (2017), 105 pp.
66. S. Liang, J. Zhang: Multiplicity of solutions for the noncooperative SchrödingerKirchhoff system involving the fractional p-Laplacian in $\mathbb{R}^{N}$. Z. Angew. Math. Phys. 68 (2017), No. 3, Art. 63, 18 pp.
67. J. Mawhin, G. Molica Bisci: A Brezis-Nirenberg type result for a nonlocal fractional operator. J. Lond. Math. Soc. (2) 95 (2017), no. 1, 73-93.
68. M. J. Mazón, J. D. Rossi, J. Toledo: Fractional p-Laplacian evolution equations. J. Math. Pures Appl. (9) 105 (2016), no. 6, 810-844.
69. G. Mingione: The Calderón-Zygmund theory for elliptic problems with measure data. Ann. Sc. Norm. Super. Pisa Cl. Sci. 6 (2007), 195-261.
70. G. Mingione: Gradient estimates below the duality exponent. Math. Ann. 346 (2010), no. 3, 571-627.
71. G. Mingione: Gradient potential estimates. J. Eur. Math. Soc. 13 (2011), 459-486.
72. G. Molica Bisci, V. D. Radulescu, R. Servadei: Variational methods for nonlocal fractional equations. Cambridge University Press, Cambridge, 2016.
73. G. Palatucci, A. Pisante: Improved Sobolev embeddings, profile decomposition, and concentration-compactness for fractional Sobolev spaces. Calc. Var. Partial Differential Equations 50 (2014), no. 3-4, 799-829.
74. G. Palatucci, A. Pisante: A Global Compactness type result for Palais-Smale sequences in fractional Sobolev spaces. Nonlinear Anal. 117 (2015), 1-7.
75. G. Palatucci, A. Pisante, Y. Sire: Subcritical approximation of a Yamabe-type nonlocal equation: a Gamma-convergence approach Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 14 (2015), No. 3, 819-840.
76. G. Palatucci, O. Savin, E. Valdinoci: Local and Global minimizers for a variational energy involving a fractional norm. Ann. Mat. Pura Appl. 192 (2013), no. 4, 673-718.
77. F. Petitta: Some remarks on the duality method for integro-differential equations with measure data. Adv. Nonlinear Stud. 16 (2016), no. 1, 115-124.
78. P. Piersanti, P. Pucci: Existence theorems for fractional p-Laplacian problems. Anal. Appl. 15 (2017), no. 5, 607-640.
79. P. Pucci, M. Xiang, B. Zhang: Multiple solutions for nonhomogeneous SchrödingerKirchhoff type equations involving the fractional $p$-Laplacian in $\mathbb{R}^{N}$. Calc. Var. Partial Differential Equations 54 (2015), no. 3, 2785-2806.
80. X. Ros-Oton: Nonlocal elliptic equations in bounded domains: a survey. Publ. Mat. 60 (2016), 3-26.
81. X. Ros-Oton, J. Serra, J.: Regularity theory for general stable operators. J. Differential Equations 260 (2016), 8675-8715.
82. S. Salsa: The problems of the obstacle in lower dimension and for the fractional Laplacian. In Regularity estimates for nonlinear elliptic and parabolic problems. Lecture Notes in Math. 2045, Springer, Heidelberg, 153-244 (2012)
83. O. Savin, E. Valdinoci: Density estimates for a variational model driven by the Gagliardo norm. J. Math. Pures Appl. 101 (2014), no. 1, 1-26.
84. A. Schikorra: Nonlinear commutators for the fractional $p$-Laplacian and applications. Math. Ann. 366 (2016), no. 1, 695-720.
85. R. Servadei, E. Valdinoci: Variational methods for non-local operators of elliptic type. Discrete Contin. Dyn. Syst. 33 (2013), no. 5, 2105-2137.
86. R. Servadei, E. Valdinoci: Weak and viscosity solutions of the fractional Laplace equation. Publ. Mat. 58 (2014), no. 1, 133-154.
87. L. Silvestre: Hölder estimates for solutions of integro-differential equations like the fractional Laplace. Indiana Univ. Math. J. 55 (2006), no. 3, 1155-1174.
88. L. Silvestre: Regularity of the obstacle problem for a fractional power of the Laplace operator. Comm. Pure Appl. Math. 60 (2007), no. 1, 67-112.
89. J. Tan, J. Xiong: A Harnack inequality for fractional Laplace equations with lower order terms. Discrete Contin. Dyn. Syst. 3 (2011), No. 3, 975-983.
90. J. L. VìzquEz: Recent progress in the theory of nonlinear diffusion with fractional Laplacian operators. Discrete Contin. Dyn. Syst. - Ser. S 7 (2014), no. 4, 857-885.
91. M. Warma: Local Lipschitz continuity of the inverse of the fractional p-Laplacian, Hölder type continuity and continuous dependence of solutions to associated parabolic equations on bounded domains. Nonlinear Anal. 135 (2016), 129-157.
92. Y. Zhang, X. TANG, J. Zhang: Existence of infinitely many solutions for fractional p-Laplacian equations with sign-changing potential. Electron. J. Differential Equations 2017, No. 208, 14 pp.

[^0]:    Giampiero Palatucci
    Dipartimento di Scienze Matematiche, Fisiche e Informatiche, Università di Parma
    Campus - Parco Area delle Scienze, 53/A
    I-43124 Parma, Italy
    Tel: +39 521906914
    E-mail: giampiero.palatucci@unipr.it

