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SIERPIŃSKI-TYPE FRACTALS ARE DIFFERENTIABLY

TRIVIAL

E. DURAND-CARTAGENA, J. GONG, J.A. JARAMILLO

Abstract. In this note we investigate the viability of generalized Rademacher

theorems on a certain class of fractals in Euclidean spaces. Such sets

are not necessarily self-similar, but satisfy a weaker “scale-similar” prop-

erty; in particular, they include the non self similar carpets introduced

by Mackay-Tyson-Wildrick [23] but with different scale ratios; see §2.1.

Specifically we identify certain geometric properties enjoyed by these

fractals and, in the case that they have zero Lebesgue measure, we show

that such fractals cannot support nonzero derivations in the sense of

Weaver [29]. As a result (Theorem 20) such fractals cannot be Lipschitz

differentiability spaces in the sense of Cheeger [7] and Keith [18].
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1. Motivation

First order differentiable calculus has been extended from Euclidean spaces
to abstract metric spaces in many ways, by many authors.

In this work we focus on (measurable) differentiable structures on such
spaces. Roughly speaking, such structures on a given space require that
an analogue of the classical Rademacher theorem holds true on that space,
i.e. that Lipschitz functions are almost everywhere differentiable. For this
reason, spaces satisfying such a property are also known as Lipschitz dif-
ferentiability spaces in the recent literature; see [1], [2], and [9].

For such structures to make sense, we focus on metric spaces equipped
with Borel measures, or metric measure spaces for short. The existence of
these structures becomes particularly striking, especially as metric spaces
generally lack any kind of manifold structure or uniquely-defined tangent
bundle.

1.1. Poincaré inequalities and differentiability. In a seminal work,
Cheeger [7] proved that metric spaces with doubling measures and support-
ing p-Poincaré inequalities, for 1 ≤ p < ∞, are Lipschitz differentiability
spaces.

Recall that Poincaré inequalities in the sense of Heinonen and Koskela
[16] are defined in terms of upper gradients, which are generalizations of
gradient norms |∇f | of Lipschitz functions f . For a nontrivial theory of
upper gradients on a given space, this often requires the existence of large
families of rectifiable curves, on that space, that are well distributed at all
scales in the sense of p-modulus; (see [28]). Nonetheless, there are many
examples of such spaces, including smooth spaces such as

• Riemannian manifolds with non-negative Ricci curvature [6],
• nilpotent Lie groups equipped with sub-Riemannian metrics, such

as the Heisenberg groups; see [3], [17],

as well as non-smooth spaces, such as

• certain boundaries of hyperbolic buildings, after Bourdon-Pajot [4]
• self-similar topological constructions, after Semmes [27] and Laakso

[21].

To wit, self-similar fractals can also be studied from within the setting
of metric measure spaces. When treated as subsets of Euclidean spaces1

equipped with the standard Euclidean norm, such sets are irregular and one
would not expect them to support differentiable structures, classically or
otherwise. Here the lack of rectifiable curves in various examples, such as
the Cantor set or the von Koch snowflake curve, is an obstruction for giving
a reasonable notion of derivative in Cheeger’s sense.

There also exist rectifiably-connected fractals, such as the Sierpiński car-
pet or the Sierpiński gasket, that do not contain “enough” rectifiable curves
to support p-Poincaré inequalities, for any 1 ≤ p < ∞. The case of self-
similar Sierpiński carpets was proved by Bourdon and Pajot in [5] and later

1Recent results of [8] shows that Laakso’s spaces do not admit any bi-Lipschitz embed-

ding into any Euclidean space, or for that matter, any reflexive Banach space.
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extended to non-self similar Sierpiński carpets with zero area by Tyson-
Mackay-Wildrick in [23].

As for higher dimensions, the work of David [9] treats self-similar fractals
in Rm with zero m-dimensional Lebesgue measure, with analogous results.

A natural question is whether fractal sets in Euclidean spaces, despite
not supporting Poincaré inequalities in general, could still support Cheeger
differentiable structures. Indeed, Keith [18] proved the existence of differen-
tiable structures for a larger class of spaces, where the Poincaré inequality
was replaced by a weaker hypothesis, called the Lip-lip condition; in partic-
ular, it does not require that the underlying spaces are a priori rectifiably-
connected.

The results of this paper address this natural question. We will see that
there is a larger class of fractals, which we call Sierpiński-type fractals, that
are not Lipschitz differentiability spaces. See Corollary 48 and Corollary 49
below.

Postponing the technical formulation for now, it is worth noting that this
class includes, in all dimensions,

(A) all of the previously mentioned examples of fractals, self-similar or
otherwise, as well as

(B) entirely new, random constructions of fractals, which exist under
mild symmetry conditions.

1.2. Fractals and derivations. Related to this, recall that Weaver [29]
introduced (metric) derivations as generalized notions of partial differen-
tiable operators that are well-defined on all metric measure spaces. Under
the assumption of a Poincaré inequality with respect to a doubling measure
on a metric space, Weaver’s functional analytic construction agrees with
Cheeger’s geometric one.

In fact, Bate [1] has recently characterized Lipschitz differentiability spaces
in terms of Alberti representations of measures — that is, by disintegrating
the underlying measure of a space into a family of measures, each of which is
supported on nontrivial fragments of rectifiable curves. (Differentiability in
this sense therefore corresponds to directional differentiability in a spanning
set of directions.) Schioppa [26] further showed that Alberti representations
are examples of derivations, a key tool in this paper.

In Theorem 20 and Theorem 44 below we prove that Sierpiński-type frac-
tals have a trivial module of derivations and are therefore not Lipschitz
differentiability spaces.

The novelty here is that the structural conditions on fractal sets can be
further weakened and therefore treated with different techniques. It is known
[29, Sect 5E], for example, that self-similar fractals such as the Sierpiński
carpet or the Sierpiński gasket have a trivial module of derivations; the proof
there exploits their geometric properties of self-similarity and porosity, but
it does not extend to non-self-similar cases, such as those complementary to
Mackay-Tyson-Wildrick.

Our approach is new, in that it relies on a notion of dimension, or rank, as-
sociated to a module of derivations on a metric measure space. In particular,
the notion of rank allows for directional information from derivations, like
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that of vector fields on a manifold. It therefore exploits different geometric
features of fractals, such as symmetries at each scale of their construction,
to which the methods in [29] are insensitive.

Remark 1. Though the fractals treated here are non-smooth sets with no
manifold points, we emphasize that the underlying metric is the Euclidean
one and the underlying measures are the corresponding Hausdorff measures
with respect to this metric.

In contrast, the constructions treated in the analysis on fractals make
use of a so-called resistance metric that is induced by probabilistic methods
(specifically, via the theory of Dirichlet forms) on the given fractal and that
is known not to be comparable with the Euclidean metric. We will not
discuss such methods here but refer to the survey of Kigami [19] and the
references contained therein.

This paper is outlined as follows. In Section §2 we construct the carpets
mentioned above, recall basic facts about derivations, and survey what is
already known about derivations on carpets. Section §3 consists of a series
of lemmas, leading to our main result (Theorem 20) which covers the model
case of non-self similar Sierpiński carpets. In §4 we define Sierpiński-type
fractals and state a more general result, Theorem 44, that will follow es-
sentially from the same proof as Theorem 20. Lastly, Section §5 is a short
appendix, where we recall in more detail some of the notions in §1.

2. Setup

We first fix the notation and some basic notions.
Given a set X, a subset A ⊆ X, and a function f : X → R, the restriction

of f to A is denoted f|A. Similarly, if µ is a measure on X, then µ|A refers
to the restriction of µ to A, defined as

µ|A(E) := µ(A ∩ E)

for all µ-measurable subsets E of X.
If X and Y are topological spaces, if F : X → Y is a Borel map, and if

µ is a Borel measure on X, then the pushforward of µ under F is a Borel
measure on Y , defined on all Borel subsets E of Y as

F#µ(E) := µ(F−1(E)).

If X = (X, d) is a metric space, then the Lipschitz constant of a function
f : X → R is denoted by

L(f) := sup

{ |f(x)− f(y)|
d(x, y)

; x 6= y in X

}

and we will often use the following classes of functions:

Lip(X) := {all Lipschitz functions on X},
Lipb(X) := {all bounded Lipschitz functions on X}.

For a sequence (fn)∞n=1 in Lipb(X), we also write fn
?
⇀ f if

sup
n
L(fn) < ∞ and fn → f pointwise in X.
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With limits of bounded linear operators in mind, let V and W be Banach
spaces and consider the space L(V,W ∗) of all bounded linear operators from
V into the dual space W ∗. The weak-star operator topology on L(V,W ∗)
is the linear topology generated by the seminorms px,y, with x ∈ V and
y ∈W , where we define

px,y(T ) = |〈T (x), y〉|,
for every operator T ∈ L(V,W ∗). Moreover, we denote the operator norm
of each L ∈ L(V,W ∗) by

‖L‖op = sup{‖Le‖W ∗ ; ‖e‖V ≤ 1}.
The next lemma is folklore; for a reference, see Theorem 5.3.4 from the
second author’s Ph.D. thesis.

Lemma 2. Let V and W be Banach spaces, and let B(V,W ∗) denote the
closed unit ball of the space L(V,W ∗).

(a) B(V,W ∗) is compact for the weak-star operator topology.
(b) If V and W are both separable, then B(V,W ∗) is metrizable for the

weak-star operator topology, and therefore it is sequentially compact.

Indeed (a) is folklore, being a standard consequence of Tychonov’s theo-
rem. For the idea for (b), let {xn} and {yn} be dense sequences in E and
F , respectively. It is not difficult to see that the expression

ρ(R, T ) =

∞∑

n,m=1

1

2n+m
|〈(R− T )(xn), ym〉|

defines a metric on B(V,W ∗) that induces the weak-star operator topology.

2.1. Carpets. Let a = (an)∞n=1 be non-negative numbers of the form

an :=
pn
qn
,

where pn, qn ∈ N with pn + qn even and with pn < qn and where a ∈ `∞ \ `2,
that is: the series

∑
n a

2
n diverges, yet supn |an| <∞.

We now construct a compact subset Sa of R2 by a process analogous to
the usual Sierpiński carpet, and where the parameters an are used instead of
ratios of 1

3 . The basic idea is that, at the nth step, one divides the existing
squares into qn×qn new subsquares and removes the middle pn×pn of them.

Step 0: Put S0
a := [0, 1]× [0, 1] and C0 = {S0

a} and C0
0 = ∅ first.

Step 1: Divide S0
a into q1 × q1 closed subsquares with sides parallel to

the coordinate axes and with lengths l1 := q−1
1 , i.e.

Q1
ij :=

[ i− 1

q1
,
i

q1

]
×
[j − 1

q1
,
j

q1

]
, (3)

for i, j ∈ {1, 2, . . . , q1}. Enumerating them as C1 := {Q1
ij}q1i,j=1, we have

S0
a =

q1⋃

i,j=1

Q1
ij .
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Now let C0
1 be the subcollection of the p2

1 many “middle” subsquares from
C1. More precisely, let r1 = 1

2(q1 − p1), put

C0
1 :=

{
Q1
i,j ∈ C1 ; r1 + 1 ≤ i, j ≤ p1 + r1

}

C+
1 := C1 \ C0

1 ,

and write the union of the remaining squares as

S1
a :=

⋃

Q∈C+1

Q.
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Now let C0
1 be the subcollection of the p2

1 many “middle” subsquares from
C1. More precisely, let r1 = 1

2(q1 − p1), put

C0
1 :=

{
Q1

i,j ∈ C1 ; r1 + 1 ≤ i, j ≤ p1 + r1

}

C+
1 := C1 \ C0

1 ,

and write the union of the remaining squares as

S1
a :=

⋃

Q∈C+
1

Q.

S0
a S1

a

Figure 1. E.g. of p1 = 3 and q1 = 5, so r1 = q1−p1

2 = 5−3
2 = 1.

As a suggestive terminology,

• subsquares in C1 are called first-order subsquares,
• subsquares in C0

1 are called first-order middle subsquares,

and we will use analogous notation for steps 2 and beyond.

Step n ≥ 2 : We proceed inductively. Let Cn−1 be the collection of (n −
1)th-order subsquares with pairwise disjoint interiors, with side length

ln−1 := (q1 · · · qn−1)
−1

and with all sides parallel to the axes. Suppose the sub-collection of (n−1)th-
order non-middle subsquares C+

n−1 has already been defined. Now sub-divide

each Q ∈ C+
n−1 into qn × qn squares of side length ln := q−1

n ln−1, analogously
as in (3), and write the collection as

Cn(Q) := {Qn
ij}qn

i,j=1.

Again, we remove the middle subsquares; for rn := 1
2(qn − pn), put

C0
n(Q) :=

{
Qij ∈ Cn(Q) ; 1 + rn ≤ i, j ≤ pn + rn

}

C+
n (Q) := Cn(Q) \ C0

n(Q)

and write the union of these selections as

Sn
a :=

⋃

Q′∈C+
n

Q′, where C+
n :=

⋃

Q∈C+
n−1

C+
n (Q).

Since Sn
a ⊂ Sn−1

a holds for all n ∈ N, the limit set

Sa :=
∞⋂

n=1

Sn
a

Figure 1. E.g. of p1 = 3 and q1 = 5, so r1 = q1−p1
2 = 5−3

2 = 1.

As a suggestive terminology,

• subsquares in C1 are called first-order subsquares,
• subsquares in C0

1 are called first-order middle subsquares,

and we will use analogous notation for steps 2 and beyond.

Step n ≥ 2 : We proceed inductively. Let Cn−1 be the collection of (n−
1)th-order subsquares with pairwise disjoint interiors, with side length

ln−1 := (q1 · · · qn−1)−1

and with all sides parallel to the axes. Suppose the sub-collection of (n−1)th-
order non-middle subsquares C+

n−1 has already been defined. Now sub-divide

each Q ∈ C+
n−1 into qn× qn squares of side length ln := q−1

n ln−1, analogously
as in (3), and write the collection as

Cn(Q) := {Qnij}qni,j=1.

Again, we remove the middle subsquares; for rn := 1
2(qn − pn), put

C0
n(Q) :=

{
Qij ∈ Cn(Q) ; 1 + rn ≤ i, j ≤ pn + rn

}

C+
n (Q) := Cn(Q) \ C0

n(Q)

and write the union of these selections as

Sna :=
⋃

Q′∈C+n

Q′, where C+
n :=

⋃

Q∈C+n−1

C+
n (Q).

Since Sna ⊂ Sn−1
a holds for all n ∈ N, the limit set

Sa :=

∞⋂

n=1

Sna

is well-defined; we call it the non-self similar Sierpiński carpet generated by
a, or simply a carpet.
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Remark 4 (Area). Observe that the classes of carpets we are taking into
consideration have no area in the sense of 2-dimensional Lebesgue (Haus-
dorff) measure:

H2(Sa) = 0.

Notice that this holds if and only if a /∈ `2.

Remark 5 (Geometry). We now list some properties of Sa that follow from
the construction:

(A) For each n ≥ 2, each Q ∈ C+
n is a subsquare of a unique Q′ ∈ C+

n−1.

As a result, there is a unique vector vnQ ∈ R2 so that the similitude

σnQ(x) := qnx+ vnQ

maps Q onto Q′ and preserves orientation of edges. In particular,
every point not lying on a square boundary — that is, every

x /∈ ∂+Sa :=
( ∞⋃

n=1

⋃

Q∈C+n

∂Q
)

has a unique sequence of closed subsquare neighborhoods (N n
x )∞n=1,

where N n
x ∈ C+

n for each n ∈ N.

(B) The carpet endowed with the euclidean metric is quasiconvex; recall
that a metric space (X, d) is C-quasiconvex (with C ≥ 1) if any pair
of points x, y ∈ X can be joined by a rectifiable path whose length
does not exceed Cd(x, y).

(C) There is a canonical measure µ that is supported on Sa. Indeed,
consider the sequence of probability measures, each supported on
Sna , as defined by

µ0 := H2|S0
a

and µn :=
∑

Q∈C+n

σnQ
′

# (µn−1|Q)

q2
n − p2

n

for each n ∈ N

and hence by Banach-Alaoglu there is a weak-star sublimit measure
µ that is concentrated on Sa. We claim

(C.1) that µ is both unique and the full (weak-star) limit of (µn)∞n=1;
for a proof, see Appendix in §6.

(C.2) that µ(∂Q) = 0 for every n ∈ N and every Q ∈ C+
n . Indeed,

given any line segment ` in ∂Q and any neighborhood ON of
` consisting of subsquares Q′ in C+

n+N with Q′ ∩ ` 6= ∅, lower-
semicontinuity of weak-star convergence yields

µ(`) ≤ µ(ON ) ≤ lim inf
n→∞

µn(ON ) = 0.

As a result, µ(Qij ∩ Qkl) = 0 for every i 6= k or j 6= l with
Qij ∈ C+

n in the previous construction.

(C.3) that µ is doubling, which means that there exists a constant
C ≥ 1 such that

µ(B(x, 2r)) ≤ Cµ(B(x, r))
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for all balls B(x, r) in X with centers x ∈ X and radii r > 0.
The proof is essentially the same as that of [23, Proposition 3.1].

Remark 6 (Higher dimensions). Analogous constructions apply to Rm for
all m ∈ N, where m replaces the dimension 2 and where we subdivide m-
dimensional cubes into (qn)m many sub-cubes and omit the middle (pn)m

of them. We call these limit sets (Sierpinski) sponges2 and we denote them
by Sma . (In particular, S2

a = Sa are the carpets from before.)
In this case, we assume that a ∈ `∞ \ `m and a similar computation as

in Remark 4 shows that Hm(Sma ) = 0. Moreover, there are canonical mea-
sures that are associated to sponges, constructed analogously, and satisfy
analogous geometric properties as in Remark 5. We denote them by µma .

For later purposes we will give a general version of the Lebesgue differen-
tiation theorem for doubling measures. In place of balls it suffices to have
subsets of balls with a positive lower bound on its measure density.

To fix notation, let Ω ⊂ Rm. For c ≥ 1 and x ∈ Ω define Fc(x, r)
as the family of all measurable sets E ⊂ Ω such that E ⊂ B(x, r) and
µ(B(x, r)) ≤ cµ(E). We say that a sequence of measurable sets {Ei}∞i=1

converges to a point x if there exists a sequence of radii ri > 0 such that
Ei ⊂ B(x, ri) and ri → 0 as i→∞ .

Theorem 7. [14, Theorem 14.15] Let µ be doubling on Ω ⊂ Rm and u ∈
L1
loc(Ω, µ). Then for µ-a.e. x ∈ Ω we have

lim
r→0
−
∫

B(x,r)
u(y) dµ(y) = u(x).

More generally, if c ≥ 1 then for µ-a.e x ∈ Ω and every sequence of sets
{Ei}i that converge to x with Ei ∈ Fc(x, ri) we have that

lim
i→∞
−
∫

Ei

u(y) dµ(y) = u(x).

2.2. Derivations: basic facts. The following notion is due to Weaver [29]
in the case of so-called measurable metrics; for the case of (pointwise) metrics
in the usual sense, see the survey of Heinonen [15] as well as [12], [25], and
[26].

Fix a Radon measure on a metric space X.

Definition 8 (Weaver). A bounded linear operator

δ : Lipb(X)→ L∞(X,µ)

is called a (metric) derivation if it satisfies

• the product rule: δ(fg) = f δg + gδf holds for all f, g ∈ Lipb(X);

• weak-star continuity: if (fn)∞n=1 and f in Lipb(X) satisfy fn
?
⇀ f ,

then δfn
?
⇀ δf in L∞(X,µ), i.e.,

∫

X
ϕ δfn dµ →

∫

X
ϕ δf dµ (9)

2In contrast, Menger sponges are constructed not by omitting subcubes but by omitting

cubewise “tunnels” perpendicular to the codimension-1 faces.
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holds for all ϕ ∈ L1(X,µ).

Let Υ(X,µ) denote the space of derivations with respect to µ on X.

Note that Υ(X,µ) is an L∞(X,µ)-module, where the scalar action is

(λδ)f = λ(δf),

for all λ ∈ L∞(X,µ). Call a metric measure space (X, d, µ) differentiably
trivial if it has a trivial module of derivations, i.e. that Υ(X,µ) = 0.

This terminology has been introduced in [15, pp. 216].
Moreover, we call a set {δi}ki=1 linearly dependent in Υ(X,µ) if there exist

{λi}ki=1 in L∞(X,µ), not all zero, so that

λ1δ1 + · · ·+ λkδk = 0.

Otherwise we say that {δi}ki=1 are linearly independent.
Lastly, we say that Υ(X,µ) has rank-k if it contains a linearly independent

set of k derivations and if every set of k+1 derivations is linearly dependent.
We now turn to basic properties of derivations. The first lemma combines

Lemma 27 and Theorem 29 in [29].

Lemma 10 (Locality). Let µ be Radon on X. If A is a µ-measurable subset
of X, then as sets and modules,

χAΥ(X,µ|A) := {χAδ ; δ ∈ Υ(X,µ)} = Υ(A,µ|A)

and in particular, if f |A is constant, then δf = 0 µ-a.e. on A.

Remark 11. As a consequence, every derivation δ ∈ Υ(X,µ) has a well-
defined linear extension to Lip(X), which we also denote by δ.

Remark 12. For the sponges Sma from Remark 6, the measures µma satisfy

µma (Rm \ Sma ) = 0

by construction, so the locality property gives

χSma Υ(Rm, µma ) = Υ(Sma , µ
m
a )

So in terms of derivations with respect to µma , the sets Rm and Sma are treated
the same analytically, even though they differ geometrically as metric spaces.
(For example, µma is doubling on Sma but its zero extension is not doubling
on all of Rm.)

2.3. Derivations on Euclidean spaces. Due to the locality property
(Lemma 10), every derivation on Rm is well-defined on polynomials and
other locally Lipschitz functions. Roughly speaking, the action of such
derivations is completely determined by their action on the standard co-
ordinate functions x1, · · · , xm.

Of the next three results, the first is a direct consequence of [12, Lemma
27] and [24, Theorem 1.19], the second is [12, Lemma 2.19], and the third is
an easy consequence of the second.

To fix notation, x := (x1, x2) denotes the identity map on R2, so xi is the
usual ith linear coordinate.
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Lemma 13 (Change of Variables). Let X and Y be metric spaces, let F :
X → Y be a proper Lipschitz map, and let µ be a Radon measure on X.
For each δ ∈ Υ(X,µ), there is a unique derivation F#δ ∈ Υ(Y, F#µ) called
the pushforward of δ under F that satisfies

∫

Y
g (F#δ)f d(F#µ) =

∫

X
(g ◦ F )δ(f ◦ F ) dµ

for all f ∈ Lip(Y ) and all g ∈ L1(Y, F#µ). If moreover F−1 exists and is
Lipschitz, then for µ-a.e. x ∈ X, it holds that

δ(f ◦ F )(x) = (F#δ)f
(
F (x)

)

Lemma 14 (Chain Rule). For every f ∈ Lip(Rm), there exists vf ∈
L∞µ (Rm;Rm) so that every δ ∈ Υ(Rm, µ) satisfies the µ-a.e. inequalities

δf = vf · δx =
n∑

i=1

vfi δxi and ‖vf‖L∞ ≤ L(f).

If moreover f is C1-smooth, then vf = ∇f .

Corollary 15. Fix a Radon measure µ on Rm. For all f ∈ Lipb(Rm) and
all C1-smooth biLipschitz embeddings F : Rm → Rm, the identity

δ(f ◦ F )(x) = vf (F (x))T ·DF (x) · δx(x)

holds for µ-a.e. x ∈ Rm and for every δ ∈ Υ(Rm, µ).

Proof of Corollary 15. Approximating f in Lipb(Rm) by composites of con-
volutions of the form

(f ◦ ηε) ◦ F ?
⇀ f ◦ F

we obtain, as weak-star limits in L∞(Rm, µ), the identities

vf◦F (x) = lim
ε→0
∇((f ∗ ηε) ◦ F )(x)

= lim
ε→0
∇(f ∗ ηε)(F (x)) ·DF (x) = vf (F (x)) ·DF (x)

for µ-a.e. x ∈ Rm and hence, by Lemma 14,

δ(f ◦ F )(x) = vf◦F (x) · δx(x) = vf (F (x))T ·DF (x) · δx(x)

holds as desired. �

The final lemma is easy but not easily found in the literature; for com-
pleteness, a proof sketch is included below.

Lemma 16. Let µ be Radon on Rm and let d = {δi}mi=1 be a subset of
Υ(Rm, µ). If the Jacobi-type matrix

dx(z) :=




δ1x1(z) δ2x1(z) · · · δnx1(z)
δ1x2(z) δ2x2(z) · · · δnx2(z)

...
...

. . .
...

δ1xm(z) δ2xm(z) · · · δmxm(z)


 (17)

is invertible for µ-a.e. z ∈ Rm, then d is linearly independent.
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Proof. We argue by contraposition.
For m = 1 this follows from the Chain rule above (Lemma 14); indeed,

if the singleton {δ1} were linearly dependent in Υ(R, µ), then there would
exist a nonzero λ ∈ L∞(R, µ) so that

λ(z)δ1x1(z) = 0

holds for µ-a.e. z ∈ R. In particular, δ1x1 = 0 holds on the (µ-essential)
support of λ and hence the 1 × 1 matrix [δ1x1] would be non-invertible on
supp(λ), which is a positive µ-measured subset.

For m = 2, if d were linearly dependent, there would exist λ1, λ2 ∈
L∞(R2, µ) not both zero (and without loss λ2 6= 0 µ-a.e.) so that

δ2 = −λ1

λ2
δ1 (18)

holds µ-a.e. on R2. As a result, the Jacobi matrix dx becomes

dx := det

[
δ1x1 δ2x1

δ1x2 δ2x2

]
=

[
δ1x1 −λ1

λ2
δ1x1

δ1x2 −λ1
λ2
δ1x2

]

which clearly has zero determinant.
Form ∈ N, an identity analogous to (18) holds, where δm can be written as

a linear combination of δ1, · · · , δm−1 for some choice of scalars λ1, · · · , λm−1.
The subsequent m×m Jacobi matrix will contain a column that is a linear
combination of the other m− 1 columns, which gives the lemma. �

The following theorem, regarding rigidity of derivations on Euclidean
spaces, is a consequence of the main results from [10] and [26]. More pre-
cisely, in [10] the conclusion of absolute continuity was proven in the case
of independent collections of Alberti representations, whereas in [26], it is
shown that every Alberti representation determines a derivation in the pre-
vious sense, and independence induces linear independence. The case of R2

was treated in [12].

Theorem 19. Let m ∈ N and let µ be a Radon measure on (Rm, | · |). Then
the module of derivations on Rm with respect to µ has rank-m if and only
if µ is absolutely continuous with respect to the Lebesgue measure. More-
over, derivations with respect to µ are linear combinations of the differential
operators {∂/∂xi}mi=1 with coefficients in L∞(Rm, µ).

3. Differentiably trivial carpets

3.1. Previous results on carpets. For c ∈ N odd denote by Sc = S2
a

the self-similar Sierpiński carpet defined by the constant sequence a :=(
1
c ,

1
c ,

1
c , . . .

)
. Note that S3 is the standard Sierpiński carpet.

In [29, Theorem 40], Weaver proved that Υ(S3, µ) = 0 and the same
argument applies to any self-similar Sierpiński carpet with respect to a con-
stant sequence. Moreover, the argument can be extended to any sequence
a ∈ `∞ \c0 and to associated Sierpinski sponges in any dimension m, in that
lim sup a > 0 implies Υ(Sa, µ) = 0.

On the other hand, in [23], the authors considered the class of non-self
similar Sierpiński carpets in the particular case when pn = 1 for each n ∈ N.
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They prove that the class of non-self similar Sierpiński carpets Sa support
Poincaré inequalities if and only if a ∈ `2. One can check that if a ∈ `2, the
measure µ is comparable to the restriction of the Lebesgue measure to Sa.
By Theorem 19, (S, µ) induces a rank-2 module of derivations, so Sa is a
Lipschitz differentiability space.

Actually, the associated measurable differentiable structure is the restric-
tion of the standard differentiable structure from R2.

The next theorem is new and is the main result of this section. It covers
the remaining case, that is, when a ∈ c0 \ `2, thereby covering the full range
of possible sequences in `p, 1 ≤ p ≤ ∞.

Theorem 20. If Sa is a carpet with a ∈ `∞ \ `2 and with the canonical
measure µ as in Remark 5.C, then (Sa, µ) is differentiably trivial.

The proof will be divided into three steps:

• Any nonzero derivation δ ∈ Υ(R2, µ) induces a derivation δµ ∈
Υ(R2, µ) that is supported everywhere, in the sense that δx is µ-
a.e. nonzero. See Subsection 3.2.
• For any derivation that is supported everywhere, there is another

derivation that is linearly independent to it. See Subsection 3.3.
• If µ has rank-2 then µ is absolutely continuous with respect to the

(2-dimensional) Lebesgue measure. See Theorem 19.

3.2. If one derivation, then one everywhere.

Theorem 21. Let Sma be a Sierpinski sponge in Rm with a ∈ `∞ \ `m
and let µ = µma be the canonical measure. If Υ(Rm, µ) 6= 0, then there
exists δµ ∈ Υ(Rm, µ) so that the vectorfield δµx = (δµx1, δµx2, . . . , δµxm) is
nonzero (and in fact constant) µ-a.e. on Rm.

The proof proceeds in several steps: (1) finding a candidate for δµ, and
then checking (2) the Leibniz rule, (3) weak-star continuity, and (4) nonde-
generacy.

Proof. Fix a nonzero derivation δ ∈ Υ(Rm, µ) with ‖δ‖op ≤ 1. Observe that
since Υ(Rm, µ) 6= 0, the Chain Rule (Lemma 14) implies that there exists
i ∈ {1, 2} such that ‖δxi‖L∞(µ) > 0.

Moreover, the set ∂+Sa is a countable union of (m− 1)-dimensional cubes
parallel to coordinate hyperplanes, so from Remark 5.C.2 it follows that
µ(∂+Sma ) = 0. It therefore suffices to prove the theorem for µ-a.e. point in
Sma \ ∂+Sma instead.

Step 1: A candidate operator. Let x0 ∈ Sma \ ∂+Sma be a point of
µ-density for δx with

δx(x0) = (δx1(x0), δx2(x0), . . . , δxn(x0)) 6= 0

and as given in Remark 5.A, let (N n
0 )∞n=1 be the unique sequence of (closed)

subsquare neighborhoods satisfying x0 ∈ N n
0 ∈ C+

n for all n ∈ N.
For each Q ∈ C+

n , let τnQ : Rm → Rm denote the unique translation that
maps N n

0 isometrically onto Q and consider the sequence of operators

δnQ := τnQ# (χNn0 δ)
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as well as the derivations δn ∈ Υ(Rm, µ) defined by the action

δnf(x) :=
∑

Q∈C+n

δnQf
(

(τnQ)−1(x)
)
. (22)

Notice that each f ∈ Lip(Sma ) can be expressed as

f =
∑

Q∈C+n

χQ∩Sma f|Q,

and by the locality property, the action of δn gives

δnf =
∑

Q∈C+n

τnQ# (χNn0 δ)(f|Q).

Since τnQ is 1-biLipschitz, the change of variables formula (Corollary 15)
implies for µ-a.e. y ∈ Q with

x = (τnQ)−1(y)

and for all f ∈ Lip(S) with ‖f‖Lip ≤ 1 that

δnf(y) =
∑

Q∈C+n

τnQ# (χNnδ)f(x)

=
∑

Q∈C+n

χNn(x) δ(f ◦ τnQ)(x)

=
∑

Q∈C+n

χQ(y) vf (τnQ(x)) ·DτnQ(x) · δx(x)

= vf · δx
(

(τnQ)−1(y)
)
,

and moreover

‖δnf‖L∞ ≤ ‖vf (y)‖L∞‖δx‖L∞ ≤ L(f)‖δx‖L∞ ,

so (δn)∞n=1 is bounded in Υ(Rm, µ) with ‖δn‖op ≤ ‖δ‖op. From Lemma 2
there exists a subnet (δnα)α∈Λ that converges to an operator

δµ ∈ L(Lipb(S
m
a ), L∞(Rm, µ)) (23)

in the weak-star operator topology, that is, in the sense that
∫

Rm
ϕ δnαf dµ →

∫

Rm
ϕ δµf dµ

holds for all ϕ ∈ L1(Rm, µ) and all f ∈ Lipb(S
m
a ).

Step 2: Leibniz Rule. We now have a candidate δµ for the desired
derivation, so in what follows we will check that it satisfies the product
rule and weak-star continuity (see Definition 8). First notice that, for every
f, g ∈ Lipb(S

m
a ) and every ϕ ∈ L1(Rm, µ), we have that fϕ, gϕ ∈ L1(Rm, µ).
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Since each δnα satisfies the product rule, it follows that
∫

Rm
ϕ δµ(fg) dµ = lim

α

∫

Rm
ϕ δnα(fg) dµ

= lim
α

∫

Rm
ϕ (fδnα(g) + gδnα(f)) dµ

= lim
α

∫

Rm
fϕ δnα(g) dµ + lim

α

∫

Rm
gϕ δnα(f) dµ

=

∫

Rm
fϕ δµ(g) dµ +

∫

Rm
gϕ δµ(f) dµ

=

∫

Rm
ϕ (f δµ(g) + g δµ(f)) dµ

where the notation limα refers to limits of nets. As a result, δµ satisfies the
product rule as well.

Step 3: δµ is weak-star continuous and thus δµ ∈ Υ(Rm, µ).
Towards a proof of Step 3, let (fi)

∞
i=1 be a sequence of 1-Lipschitz functions

on Rm that converge pointwise to 0 and fix ε > 0. The aim is to prove that
for each g ∈ L1(Rm, µ) there exists i0 ∈ N such that

∣∣∣
∫

Rm
g δµfi dµ

∣∣∣ ≤ ε

holds for all i ≥ i0. Without loss of generality, assume δµ 6= 0. To this end,
we split the integral into three terms and estimate each term.

Recall that µ is compactly supported, so each coordinate function xi lies
in Lipb(spt(µ)), for each i ∈ 1, · · · ,m. Let E0 be the closed subspace of
Lipb(Rm) generated by the sequence (fi)

∞
i=1 and the coordinate functions

x1, x2. Then E0 is separable, and so is Y = L1(Rm, µ), since µ is (σ-)finite.
Thus, by Lemma 2, the unit ball B(E0, Y

∗) is sequentially compact.
On the other hand, the restrictions (δnα |E0) converge to δµ|E0 in the

weak-star operator topology of L(E0, Y
∗), which is metrizable by Lemma

2, Part (b). Then there exists a subsequence (δnj )j which converges to δµ
in L(E0, Y

∗) too; without loss of generality, assume for convenience that

nj ≤ nj+1 for all j. In particular, δnjfi
?
⇀ 0 in L∞(Rm, µ) for every i ∈ N

and δnjx
?
⇀ δµx in L∞µ (Rm;Rm).

Since µ is finite, it follows that Lp(Rm, µ) is dense in L1(Rm, µ) for all
p ∈ (1,∞) and hence δnjx ⇀ δµx in Lq(Rm, µ), where q := p

p−1 is the

Hölder conjugate of p. So by letting g ∈ L1(Rm, µ) be arbitrary, choose
gε ∈ Lp(Rm, µ) so that

‖g − gε‖L1 <
ε

3‖δµ‖op
. (24)

We now apply a variant of Mazur’s lemma to obtain convex combinations
of functions

δ̃njx :=

Nnj∑

l=j

λnj lδnlx
‖·‖Lq−→ δµx (25)
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that converge in Lq-norm. In particular, there exists j = j(ε, gε) ∈ N so that

‖δ̃njx− δµx‖Lq ≤
ε

3‖gε‖Lp
(26)

and we define derivations

δ̃nj :=

Nnj∑

l=j

λnj lδnl .

We claim {δ̃nj}j converges to δµ in the weak-star operator topology, too. To

see why, by definition for each ϕ ∈ L1(Rm, µ), each ψ ∈ Lipb(Rm), and each
s > 0, there exists k ∈ N so that the original convergence yields

∣∣∣
∫

Rm
ϕ (δnj − δµ)ψ dµ

∣∣∣ < s

for all j ≥ k; so for j ∈ N ∩ [k,Nnk ] the previous estimate yields

∣∣∣
∫

Rm
ϕ (δ̃nj − δµ)ψ dµ

∣∣∣ ≤
Nnj∑

l=j

λnj l

∣∣∣
∫

Rm
ϕ (δnl − δµ)ψ dµ

∣∣ <
Nnj∑

l=j

λnj ls = s.

Fixing j as above, observe that δ̃nj is a finite linear combination of elements

in Υ(Rm, µ), so δ̃nj ∈ Υ(Rm, µ) and hence δ̃njfi
?
⇀ 0 in L∞(Rm, µ). Testing

further with gε ∈ L1(Rm, µ) there exists i = i(j, ε, gε) ∈ N so that
∣∣∣∣
∫

Rm
gεδ̃njfi dµ

∣∣∣∣ <
ε

3
. (27)

The Chain Rule (Lemma 14) implies that there exists vfi ∈ L∞µ (Rm;Rm)

with |vfi | ≤ 1 µ-a.e. on Rm such that

δ̃njfi = vfi · δ̃njx.

So from this and the convergence δ̃nj
?
⇀ δµ, we have on the one hand that

∫

Rm
gεδ̃njfi dµ =

∫

Rm
gεv

fi · δ̃njx dµ =

2∑

k=1

∫

Rm
gεv

fi
k δ̃njxk dµ

−→
2∑

k=1

∫

Rm
gεv

fi
k δµxk dµ =

∫

Rm
gεv

fi · δµx dµ.

and on the other hand that
∫

Rm
gεδ̃njfi dµ −→

∫

Rm
gεδµfi dµ.

Since weak-star limits are unique, it follows that

δµfi = vfi · δµx
(δµ − δ̃nj )fi = vfi · (δµ − δ̃nj )x
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and combined with Hölder’s inequality and previous estimates, it further
follows that
∣∣∣
∫

Rm
g δµfi dµ

∣∣∣ ≤ ‖g − gε‖L1‖δµfi‖L∞ +

∣∣∣∣
∫

Rm
gε δµfi dµ

∣∣∣∣
(24)

≤ ε

3
+

∣∣∣∣
∫

Rm
gε(δµ − δ̃nj )fi dµ

∣∣∣∣+

∣∣∣∣
∫

Rm
gε δ̃njfi dµ

∣∣∣∣
(27)

≤ ε

3
+

∣∣∣∣
∫

Rm
gε v

fi · (δµ − δ̃nj )x dµ
∣∣∣∣+

ε

3

≤ 2ε

3
+ ‖gε‖Lp‖vfi‖L∞‖(δµ − δ̃nj )x‖Lq

(26)

≤ ε.

Since ε and g were arbitrary, Step 3 follows.

Step 4: nondegeneracy. Lastly, for any µ-density point x ∈ Sma \∂+Sma
of δµx, let (N n

x )n be the sequence of subsquare neighborhoods of x as in
Remark 5.A, and the Lebesgue differentiation theorem for Radon measures
on Rm guarantees an index n ∈ N so that
∣∣∣∣∣δµxi(x) − −

∫

Nnx
δµxi dµ

∣∣∣∣∣ <
ε

3
and

∣∣∣∣∣δxi(x0) − −
∫

Nn0
δxi dµ

∣∣∣∣∣ <
ε

3
(28)

holds for i = 1, 2. Since µ is compactly supported, it follows that µ(N n
x )−1χNnx ∈

L1(Rm, µ), so there exists j = j(n, ε) ∈ N satisfying
∣∣∣∣∣−
∫

Nnx
(δµ − δ̃nj )xi dµ

∣∣∣∣∣ <
ε

3
. (29)

So by the previous estimates and by Corollary 15, we therefore obtain

|δµxi(x)− δxi(x0)|
(28)

≤
∣∣∣∣∣−
∫

Nnx
(δµxi − δxi(x0)) dµ

∣∣∣∣∣+
ε

3

(29)

≤
∣∣∣∣∣−
∫

Nnx
(δ̃njxi − δxi(x0)) dµ

∣∣∣∣∣+
2ε

3

(25)
=

∣∣∣∣∣
∑

l

−
∫

Nnx
λnj l

(
δnlxi(z)− δxi(x0)

)
dµ(z)

∣∣∣∣∣+
2ε

3

(22)
=

∣∣∣∣∣
∑

l

λnj l−
∫

Nnx

(
τ
nlNxn
# δ)xi((τ

nlNxn )−1(z))− δxi(x0)
)
dµ(z)

∣∣∣∣∣+
2ε

3

Lemma 13
=

∣∣∣∣∣
∑

l

λnj l−
∫

Nn0
(δxi − δxi(x0)) dµ

∣∣∣∣∣+
2ε

3

Lemma 15
=

∣∣∣∣∣−
∫

Nn0
(δxi − δxi(x0)) dµ

∣∣∣∣∣+
2ε

3
≤ ε

and as ε > 0 was arbitrary, it follows that δµx is µ-a.e. constant, where

δµx = δx(x0). �
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Remark 30. We summarise the proof with the following observation:
To construct δµ from a density point x0 of µ, it suffices that at every

scale l and by enumerating the lth order non-middle subsquares of Sma as
C+
l = {Qk}k∈N, there is a partition of Sma into subsets

Ekn := τnQk(N n
0 ) ∩ Sma

with τnQk as in Step 1 of the above proof and with the following property:
the Lebesgue differentiation theorem holds true at x0 for the sequence of
sets En = N n

0 , as n→∞. (See Theorem 7.)
This motivates the definition of a Sierpiński-type fractal in the sequel.

3.3. If one derivation everywhere, then m many everywhere. We
begin with a geometric fact about the canonical measure µ from Remark
5.C.

Lemma 31. For all a ∈ `∞, the identity (T ◦ θ ◦ T−1)#µ
m
a = µma holds for

all Borel sets in Rm, where T is the translation

T (x1, x2, . . . , xm) =
(
x1 +

1

2
, x2 +

1

2
, . . . , xm +

1

2

)

and θ is either one of the reflections Ri,j or Si about hyperplanes (ei− ej)
⊥

or xi = 0, respectively, for i, j ∈ {1, 2, . . . ,m} with i 6= j; equivalently these
isometries are defined by the following conditions:

Ri,j(ek) =





ej , if k = i

ei, if k = j

ek, if k 6= i, j,

or Si(ek) =

{
−ei, if k = i

ei, if k 6= i
(32)

Proof. By definition, for each step n of the construction in §2.1 the identity

(T ◦ θ ◦ T−1)#µ(Q) = µ(Q) (33)

holds for all Q ∈ C+
n and all n ∈ N. If O is an open set in Rm, then let

ε > 0 be given and take a cover C of O ∩ [0, 1]m by cubes in
⋃
n C+

n with
pairwise-disjoint interiors and so that

µ
(
O \

⋃

Q∈C
Q
)
< ε

Since (T ◦ θ−1 ◦ T−1)(Q) ∈ C+
n holds whenever Q ∈ C+

n , the desired identity
holds true for all open sets O from (37), as ε→ 0. The lemma then follows
from Borel regularity of µ. � B:

Theorem 34. If a ∈ `∞ and Υ(Rm, µma ) 6= 0, then Υ(Rm, µma ) has rank-m.

Proof. Put µ = µma and let δ = δµ be as in Theorem 21, so v := δx is
constant and nonzero µ-a.e. on Rm. By the Chain Rule (Lemma 14) there
exists j ∈ {1, 2, . . . ,m} so that δxj 6= 0 µ-a.e. as well. By means of pushfor-

wards of δ by reflections Rk,l, we may assume there exists p ∈ {1, 2, . . . ,m}
so that δxj 6= 0 whenever j ≤ p and δxj = 0 whenever j > p. (In particular,
δx1 6= 0.)
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As in Subsection §3.2, denote the identity map on Rm by x and define
isometries θi = (θi1, . . . , θ

i
m) : Rm → Rm of a non-self-similar Sierpiński

carpet Sma as follows:

θi :=





x, if i = 1,

Si ◦ θi−1, if 2 ≤ i ≤ p
R1,i, if p < i ≤ m;

(35)

For example, if p = 3 then in R4 we have

θ4
(



x1

x2

x3

x4



)

=




x4

x2

x3

x1


 and θ3

(



x1

x2

x3

x4



)

= θ2
(



x1

x2

−x3

x4



)

=




x1

−x2

−x3

x4


 .

Moreover, for each i = 2, · · · ,m put

Θi := T ◦ θi ◦ T−1 and δi := Θi
#δ. (36)

where T is as in Lemma 31. So by applying that lemma as well as a change
of variables (Lemma 13) each ϕ ∈ Cc(Rm) satisfies

∫

Rm
ϕ δixj dµ =

∫

Rm
ϕ(Θi

#δ)xj d(Θi
#µ)

=

∫

Rm
(ϕ ◦Θi)δ(xj ◦Θi)dµ

=

∫

Rm
ϕ(δ(xj ◦Θi) ◦ (Θi)−1)dµ

in which case it holds µ-a.e. on Rm that

δixj = δ(xj ◦Θi) ◦ (Θi)−1 =
(
(∇xj ◦Θi)TDΘiδx

)
◦ (Θi)−1

= eTj DΘi(δx ◦ (Θi)−1),

so δix = DΘi
(
δx ◦ (Θi)−1

)
.

By Theorem 21 once again, it holds that

w = δx ◦ (Θ1)−1 = . . . = δx ◦ (Θm)−1
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is constant µ-a.e. on Rm, in which case it further holds that

det dx = det
[
DΘ1w|DΘ2w| · · · |DΘpw|DΘp+1w| · · · |DΘmw

]
(37)

= det




δx1 δx1 · · · δx1 0 · · · 0
δx2 −δx2 · · · −δx2 δx2 · · · δx2

...
...

. . .
...

...
. . .

...
δxp δxp · · · −δxp δxp · · · δxp

0 0 · · · 0 δx1 · · · 0
...

...
. . .

...
...

. . .
...

0 0 · · · 0 0 · · · δx1




= (δx1)m−p
( p∏

i=1

δxi
)

det




1 1 · · · 1 0 · · · 0
1 −1 · · · −1 1 · · · 1
...

...
. . .

...
...

. . .
...

1 1 · · · −1 1 · · · 1
0 0 · · · 0 1 · · · 0
...

...
. . .

...
...

. . .
...

0 0 · · · 0 0 · · · 1




= −(−2)p−1(δx1)m−p
( p∏

i=1

δxi
)

is also constant and nonzero µ-a.e. on Rm. By Theorem 19, it follows that
{δi}mi=1 is a linearly independent set in Υ(Rm, µ). �

The next result includes Theorem 20 as a special case.

Theorem 38. If Sma is a (Sierpinski) sponge with a ∈ `∞ \ `m and with
the canonical measure µma as in Remark 6, then (Sma , µ

m
a ) is differentiably

trivial.

Proof. Assume by contradiction that Υ(Rm, µma ) 6= 0 and put µ = µma .
By Theorem 21, there exists δµ ∈ Υ(Rm, µ) so that the vectorfield δµx is

nonzero µ-a.e. on Rm, which means that Υ(Rm, µ) has rank-m, by Theorem
34.

Theorem 19 now applies, so µ is absolutely continuous to the Lebesgue
measure which yields a contradiction. (Indeed, Sma has zero Lebesgue mea-
sure whereas µ(Sma ) > 0). �

4. Sierpiński-type fractals

A careful look to the proof of Theorem 20 reveals that one can actually
get the same result for a larger class of fractals, beyond carpets and sponges.
The proof also works for subsets X ⊂ Rm endowed with the restriction of
the Euclidean metric and a non-zero Radon measure µ with the following
geometric properties:

(S0) The set X has m-dimensional Lebesgue measure zero.
(S1) µ is supported on X and µ is doubling on X.
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(S2) Tile partitions at all scales: There is a collection of subsets
{En}∞n=1 of X so that

En+1 ⊂ En for each n ∈ N and lim
n→∞

diam(En) = 0

both hold, as well as a finite collection of isometries τnk of Rm, for
k ∈ N, so that the sets Ekn := τnk(En), called nth-order tiles of X,
satisfy

µ(Ekn ∩ Eln) = 0 and µ(Ekn) = µ(Eln)

whenever l 6= k, as well as

X =
⋃

k

τnk(En).

Furthermore, there exists c ≥ 1 such that if x ∈
⋂

n

En then

µ(B(x, diam(En))) ≤ cµ(En). (39)

As an example, for the non-self similar Sierpiński carpets S2
a from

§2.1 and for x0 ∈ S2
a, it suffices to choose the closed square neighbor-

hoods of x0 as tiles, i.e. En := S2
a ∩N n

0 , with translations as isome-
tries τnk := τnQk , for an enumeration of squares C+

n = {Qk}∞k=1 as
in Remark 30.

(S3) Isometric invariance for tiles: For each n ∈ N and for i =
2, · · · ,m, there exist isometries Θi

n of Rm with the following prop-
erties: with the tiles (En)∞n=1 of X as before, for each n ∈ N we
have

Θi
n(En) = En

and, for some constant C > 0 independent of n, that the m × m
matrix inequality also holds, just as in (37): for every v ∈ Rm, it
holds that

∣∣ det
[
v|DΘ2

nv| · · · |DΘm
n v
] ∣∣ ≥ C.

Once again, for Sma the compositions of translations and reflections
from Equations (32)–(36) give an example of such isometries Θi

n :=
Θi as above.

Remark 40. By combining (S2) and (S3) it follows that every n-th order
tile Eln also enjoys a generalized rotational invariance:

(
τnk ◦Θi

n ◦ (τnk)−1
)
(Ekn) = Ekn. (41)

Definition 42. A subset X = (X, | · |) in Rm equipped with a (non-zero)
Radon measure µ is called a Sierpiński-type fractal if it enjoys the preceding
conditions (S0)-(S3).
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4.1. Examples, old and new. As previously announced in the Introduc-
tion (§1.1), examples of Sierpiński-type fractals include earlier well-known
constructions, such as

• self-similar fractals, such as the standard Sierpiński carpet and gas-
ket, Menger sponges (or m-dimensional Menger continua M(m, 1)),
Cantor dust M(m, 0), Sierpiński sponges M(m,m− 1), etc;

• their non-self-similar counterparts, such as the carpets Sa from be-
fore, with a ∈ c0 \ `2. Cantor sets in R with ratios a ∈ `∞ \ `1,
sponges in R3 with a ∈ `∞ \ `3, or constructions in other dimensions
are similarly defined as in §2.1.

Figure 2. The 0-skeleton of M0 = Q3 is made up of 8 points so

M0
1 consists of the 8 subcubes containing these points. Iterating this

construction on each subcube, we obtain the 3-dimensional Cantor dust

M(3, 0).

The 1-skeleton of M0 consists of 12 edges so M1
1 is made up of 12 sub-

cubes. The iterative construction leads to the Menger sponge M(3, 1).

The 2-skeleton of M0 would be 6 square faces and M2
1 would consist of 26

subcubes (i.e. everything except the central subcube). This construction

yields the Sierpiński sponge M(3, 2).

For the sake of clarity, we recall here the construction of the k-dimensional
Menger continuum in Rm. Take the m-dimensional unit cube M0 = Qm

and subdivide it into 3m congruent subcubes. Let Mk
1 be the union of all

the subcubes that meet the k-skeleton of M0. To get Mk
2 we repeat the

construction on each of the cubes that constitute Mk
1 . The k-dimensional

Menger continuum in Rm is M(m, k) =
⋂

i

Mk
i .

That said, clearly all these metric spaces have a canonically associated
doubling measure.

Remark 43. A close look at Definition 42 suggests that more general, even
random, examples of Sierpiński-type fractals are possible.

Indeed, Condition (S3) allows the ‘rotations’ Θi
n to depend on the tile

En at scale rn := diam(En) — or more accurately, on the union of tiles
Xn :=

⋃
lE

l
n. Condition (S2) does not require, moreover, that unions Xn

and Xn+1 be geometrically (or even topologically) equivalent.
As one example, consider the following configuration, where at odd-numbered
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scales, corner subsquares are removed, while at even-numbered scales, square
annuli are removed.

Figure 3. At left, the union X1 from E1 = [ 14 ,
1
2 ] × [ 14 ,

1
2 ]; in

the center, a translated-and-dilated copy of E1 ∩ X2 from E2 =
[ 14 ,

3
10 ]× [ 14 ,

3
10 ], by a dilation factor of 4; at right, the union X2.

Theorem 44. Sierpiński-type fractals are differentiably trivial.

Proof. The proof follows the same scheme as that of Theorem 20. We indi-
cate only where conditions (S0)-(S3) play a role.

First we prove that if we have one derivation, then we have one every-
where. As done in Theorem 21, by the aid of the partition at all scales
provided in (S2), we can “copy and paste” the derivation µ-a.e. on En to
Eln, for any l, which will produce candidate operators as in Equations (22)
and (23). The key point in order to guarantee the non-degeneracy of this
derivation is to be able to apply Lebesgue differentiation theorem at µ-a.e.
point. For this purpose, we use the sets {En}∞n=1 that satisfy property (39)
as a neighborhood basis of µ-a.e point. Step 2 and Step 3 do not depend
on the geometry of the space but follow from purely functional analytical
arguments and the Chain rule (Lemma 14).

As done in Subsection 3.3, the next thing to do is to prove that if one
derivation exists everywhere, then m of them exist everywhere. In this
case we can combine the isometries in (S2) and (S3) to produce m linearly
independent derivations in Υ(Rm, µ) satisfying (41); see Remark 40.

To finish, because µ enjoys condition (S0), Theorem 19 applies. So if µ has
rank-m then µ is absolutely continuous with respect to the (m-dimensional)
Lebesgue measure. �

We now indicate the sharpness of each hypothesis from Theorem 44:

(1) Zero area: By the classical Rademacher theorem, Lipschitz func-
tions are a.e. differentiable with respect to Lebesgue measure, so the
partial derivatives of every Lipschitz function are well-defined a.e. on
any positive Lebesgue measured set A ⊂ Rm. A variant of Weaver’s
argument [29] then shows that each partial differential operator de-
termines a derivation on (A, | · |,Hm).
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(2) Doubling measure: Let {q1, q2, . . .} be an enumeration of Q,
and consider a sum of point masses at each rational number: ν =∑∞

i=1 δqi . Let X = Q× [0, 1]∪ [0, 1]×Q and let µ = ν⊗H1 +H1⊗ν.
Note that µ is not locally finite, hence not doubling, yet the partial

differential operators ∂
∂x , ∂

∂y are derivations with respect to µ.

(3) Tile partitions at all scales: Consider the middle thirds Cantor

set C in R endowed with the measure Hα, where α := log 2
log 3 . Put X =

C × [0, 1] and µ := Hα ⊗ H1. With the rotation Θ(x, y) = (−y, x),
consider the measure

ν := µ+ Θ#µ

on Y := X ∪Θ(X). We note that the derivation

δ := χΘ(X)
∂

∂x
+ χX

∂

∂y

is a nonzero rotationally invariant derivation on (Y, | · |, ν).

(4) Isometric invariance for tiles: Consider the middle thirds Can-

tor set C in R, put X = C × [0, 1] and α := log 2
log 3 and µ := Hα ⊗H1.

Combined with Fubini’s theorem, an integration-by-parts argument
shows that ∂

∂y ∈ Υ(R2, µ).

5. Connections to analysis on metric spaces

The following notions are implicit in the work of Cheeger [7] and originate
there. See also the references [18], [20], and [13].

Definition 45. Let (X, d, µ) be a metric measure space. We say that
(X, d, µ) supports a (strong) measurable differentiable structure if there ex-
ists a countable collection {(Xα,xα)} of measurable sets Xα ⊂ X, called
charts and Lipschitz maps

xα = (x1
α, . . . , x

N(α)
α ) : X −→ RN(α)

called coordinates, that satisfy the following properties:

(i) µ
(
X \⋃αXα

)
= 0;

(ii) There exists N ≥ 0 such that N(α) ≤ N for each (Xα,xα);
(iii) If f : X → R is Lipschitz, then for each (Xα,xα) there exists a

unique (up to a set of zero measure) measurable function dαf :

Xα −→ RN(α) such that

lim sup
y→x
y 6=x

|f(y)− f(x)− dαf(x) · (xα(y)− xα(x))|
d(y, x)

= 0 (46)

for µ-a.e. x ∈ Xα.

Such a structure is called non-degenerate if N(α) ≥ 1 for some α.

Cheeger proved in [7] that doubling p-Poincaré spaces admit a differen-
tiable structure for which Lipschitz functions are differentiable µ-a.e. Keith
in [18] weakened the hypotheses of Cheeger’s theorem so as not depend on
p. He defined the Lip− lip condition as follows: A metric measure space X
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is said to satisfy a Lip− lip condition if there exists a constant K ≥ 1 such
that

Lip f(x) ≤ K lip f(x)

for all Lipschitz functions f : X −→ R, for µ-a.e. x ∈ X where

lip f(x) = lim inf
r→0

sup
d(x,y)<r

|f(x)− f(y)|
r

Lip f(x) = lim sup
r→0

sup
d(x,y)<r

|f(x)− f(y)|
r

.

Complete doubling metric measure spaces which admit a p-Poincaré in-
equality for 1 ≤ p <∞ satisfy the Lip− lip condition as well.

It was jointly pointed out by Cheeger and Weaver, that for those spaces
that support a p−Poincaré inequality for some 1 ≤ p < ∞, the Cheeger
differential agrees with the differential constructed by Weaver [7, Remark
4.66], [29, pp.94–95]. A fully characterization of the correspondence between
Cheeger differentiable structures and derivations in the sense of Weaver was
given in [13].

Theorem 47. [13, Theorem 1.8.] Let (X, d) be a metric space and let µ be
a doubling measure on X. (X, d, µ) admits a nontrivial basis of derivations
that satisfy the Lip-derivation inequality if and only if it supports a non-
degenerate measurable differentiable structure.

Recall that a non-trivial basis of derivation {δi}mi=1 (a linearly independent
generating set of Υ(X,µ)) satisfies a Lip-derivation inequality if there exists
a constant K ≥ 1 such that for all Lipschitz functions f : X → R,

Lip(f) ≤ K
m∑

k=1

|δif(x)|,

for µ−a.e. x ∈ X.

Corollary 48. Let (S, | · |, µ) be a Sierpiński-type fractal. Then the space
(S, | · |, µ) does not support any non-degenerate Cheeger differentiable struc-
ture. In addition, if (S, | · |) is quasiconvex, it does not support a degenerate
one either.

Except from the Cantor sets, the rest of the examples of Sierpiński-type
fractal sets that we have mentioned are quasiconvex.

Corollary 49. Let (S, | · |, µ) be a Sierpiński-type fractal. Then the space
(S, | · |, µ) neither supports Poincaré inequalities for 1 ≤ p <∞ nor has the
Lip− lip condition.

D:
Self-similar fractals — that is: for a = (pq ,

p
q ,

p
q , . . .) for some p, q ∈ N with

0 < p < q — are known to be Ahlfors s-regular, for s = log q2−p2
log q , in the

sense that there exist constants C ≥ 1 so that

1

C
rs ≤ µ(B(x, r) ∩ Sa) ≤ Crs

So in this case, Corollaries 48 and 49 also follow from results in [9].
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Observe that the previous result does not cover the case p = ∞. The
fact that the standard self-similar Sierpiński carpet do not support Poincaré
inequality for the case p =∞ was proved in [11]. The method is an adapta-
tion of an argument by Bourdon and Pajot in [5] to prove that self-similar
Sierpiński carpets do not support Poincaré inequality for 1 ≤ p <∞. Their
argument is based on mutual singularity of one dimensional Lebesgue mea-
sure on the interval and the push forward measure of the carpet under
the projection to the x-axis. Tyson and Mackay in [22] and Tyson-Mackay-
Wildrick in [23] provided alternative arguments based on modulus of curves.
These arguments could be potentially extended to higher dimensions to give
a direct proof that Sierpiński sponges do not support any Poincaré inequal-
ity neither. This approach would also cover the case of Poincaré inequalities
for the case p =∞.

6. Appendix: Canonical Measures on Fractals

We now prove item (C.1) of Remark 5:

Proof of uniqueness of µ for Sa. Let µ and µ′ be any two sublimits of the
sequence of measures {µn}, with associated sequences of scales nk, n

′
k ∈ N

so that qnk → 0 and qn′k → 0.

Let m ∈ N and Q ∈ C+
m be arbitrary. If k ∈ N satisfies min(nk, nk′) ≥ m,

then by the construction of the measures µn, we have

µm(Q) = µm+1(Q) = · · · = µnk(Q) (50)

and since each µnk � H2, we also have

µm(int(Q)) = µm(Q \ ∂Q) = · · · = µnk(Q \ ∂Q) = µnk(int(Q)).

So by semi-continuity of measures, we obtain

µ(Q) ≤ lim inf
k→∞

µnk(Q)

= µm(Q) = µm(int(Q)) = lim sup
k→∞

µnk(int(Q)) ≤ µ(int(Q))

and by Property (C2), it follows that µ(Q) = µm(Q). Similarly, (50) also
holds for µn′k , so the same argument gives µ′(Q) = µm(Q) and hence

µ(Q) = µ′(Q)

holds true for all Q ∈ C+
m and all m ∈ N.

Note that every open ball B in R2 is a countable, pairwise-disjoint union of
cubes in

⋃∞
k=1 Ck, so the previous identity implies that µ(B) = µ′(B). Using

the Vitali covering theorem, it is therefore easy to see that µ(O) = µ′(O)
then holds true for all open sets O in R2 and therefore all Borel sets.

This shows that all weak-star sublimits of {µn}∞n=1 are equal, regardless
of the subsequences of scales chosen. Since there always exists at least one
sublimit (by weak-star compactness) it follows that {µn} has a unique weak-
star limit. �
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DERIVATIONS ON SIERPIŃSKI-TYPE FRACTALS 27

[23] Mackay, J. M., Tyson, J. T., and Wildrick, K. Modulus and poincaré inequal-
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