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Abstra
t

In this paper we 
onsider the anisotropi
 perimeter

P

'

(E) =

Z

�E

'(�

E

) dH

1

de�ned on subsets E � R

2

, where the anisotropy ' is a (possibly non

symmetri
) norm on R

2

and �

E

is the exterior unit normal ve
tor to �E.

We 
onsider quasi-minimal sets E (whi
h in
lude sets with pres
ribed


urvature) and we prove that �E n�(E) is lo
ally a bi-lips
hitz 
urve and

the singular set �(E) is 
losed and dis
rete.

We then 
lassify the global P

'

-minimal sets. In parti
ular we �nd that

global minimal sets may have a singular point if and only if f' � 1g is a

triangle or a quadrilateral and that sets with two singularities exist if and

only if f' � 1g is a triangle.

We �nally show that the boundary of a subset of R

2

whi
h lo
ally min-

imizes the anisotropi
 perimeter plus a volume term (pres
ribed 
onstant


urvature) is 
ontained, up to a translation and a res
aling, in the bound-

ary of the Wul� shape determined by the anisotropy.

1 Introdu
tion

The aim of this paper is to 
hara
terize the subsets of a given open set 
 � R

2

whi
h minimize (lo
ally in 
) a general anisotropi
 fun
tional of the form

E 7!

Z

�

�

E\


'(�

E

(x)) dH

1

(x)� �jEj; (1)

where ' is a generi
 positive one-homogeneous 
onvex fun
tion expressing the

anisotropy, �

E

is the exterior unit normal to the redu
ed boundary �

�

E and

� 2 R is a given 
onstant. When � = 0 the fun
tional in (1) provides a notion

of anisotropi
 perimeter in R

2

.
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In the isotropi
 
ase, i.e. when '(x) = jxj, this problem has been studied by

several authors in any dimension [11℄, [10℄. In parti
ular, it is well{known that,

given a set E � R

2

minimizing (1), the part of �E lying inside 
 is smooth and

has 
onstant mean 
urvature equal to �; this implies (be
ause we are in two

dimensions) that �E 
oin
ides, lo
ally in 
, with the boundary of a 
ir
le of

radius 1=�.

As it is shown in [7℄, the isotropi
 version of (1) is stri
tly related to equilib-

rium surfa
es in 
apillarity phenomena, like for example the problem of identi-

fying the shape of a liquid rising in a narrow tube.

When the fun
tion '

2

is smooth and uniformly 
onvex, it is well{known [6℄,

[1℄ that problem (1) always admits minimizers whi
h are hyper{surfa
es of 
lass

C

1;�

out of a 
losed singular set of zero H

n�1

{measure. We point out that, in

our 
ase, the fun
tion '

2

is not ne
essarily di�erentiable nor uniformly 
onvex,

hen
e su
h regularity results 
annot be applied. However, in two dimensions

one 
an still get some regularity results. Indeed, in [4℄ a 
lass of fun
tionals

more general than (1) is studied and it is proved that a minimizer has boundary

whi
h is lo
ally a lips
hitz 
urve out of a 
losed singular set � of zero H

1

{

measure. In this paper we improve this result by showing that � is a dis
rete

set (see Theorem 3.4).

When ' is pie
ewise linear the anisotropy is 
alled 
rystalline. In this re-

spe
t, another motivation for 
onsidering the fun
tional (1) 
omes from the

theory of evolutions by 
rystalline mean 
urvature. Indeed, as it is shown in

[14℄, [5℄, when the starting set is an \admissible" polyhedron, during su
h evol-

utions some fa
ets may break or bend. If we let 
 be one of these fa
ets then

the appearing fra
ture 
orresponds to the boundary of a set E � 
 whi
h is a

minimum of (1) (see [15℄, [14℄).

We point out that in [12℄ a problem stri
tly related to ours is 
onsidered,

that is to analyze the stru
ture and regularity properties of two{dimensional


lusters minimizing the anisotropi
 perimeter, under variations whi
h preserve

the volume.

The plan of the paper is the following: in Se
tion 2 we introdu
e some

notation that we shall use throughout the paper. In Se
tion 3 we introdu
e the


lass of !-minimal sets, whi
h in
lude the minima of (1). In Theorem 3.4 we

prove that the singular points of an !-minimizer are isolated. In Theorem 3.11

we 
ompletely des
ribe the minima of (1) for � = 0 and 
 = R

2

. In Se
tion 4

we prove that, given a minimizer E of (1), the 
onne
ted 
omponents of �E \


are 
ontained, up to a translation, in

1

�

�W

'

, where the Wul� shape W

'

is the

analogous of the unit ball in the anisotropi
 setting (Theorem 4.5).

2 Notations

Let ':R

2

! R be a fun
tion su
h that

1. '(x) = 0, x = 0;

2. '(tx) = t'(x) 8t > 0;

3. '(x � y) � '(x� z) + '(z � y).

A fun
tion with these properties will be 
alled a general norm on R

2

.
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We de�ne '

o

:R

2

! R as

'

o

(v) = sup

� 6=0

h�; vi

'(�)

where h�; �i is the usual s
alar produ
t of R

2

. It is not diÆ
ult to 
he
k that '

o

is also a general norm on R

2

and that

'(�) = sup

v 6=0

h�; vi

'

o

(v)

:

We will 
all Wul� shape the set W

'

:= fx 2 R

2

:'

o

(x) < 1g and Frank

diagram the set F

'

:= f� 2 R

2

:'(�) < 1g. We de�ne the duality (multivalued)

maps T and T

o

by

T (v) := f� 2 R

2

:'(�) = '

o

(v); h�; vi = '(�)'

o

(v)g

T

o

(�) := fv 2 R

2

:'

o

(v) = '(�); h�; vi = '(�)'

o

(v)g:

Noti
e that if H is the half-spa
e H = fx: h�; xi < 0g with exterior normal

ve
tor �

H

= � then, given x 2 �W

'

, W

'

� x � H if and only if x 2 T

o

(�) (or

equivalently � 2 T (x)).

We will denote with H

k

the k-dimensional Hausdor� measure and we let

jAj := H

2

(A) for A � R

2

be the Lebesgue measure.

Given v 2 R

2

nf0g we say that a set S is a graph along v, if it is not possible

to �nd two di�erent points x; y 2 S su
h that x� y = �v for any � 2 R.

The anisotropi
 perimeter of a set E in the open set A � R

2

is de�ned by

P

'

(E;A) := sup

�

1

jW

'

j

Z

E

div (x) dx: 2 C

1




(A;R

2

); '

o

( (y)) � 1 8y 2 A

�

:

We let B

�

(x) := fy: jjx � yjj < �g be the usual eu
lidean ball of R

2

, B

�

:=

B

�

(0) and we de�ne

�E :=

�

x 2 R

2

:8� > 0 jE \ B

�

(x)j 2 ℄0; jB

�

(x)j[

	

;

E :=

�

x 2 R

2

:8� > 0 jE \ B

�

(x)j 6= 0

	

:

It holds, as usual, that E; �E are 
losed sets,

�

E is open and E = �E[

�

E. Noti
e

that if jE4F j = 0 then �E = �F (E4F := (E n F ) [ (F nE)).

3 !-minimal sets

Let !: [0;1[! [0;1[ be an in
reasing fun
tion su
h that lim

�!0

!(�) = 0 and

let 
 � R

2

be an open set.

We say that a set E � R

2

is !-minimal in 
, if

P

'

(E;B

�

(x)) � P

'

(F;B

�

(x)) + !(�)

p

jE4F j

whenever x 2 �E, B

�

(x) b 
 and E4F b B

�

(x) (the notation A b B means

that A is a 
ompa
t subset of B).

3



We denote byM

!

(
) the family of all !-minimal sets in 
. Noti
e that this


lass of !-minimal sets is 
ontained in the one 
onsidered in [4℄. In parti
ular

we have a lower and upper density estimates �� � H

1

(�E \ B

�

(x)) � �� for

every x 2 �E and for all � smaller than a 
onstant �

!

depending only on !. We

also have H

1

(�E n �

�

E) = 0 where �

�

E is the usual redu
ed boundary, i.e. the

set of points x 2 �E where the eu
lidean external normal ve
tor �

E

(x) 
an be

de�ned. Moreover a representation formula is available:

P

'

(E;A) =

Z

�E\A

'(�

E

(x)) dH

1

(x):

3.1 Regularity results for !-minimal sets

For E 2 M

!

(
) we de�ne the singular set �(E) as the set of all points x 2

�E\
 su
h that it is not possible to �nd a neighborhood U of x and a bilips
hitz


urve 
: ℄0; 1[! �E\U . Clearly �(E) is relatively 
losed in 
. In [4℄ it has been

proven

1

that for E 2 M

!

(
) there holdsH

1

(�(E)) = 0 Given a set E 2 M

!

(
)

it is not diÆ
ult to show that if �(E) has an a

umulation point then (by a blow-

up argument) there exists a minimal set E

0

2 M

0

with at least two singular

points. Unfortunately we will see that a minimal set with two singular points

does exist when W

'

is a triangle. To in
lude also this 
ase we are going to use

a slighty di�erent te
nique to get a regularity result for E 2 M

!

(
) (Theorem

3.4). Instead of proving a \de
ay of ex
ess" result, we rely on [2℄ where the

stru
ture of general sets with �nite perimeter is investigated.

We will be interested in the study of 
onne
ted 
omponents of 
 n E for

E 2 M

!

(
). First of all noti
e that if E 2 M

!

(
) then, 
learly, �(R

2

n E) 2

M

!

(�
). Moreover if A is a 
onne
ted 
omponent of 
 \

�

E by [2, Theorem 2℄

we know that P

'

(E;B) = P

'

(A;B) + P

'

(E n A;B) for all open sets B � 
.

We want to prove that A 2 M

!

(
). Given A

0

su
h that A

0

4A b B

�

(x) we let

E

0

:= A

0

[ (E nA). Then we have E4E

0

� A4A

0

so, as needed,

P

'

(A;B

�

(x)) = P

'

(E;B

�

(x))� P

'

(E nA;B

�

(x))

� P

'

(E

0

; B

�

(x)) � P

'

(E nA;B

�

(x)) + !(�)

p

jE4E

0

j

� P

'

(A

0

; B

�

(x)) + !(�)

p

jE4E

0

j

� P

'

(A

0

; B

�

(x)) + !(�)

p

jA4A

0

j:

So every 
onne
ted 
omponent of 
 n �E, whi
h is either a 
omponent of


\

�

E or a 
omponent of 
nE has the property H

1

(
\�A) = H

1

(
\�

�

A).

For a Jordan 
urve 
 we denote by int(
) the open set bounded by 
 and

by ext(
) = R

2

n int(
).

Lemma 3.1 Let 
: [�1; 1℄ ! R

2

be a lips
hitz parameterization of a 
losed

Jordan 
urve. Suppose that E = int(
) 2 M

!

(
) where 
 � R

2

is an open

set, 
(0) 2 
. Then there exists " > 0 su
h that 


j℄�";"[

: ℄�"; "[ ! 
(℄�"; "[) is

bi-lips
hitz.

1

A
tually in [4℄ a di�erent notion of �(E) is given (let us 
all it �

0

(E)). Sin
e a regularity

result was obtained for �E n �

0

(E) we get that �(E) � �

0

(E). On the other hand in the

following se
tion we will 
lassify all singular global minima, and it is easily seen that for su
h

sets � and �

0


oin
ide. The identi�
ation 
an be then extended to all !-minimal sets by a

blow-up argument.
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Proof:

Let L be the lips
hitz 
onstant for 
 and let M > 0 be su
h that M

�1

jj�jj �

'(�) � M jj�jj for all � 2 R

2

. Choose r > 0 so that B

4r

(
(0)) b 
, !(r) �

(4

p

�M)

�1

and 
hoose " > 0 small enough so that " � r=(5L) and 
(℄�"; "[) �

B

r

(
(0)). For simpli
ity we also suppose that 
(�1) = 
(1) 62 B

r

(
(0)). Let

s; t 2 ℄�"; "[ be given, S := [
(s); 
(t)℄ be the segment between 
(s) and 
(t),

� := 2 sup

�2[s;t℄

jj
(�) � 
(s)jj and B := B

�

(
(s)). Noti
e that � � 2Ljs� tj �

4L".

De�ne V = 


�1

(B) and let F be the family of the 
onne
ted 
ompon-

ents of V . Clearly every I 2 F is an open interval I = ℄s

I

; t

I

[ � ℄�"; "[

and 
(s

I

); 
(t

I

) 2 �B. If 
(℄s

I

; t

I

[) \ S 6= ; we may de�ne s

0

I

:= inff� 2

[s

I

; t

I

℄: 
(�) 2 Sg and t

0

I

:= supf� 2 [s

I

; t

I

℄: 
(�) 2 Sg. Hen
e we de�ne a new


urve �: [�1; 1℄! R

2

by

�(t) =

8

>

>

<

>

>

:

t�s

0

I

t

0

I

�s

0

I


(s

0

I

) +

t

0

I

�t

t

0

I

�s

0

I


(t

0

I

)

if 9I 2 F : t 2 ℄s

I

; t

I

[

and 
(℄s

I

; t

I

[) \ S 6= ;


(t) otherwise

Noti
e that 
([�1; 1℄)4�([�1; 1℄) b B hen
e there exists � < � su
h that


([�1; 1℄)4�([�1; 1℄) b B

0

= B

�

(
(s)). Consider now the family G of all


onne
ted 
omponents of B n �([�1; 1℄) and de�ne E

0

= E n B [

S

fA 2

G:A n B

0

� Eg. Clearly E4E

0

� B

0

b B. Moreover �E

0

\ B � �(V ) and

�(t) 2 B n S ) �

E

0

(�(t)) = �

E

(
(t)).

Suppose now that the 
urve 
 (and hen
e �) is 
ounter-
lo
kwise oriented

and de�ne �

?

to be the �=2 
lo
kwise rotation of � so that

P

'

(E;B) =

X

I2F

Z

I

'(


0

(�)

?

) d�:

Let now

�

I be the 
omponent of F whi
h 
ontains s and t. By the minimality

of E, we get

P

'

(E;B) � P

'

(E

0

; B) + !(�)

p

�� �

X

I2Fnf

�

Ig

Z

I

'(�

0

(�)

?

) d�

+

Z

�

I
n[s

0

�

I

;t

0

�

I

℄

'(


0

(�)

?

) d� + '(
(t

0

�

I

)� 
(s

0

�

I

)) + !(�)

p

��

� P

'

(E;B)�

Z

[s

0

�

I

;t

0

�

I

℄

'(


0

(�)

?

) d� + '(
(t

0

�

I

)� 
(s

0

�

I

)) + !(�)

p

��:

Let now L be the lips
hitz 
onstant of 
 and M > 0 be su
h that

M

�1

jj�jj � '(�) �M jj�jj 8� 2 R

2

:

Noti
e also that s

0

�

I

� s < t � t

0

�

I

and [
(s

0

�

I

); 
(t

0

�

I

)℄ � [
(s); 
(t)℄ so that

0 � �

Z

[s

0

�

I

;t

0

�

I

℄

'(


0

(�)

?

) d� + '(
(t

0

�

I

)� 
(s

0

�

I

)) + !(�)

p

��

� �

L

M

js� tj+M jj
(t)� 
(s)jj+ 2!(r)

p

�Ljt� sj

5



when
e we obtain the lips
hitz inequality for 


�1

:

jt� sj �

2M

2

L

jj
(t)� 
(s)jj:

2

We re
all the following theorem whi
h 
an be found in [13, Theorem 2.1℄.

Theorem 3.2 Let A � R

2

be a bounded open and simply 
onne
ted set su
h

that there exists a 
ontinuous surje
tive 
urve 
: �B

1

! �A. Then there exists

a 
ontinuous surje
tive mapping �:B

1

! A su
h that �

jB

1

is bije
tive.

The next theorem is, as a matter of fa
t, a kind of regularity result for the

boundary of a 
onne
ted 
omponent A of our minimizer E. Roughly speaking

it says that every point on �A 
an be joined with some (and hen
e all) internal

points of A. The result is a
hieved showing that A lo
ally 
ontains a 
ontinuous

image of a disk.

Lemma 3.3 Let x

0

2 R

2

, � > 0, E 2 M

!

(B

2�

(x

0

)) and let A be a 
onne
ted


omponent of B

2�

(x

0

) n �E su
h that A \ B

�

(x

0

) 6= ;. Then, given x 2 �A \

B

�

(x

0

), y 2 A there exists a 
ontinuous 
urve 
: [0; 1℄! R

2

su
h that 
(0) = x,


(1) = y and 
(℄0; 1℄) � A.

Proof:

By [2, Theorem 4℄ we know that there exists a family f�

k

: k 2 I � Zg of Jordan


urves su
h that �

k

� �A, H

1

(�

i

\ �

j

) = 0, int(�

i

), int(�

j

) are either disjoint

or one is 
ontained in the other (i 6= j) and H

1

(�A n

S

k

�

k

) = 0 (re
all that �A

is 
losed and �A � �

M

A � �

�

A where �

M

A is the boundary 
onsidered in [2℄).

Noti
e that �

i

\ �

j

(with i 6= j) 
ontains at most one point. Otherwise

R

2

n (�

i

[ �

j

) would have at least 4 
onne
ted 
omponents of whi
h only one


ointains A. This is a 
ontradi
tion sin
e �

1

[ �

2

� �A.

Let now J be the set of k 2 I su
h that �

k

\B

�

(x

0

) 6= ;. If �

k

\�B

2�

(x

0

) 6= ;

then H

1

(�

k

) � �. Otherwise �

k

b B

2�

(x

0

) so that int(�

k

) 
ontains a 
onne
ted


omponent F of R

2

n �E. By [4, Lemma 6.11℄ there exist " 2℄0; �[ (whi
h does

not depend on k) su
h that diam(F ) � " and hen
e H

1

(�

k

) � ".

So J is a �nite set sin
e "#J �

P

k2J

H

1

(�

k

) � H

1

(�E \ B

2�

(x

0

)) <1.

Finally we 
onsider a point x 2 �E \ B

�

(x

0

). Suppose �

1

; : : : ;�

N

are the

Jordan 
urves 
ontaining x and suppose they are ordered in su
h a way that

(for some 1 �M � N)

int(�

1

) � : : : � int(�

M

) � ext(�

M+1

) � : : : � ext(�

N

):

Let U be a neighborhood of x su
h that (�

1

[ : : :[�

N

)\U � �A\U . Then

either A

0

= int(�

1

) or A

0

= int(�

2

) n int(�

1

) is su
h that A

0

\ U � A. In any


ase (by Jordan theorem or by Theorem 3.2) there exists a 
ontinuous surje
tive

mapping �:B

1

! A

0

.

Clearly there exists a 
ontinuous 
urve 


1

: [0; 1℄ ! B

1

su
h that 
(0) = x

and 
(℄0; 1℄) � �

�1

(A

0

\ U) (noti
e that �

�1

(A

0

\ U) is a neighborhood of

�

�1

(x) in B

1

). On the other hand, sin
e A is open and 
onne
ted, given y 2 A,

there exists a 
oninuous 
urve 


2

joining y with �(


1

(1)). Joining the two 
urves

�(


1

) and 


2

we get the 
urve 
 we were looking for. 2

6



Theorem 3.4 Let E 2M

!

(
). Then �(E) \
 is a dis
rete set. Moreover, if

W

'

is neither a triangle nor a quadrilateral then �(E) = ;.

Proof:

Let B

2�

(x

0

) � 
 and let F be the family of the 
onne
ted 
omponents of

B

2�

(x

0

) n �E whi
h meet B

�

(x

0

). As in the previous lemma it is easily seen

that F is �nite, in fa
t, for every 
omponent A 2 F either A\ �B

2�

(x

0

) 6= ; or

A b B

2�

(x

0

) and in any 
ase P

'

(A;B

2�

)(x

0

) � ".

Consider now the map �: �(E) \ B

�

(x

0

) ! P(F) (P(F) is the family of

subsets of F) de�ned by �(x) = fA 2 F :x 2 �Ag. We are going to prove that

given � 2 P(F) then �

�1

(�) 
ontains at most two points. Sin
e F is a �nite

set, this is enough to 
on
lude that �(E) \ B

�

(x

0

) is �nite.

Choose � 2 P(F). First of all we 
laim that if � has less than three elements

then �

�1

(�) is empty. In fa
t suppose x 2 �(E) \ B

�

(x

0

) and �(x) = �. Sin
e

x 2 �E it is 
lear that � = �(x) 
ontains at least one 
omponent of

�

E \

B

�

(x

0

) and one 
omponent of B

�

(x

0

)nE. If � 
ontains exa
tly two 
omponents

then reasoning as in the proof of Lemma 3.3 we 
an prove that there exists a

neighborhood U of x and a jordan 
urve � su
h that �E \U � �\U . A
tually

we have �E \ U = � \ U sin
e � is su
h that H

1

(�E \ U) = H

1

(� \ U) and

given a point y 2 �E n� we 
ould �nd " > 0 su
h that B

"

(y)\� = ; and hen
e,

by the lower density estimate for !-minimal sets, H

1

(�E\B

"

(y)) > 0. So there

exists a (possibly smaller) neighborhood U of x su
h that � \ U = �E \ U . By

means of an 
hord-ar
 reparameterization we 
an suppose that 
 is lips
hitz and

by Lemma 3.1 we get that 


j


�1

(U)

is bi-lips
hitz and the 
laim is proved.

So we may suppose that � has at least three elements. Suppose by 
ontradi
-

tion that �

�1

(�) has three or more elements. Then there exists A

1

; A

2

; A

3

2 F

su
h that

T

3

i=1

�A

i

� fx

1

; x

2

; x

3

g. Choose a point a

i

2 A

i

(i = 1; 2; 3).

Given i; j 2 f1; 2; 3g, by Lemma 3.3 it is possible to �nd a 
ontinuous 
urve




ij

: [0; 1℄ ! R

2

su
h that 


ij

(0) = x

i

, 


ij

(1) = a

j

and 


ij

(℄0; 1℄) � A

j

. Noti
e

that the supports 


ij

(℄0; 1[) are disjoint, and this leads to a 
ontradi
tion sin
e

the graph having verti
es x

1

; x

2

; x

3

; a

1

; a

2

; a

3

and edges 


ij


annot be planar.

IfW

'

is neither a triangle nor a quadrilateral, then �(E) = ; by [4, Theorem

6.18℄. This result 
an also be obtained by a blow-up argument from Theorem

3.8 below. 2

3.2 Classi�
ation of global minimal sets

In this se
tion we aim at the 
lassi�
ation of all global minimal sets i.e. we are

going to 
hara
terize all sets E 2M

0

=M

0

(R

2

).

We re
all the following elementary lemma.

Lemma 3.5 Let C � R

2

be 
losed and 
onvex. For k � 2, let x

1

; : : : ; x

k

be

extremal points of C with x

i

6= x

j

for i 6= j. Let also 0 � �

i

� � be the angle

de�ned by C in x

i

. Then there holds

k

X

i=1

�

i

� (k � 2) �;

and the equality holds if and only if C is the \k-agon" (possibly degenerate)

spanned by x

1

; : : : ; x

k

.
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Proposition 3.6 (
alibration) Let I � N, A

i

� R

k

(i 2 I) be sets of lo
ally

�nite perimeter,

S

i2I

A

i

= R

k

, A

i

\ A

j

= ; for i 6= j. Let n

i

� R

k

and let

n:R

k

! R

k

be de�ned by n(x) =

P

i2I

n

i

�

A

i

(x). Let also E � R

k

be a set of

�nite perimeter.

Suppose moreover that

(i) for H

k�1

-a.e x 2 �

�

A

i

\ �

�

A

j

it holds hn

i

; �

A

i

(x)i + hn

j

; �

A

j

(x)i = 0;

(ii) '

o

(n

i

) � 1 for all i 2 I;

(iii) lim

y!x

h�

E

(x); n(y)i = '(�

E

(x)) for H

k�1

-a.e. x 2 �

�

E.

Then E 2M

0

(R

k

).

Proof:

First of all we prove that divn = 0 in the sense of distributions. We re
all [3,

Ch. 4.4℄ that

H

k�1

 (

x 2

[

i2I

�

�

A

i

: #fi 2 I :x 2 �

�

A

i

g 6= 2

)!

= 0:

In fa
t, given  2 C

1




(R

n

),

hdiv n;  i = �

Z

hn(x); D (x)i dx = �

X

i2I




n

i

;

Z

�

A

i

(x)D (x) dx

�

=

X

i2I

Z

�

�

A

i

 (x)hn

i

; �

A

i

(x)i dH

k�1

(x)

=

X

i<j

Z

�

�

A

i

\�

�

A

j

 (x)(hn

i

; �

A

i

(x)i+ hn

j

; �

A

j

(x)i) dH

k�1

(x) = 0:

Consider now a ball B and a set of �nite perimeter F su
h that E4F b B;


onsider also a family of molli�ers �

"

2 C

1




(R

n

). We re
all that div (n � �

"

) =

(divn) � �

"

= 0 so that

0 =

Z

div (n � �

"

)(x)(�

F

(x) � �

E

(x)) dx = h(D�

E

�D�

F

); n � �

"

i

= h(D�

E

�D�

F

) B; n � �

"

i = hD�

E

B; n � �

"

i � hD�

F

B; n � �

"

i:

Sin
e by hypothesis, for H

k�1

-a.e. x 2 �

�

E,

lim

y!0

jh�

E

(x); n(x + y)i � '(�

E

(x))j = 0

we get

lim

"!0

+

Z

jh�

E

(x); n(x + y)i � '(�

E

(x))j �

"

(y) dy = 0

that is lim

"

h�

E

(x); (n � �

"

)(x)i = '(�

E

(x)). Hen
e we have lim

"

hD�

E

B; n �

�

"

i =

R

B

'(�

E

(x)) dH

k�1

(x) = P

'

(E;B). On the other hand, noti
e that

'

o

(n � �

"

(x)) � sup

y2R

k

'

o

(n(y)) � 1 hen
e

hD�

F

B; n � �

"

i =

Z

�

�

F\B

h�

F

(x); n � �

"

(x)i dH

k�1

(x) � P

'

(F;B)
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and we obtain, as desired

0 � P

'

(E;B)� P

'

(F;B):

2

De�nition 3.7 Given a set E � R

2

, whi
h is a 
one over the origin, we say

that E is '-
at if for any 
onne
ted 
omponent A of

�

E (resp. R

2

n E) there

exists x 2 �W

'

su
h that W

'

� x (resp. x�W

'

) is 
ontained in A.

Noti
e that, if E is a '-
at 
one, both

�

E and R

2

n E have a �nite number

of 
onne
ted 
omponents.

In the following theorem we 
hara
terize the minimal 
ones E 2M

0

(R

2

).

Theorem 3.8 Let E � R

2

be a 
one 
entered in the origin. Then E 2M

0

(R

2

)

if and only if E is '-
at. In parti
ular, one of the following 
onditions hold

(see Figures 1,2,3):

(i) �E is the union of two half-lines and there exists x 2 �W

'

su
h that

W

'

� x �

�

E and x�W

'

� R

2

nE;

(ii) W

'

is a quadrilateral and �E is the union of four half-lines parallel to the

edges of W

'

and having the same exterior normal ve
tor;

(iii) W

'

is a triangle and �E is the union of six half-lines parallel to the edges

of W

'

and having the same exterior normal ve
tor;

(iv) W

'

is a triangle and �E is the union of four half-lines, three of whi
h are

parallel to an edge of W

'

and have the same exterior normal ve
tor.

Proof:

Let E 2 M

0

be a 
one on the origin. Every 
onne
ted 
omponent A of

�

E is

minimal. Noti
e that �A is simply the union of two half-lines. By 
utting from

A a small triangle with vertex in the origin it is easily seen that for A to be

minimal there must exist x 2 �W

'

su
h that W

'

�x � A. This is true for every


onne
ted 
omponent A of

�

E and the analogous result is obtained for �A when

A is a 
onne
ted 
omponent of R

2

nE. This implies that E is '-
at.

We now prove the other impli
ation. Let E � R

2

be a '-
at 
one and

let A

1

; : : : ; A

2N

be the 
onne
ted 
omponents of R

2

n �E, enumerated in su
h

a way that A

i

is 
onse
utive to A

i+1

. Letting I = f1; 3; : : : ; 2N � 1g; J =

f2; 4; : : : ; 2Ng suppose also that A

i

�

�

E for i 2 I and A

i

� R

2

nE for i 2 J .

Let x

i

2 �W

'

be su
h that W

'

�x

i

� A

i

if i 2 I , and x

i

�W

'

� A

i

if i 2 J ;

let �

i

be the angle of A

i

in 0 and �

i

be the angle of W

'

in x

i

.

We are going to 
onstru
t a fun
tion n:R

2

! R

2

whi
h satis�es the hypo-

thesis of Proposition 3.6.

First of all we 
laim that N � 3. Suppose that

P

i2I

�

i

�

P

i2J

�

i

(the

other 
ase being similar) and noti
e that the points x

i

for i 2 I are all di�erent.

So, by Lemma 3.5 we get

� �

X

i2I

�

i

�

X

i2I

�

i

� (N � 2)�

that is N � 3.

So we 
onsider the three 
ases.

9



E

W

'

o

�W

'

o

Figure 1: There may be in�nite many minimal 
ones with one 
omponent. If

W

'

has no verti
es then these 
ones are half-planes. In this and in the following

pi
tures translations of W

'

are �lled with dark gray while translations of �W

'

are �lled with light gray.

Figure 2: On the left a minimal 
one with two 
omponents when W

'

is a

quadrilateral. The only other minimal 
one is its 
omplementary set. On the

right one of in�nitely many minimal 
ones with two 
omponents when W

'

is a

triangle.

Figure 3: A minimal 
one with three 
omponents when W

'

is a triangle. The

only other minimal 
one is the 
omplementary set.
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(i) Assume that N = 1. This implies that A

1

=

�

E and A

2

= R

2

n E are


onne
ted, and one of them is 
onvex. Assuming that A

1

is 
onvex we

have x

1

�W

'

� A

2

. Then it is easy to prove that n(x) = x

1

satis�es

the hypothesis of Proposition 3.6. Noti
e that if W

'

has angles there are

in�nitely many 
ones E of this kind otherwise E is an half-plane.

(ii) Assume that N = 2. If the points x

1

: : : x

4

are all distin
t, then we have

(by Lemma 3.5)

2� = �

1

+ : : :+ �

4

� �

1

+ : : :+ �

4

� 2�

whi
h implies thatW

'

is the 
onvex hull of x

1

; : : : ; x

4

(i.e. a quadrilateral

or a triangle) and that �

i

= �

i

(i = 1; : : : ; 4). Again it is not diÆ
ult to

show that n(x) = x

i

for x 2 A

i

is a 
alibration of E.

Suppose now that x

i

= x

j

for some i 6= j. Sin
e i; j 
annot have the

same parity, we 
an safely assume that i = 1; j = 2. So we have x

1

= x

2

,

�

1

= �

2

. Sin
e W

'

�x

1

� A

1

and x

1

�W

'

� A

2

we get �

1

+�

2

� �+�

1

so that (again by Lemma 3.5)

2� = �

1

+ : : :+ �

4

� � + �

1

+ �

3

+ �

4

� � + �

whi
h means that W

'

is the triangle spanned by x

1

; x

3

; x

4

and that �

1

+

�

2

= �

1

+ �, �

3

= �

3

, �

4

= �

4

. Again we de�ne n(x) = x

i

for x 2 A

i

.

This is a 
alibration sin
e it is 
onstant on A

1

[A

2

and �

3

= �

3

, �

4

= �

4

.

Noti
e moreover that there are in�nitely many 
ones E of this kind.

(iii) Assume N = 3. In this 
ase, by Lemma 3.5 we �nd that �

i

= �

i

for i 2 I

andW

'

is the triangle spanned by x

1

; x

3

; x

5

. So �

2

+�

4

+�

6

= �, �

i

= �

i

for i 2 J and x

1

= x

4

, x

2

= x

5

, x

3

= x

6

. So n(x) = x

i

for x 2 A

i

is again

a 
alibration for E.

2

IfW

'

is a triangle we are going to show that there exist sets E;E

0

2M

0

(R

2

)

su
h that E;E

0

are not 
ones, �(E) 
ontains two distin
t points and �(E

0

)


ontains one point.

Suppose W

'

is the triangle spanned by the points x

1

; x

2

; x

3

2 R

2

. De�ne

C

i

=

S

�>0

�(W

'

�x

i

), C

0

i

=

S

�>0

�(x

i

�W

'

) and 
hoose two points y

1

; y

2

2 R

2

su
h that y

2

2 R

2

n (y

1

+ (C

3

[ C

0

2

)).

We 
hoose E with three 
omponents: E = E

1

[E

2

[E

3

. In parti
ular, E

2

=

y

2

+C

2

, E

3

= y

1

+C

3

and E

1


an be any set su
h that E

1

� (y

1

+C

1

)[(y

2

+C

1

),

R

2

nE

1

� (y

1

+(C

0

2

[C

3

[C

0

1

)))[(y

2

+(C

0

3

[C

2

[C

0

1

)) and su
h that �

E

1

(x) 2 T (x

1

)

for every x 2 �E

1

(see Figure 4).

We de�ne also E

0

by E

0

= E

1

[ E

0

2

where E

0

2

is any set su
h that E

0

1

�

(y

1

+ C

1

), R

2

nE

0

1

� y

1

+ C

0

1

and su
h that �

E

0

1

(x) 2 T (x

1

) for every x 2 �E

0

1

.

Proposition 3.9 The sets E;E

0

des
ribed before are global minima of P

'

(i.e.

E;E

0

2M

0

(R

2

)).

Proof:

Consider n:R

2

! R

2

de�ned by n(x) = x

2

for x 2 (y

1

+C

0

2

)[(y

2

+C

2

), n(x) = x

3

for x 2 (y

1

+ C

3

) [ (y

2

+ C

0

3

) and n(x) = x

1

otherwise. The 
onstru
tion of E

11



x

1

x

2

x

3

y

1

y

2

E

1

E

3

E

2

Figure 4: A global minimum with two singular points.

guarantees that Proposition 3.6 
an be applied. The same proof applies to E

0

with a similar 
alibration. 2

From Proposition 3.6 we know that any set E � R

2

su
h that there exists

n 2 R

2

with �

E

(x) 2 T (n) for almost every x 2 �E is a global minimum. In

the following theorem we show that the 
onverse is also true, when the Wul�

Shape is neither a triangle nor a quadrilateral. We also 
hara
terize all singular

global minima of the anisotropi
 perimeter.

We say that a Ca

ioppoli set E is a '-
at global lips
hitz subgraph if there

exists n 2 R

2

su
h that �

E

(x) 2 T (n) for almost every x 2 �E and given y 2 R

2

there exist exa
tly one x 2 �E su
h that y � x = �n for some � 2 R.

Lemma 3.10 Let E 2 M

!

(R

2

) and let S be a 
onne
ted 
omponent of �E.

Then there exist a set G 2 M

!

(R

2

) su
h that �G = S and �

E

(x) = �

G

(x) for

H

1

-a.e. x 2 S.

Proof:

Let F be the union of E and all the 
onne
ted 
omponents C of R

2

n E su
h

that C \ S = ;. Clearly S is a 
onne
ted 
omponent of �F too. Let now G be

the set F minus the union of all the 
onne
ted 
omponents C of

�

F su
h that

C \ S = ;. As noted in Se
tion 3.1, by 
utting 
omponents from an !-minimal

set the !-minimality is preserved hen
e G 2M

!

(R

2

).

Moreover it is easily seen that every 
onne
ted 
omponent C of R

2

n �G

has the property C \ S 6= ;. We now prove that �G = S. Indeed, if T is a


onne
ted 
omponent of �G, by the regularity results for G we know that T

splits the plane R

2

in, at least, two 
onne
ted 
omponents. If T were di�erent

from S, then any 
onne
ted 
omponent of R

2

n T whi
h does not 
ontain S

would 
ontain a 
omponent of

�

E (or of R

2

nE) whi
h does not meet S.

To 
omplete the proof noti
e that the normal ve
tor to E in a point x 2 S

is preserved in ea
h operation. 2

Theorem 3.11 (singular global minima) Let E 2M

0

(R

2

) (see Figure 5).

1. If W

'

is neither a triangle nor a quadrilateral then �(E) = ; and E is a

'-
at global lips
hitz subgraph.

12



1: 2:(a) 2:(b)

3:(a) 3:(b) 3:(
) 3:(
)

Figure 5: The global minimal sets as 
lassi�ed in Theorem 3.11

2. If W

'

is a quadrilateral then one of the following is true:

(a) �(E) = ; and �E has at most two 
onne
ted 
omponents, ea
h of

whi
h is the boundary of a '-
at global lips
hitz subgraph;

(b) �(E) is 
omposed by a single point, say 0, and E is one of the 
ones

des
ribed in Theorem 3.8.

3. If W

'

is a triangle then one of the following is true:

(a) �(E) = ; and �E has at most three 
onne
ted 
omponents ea
h of

whi
h is the boundary of a '-
at global lips
hitz subgraph;

(b) �(E) is 
omposed by a single point and �E has two 
onne
ted 
om-

ponents, one of whi
h is the boundary of a '-
at global lips
hitz sub-

graph whereas the other 
oin
ides with the boundary of one of the sets

des
ribed in Proposition 3.9;

(
) E is one of the sets des
ribed in Proposition 3.9.

Proof:

We divide the proof into three steps.

Step 1. Assume that �E is 
onne
ted and �(E) = ;. By [4, Proposition 6.2℄

we know that the ex
ess of E is zero on every ball. This means that there exists

n 2 R

2

su
h that �

E

(x) 2 T (n) for H

1

-a.e. x 2 �E, whi
h implies that E is a

'-
at global lips
hitz subgraph.

Step 2. Assume that �E is 
onne
ted and 0 2 �(E). In the proof of [4,

Theorem 6.17℄ it has been proved that it is possible to �nd a neighbourhood

U = �W

'

of 0 and a set F su
h that E4F � U , F \ U is a 
one 
entred in 0

and P

'

(E;U) = P

'

(F;U). Clearly (by a blow-up argument) the 
one F \ U is

the restri
tion in U of a global singular minimal 
one.

Suppose that this minimal 
one is of type (ii) or (iii) in the 
lassi�
ation

given in Theorem 3.8. We 
laim that, in this 
ase, E is itself a global minimal


one. Noti
e that �

F

(x) is an extremal point of F

'

for all x 2 �F \ �W

'

so

13



Figure 6: How to lessen the perimeter of E in the proof of Theorem 3.11

equality must hold in [4, (14)℄ and by Jensens's inequality we get E\U = F \U .

By the regularity results of the previous se
tion we know that the 
onne
ted


omponents of �En�(E) are lips
hitz 
urves and that �(E) is dis
rete. Consider

one of the 
urves starting from 0. If it were not straight, it would be possible to

repla
e it with a segment and we would obtain a minimal 
one (in U) whi
h has

not the right normal ve
tors, and this is impossible by Theorem 3.8. Therefore,

all the 
urves starting from 0 are straight lines. If one of these 
urves met

another singular point then it 
ould be possible to de
rease perimeter with a

suitable variation (see Figure 6). So there is only one singular point and the set

is a minimal 
one.

Suppose now that the 
one F \ U is of type (iv). Reasoning as before we

obtain that all but one of the 
urves of �E starting from 0 are straight lines

and do not meet other singular points. Consider the 
urve that does not need

to be straight. This 
urve may either go to in�nity or meet another singular

point y

1

. In any 
ase, the normal ve
tor to the 
urve has to lie in T (n) for some

�xed n 2 R

2

. These properties guarantee that E is one of the sets 
onsidered

in Proposition 3.9.

Step 3. Assume that �E is not 
onne
ted. By Lemma 3.10 and the previous

steps ea
h 
onne
ted 
omponent C of �E is either the boundary of a '-
at global

lips
hitz subgraph or one of the sets des
ribed in Proposition 3.9. In any 
ase

C 
an be split into one, two or three global lips
hitz graphs, two of whi
h 
an

only meet (without 
rossing) in one singular point. Let fS

i

g

i2I

, I � Z, be su
h

global lips
hitz graphs. We have that �E =

S

i2I

S

i

and

S

i 6=j

S

i

\ S

j

= �(E).

We 
an also suppose that the 
urves S

i

are oriented so that the set E lies on

the left of su
h 
urves.

Let E

k

:= E=k. By the volume density estimates and the 
ompa
tness

result for !-minimizers [4, Proposition 3.3, Proposition 3.4℄ we know that a

subsequen
e of E

k


onverges in L

1

lo


(R

2

), to a set E

1

2 M

0

(R

2

) and if x

k

2

14



�E

k

, x

k

! x for some x 2 R

2

, then x 2 �E

1

(in parti
ular 0 2 �E

1

). This

means that S

i

=k 
onverges

2

to a global lips
hitz graph S

i

1


ontaining 0 and

�E

1

=

S

i2I

S

i

1

.

We now 
laim that S

i

1

\ S

j

1

= f0g for all i 6= j. Suppose by 
ontradi
tion

that there exists x 2 S

i

1

\ S

j

1

, x 6= 0 and let x

i

k

2 S

i

and x

j

k

2 S

j

be two

sequen
es su
h that x

i

k

=k ! x and x

j

k

=k ! x. We 
an assume that the 
urves

S

i

and S

j

lie in the boundary of the same 
onne
ted 
omponent of

�

E or of

R

2

n E be
ause if not there would exist another 
urve S

l

between S

i

and S

j

su
h that x 2 S

l

(so that we 
ould repla
e S

i

or S

j

with S

l

).

Choose now two points �x

i

2 S

i

, �x

j

2 S

j

. For ea
h k we 
an 
onstru
t a set

F

k

whi
h has the same boundary of E but with the 
urves between �x

i

and x

i

and between �x

j

k

and x

j

k

repla
ed with the segments [�x

i

; �x

j

℄ and [x

i

k

; x

j

k

℄.

The 
ondition P

'

(E;B

R

) � P

'

(F

k

; B

R

) (for R large enought) then reads as

C(kx

i

k

� x

j

k

k+ k�x

i

� �x

j

k) � kx

i

k

� �x

i

k+ kx

j

k

� �x

j

k

where C > 0 is a suitable 
onstant depending only on '. Thus we get

C

kx

i

k

� x

j

k

k

k

�

kx

i

k

k

k

+

kx

j

k

k

k

�

k�x

i

k

k

�

k�x

j

k

k

� C

k�x

i

� �x

j

k

k

and letting k !1 we obtain

lim inf

k!1













x

i

k

k

�

x

i

k

k













�

2

C

kxk > 0;

whi
h 
ontradi
ts the hypothesis kx

i

k

=k � x

j

k

=kk ! 0. We have proved that

E

1

is 
onne
ted and �(E

1

) = f0g. From Theorem 3.4 it follows that W

'

is a

triangle or a quadrilateral.

IfW

'

is a quadrilateral, by Step 2 we 
on
lude that E

1

is a minimal singular


one. Then ne
essarily #I = 2, S

i

(i 2 I) are regular

3

(otherwise �E would

not be 
onne
ted) and �(E) = ;.

If W

'

is a triangle, by the previous step we 
on
lude that E

1

is either a

singular minimal 
one with three 
omponents or one of the sets E

0

des
ribed in

Proposition 3.9. In the �rst 
ase #I = 3, I = fi

1

; i

2

; i

3

g and either �(E) = ;

and S

i

(i 2 I) are all disjoint or S

i

1

is regular while S

i

2

[ S

i

3

is the boundary

of one of the sets E

0

des
ribed in Proposition 3.9. In the se
ond 
ase (E

1

is

one of the sets E

0

des
ribed in Proposition 3.9) we have #I = 2, whi
h implies

�(E) = ; and S

i

1

, S

i

2

are both regular. 2

4 Sets with pres
ribed 
onstant 
urvature

Given H 2 L

1

(R

2

) and 
 � R

2

we 
onsider the fun
tional F

H

(E), de�ned on

sets E with lo
ally �nite perimeter:

F

H

(E) := P

'

(E;
)�

Z

E\


H: (2)

2

here and in the following the 
onvergen
es are always meant to be \up to a subsequen
e"

3

in this proof by \S is regular" we mean S \ �(E) = ;
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If E is a lo
al minimizer of (2), that is, E � R

2

is a set su
h that for every

set E

0

with E4E

0

b 
 we have F

H

(E) � F

H

(E

0

), then, we say that E is a set

with 
urvature H in 
. The family of all these sets will be denoted by N

H

(
).

As a matter of fa
t, when '(�) = jj�jj, then H(x) is the 
urvature of the 
urve

�E in x.

In the following we are going to 
onsider the 
ase H � � where � is a given


onstant.

We re
all the following fundamental result (see [9℄, [8℄).

Theorem 4.1 (isoperimetri
 inequality) Let E � R

2

be su
h that jEj <1

and P

'

(E;R

2

) = P

'

(W

'

;R

2

). Then jEj � jW

'

j and equality holds if and only

if E =W

'

+ h for some h 2 R

2

.

Noti
e that if 
 = ℄a; b[ � R � R

2

and E \ 
 is the subgraph of a fun
tion

u 2 H

1

0

([a; b℄), then

F

1

(E) =

Z

b

a

'(�u

0

(y); 1)� u(y) dy:

For u 2 H

1

0

([a; b℄) we de�ne as �

u

:= f(x; y):x 2 [a; b℄; y = u(x)g the graph

of u.

Lemma 4.2 Let a; b 2 R and let F :H

1

0

([a; b℄)! R be de�ned as

F (u) :=

Z

b

a

'(�u

0

(y); 1)� u(y) dy:

Let I be the set of all positive numbers r for whi
h there exists a fun
tion u

r

2

H

1

0

([a; b℄) su
h that �

u

r

is 
ontained, up to a translation, in the boundary of

rW

'

. Then I = ; or I = [�r;+1[ for some �r > 0; moreover, if �r < 1, u

r

is a

minimum of F if and only if u

r

= u

1

.

Proof:

Assume I 6= ;. Noti
e that the fun
tion u

r

2 H

1

0

([a; b℄) is uniquely determined

by r 2 I . Moreover, if r 2 I , then r

0

2 I for all r

0

> r. Indeed, let �x 2 [a; b℄

su
h that u

r

attains its maximum at �x. For all � > 1, there exist 


�

2 R and

x

�

2 [a; b℄ su
h that, de�ning

v

�

(x) := 


�

+ �u

r

�

x

�

+

x� �x

�

�

� > 1;

we have v

�

2 H

1

0

([a; b℄), whi
h implies �r 2 I with u

�r

= v

�

. Reasoning in a

similar way, it is easy to prove that the set I is 
losed, hen
e I = [�r;+1[ for

some �r > 0.

Assume now �r < 1. First of all, let us suppose that F

'

is smooth and

uniformly 
onvex and let ' = '(�

1

; �

2

), (�

1

; �

2

) 2 R

2

. In this 
ase we 
an


ompute the Euler equation asso
iated to the fun
tional F :

�

�y

�

�'

��

1

(�u

0

(y); 1)

�

= 1; (3)

16



whi
h is equivalent to

�'

��

1

(�u

0

(y); 1)) = y + 
 for some 
 2 R. Sin
e the

fun
tional F is stri
tly 
onvex in H

1

0

([a; b℄), if we prove that u

1

is a solution

of (3), then u

1

is the unique minimizer of F in H

1

0

([a; b℄).

By assumption, there exists a point x = (�y; �z) 2 R

2

su
h that �

u

1

� �W

'

+x.

Letting �

r

(y) := (�u

0

r

(y); 1)='(�u

0

r

(y); 1), we have

r'(�u

0

1

(y); 1) = T

o

(�

r

(y)) = (y; u

1

(y))� x = (y � �y; u

1

(y)� �z):

whi
h implies (3) with 
 = ��y.

Let us 
onsider the general 
ase. We 
an �nd a sequen
e of general norms

'

k

whi
h 
onverge uniformly on 
ompa
t subsets of R

2

to ' and su
h that F

'

k

are smooth and uniformly 
onvex. Let F

k

and �r

k

be de�ned as F and �r with '

repla
ed by '

k

. Noti
e that the sequen
e of fun
tionals F

k


onverges uniformly

to F on bounded subsets of H

1

0

([a; b℄), for k ! 1. Moreover, sin
e �r

k

! �r we


an assume �r

k

< 1 for any k. Therefore, letting u

k

1

be the unique minimizer of

F

k

, sin
e u

k

1

! u

1

in H

1

0

([a; b℄) for k ! 1, it follows that u

1

is a minimum of

F .

Suppose now that u

r

is another minimum of F for some r 6= 1, and assume

for simpli
ity r > 1 (the 
ase r < 1 
an be treated in a similar way). Let us


onsider the fun
tion v(y) := (u

1

(y)+u

r

(y))=2. By the 
onvexity of F it follows

that v is also a minimum of F . Let s 2 [1; r℄ be su
h that

Z

b

a

u

s

(y) dy =

Z

b

a

v(y) dy:

We 
laim that u

s

= v. Indeed, sin
e �

u

s

� x

s

+ s�W

'

for some x

s

2 R

2

, we


an 
ompare sW

'

with the set

B :=

�

(x

s

+ sW

'

) \ f(y; z) : z � 0g

�

[

n

(y; z) : y 2 [a; b℄; 0 � z � v(y)

o

:

Then, sin
e sW

'

and B have same volume and (anisotropi
) perimeter, by

Theorem 4.1 we get B = sW

'

, whi
h implies u

s

= v.

On the other hand, from the 
onvexity of F and the minimality of u

1

, u

r

and u

s

we get

Z

b

a

'

�

�

u

0

1

(y) + u

0

r

(y)

2

; 1

�

�

u

1

(y) + u

r

(y)

2

dy = F (u

s

) (4)

=

F (u

1

) + F (u

r

)

2

=

Z

b

a

'(�u

0

1

(y); 1) + '(�u

0

r

(y); 1)

2

�

u

1

(y) + u

r

(y)

2

dy:

Sin
e ' is 
onvex, for all y 2 [a; b℄ in whi
h u

r

and u

1

(hen
e u

s

) are di�erenti-

able, we have

'

�

�

u

0

1

(y) + u

0

r

(y)

2

; 1

�

�

'(�u

0

1

(y); 1) + '(�u

0

r

(y); 1)

2

; (5)

and by (4) the equality must hold in (5). This implies that �

r

(y) and �

1

(y)

belong to the same edge of F

'

. It follows that either �

1

(y) = �

r

(y) or �

s

(y)

is an interior point of an edge of F

'

, but the last possibility 
annot hold sin
e

�

s

(y) is a vertex of F

'

for a.e. y 2 [a; b℄, hen
e u

r

= u

1

. 2
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Figure 7: The 
onstru
tion used in Lemma 4.4.

Lemma 4.3 Let A be an open 
one 
entered in 0. Then

P

'

(W

'

; A) = 2jW

'

\ Aj:

Proof:

Noti
e that for x 2 �W

'

we have '(�

W

'

(x)) = h�

W

'

(x); xi, while for x 2 �A

we have h�

A

(x); xi = 0. So we get

P

'

(W

'

; A) =

Z

�W

'

\A

'(�

W

'

(x)) dH

1

(x)

=

Z

�(W

'

\A)

hx; �

W

'

(x)i dH

1

(x)

=

Z

W

'

\A

div x dx = 2jW

'

\ Aj:

2

Lemma 4.4 Let s be an edge of W

'

of length l and let � be the exterior normal

ve
tor to W

'

at s. For " > 0 let F

"

= fx 2W

'

: hx; �i � '(�) � "g. Then

P

'

(W

'

;R

2

)� P

'

(F

"

;R

2

) = "l+ o("):

Proof:

First of all noti
e that '(�) is the distan
e of the straight line passing through

s from the origin. Let x

1

; x

2

be the edges of s and let y

1

; y

2

be the points of

�W

'

su
h that hy

i

; �i = '(�) � " (i 2 f1; 2g). Consider also the points z

1

; z

2

determined by the interse
tion of the line 
ontaining s respe
tively with the

lines through y

1

and y

2

parallel to �. Let now X

1

; X

2

be the interse
tion of

W

'

with the triangles with verti
es respe
tively 0; x

1

; z

1

and 0; x

2

; z

2

, Y

1

; Y

2

be the interse
tion of W

'

with the triangles with verti
es 0; z

1

; y

1

and 0; z

2

; y

2

and Z

1

; Z

2

be the quadrilaterals with verti
es 0; x

1

; z

1

; y

1

and 0; x

2

; z

2

; y

2

(see

Figure 7).

Noti
e that Z

i

n (X

i

[ Y

i

) is 
ontained in a re
tangle of sides jz

i

� y

i

j = "

and jz

i

�x

i

j = o(1) (for "! 0). Let also Æ

i

be equal to 0 if the point z

i

belongs

to s and equal to 1 otherwise.

Sin
e the two triangles Y

1

, Y

2

have base with length jy

i

� z

i

j = " and the

sum of the heights is jy

1

� y

2

j = l + o(1), we get 2(jY

1

j+ jY

2

j) = "l+ o(").
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Using Lemma Lemma 4.3 we obtain

P

'

(W

'

;R

2

)� P

'

(F;R

2

) = 2(jZ

1

j+ jZ

2

j � Æ

1

jX

1

j � Æ

2

jX

2

j)

= 2(jY

1

j+ jY

2

j) + o(") = "l + o("):

2

Theorem 4.5 Let 
 � R

2

be an open set, � 6= 0 
onstant and E 2 N

�

(
).

Then, every 
onne
ted 
omponent of �E \ 
 is 
ontained, up to a translation,

in

1

�

�W

'

.

Proof:

Noti
e that if � > 0 we have

P

'

(�E; �
)� j�E \ �
j = � [P

'

(E;
)� �jE \ 
j℄

so that E 2 N

�

(
)) �E 2 N

1

(�
). In a similar way

4

we get (again for � > 0)

P

'

�

R

2

n (��E);��


�

� j(R

2

n (��E)) \ (��
)j

= �

�

P

'

(E;
) + �jE \ 
j

�

� �

2

j
j

so that

E 2 N

��

(
)) R

2

n (��E) 2 N

1

(��
):

So it is enough to prove the theorem for � = 1.

We divide the proof into three steps.

Step 1. Fix x

0

2 (�E \ 
) n �(E). We will prove that for some � > 0 the set

E \ (x

0

+ �W

'

) is equal to (x

1

+ �W

'

)\ (z

1

+ �W

'

) for some x

1

; z

1

2 R

2

.

By [4, Lemma 6.1 and Proposition 4.6℄ we 
an �nd a 
onvex open neigh-

borhood U of x

0

su
h that �E \ �U 
onsist of exa
tly two points and

E\�U is 
onne
ted. We noti
e that E\U is 
onvex, otherwise letting E

0

be the 
onvex hull of E \ U the set F := E [ E

0

veri�es F4E � U , and

P

'

(F;
)� jF \
j < P

'

(E;
)� jE \
j. Choose now � 2℄0; 1[ su
h that,

letting B = x

0

+ �W

'

, we have B � U . Being E \ U 
onvex, possibly

redu
ing �, we 
an assume that �B \ �E 
onsists of exa
tly two points

and �E \B is a graph along some dire
tion.

For t 2 [0; 1[ we 
an �nd x(t) 2 R

2

and �(t) 2 [�;+1[ su
h that

(i) x(0) = x

0

, �(0) = �;

(ii) x(t), �(t) are 
ontinuous and lim

t!1

�
�(t) = +1;

(iii) x(t) + �(t)W

'

\ �B = E \ �B, for all t > 0.

Let also V (t) = j(x(t)+�(t)W

'

)\Bj (t 2 [0; 1[) and V (1) = lim

t!1

�
V (t).

We 
laim that there exists

�

t 2 [0; 1℄ su
h that V (

�

t) = jE\Bj. Clearly V (t)

is 
ontinuous and V (0) > jE \ Bj. Noti
e that x(t) + �(t)W

'


onverges,

for t ! 1

�

to the tangent 
one to W

'

in the dire
tion de�ned by the

line through �E \ �B. Sin
e this tangent 
one is a minimal surfa
e by

4

noti
e that P

'

(E;
) = P

'

(�(R

2

n E);�
)
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Theorem 3.8, being E a minimum for F

1

, we get V (1) � jE \ Bj. So the


laim is proved.

Let x

1

= x(

�

t) and � = �(

�

t). From Theorem 4.1 it follows that P

'

(E;B) �

P

'

(x

1

+ �W

'

; B), hen
e from the minimality of E we get E \ B = x

1

+

�W

'

\ B.

Sin
e �E\B is a graph along some dire
tion, we 
an 
onsider a 
hange of


oordinates �:R

2

! R

2

whi
h preserves the Lebesgue measure and su
h

that �(�E\�B) is 
ontained in the x-axis and �(�E\B) is a graph along

the y-axis. Then we 
an apply Lemma 4.2 with ' repla
ed by ' ��

�1

and


on
lude that � = 1.

Step 2. Let us prove that ea
h 
onne
ted 
omponent of (�E\
)n�(E) is 
ontained

(up to a translation) in �W

'

.

Let us 
onsider a 
overing of a 
onne
ted 
omponent of (�E \ 
) n �(E)

given by the open sets de�ned in Step 1. Observe that given two sets

U

1

, U

2

of this 
overing, if �E \ U

i

= (z

i

+ �W

'

) \ U

i

, i 2 f1; 2g and

�E \ U

1

\ U

2

6= ;, then either z

1

= z

2

or �E \ U

1

\ U

2

is a segment

(parallel to an edge of W

'

). So it is enough to 
he
k that ea
h segment of

�E \ 
, parallel to an edge of W

'

and having the same exterior normal,

is not longer than the 
orresponding edge of W

'

, and is equal when the

extremes of the segment are both 
ontained in 
 n�(E).

Let [x

1

; x

2

℄ be an edge of E parallel to an edge s of W

'

with length l and

having the same exterior normal ve
tor �.

If the length of [x

1

; x

2

℄ is l

0

> l, for "; Æ > 0 suÆ
iently small it is possible

to �nd z

1

; z

2

2 R

2

su
h that jz

1

� z

2

j = Æ and fx 2 z

i

+W

'

: hx� z

i

; �i =

'(�) � "g � [x

1

; x

2

℄. We 
onsider the set E

"

whi
h is equal to E out of

a neighbourhood W of [x

1

; x

2

℄ and whi
h 
oin
ides with E [ (z

1

+W

'

) [

(z

2

+ W

'

) in W . If Æ is suÆ
iently small and F

"

is the set de�ned in

Lemma 4.4 we obtain that

P

'

(E

"

;
)� P

'

(E;
) = P

'

(W

'

;R

2

)� P

'

(F

"

;R

2

) = "l+ o("):

Moreover, it is easy to 
he
k that jE

"

\ 
j � jE \ 
j = jE

"

n Ej = (l +

Æ)" + o("). Therefore, for " suÆ
iently small the set E

"


ontradi
ts the

minimality of E.

Suppose now that l

0

< l. Consider the set E

"

:= fx 2 E: dist(x; r) > "g,

where r is the straight line passing through x

1

, x

2

. Sin
e E is lo
ally equal

to W

'

, again by Lemma 4.4 we �nd that

P

'

(E;
)� P

'

(E

"

;
) = P

'

(W

'

;R

2

)� P

'

(F

"

;R

2

) = "l+ o("):

As above, sin
e jE

"

\ 
j � jE \ 
j = jE n E

"

j = l

0

" + o("), we get a


ontradi
tion.

Step 3. We 
laim that �(E) = ;. When W

'

is neither a triangle nor a quadrilat-

eral, the statement follows by Theorem 3.4.

Noti
e that, by Step 2, every 
onne
ted 
omponent of (�E \
) n�(E) is

a polygonal 
urve whi
h has a �nite number of verti
es (no more than the

number of verti
es of W

'

).
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Figure 8: How to add area to a minimal 
one.

E E

Figure 9: How to in
rease the volume of E by adding a small square ball.

Let x

0

2 �(E) \ 
. By Theorem 3.4, we 
an �nd � > 0 su
h that

B

�

(x

0

) � 
 and �(E) \ B

�

(x

0

) = fx

0

g. Moreover, we 
an assume that

the number of 
onne
ted 
omponents of �E n�(E) whi
h interse
t B

�

(x

0

)

is �nite, otherwise this would imply that P

'

(E;B

�

(x

0

)) =1. Therefore,

possibly redu
ing �, we 
an suppose that �E \ B

�

(x

0

) is a 
one over x

0

.

By Step 1 we know that E is \lo
ally equal" to W

'

, so that E \ B

�

(x

0

)

turns out to be a minimal 
one (sin
e W

'

is a polygonal set).

Then, re
alling Theorem 3.11, we rea
h a 
ontradi
tion if we modify the set

E in B

�

(x

0

), by adding suitable triangles in su
h a way that the perimeter

does not 
hange and the volume stri
tly in
reases, as in Figure 8.

2

Given a set E � X we say that E is lo
ally 
onvex (resp. 
on
ave) in 
 � X

if for any x 2 
 there exists � > 0 su
h that E \ B

�

(x) (resp. X nE \ B

�

(x))

is 
onvex.

If E is lo
ally 
onvex or lo
ally 
on
ave in 
 then �E is the graph of a

lips
hitz fun
tion in a neighborhood of any x 2 �E \ 
.

Theorem 4.6 Let E 2 N

H

(
) and assume H � � > 0 (resp. H � � < 0).

Then, E is lo
ally 
onvex (resp. 
on
ave) in 
. Moreover, �(E) = ;.

Proof:

Suppose for simpli
ity � � 1. Reasoning as in Theorem 4.5, Step 1, we get

that E is lo
ally 
onvex in 
 n �(E). Suppose now that W

'

is a triangle or

a quadrilateral (otherwise �(E) = ; by Theorem 3.4). We 
laim that for any

x 2 (�E \
) n�(E) su
h that �E is di�erentiable in x, �

E

(x) is a vertex of F

'

.

Indeed, if not we 
an add to E a small ball with 
enter in x in su
h a way that

the perimeter does not 
hange and the volume in
reases (see Figure 9). This

property, together with the lo
al 
onvexity of E, assures that E is lo
ally equal
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to W

'

in (�E \ 
) n �(E), i.e. for any x 2 (�E \ 
) n �(E) there exists � > 0

and x 2 �W

'

su
h that (E � x) \ B

�

= (W

'

� x) \ B

�

. This implies that for

any x

0

2 �(E) there exists � > 0 su
h that E\B

�

(x

0

) 
oin
ides in B

�

(x

0

) with

a singular 
one on x

0

whi
h is minimal for the perimeter. We 
an now 
on
lude

as in Theorem 4.5, Step 3. 2

From Theorem 4.6 we easily get the following result.

Corollary 4.7 Let E 2 N

H

(
) and assume H 2 C

0

(
). Then, �(E) � fx 2


:H(x) = 0g. Moreover, �E is the graph of a lips
hitz fun
tion in a neighbor-

hood of any x 2 �E \ fx 2 
:H(x) 6= 0g.

Noti
e that, by Theorem 4.6 and Corollary 4.7, if E is a minimizer of (2)

and H 2 C

0

(
) is su
h that H

1

(�fx 2 
:H(x) = 0g) = 0 then �E is the graph

of a lips
hitz fun
tion in a neighborhood of almost every x 2 �E \ 
.
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