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Abstract. We provide monotonicity formulas for solutions to the p-Laplace
equation defined in the exterior of a convex domain. A number of analytic and
geometric consequences are derived, including the classical Minkowski inequality
as well as new characterizations of rotationally symmetric solutions and domains.
The proofs rely on the conformal splitting technique introduced by the second
author in collaboration with V. Agostiniani.

1. Introduction

Given a convex bounded domain Ω ⊂ Rn, n ≥ 3, with smooth boundary and
1 < p < n, we consider the associated p-capacitary potentials, namely the unique
solution u to the following problem ∆pu = 0 in Rn \ Ω

u = 1 on ∂Ω
u(x)→ 0 as |x| → ∞,

(1.1)

where ∆pu is the p-Laplace operator, that is

∆pu = div(|Du|p−2Du).

A classical result by Lewis [38] guarantees that the solution is smooth and |Du| 6= 0
in Rn \ Ω. We consider the following functions

V p
q (t) =


(
Cp(Ω)

tp−1

) (n−1)(q−1)
(n−p)́

{u=t}|Du|
q(p−1) dσ if 0 ≤ q <∞

sup
{u=t}

|Du|

u
n−1
n−p

if q =∞,
(1.2)

where σ = H n−1 denotes the (n − 1)−dimensional Hausdorff measure, q ∈ [1,∞)
and Cp(Ω) is the (re-scaled) p-capacity of Ω, defined as

Cp(Ω) = inf

 1(
n−p
p−1

)p−1
|Sn−1|

ˆ
Rn
|Dv|pdµ

∣∣∣∣ v ∈ C∞c (Rn), v ≥ 1 on Ω

 . (1.3)

We denote by µ the Lebesgue measure L n. Notice that, if Ω is a ball of radius R,
the only solution to problem (1.1) is given by

u(x) =

(
R

|x|

)n−p
p−1

,

and straightforward computations show that V p
q and V p

∞ are actually constant in
this case.
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In fact, our main results show that for any choice of the parameters (p, q) in

Λ =

{
(p, q) ∈ R2

∣∣∣∣ 1 < p < n, and q ≥ 1 +
(n− p)

(p− 1)(n− 1)

}
both V p

q and V p
∞ are monotone non-decreasing. Moreover, the monotonicity is strict

unless Ω is a ball, and, in particular, u is rotationally symmetric. To be more precise,
we state our main Monotonicity-Rigidity Theorem for the functions V p

q , with q <∞.

Theorem 1.1. Let (p, q) ∈ Λ and let u be a solution to (1.1). Then V p
q is differen-

tiable with derivative

dV p
q

dt
(t) = (q − 1)

(
Cp(Ω)

tp−1

)(n−1)(q−1)
(n−p)

ˆ

{u=t}

|Du|q(p−1)−1
[
H − (n− 1)(p− 1)

(n− p)
|D log u|

]
dσ.

(1.4)
where H is the mean curvature of {u = t} computed with respect to the unit normal
vector ν = −Du/|Du| . For every t ∈ (0, 1] such derivative satisfies

dV p
q

dt
(t) =(q − 1)

(
Cp(Ω)

tp−1

)(n−1)(q−1)
n−p

ˆ

{u≥t}

(u
t

)2− (n−1)(p−1)(q−1)
(n−p) |Du|q(p−1)−3 ×

×
{ ∣∣∣∣D2

Tu−
∆Tu

n− 1
gR

n

T

∣∣∣∣2 +
(
q(p− 1)− 1

)∣∣DT |Du|
∣∣2

+

[
q − 1− (n− p)

(p− 1)(n− 1)

]
|Du|2

[
H − (n− 1)(p− 1)

(n− p)
|D log u|

]2}
dµ,

(1.5)

where, for any x ∈ {u ≥ t} the function H(x) is the mean curvature of {u = u(x)}
with respect to ν, and the tangential elements are referred to these level sets (see
Notation 1.2 below). In particular, the derivative of V p

q is always non-negative,
and it vanishes for some t ∈ (0, 1] if and only if Ω is a ball and u is rotationally
symmetric.

Notation 1.2. We explain here the meaning of the tangential elements appearing
on the right hand side of formula (1.5), as well as in the rest of the paper. For any x
in Rn \Ω we consider an orthonormal basis of TxRn of the form {e1, . . . , en−1, en =
Du/|Du|}. Consequently, we define

gR
n

T |x =

n−1∑
i=1

ei⊗ ei,

where the raised indexes denote as usual the dual basis. For a function f ∈ C2(Rn\Ω)
we also define

DT f|x =
n−1∑
i=1

(Deif)|x e
i,

D2
T f|x =

n−1∑
i,j=1

D2f|x(ei, ej) e
i⊗ ej

and finally
∆T f|x = ∆f|x −D2f|x(en, en).



GEOMETRIC ASPECTS OF P-CAPACITARY POTENTIALS 3

Notice in particular that D2
T f and ∆T f must not be confused with the tangential

Hessian and the tangential Laplacian induced by gR
n

T on the level sets of u.

A completely analogous Monotonicity-Rigidity Theorem can be stated for V p
∞. We

point out that the monotonicity of V p
∞ is not completely new, since it is related to a

maximum principle for the P -function contained in [30] (see Theorem 2.2, Theorem
3.1 and Lemma 5.1 therein). However, our proof is quite different, since it is carried
out in a conformal setting and inspired by Colding’s work on monotonicity formulas
for the Green’s function of the Laplacian on Riemannian manifolds [14].

Theorem 1.3. Let u be a solution to (1.1). Then, the following assertions hold
true.

i) The function V p
∞ is monotone non-decreasing. Moreover, V p

∞(t1) = V p
∞(t2)

for some t1 6= t2 ∈ (0, 1] if and only if Ω is a ball and u is rotationally
symmetric.

ii) Let xt ∈ {u = t} be a maximum point of the function |Du|/u(n−1)/(n−p) on
{u = t}. Then,[

H − (n− 1)(p− 1)

(n− p)
|D log u|

]
(xt) ≥ 0, (1.6)

and equality is achieved for some t ∈ (0, 1] if and only if Ω is a ball and u
is rotationally symmetric. Here H denotes the mean curvature of {u = t}
computed with respect to the unit normal vector ν = −Du/|Du|.

These facts imply a number of sharp estimates involving u and Ω, that can be
gathered as capacity estimates, overdetermining Neumann conditions, Sphere The-
orems and purely geometric inequalities. Except when explicitly indicated, these
results are new for p 6= 2. They will be discussed in detail in Section 3. Dropping
any attempt to be complete we observe that other results in the same spirit can be
found for example in [55, 8, 29, 30, 41, 42, 46] and reference therein.

In particular, as a specific feature of the monotonicity given in Theorem 1.1, we
obtain a new proof of the classical Minkowski inequality for smooth and convex
domains, also known in literature as Alexandrov-Fenchel inequality.

Theorem 1.4 (Alexandrov-Fenchel inequality). Let Ω ⊂ Rn be a smooth, bounded
and convex domain. Then the following inequality holds:(

|Sn−1|
|∂Ω|

) 1
n−1

≤
 

∂Ω

H

n− 1
dσ,

where H is the mean curvature of ∂Ω computed with respect to the exterior unit
normal.

The above geometric inequality is deduced from Theorem 1.1 roughly as follows.
The global monotonicity of V p

q implies limt→0+ V
p
q (t) ≤ V p

q (1), and then, one de-
duces, using the asymptotics of u, that

|Sn−1|
1

q(p−1)

(
Cp(Ω)

1
p−1

)1− (n−1)(q−1)
(n−p)q ≤

∥∥∥ p− 1

n− p
D(log u)

∥∥∥
Lq(p−1)(∂Ω)

.
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At this point, from (1.4) and the Hölder inequality one obtains

|Sn−1|
|∂Ω|

≤ Cp(Ω)
(p−1)q−(n−1)

(n−p)

 

∂Ω

(
H

n− 1

)q(p−1)

dσ.

Finally, Theorem 1.4 is proved simply by plugging q = p/(p − 1) in the above
estimate, passing to the limit as p → 1+ and taking into account the fact that
C1(Ω) = |∂Ω|/|Sn−1|.

Alexandrov-Fenchel inequalities for convex domains were introduced in [1] and
[2], and in [27] for closed curves. Since then, they have been thoroughly studied. It
is nowadays well known that they can be deduced using the Inverse Mean Curvature
Flow (IMCF for short). Let us quote some of the main achievements of this technique
in the present context. In [34], the IMCF has been used to obtain the Alexandrov-
Fenchel inequality assuming that Ω is star-shaped and ∂Ω is mean convex. Such a
procedure relies on the important works by Gerhardt ([31]) and Urbas ([52]), where
they prove that under the above assumptions on Ω the solutions to the IMCF are
defined for all positive times and approach Euclidean spheres as the time tends to
infinity. In [37] and [28], the Minkowski inequality is proved assuming that ∂Ω
is outward minimizing, a property that implies mean convexity but not related to
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star-shapedness. It is important to notice that unlike the ones used in [34], this
hypothesis does not force ∂Ω to have the topology of the sphere. Actually, a crucial
step in this circle of ideas consists in showing that the monotonity of a suitable
quantity is preserved also through singularities of the flow, that necessarily happen
in the topologically non-spherical case. This is achieved by means of the techniques
introduced in the celebrated work by Huisken and Ilmanen [36] where a suitable
notion of weak solutions for the IMCF is defined. Let us finally close this short
excursus mentioning [12], where Alexandrov-Fenchel-type inequalities are proved by
means of optimal transport methods.

Of course our convexity assumption, widely used in literature to study problems
similar to (1.1) (see [7, 16, 17] and references therein), is stronger than the ones
discussed above. However, here we are focusing on a new self-contained method. A
possible advantage of it is that the level set flow we are employing exists for any time
and for any bounded Ω. Indeed, there always exists a weak solution to the exterior
problem (1.1), and this solution can be proved to be C1,α

loc . For these regularity re-
sults, see [18, 39] for 1 < p < 2, [51, 50, 21] for p > 2. In particular, our flow would
make sense even without a mean convexity assumption, that is instead necessary
in order to let the IMCF start. We introduce convexity because it ensures that all
the level sets of the potential we are considering are regular, and thus we can work
out the smooth theory. Indeed, as already remarked, this is the content of a famous
result of Lewis ([38], Theorem 2.1 below). In order to put the work in perspective,
a possible future development consists in studying weaker assumptions on Ω provid-
ing the desired regularity, in the spirit of Gerhardt and Urbas’ works. Indeed, we
stress the fact that our theory would work under any of these conditions on Ω. In
this direction, see the nice paper [20] where the harmonic setting is considered. An-
other, and more ambitious possibility, would be establishing our new monotonicity
also through singularities, in the wake of Huisken-Ilmanen’s techniques. Relations
between p-harmonic functions and weak solutions to the IMCF have already been
considered in the remarkable paper [45]. Let us finally point out that, in the har-
monic theory proposed in [5], the well known upper bounds on the Hausdorff and
Minkowski dimensions of the critical set of harmonic functions allowed the authors
to establish monotonicity formulas for any bounded and smooth Ω. For a proof of
these regularity results in the much more general setting of linear, homogeneous,
second-order elliptic equation, we refer the reader to [13]. On the contrary, in the
non-linear setting, the structure of the critical set is still an open problem, at least
to the authors’ knowledge.

The paper is organized as follows. In Section 2, after some preliminaries on prob-
lem (1.1) and our monotone quantities, we state and prove all the consequences
of Theorem 1.1 and Theorem 1.3. These consequences will be divided in local
consequences (roughly speaking, expoiting (V p

q )′(1) ≥ 0) and global consequences
(exploiting limt→0+ V

p
q (t) ≤ V p

q (1)). Theorem 1.4 will follow by this second proce-
dure. In Section 3 we introduce a conformally equivalent formulation of our problem.
More precisely, we are going to the describe the cylindrical ansatz in the non-linear
setting, and to state the conformal version of our Monotonicity-Rigidity Theorems.
Section 4 is devoted to the proof of (the conformal version of) Theorem 1.1. Among
the various steps, some sharp inequalities for p-harmonic functions on Riemannian
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manifolds are proved, of interest in themselves. Finally, in Section 5 we prove (the
conformal version of) Theorem 1.3.

2. Preliminaries and consequences of the main results

2.1. Preliminaries. The classical theorem of Lewis, proved in [38], essentially pro-
vides all the background we need to apply our methods. We are going to state it
essentially as reported in [16].

Theorem 2.1. Let n > 2, 1 < p < n and let Ω ⊂ Rn be a bounded convex domain.
Then there exists a unique weak solution u to (1.1) satisfying the following

(i) u ∈ C∞(Rn \ Ω) ∩ C(Rn \ Ω);
(ii) 0 < u < 1 and |Du| 6= 0 in R \ Ω;
(iii) Let Cp(Ω) be the rescaled p-capacity of Ω defined by (1.3). Then

Cp(Ω) =
1(

n−p
p−1

)p−1
|Sn−1|

ˆ
Rn\Ω

|Du|pdµ; (2.1)

(iv) If u is defined to be 1 in Ω, then

Ωt = {x ∈ Rn | u(x) > t}
is convex for each t ∈ [0, 1] and ∂Ωt is a C∞ manifold for 0 < t < 1.

We are going to use the following well known expression for Cp(Ω) in terms of an
integral on ∂Ω.

Lemma 2.2. Let u be the solution to (1.1). Then

Cp(Ω) =

´
∂Ω

|Du|p−1dσ(
n−p
p−1

)p−1
|Sn−1|

. (2.2)

Proof. By exploiting the p-harmonicity of u and the Divergence theorem we have

0 =

ˆ
{t<u<1}

∆pu dx =

ˆ
{u=t}

|Du|p−1dσ −
ˆ
∂Ω
|Du|p−1dσ

which implies ˆ
{u=t}

|Du|p−1dσ =

ˆ
∂Ω
|Du|p−1dσ.

Thus, by co-area formula and (2.1), we have(
n− p
p− 1

)p−1

|Sn−1|Cp(Ω) =

ˆ 1

0

ˆ
{u=t}

|Du|p−1dσ =

ˆ
∂Ω
|Du|p−1dσ.

�

Remark 2.3 (u is analytic). Condition (b) in the above theorem actually implies
analyticity of the solution u, by an application of local regularity theory developed in
[35]. The same observation was crucial also in the proof of [30, Theorem 2.4].

The following asymptotics for u will be important later on to compute the limits
of our monotone quantities.

Proposition 2.4 ([16], Lemma 2.15). Let n > 2. Suppose 1 < p < n and let Ω ⊂ Rn
be a bounded, smooth convex domain. If u is a solution to (1.1), then
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(i) lim|x|→∞ u(x)|x|
n−p
p−1 = Cp(Ω)

1
p−1 .

(ii) lim|x|→∞ |Du(x)||x|
n−1
p−1 = Cp(Ω)

1
p−1
(n−p
p−1

)
.

We recall here for the reader’s convenience the definition of V p
q : (0, 1] 7→ R given

in the Introduction:

V p
q (t) =


(
Cp(Ω)

tp−1

) (n−1)(q−1)
n−ṕ

{u=t}|Du|
q(p−1) dσ if 0 ≤ q <∞

sup
{u=t}

|Du|

u
n−1
n−p

if q =∞.

Remark 2.5. We point out that V p
q (t) < ∞ for any t ∈ (0, 1] and for any 0 ≤

q ≤ ∞. Indeed, |Du| is a continuous function and by Theorem 2.1 (iv) and the
asymptotics given in Proposition 2.4 (i), {u = t} is a smooth compact set. Moreover,
|Du| > 0 by (ii) of Theorem 2.1, and then also the integral in (1.4) is finite for any
(p, q) ∈ Λ.

By the asymptotics given in Proposition 2.4, it is just a matter of straightforward
computation obtaining the limits of our monotone quantities.

Lemma 2.6 (Limits of V p
q ). Let V p

q : (0, 1]→ R be defined as in (1.2). Then

lim
t→0+

V p
q (t) = Cp(Ω)q

(
n− p
p− 1

)q(p−1)

|Sn−1|, if q <∞

and

lim
t→0+

V p
∞(t) =

(
n− p
p− 1

)
Cp(Ω)

− 1
n−p ,

2.2. Consequences of the main Theorems. In this section we mainly follow the
scheme proposed in [5] to get various consequences of Theorem 1.1 and Theorem
1.3. More precisely, in the first subsection we use (1.4) and (1.6), to deduce various
sharp inequalities involving u and Ω, while in the second subsection we will compare
the value of our monotone functions on different level sets of u. The most interesting
byproducts of this theory will arise by this second procedure. In other words, we
are going to exploit both the local and the global features of our theorems.

Let us also point out that the monotonicity of V p
q allows us to extend to the non-

linear case all the results provided in [5], while the monotonicity of V p
∞ extends the

results contained in [9]. In particular, we provide a unified approach to the type of
estimates considered in these two papers. Indeed, both the monotonicity of V p

q and
and V p

∞ will be proved in the conformal setting provided by the cylindrical ansatz,
introduced in [5], while in [9] a different geometric approach named by the authors
spherical ansatz was considered. Before proceeding notice that ∂Ω = {u = 1}, and
consequently, if ν is the (interior) normal to ∂Ω, we get ∂u/∂ν = −|Du|.

2.2.1. Local consequences. We first notice that a direct consequence of (1.4) or (1.6)
is an overdetermining Neumann condition for the exterior problem forcing the solu-
tion to be rotationally symmetric.

Corollary 2.7. Let u be a solution to problem (1.1) and assume that the identity

p− 1

n− p
|Du| = H

n− 1
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holds H n−1-almost everywhere on ∂Ω, where H is the mean curvature of ∂Ω. Then
u is rotationally symmetric. In particular, if u solves the overdeterminated boundary
value problem 

∆pu = 0 in Rn \ Ω
u = 1 on ∂Ω
∂u
∂ν = −

(
n−p

(p−1)(n−1)

)
H on ∂Ω

u(x)→ 0 as |x| → ∞

where ν is the unit normal vector to ∂Ω pointing toward the interior of Rn \Ω, then
Ω is a ball and u is rotationally symmetric.

We are now going to improve Corollary 2.7 in several different ways. The following
result involves just Lebesgue norms of the normal derivative of u on ∂Ω .

Theorem 2.8. Let (p, q) ∈ Λ and u be a solution to (1.1). Then it holds

‖Du‖L(p−1)q(∂Ω) =
∥∥∥∂u
∂ν

∥∥∥
L(p−1)q(∂Ω)

≤
(

n− p
(p− 1)(n− 1)

)
‖H‖L(p−1)q(∂Ω), (2.3)

and

sup
∂Ω
|Du| = sup

∂Ω

∣∣∣∂u
∂ν

∣∣∣ ≤ sup
∂Ω

(
n− p

(p− 1)(n− 1)

)
H (2.4)

Moreover, equality holds in (2.3) or in (2.4) if only if Ω is a ball and u is rotationally
symmetric.

Proof. Plugging t = 1 into (1.4) and recalling that |D log u| = |Du| in {u = 1} we
get ˆ

∂Ω

p− 1

n− p
|D log u|(p−1)qdσ ≤

ˆ
∂Ω
|D log u|(p−1)q−1 H

n− 1
dσ. (2.5)

Applying Hölder inequality to (2.5) gives (2.3). The rigidity part of the statement
follows from the related part in Theorem 1.1.

Inequality (2.4) together with the rigidity statement follows applying (1.6) with
t = 1 and recalling that x1 ∈ {u = 1} is the maximum point of |Du| on {u = 1}. �

Using (2.3) and (2.4) we can then easily prove the following geometric estimates
for Cp(Ω).

Theorem 2.9. Let Ω ⊂ Rn be a bounded convex domain with smooth boundary. Let
(p, q) ∈ Λ. Then

Cp(Ω) ≤ |∂Ω|
|Sn−1|

( 
∂Ω

(
H

n− 1

)(p−1)q

dσ

) 1
q

(2.6)

and

Cp(Ω) ≤ |∂Ω|
|Sn−1|

sup
∂Ω

(
H

n− 1

)p−1

. (2.7)

Moreover, equality is achieved in (2.6) or in (2.7) if and only if Ω is a ball.

Proof. By Hölder inequality with conjugate exponents q and q/(q − 1) we obtain(ˆ
∂Ω
|Du|p−1dσ

) 1
p−1

≤ ‖Du‖L(p−1)q(∂Ω)|∂Ω|
q−1
q(p−1)
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and (2.6) follow by (2.3) and (2.2). Inequality (2.7) can be easily proved observing
that ˆ

∂Ω
|Du|p−1 dσ ≤ sup

∂Ω
|Du|p−1|∂Ω|,

and applying (2.4) and (2.2). The rigidity follows from the rigidity part of Corollary
2.8. �

Remark 2.10. Since for every p ∈ (1, n) the couple (p, (n− 1)/(p− 1)) belongs to
Λ, inequality (2.6) yields the following p-independent estimate for the p-capacity

Cp(Ω)
1
p−1 ≤ |∂Ω|

|Sn−1|

( 
∂Ω

(
H

n− 1

)n−1

dσ

) 1
n−1

.

together with a rigidity statement when equality is attained. The integral appearing
in the right hand side of the above inequality is known in literature as Willmore
functional. We point out that the previous inequality has been proved in [55] under
weaker assumptions on Ω and by different methods.

Remark 2.11 (A classical overdetermined problem). Consider the problem of char-
acterizing bounded domains Ω ⊂ Rn supporting a solution to the classical overdeter-
mined exterior problem for the p-Laplace operator:

∆pu = 0 in Rn \ Ω
u = 1 on ∂Ω
∂u
∂ν = −c on ∂Ω

u(x)→ 0 as |x| → ∞,
where c is a positive constant. Then, in this setting, Theorem 1.3 can be easily
combined with the techniques used in [30] to obtain the rotational symmetry of Ω for
bounded and convex domains. In this regard, observe that the monotonicity of V q

∞
readily implies a maximum principle stating that, for any t ∈ (0, 1]

sup
{u≤t}

|Du|

u
n−1
n−p

= sup
{u=t}

|Du|

u
n−1
n−p

.

This type of estimate was actually the key ingredient in Garofalo-Sartori’s argu-
ments. Let us finally also point out that symmetry for this type of overdetermined
problems has been established in much more generality by Reichel in [47].

2.2.2. Global consequences. We turn our attention to the global features of our
monotonicity theorems. We consider separately V p

q and V p
∞.

Let first q <∞. Since V p
q is non-decreasing we have

lim
t→0+

V p
q (t) ≤ V p

q (1). (2.8)

By Lemma 2.6

lim
t→0+

V p
q (t) = Cp(Ω)q

(
n− p
p− 1

)q(p−1)

|Sn−1|,

Inserting the above expression into (2.8), some elementary algebra and (2.3) give
the following inequalities

|Sn−1|
1

q(p−1)

(
Cp(Ω)

1
p−1

)1− (n−1)(q−1)
q(n−p) ≤

∥∥∥ p− 1

n− p
D(log u)

∥∥∥
Lq(p−1)(∂Ω)

≤
∥∥∥ H

n− 1

∥∥∥
Lq(p−1)(∂Ω)

,
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for every (p, q) ∈ Λ. Equalities in the chain above are achieved if and only if Ω is
a ball and u is rotationally symmetric. Rearranging the terms we are left with the
following estimate for the p-capacity of Ω.

Theorem 2.12. Let Ω ⊂ Rn be a bounded, convex and smooth domain, and let
(p, q) ∈ Λ. Then

|Sn−1|
|∂Ω|

≤ [Cp(Ω)]
q(p−1)−(n−1)

(n−p)

 

∂Ω

(
H

n− 1

)q(p−1)

. (2.9)

Moreover, the equality is achieved if and only if Ω is a ball.

Let us come back to inequality (2.9). We are going to deduce two purely geometric
consequences of this sharp estimates. Choosing parameters such that q(p−1) = n−1,
the term involving the capacity disappears and we are left with the classical Willmore
inequality [54] together with its rigidity statement. Recall that, as observed in
Remark 2.10, such a choice of parameters (p, q) ∈ Λ is possible for any p ∈ (1, n).

Corollary 2.13 (Willmore inequality). Let Ω ⊂ Rn be a bounded, convex domain
with smooth boundary. Then

|Sn−1| ≤
ˆ

∂Ω

(
H

n− 1

)n−1

dσ.

Equality holds if and only if Ω is a ball.

Remark 2.14. As shown in [5], when p = 2 it is not difficult to get rid of the
convexity assumption, and thus, to obtain Willmore inequality on any bounded do-
main with smooth boundary. However, being able to obtain Willmore inequality via
a solution to (1.1) for any p ∈ (1, n) could have some interest when trying to adapt
our techniques to Riemannian manifolds supporting a solution to (1.1), known in lit-
erature as p-nonparabolic, or p-hyperbolic manifolds. This could be object of future
works.

Differently from Willmore inequality, the Alexandrov-Fenchel inequality is a spe-
cific feature of Theorem 1.1 for p 6= 2. In fact, we are going to pass to the limit in
(2.9) simultaneously as p→ 1 and q →∞, as sketched in the Introduction.

Proof of Theorem 1.4. Consider a sequence pm → 1+, and let qm = pm
pm−1 . Obviously

(pm, qm) ∈ Λ for every m ∈ N. Plugging (p, q) = (pm, qm) into (2.9) and letting
m→∞ we get

|Sn−1|
|∂Ω|

≤
[
C1(Ω)

] 1−(n−1)
(n−1)

 
∂Ω

H

n− 1
dσ,

where we used that

lim
p→1+

Cp(Ω) = C1(Ω)

as proved in [44, Theorem 11]. Finally, since by [43, Lemma 2.2.5]

C1(Ω) =
|∂Ω|
|Sn−1|

,

a simple rearrangement of terms ends the proof. �
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In analogy with what had just been done, we are going to exploit the fact that,
due to Theorem 1.3,

lim
τ→0+

sup
{u=τ}

|Du|

u
n−1
n−p
≤ sup
{u=1}

|Du|

u
n−1
n−p

= sup
∂Ω
|Du|. (2.10)

The limit on the left hand side of the above inequality was computed in Lemma 2.6
as

lim
τ→0+

sup
{u=τ}

|Du|

u
n−1
n−p

=

(
n− p
p− 1

)
Cp(Ω)

− 1
n−p .

Thus, inequality (2.10) together with (2.4) immediately yields the following result.

Theorem 2.15. Let Ω ⊂ Rn be a smooth, bounded and convex set, and let u be a
solution to (1.1). Then the following chain of inequalities holds true.(

1

Cp(Ω)

) 1
n−p
≤ sup

∂Ω

p− 1

n− p
|Du| ≤ sup

∂Ω

H

n− 1
. (2.11)

Moreover, equality is achieved in one of the above inequalities if and only if Ω is a
ball and u is rotationally symmetric.

The above theorem has the following consequence in the framework of overdeter-
mined boundary problems.

Corollary 2.16. Let Ω ⊂ Rn be a smooth, bounded and convex set, and let u be a
solution to (1.1). Assume that the (interior) normal derivative of u on ∂Ω satisfies∣∣∣∂u

∂ν

∣∣∣ ≤ n− p
p− 1

(
|Sn−1|
|∂Ω|

) 1
n−1

, (2.12)

then Ω is a ball and u is rotationally symmetric.

Proof. By (2.2), and assuming (2.12), we obtain the inequality

Cp(Ω) =
1(

n−p
p−1

)p−1
|Sn−1|

ˆ
∂Ω
|Du|p−1dσ ≤

(
|Sn−1|
|∂Ω|

)−n−p
n−1

.

The above inequality together with the first inequality in (2.11) implies(
|Sn−1|
|∂Ω|

)n−p
n−1

≤
(

1

Cp(Ω)

)
≤
(

sup
∂Ω

p− 1

n− p
|Du|

)n−p
≤
(
|Sn−1|
|∂Ω|

)n−p
n−1

.

In particular, equality must occur in the above chain of inequalities, and thus the
rigidity part of Theorem 2.15 allows to conclude. �

We conclude rephrasing Theorem 2.15 as a sphere theorem under a pinching
condition on the mean curvature of ∂Ω, see also [9].

Corollary 2.17 (Sphere Theorem). Let Ω ⊂ Rn be a smooth, bounded and convex
set, and let u be a solution to (1.1). If the mean curvature H of ∂Ω satisfies

H

n− 1
≤
(

1

Cp(Ω)

) 1
n−p

,

then Ω is a ball.
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3. Conformal setting

3.1. A conformally equivalent formulation of the problem. We present an
equivalent formulation of problem (1.1) which is based on a conformal change of the
Euclidean metric. We set up the notation that we will use for all the rest of the
paper. We first let

M := Rn \ Ω. (3.1)

We denote by gRn the standard flat Euclidean metric of Rn and we consider, for the
solution u of (1.1), the conformally equivalent metric given by

g := u
2 p−1
n−p gRn . (3.2)

Finally,

ψ := −n− 2

n− p
(p− 1) log u (3.3)

(note that ψ > 0), so that the metric g can be equivalently written as

g = e−
2ψ
n−2 gRn .

Fixing local coordinates {xα}nα=1 in M and using standard formulas [33] (see also
[4]) we get

Γγαβ = Gγαβ −
1

n− 2

(
δγα∂βψ + δγβ∂αψ − g

Rn
αβg

γη
Rn∂ηψ

)
(3.4)

Rgαβ = RRn
αβ +DαDβψ +

∂αψ∂βψ

n− 2
− |Dψ|

2 −∆ψ

n− 2
gR

n

αβ , (3.5)

∇α∇βw = DαDβw +
1

n− 2

(
∂αw∂βψ + ∂αψ∂βw − 〈Dw,Dψ〉 gR

n

αβ

)
∀w ∈ C2(M),

(3.6)

∆gw = e
2ψ
n−2 (∆w − 〈Dw,Dψ〉) ∀w ∈ C2(M). (3.7)

where Γγαβ and Gγαβ are the Christoffel symbols associated to the metric g and gRn

respectively, Rgαβ and RRn
αβ are the components of the Ricci tensor with respect to

the metric g and gRn respectively and ∇α and Dα are the covariant derivatives of
the metric g and gRn respectively. Notice that throughout this paper the Einstein
summation convention for the sum over repeated indices is adopted. Let X a vector
field. Therefore,

divg(X) = gik
(∂Xk

∂xi
− ΓlikXl

)
= u

−2 p−1
n−p gikRn

(∂Xk

∂xi
− ΓlikXl

)
.

Using (3.4), we get

Γlik = Glik +
p− 1

n− p

(
δli
∂ku

u
+ δlk

∂iu

u
− gRnik

Dlu

u

)
and

divg(X)

= u
−2 p−1

n−p gikRn

(
∂Xk

∂xi
−GlikXl −

p− 1

n− p
Xi
∂ku

u
− p− 1

n− p
Xk

∂iu

u
+ gR

n

ik

p− 1

n− p

〈
Du

u
,X

〉
Rn

)
= u

−2 p−1
n−pdivgRnX +

(n− 2)(p− 1)

(n− p)

〈
Du

u
,X

〉
g

.
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where 〈·, ·〉Rn and 〈·, ·〉g are the scalar products associated to gRn and g respectively.

Setting X = |Du|p−2Du and recalling that ∆pu = 0 we obtain

divg(|Du|p−2Du) =
(n− 2)(p− 1)

n− p

〈
Du

u
, |Du|p−2Du

〉
g

(3.8)

=
(n− 2)(p− 1)

n− p
|Du|p−2

u
〈Du,Du〉g .

By standard computations it is easy to see that

|Du|p−2 = u
(p−1)(p−2)

n−p |Du|p−2
g . (3.9)

Using (3.9) in (3.8) we get

divg(u
(p−1)(p−2)

n−p |Du|p−2
g Du) =

(n− 2)(p− 1)

n− p
u

(p−1)(p−2)
n−p −1|Du|pg

we conclude that

∆p;gu = divg(|Du|p−2
g Du) = (p− 1)

|Du|pg
u

. (3.10)

Lemma 3.1. Let u ∈ C∞(Rn \Ω) be a positive solution to ∆pu = 0 in Rn \Ω. Then

∆p;g(log u) = 0 in Rn \ Ω.

Proof. Let f := log u. Clearly, ∇f = ∇u
u and |∇f |p−2

g =
|∇u|p−2

g

up−2 . Thus,

∆p;gf = divg(|∇f |p−2
g ∇f) = divg

(
|∇u|p−2

g

up−2

∇u
u

)
.

Therefore,

∆p;gf = u1−p∆p;gu+
〈
∇u1−p, |∇u|p−2

g ∇u
〉
g

= u1−p∆p;gu+ (1− p)u−p|∇u|pg

and recalling (3.10) and using |Du|g = |∇u|g we get the thesis. �

Keeping in mind formulas (3.5) and (3.6), recalling that ψ = − (n−2)(p−1)
n−p log u =

− (n−2)(p−1)
n−p f and RRn

αβ = 0 we obtain

Rgαβ =− (n− 2)(p− 1)

n− p
DαDβf +

(n− 2)(p− 1)2

(n− p)2
∂αf∂βf (3.11)

− p− 1

n− p

(
∆f +

(n− 2)(p− 1)

n− p
|Df |2

)
e
− 2(p−1)f

n−p gαβ

and

DαDβf = ∇α∇βf +
p− 1

n− p

(
2∂αf∂βf − |∇f |2ggαβ

)
. (3.12)
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Using (3.12) in (3.11) we get

Rgαβ =− (n− 2)(p− 1)

n− p
∇α∇βf −

(n− 2)(p− 1)2

(n− p)2
∂αf∂βf+ (3.13)

+
(n− 2)(p− 1)2

(n− p)2
|∇f |2ggαβ

− p− 1

n− p
∆fe

− 2(p−1)f
n−p gαβ −

(n− 2)(p− 1)2

(n− p)2
|Df |2e−

2(p−1)f
n−p gαβ

= ∇α∇βψ −
∂αψ∂βψ

n− 2
+
|∇ψ|2g
n− 2

gαβ +
1

n− 2
e
− 2(p−1)f

n−p
(
∆ψ − |Dψ|2

)
gαβ

= ∇α∇βψ −
∂αψ∂βψ

n− 2
+
|∇ψ|2g
n− 2

gαβ +
1

n− 2
∆gψgαβ

where in the last equality we used (3.7). Since

0 = ∆g;pψ = |∇ψ|p−2
g ∆gψ +

〈
∇|∇ψ|p−2

g ,∇ψ
〉
g

we obtain

∆gψ = −(p− 2)
∇2ψ(∇ψ,∇ψ)

|∇ψ|2g
(3.14)

= −p− 2

2

〈
∇|∇ψ|2g,∇ψ

〉
g

|∇ψ|2g
.

Using (3.14) in (3.13) we can write

Rgαβ = ∇α∇βψ −
∂αψ∂βψ

n− 2
+

(
|∇ψ|2g
n− 2

− p− 2

n− 2

∇2ψ(∇ψ,∇ψ)

|∇ψ|2g

)
gαβ

and in particular

Ricg −∇2ψ +
dψ ⊗ dψ
n− 2

=

(
|∇ψ|2g
n− 2

− p− 2

n− 2

∇2ψ(∇ψ,∇ψ)

|∇ψ|2g

)
g.

We are now in position to reformulate problem (1.1) as
∆p;gψ = 0 in M

Ricg −∇2ψ + dψ⊗dψ
n−2 =

(
|∇ψ|2g
n−2 −

p−2
n−2

∇2ψ(∇ψ,∇ψ)
|∇ψ|2g

)
g in M

ψ = 0 on ∂M
ψ(x)→ +∞ as |x| → ∞.

(3.15)

We explicitly observe that if p = 2 then (3.15) coincides with the problem studied
in [4].

We conclude this part recalling the useful relation between |∇ψ|g and |Du|:

|∇ψ|g =
(n− 2)(p− 1)

n− p
|Du|

u
n−1
n−p

(3.16)
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3.2. The geometry of the level sets of u and ψ. Let us consider the gR
n−unit

vector field

ν := −Du/|Du| = Dψ/|Dψ|
and the g−unit vector field

νg := −∇u/|∇u|g = ∇ψ/|∇ψ|g.

Accordingly, we consider the second fundamental forms h and hg of the level sets
of u and ψ with respect to the Euclidean metric gR

n
and the conformally-related

ambient metric g are respectively given by

hij = −
D2
iju

|Du|
=
D2
ijψ

|Dψ|
, hgij = −

∇2
iju

|∇u|g
=
∇2
ijψ

|∇ψ|g
for i, j = 1, . . . , n− 1.

Taking the trace of the above expressions with respect to the induced metric we
obtain the following expressions for the mean curvatures in the two ambients

H = − ∆u

|Du|
+
D2u(Du,Du)

|Du|3
, Hg =

∆gψ

|∇ψ|g
− ∇

2ψ(∇ψ,∇ψ)

|∇ψ|3g
.

Recalling that ∆pu = 0 and ∆g;pψ = 0 we have

H =
p− 1

p

〈D|Du|p, Du〉
|Du|p+1

= (p− 1)
D2u(Du,Du)

|Du|3
,

and

Hg = −p− 1

p

〈∇|∇ψ|pg,∇ψ〉p
|∇ψ|p+1

g

= −(p− 1)
∇2ψ(∇ψ,∇ψ)

|∇ψ|3g
. (3.17)

The second fundamental forms h and hg are related by the following formula:

hg(X,Y ) = u
p−1
n−p
(
h(X,Y )− p− 1

n− p
|Du|
u
〈X,Y 〉

)
,

for any X,Y tangent vectors to the level sets of u. Tracing the above identity with
respect to g we obtain the useful relation between the mean curvatures H and Hg

Hg = u
− p−1
n−p

(
H − (n− 1)(p− 1)

(n− p)
|Du|
u

)
. (3.18)

Finally, we recall the relation between the Lebesgue measure dµ and the volume
measure dµg induced by g on M

dµg = u
(p−1) n

n−pdµ (3.19)

and the relation between (n− 1)−dimensional Hausdorff measure H n−1 = dσ and
the surface element dσg induced by g

dσg = u
(p−1)n−1

n−pdσ. (3.20)

3.3. The conformal version of the main Theorems. We start introducing the
conformal version of the functions V p

q introduced in (1.2). Fix p ∈ (1, n), q ∈ [0,∞)
and let ψ be as in (3.3). We define Ψp

q(t) : [0,+∞)→ [0,∞) by

Ψp
q(s) =

ˆ
{ψ=s}

|∇ψ|q(p−1)
g dσg. (3.21)



16 MATTIA FOGAGNOLO, LORENZO MAZZIERI, AND ANDREA PINAMONTI

Remark 3.2. Clearly,

Ψp
0(s) = |{ψ = s}|g = σg({ψ = s})

Moreover, for q = 1 it follows from ∆p,gψ = 0 and the Divergence Theorem that the
function

Ψp
1(s) =

ˆ
{ψ=s}

|∇ψ|p−1
g dσg

is constant in [0,∞).

Remark 3.2 together with Proposition 2.4 readily implies that Ψp
q is bounded.

Lemma 3.3. Let p ∈ (1, n) and q ∈ [1,∞). Then there exists C = C(Ω, n, p) > 0
independent of s such that

Ψp
q(s) ≤ C

for any s ∈ [0,∞).

Proof. By Theorem 2.1, Proposition 2.4 and formula 3.16, there exists a constant
C = C(Ω, n, p) > 0 such that

0 < |∇ψ|g ≤ C
in M = Rn \ Ω. Then, we can write

Ψp
q(s) =

ˆ
{ψ=s}

|∇ψ|(p−1)(q−1)
g |∇ψ|p−1

g dσg ≤ C(p−1)(q−1)

ˆ
{ψ=s}

|∇ψ|p−1
g dσg.

Since, as noticed in Remark 3.2, the integral on the right hand side of the above
inequality is constant, the claim is proved. �

We are now going to state the conformal version of Theorem 1.1. Here, as well as
in the rest of the paper, we are following Notation 1.2, with g in place of gR

n
and ψ

in place of u.

Theorem 3.4. Let M , g, and ψ be defined as in (3.1), (3.2) and (3.3), and let
0 ≤ q < ∞. Let Ψp

q : [0,∞) → R be the function defined in (3.21). Then, for every
(p, q) ∈ Λ, the function Ψq

p is differentiable and the following assertions hold true.

(i) For any s ≥ 0 the derivative of Ψp
q satisfies the following relation.(

Ψp
q

)′
(s) = −(q − 1)

ˆ

{ψ=s}

|∇ψ|q(p−1)−1
g Hgdσg

= −
(
q − 1

)
e

n−p
(n−2)(p−1)

s

ˆ
{ψ≥s}

|∇ψ|q(p−1)−3
g

[ ∣∣∣∣∇2
Tψ −

∆g
Tψ

n− 1
gT

∣∣∣∣2
gT

+
(
q(p− 1)− 1

)∣∣∣∇T |∇ψ|g∣∣∣2
gT

+
(
p− 1

)2 [
q − 1− (n− p)

(p− 1)(n− 1)

]〈
∇|∇ψ|g,

∇ψ
|∇ψ|g

〉2

g

]
e
− n−p

(n−2)(p−1)
ψ
dµg.

(3.22)

In particular, (Ψp
q)
′
(s) ≤ 0 for any s ∈ [0,∞).
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(ii) If
(
Ψq
p

)′
(s0) = 0 for some (p, q) ∈ Λ and s0 ≥ 0, the manifold ({ψ ≥

s0}, g) is isometric to
(
[s0,+∞) × {ψ = s0}, dρ ⊗ dρ + g|{ψ=s0}

)
, where ρ

is the g-distance to {ψ = s0} and ψ is an affine function of ρ. Moreover(
{ψ = s0}, g|{ψ=s0}

)
is a constant curvature sphere.

It is easy to check that the above result implies our Theorem 1.1:

Proof of Theorem 1.1 after Theorem 3.4. Let u be a solution to problem (1.1). Let
us consider the metric g defined in (3.2) and the function ψ defined in (3.3), so that
the system (3.15) is satisfied in M = Rn\Ω. Straightforward computations involving
(3.16) and (3.20) show the following relation between the functions V p

q and Ψp
q

V p
q (t) =

(
(n− p)

(n− 2)(p− 1)

)q(p−1)

Cp(Ω)
(n−1)(q−1)

(n−p) Ψp
q

(
− (n− 2)(p− 1)

(n− p)
log t

)
−tdV

p
q

dt
(t) =

(
(n− p)

(n− 2)(p− 1)

)q(p−1)−1

Cp(Ω)
(n−1)(q−1)

(n−p)
dΨp

q

dt

(
− (n− 2)(p− 1)

(n− p)
log t

)
,

(3.23)

that, combined with the first identity in (3.22) and (3.18), implies the first expres-
sion for the derivative of V p

q in (1.4). Getting the non-negative expression for the
derivative of V p

q from (3.22) is just a matter of lengthy computations carried out by
means of the various identities shown in Subsections 3.1 and 3.2. More precisely, one
has to check that the quadratic quantities appearing in (3.22) are related to those
of (1.4) as follows.∣∣∣∣∇2

Tψ −
∆g
Tψ

n− 1
gT

∣∣∣∣2
gT

= e
4ψ
n−2

∣∣∣∣D2
Tψ −

∆Tψ

n− 1
gR

n

T

∣∣∣∣2
gR
n
T

=

[
(p− 1)(n− 2)

(n− p)

]2

u
−2n+p−2

n−p

∣∣∣∣D2
Tu−

∆Tu

n− 1
gR

n

T

∣∣∣∣2
gR
n
T

,

|∇T |∇ψ|g|2gT = e
4ψ
n−2

∣∣DT |Dψ|gRn
∣∣2
gR
n
T

=

[
(p− 1)(n− 2)

(n− p)

]2

u
−2n+p−2

n−p
∣∣DT |Du|gRn

∣∣2
gR
n
T

,

and〈
∇|∇ψ|g,

∇ψ
|∇ψ|g

〉2

g

=

[
Hg|∇ψ|g
p− 1

]2

=

[
n− 2

n− p

]2

u
−2n+p−2

n−p |Du|2
[
H − (n− 1)(p− 1)

(n− p)
|Du|
u

]2

.

We now turn to prove the rigidity statement of Theorem 1.1. Assume that
(V p
q )′(t0) = 0 for some t0 ∈ (0, 1] then (3.23) implies that (Ψp

q)′(s0) = 0 for the
corresponding s0 ∈ [0,+∞) and then the rigidity part of Theorem 3.4 implies that
{ψ ≥ s0} is isometric to one half round cylinder with totally geodesic boundary.
In particular,

(
{u = t0}, g|{u=t0}

)
is a constant curvature sphere. Since the con-

formal factor relating g and gRn is a function of u, these two metrics coincide up
to a multiplicative constant on the level sets of u, and thus, up to a translation
{u = t0} = ∂B(0, R0) for some R0 > 0. Let now v : Rn \ B(0, R0) 7→ R be defined
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by

v(x) = t0

(
R0

|x|

)n−p
p−1

.

Then it is easy to see that v solves ∆pv = 0 in Rn \BR0

v = t0 on ∂BR0

v(x)→ 0 as |x| → ∞.

Since u solves the same problem then by the uniqueness of solutions given in Theorem
2.1 we get u = v in Rn \BR0 , and in turn u is rotationally symmetric in this region.
Finally, since v can be extended to Rn \ {0}, we have that u and v are both analytic
function (recall Remark 2.3) coinciding on an open subset of M , and thus they must
coincide on the whole Rn \ Ω. �

Define now the function Ψp
∞ : [0,+∞)→ R as

Ψp
∞(s) = sup

{ψ=s}
|∇ψ|g.

The conformal version of 1.3 reads as follows.
Again by (3.16) and (3.18), and arguing as above for what it concerns the rigidity

part, the conformal version of Theorem 1.3 is easily seen to be the following.

Theorem 3.5. Let (M, g, ψ) be a solution to (3.15). Then, the following assertions
hold true.

i) The function Ψp
∞ is monotone non-increasing. Moreover, Ψp

∞(s) = Ψp
∞(s1)

for some s1 > s if and only if {ψ ≥ s} is isometric to one half round cylinder
with totally geodesic boundary.

ii) Let xs ∈ {ψ = s} be a maximum point of |∇ψ|g on {ψ = s}. Then

Hg(xs) ≥ 0, (3.24)

with equality occurring if and only if {ψ ≥ s} is isometric to one half round
cylinder with totally geodesic boundary.

Indeed, the equivalence between Ψp
∞ and V p

∞ is clear from (3.16), while the in-
equality (3.24) is equivalent to (1.6) by (3.18). Moreover,the rigidity statements in
the above theorem imply those of Theorem 1.3 as already proved above.

In light of the above discussion, we devote the rest of the paper to prove Theorem
3.4 and Theorem 3.5.

4. Proof of Theorem 3.4

We start by explicitly computing the derivative of Ψp
q . Since we are always going

to deal only with the conformal setting introduced in the previous section, we omit
the subscript g in all the subsequent results.
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Proposition 4.1. Let Ψp
q : [0,∞) → R be defined as in (3.21). Then Ψp

q is a
differentiable function and its derivative satisfies, for all s ≥ 0,(

Ψp
q

)′
(s) =

ˆ
{ψ=s}

〈
∇|∇ψ|(p−1)(q−1)|∇ψ|p−2,

∇ψ
|∇ψ|

〉
dσ

= −(q − 1)

ˆ
{ψ=s}

|∇ψ|q(p−1)−1Hdσ.

(4.1)

Proof. Fix s0 ∈ [0,∞) and let s0 < s. We write

Ψp
q(s)−Ψp

q(s0) =

ˆ
{ψ=s}

〈
∇ψ|∇ψ|q(p−1)−1,

∇ψ
|∇ψ|

〉
dσ

−
ˆ
{ψ=s0}

〈
∇ψ|∇ψ|q(p−1)−1,

∇ψ
|∇ψ|

〉
dσ.

Using the Divergence Theorem, we can write the above quantity as

Ψp
q(s)−Ψp

q(s0) =

ˆ
{s0≤ψ≤s}

div
(
∇ψ|∇ψ|p−2|∇ψ|(p−1)(q−1)

)
dµ.

Since ∆pψ = 0, we get

div(∇ψ|∇ψ|p−2|∇ψ|(p−1)(q−1)) = 〈∇|∇ψ|(p−1)(q−1),∇ψ〉|∇ψ|p−2,

by the coarea formula we obtain

Ψp
q(s)−Ψp

q(s0) =

ˆ s

s0

ˆ
{ψ=τ}

〈(
∇|∇ψ|(p−1)(q−1)

)
|∇ψ|p−2,

∇ψ
|∇ψ|

〉
dσdτ.

The first equality in (4.1) then follows by the Fundamental Theorem of Calculus
provided that the function I mapping

τ 7→
ˆ
{ψ=τ}

〈(
∇|∇ψ|(p−1)(q−1)

)
|∇ψ|p−2,

∇ψ
|∇ψ|

〉
dσ (4.2)

is continuous. In fact, fixed τ0 ≥ 0 we have for any τ > τ0∣∣∣I(τ)− I(τ0)
∣∣∣ ≤ ˆ

{τ0≤ψ≤τ}

∣∣∣div
(

(∇|∇ψ|(p−1)(q−1)
)
|∇ψ|p−2

)∣∣∣ dµ
≤ Cµ({τ0 ≤ ψ ≤ τ})

,

with C = sup{τ0≤ψ≤τ}∇|∇ψ|
(p−1)(q−1)|∇ψ|p−2. The continuity of the function de-

fined in (4.2) then follows from the continuity of ψ and the fact that, thanks to
(3.19), µ is absolutely continuous with respect to the Lebesgue measure.

The second equality in (4.1) follows by (3.17). �

Applying the generalized Bochner formula provided in [53, Proposition 3.3] to a
solution of (3.15) leaves with the following identity.

Lemma 4.2. Let ψ be a solution to (3.15). Then,

∆|∇ψ|p + (p− 2)
∇2|∇ψ|p(∇ψ,∇ψ)

|∇ψ|2
− n− p
n− 2

〈∇|∇ψ|p,∇ψ〉 = (4.3)

= p|∇ψ|p−2

(
|∇2ψ|2 + p(p− 2)

〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2
)
.
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We now use (4.3) to relate the divergence of the vector field

X := ∇|∇ψ|(p−1)(q−1)|∇ψ|p−2

to the derivative of Ψp
q .

Proposition 4.3. Let ψ be a solution to (3.15). The following identity holds:

div
(
X
)
− n− p
n− 2

〈X,∇ψ〉 =
(

(p− 1)(q − 1)
)
|∇ψ|(p−1)q−3

×

[
|∇2ψ|2 +

(
q(p− 1)− p− 1

)∣∣∣∇|∇ψ|∣∣∣2
+
(
p− 2

)((〈∇|∇ψ|,∇ψ〉
|∇ψ|

)2
− ∇

2|∇ψ|(∇ψ,∇ψ)

|∇ψ|

)]
.

(4.4)

Proof. Simple computations give:

∇|∇ψ|p = p|∇ψ|p−1∇|∇ψ|, (4.5)

∇2|∇ψ|p(∇ψ,∇ψ) = p(p− 1)|∇ψ|p−2〈∇|∇ψ|,∇ψ〉2 + p|∇ψ|p−1∇2|∇ψ|(∇ψ,∇ψ).
(4.6)

and

X =
(p− 1)(q − 1)

p
|∇ψ|q(p−1)−p−1∇|∇ψ|p. (4.7)

Using (4.5) and (4.7) we have

div(X) =
(p− 1)(q − 1)

p
|∇ψ|q(p−1)−p−1∆|∇ψ|p

+
(
(p− 1)(q − 1)

)(
q(p− 1)− p− 1

)
|∇ψ|q(p−1)−3

∣∣∣∇|∇ψ|∣∣∣2.
Plugging (4.3) into the above relation, and using identity (4.7), we obtain

div(X)− n− p
n− 2

〈X,∇ψ〉 =
(

(p− 1)(q − 1)
)
|∇ψ|q(p−1)−3

×
[
|∇2ψ|2 +

(
q(p− 1)− p− 1

)∣∣∣∇|∇ψ|∣∣∣2
− (p− 2)

p

∇2|∇ψ|p(∇ψ,∇ψ)

|∇ψ|p

+ p(p− 2)

〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2]
.

The conclusion follows using (4.6). �

We are now going to prove a refinement for p-harmonic functions of a relation
appeared for the first time in [49] and proved in a Riemannian setting e.g. in [24,
Proposition 18]. It will play a key role in proving that (Ψp

q)′ has a sign and in
characterizing the associated rigidity. The tangential elements appearing below are
to be understood as in Notation 1.2, with obvious changes.

Proposition 4.4. Let (M, g) be a complete non-compact Riemannian manifold, and
let f ∈ C2(M) be p-harmonic, for p > 1.
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(i) At any point x ∈M such that |∇f |(x) > 0 there holds

|∇2f |2 −
(

1 +
(p− 1)2

n− 1

)∣∣∣∇|∇f |∣∣∣2 =
∣∣∣∇2

T f −
∆T f

n− 1
gT

∣∣∣2
+

(
1− (p− 1)2

n− 1

)∣∣∣∇T |∇f |∣∣∣2, (4.8)

(ii) If for some ρ0 ∈ R there hold |∇f |(x) > 0 and∣∣∣∇2
T f −

∆T f

n− 1
gT

∣∣∣2(x) = 0 (4.9)∣∣∣∇T |∇f |∣∣∣2(x) = 0 (4.10)

for any x in {f ≥ ρ0}, then the Riemannian manifold ({f ≥ ρ0}, g) is
isometric to the warped product ([ρ0,+∞)×{f = ρ0}, dρ⊗dρ+η2(ρ) g|{f=ρ0}),
where η and f are related as

f(x) = ρ0 + c

ˆ ρ(x)

ρ0

dτ

η
n−1
p−1

, (4.11)

for some constant c > 0.

Proof. We consider on x an orthonormal frame {e1, . . . , en−1, en = ∇f/|∇f |}. We
can write the norm of ∇2f as follows

|∇2f |2 = |∇2
T f |2 + 2

n−1∑
j

|∇2f(en, ej)|2 + |∇2f(en, en)|2. (4.12)

Since, for a generic 2-tensor A on an m-dimensional manifold with a Riemannian
metric h, the following identity relating norm and trace holds pointwise

|A|2 =
(TrA)2

m
+
∣∣∣A− TrA

m
h
∣∣∣2,

we can write the first term in the right hand side of (4.12) as follows

|∇2
T f |2 =

(∆T f)2

n− 1
+

∣∣∣∣∇2
T f −

∆T f

n− 1
g

∣∣∣∣2 , (4.13)

We now exploit the p-harmonicity of f . Indeed, by

∆pf = |∇f |p−2

(
∆f + (p− 2)∇2f

(
∇f
|∇f |

,
∇f
|∇f |

))
= 0

and ∇f(x) 6= 0, we have

∆f = −(p− 2)∇2f

(
∇f
|∇f |

,
∇f
|∇f |

)
.

The above identity implies

∆T f = ∆f −∇2f(en, en) = −(p− 1)∇2f

(
∇f
|∇f |

,
∇f
|∇f |

)
, (4.14)

that, plugged into (4.13), gives

|∇2
T f |2 =

(p− 1)2

n− 1

∣∣∣∣∇2f

(
∇f
|∇f |

,
∇f
|∇f |

)∣∣∣∣2 +

∣∣∣∣∇2
T f −

∆T f

n− 1
g

∣∣∣∣2 . (4.15)
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We now turn our attention to the second and the third term in (4.12). An easy
computation shows

∇2f(en, ej) = 〈∇|∇f |, ej〉

for any j = 1, . . . , n− 1, and thus we have

n−1∑
j

|∇2f(en, ej)|2 =
∣∣∣∇T |∇f |∣∣∣2 (4.16)

and ∣∣∣∇2f(en, en)
∣∣∣2 =

〈
∇|∇f |, ∇f

|∇f |

〉2

. (4.17)

Finally, plugging (4.15), (4.16) and (4.17) into (4.12) we obtain (4.8).

Let us now assume |∇f | > 0 on {f ≥ ρ0} and conditions (4.9)-(4.10) hold on
this set. Then, by the first assumption, we deduce by standard results in differential
geometry (see e.g. [22, Theorem 2.2]) that {f ≥ ρ0} is diffeomorphic to [ρ0,+∞)×
{f = ρ0}, and in particular there exist new coordinates {f, x1, . . . , xn−1} on {f ≥ ρ0}
such that

g =
df ⊗ df
|∇f |2

+ gij(f, x)dxi ⊗ dxj ,

where, i, j range in 1, . . . , n− 1 and {xi} are coordinates on {f = ρ0}. Observe now
that by (4.9), the function |∇f | is constant on each level set of f . In other words, it
is a function of f alone. We can then define a new coordinate ρ = df/|∇f | so that
the metric becomes

g = dρ⊗ dρ+ gij(ρ, x)dxi ⊗ dxj ,
with some abuse of notation. In this coordinates, standard computations show that
the Hessian is computed as

∇2f = f ′′dρ⊗ dρ+ f ′∇2ρ = f ′′dρ⊗ dρ+
1

2
f ′∂ρgijdx

i ⊗ dxj , (4.18)

where by f ′ and f ′′ we denote the derivatives of f with respect to ρ.
Let us now consider, for any fixed point x ∈ {ρ ≥ ρ0} the orthonormal frame

{e1, . . . , en−1, en = ∇f/|∇f | = ∇ρ}, already used in the first part of this proof.
Then we have

∇2f(en, ej) = 〈∇|∇f |, ej〉 = 0

by (4.9), and

∇2
T f = − p− 1

n− 1
∇2f

(
∇f
|∇f |

,
∇f
|∇f |

)
by (4.10) combined with (4.14). In particular, the Hessian of f can also be computed
as

∇2f = ∇2f

(
∇f
|∇f |

,
∇f
|∇f |

)
dρ⊗ dρ− p− 1

n− 1
∇2f

(
∇f
|∇f |

,
∇f
|∇f |

)
gijdx

i ⊗ dxj .

A comparison with (4.18) then gives the system of ordinary differential equations

∂ρ log gij(ρ, x) = −2
p− 1

n− 1
∂ρ log f ′(ρ),
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that, integrated, yields

gij(ρ, x) = gij(ρ0, x)

(
f ′(ρ0)

f ′(ρ)

)2 p−1
n−1

,

that is, g has the warped product structure claimed, with

η(ρ) =

(
f ′(ρ0)

f ′(ρ)

) p−1
n−1

.

Expression (4.11) is clearly equivalent to the above one. �

Remark 4.5. We point out that similar identities have been used to get numerous
rigidity results for the equation ∆pu = f(u), f ∈ C1(R) in Rn. See [25, 26, 19].

As a corollary of the above Proposition, we record the following refined Kato’s
inequalities for p-harmonic functions, together with a characterization of the equal-
ity case. We will not need this corollary in the sequel, but it actually is of some
independent interest.

Corollary 4.6 (Refined Kato’s inequalities for p-harmonic functions). Let (M, g) be
a complete non-compact Riemannian manifold, and let f be a p-harmonic function,
with p ∈ (1, n).

(i) If (p− 1)2 ≤ n− 1, then , on any x ∈M such that |∇f |(x) > 0,

|∇2f |2 ≥
(

1 +
(p− 1)2

n− 1

) ∣∣∣∇|∇f |∣∣∣2.
Moreover, if equality is achieved on {f ≥ f0} for some f0 ∈ R, and |∇f | > 0
in this region, then the same conclusion of (ii) in Proposition 4.4 holds.

(ii) If (p− 1)2 > n− 1, then, on any x ∈M such that |∇f |(x) > 0,

|∇2f |2 ≥ 2
∣∣∣∇|∇f |∣∣∣2. (4.19)

Moreover, if equality is achieved on {f ≥ ρ0} for some f0 ∈ R, and |∇f | > 0
in this region, then ({f ≥ ρ0}, g) splits as a Riemannian product
([ρ0,+∞)× g|{f=ρ0}, dρ⊗ dρ+ g|{f=ρ0}) and f is an affine function of ρ.

Proof. The assertions in (i) follow straightforwardly from Proposition 4.4.
Let now (p− 1)2 > n− 1. Plugging∣∣∣∇T |∇f |∣∣∣2 =

∣∣∣∇|∇f |∣∣∣2 −〈∇|∇f |, ∇f|∇f |
〉2

,

into (4.8) we obtain (4.19). Assume now equality holds in (4.19). Then, by (4.8)
and the above identity we obtain∣∣∣∇2

T f −
∆T f

n− 1
gT

∣∣∣2 +

(
(p− 1)2

n− 1
− 1

)〈
∇|∇f |, ∇f

|∇f |

〉2

= 0,

that in turn imply ∣∣∣∇2
T f −

∆T f

n− 1
gT

∣∣∣2 = 0〈
∇|∇f |, ∇f

|∇f |

〉2

= 0.
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In particular, by (4.14) and (4.17), we deduce that |∇2f | = 0. The isometry claimed
follows by [4, Theorem 4.1 (i)]. An easy consequence is that f is an affine function of
ρ, as it can also be deduced by following the proof of the aforementioned result. �

Remark 4.7. Setting p = 2 in identity (4.8) gives the well-known refined Kato’s
inequality for harmonic functions (see e.g. [48])

|∇2f |2 ≥ n

n− 1

∣∣∣∇|∇f |∣∣∣2.
A proof of the rigidity associated to the equality case can be found in [10, Proposition
5.1]. For the case p 6= 2 our characterization of the equality cases seems to be new.
However, refined Kato’s inequalities for p-harmonic functions are provided also in
[11].

We are ready to prove the following identity involving the derivative of Ψp
q , in fact

the key step to obtain Theorem 3.4.

Theorem 4.8. Let 1 < p < n, and q ≥ 1. Let Ψp
q be defined as in (3.21). Then, for

0 < s < S, we have(
e
− n−p

(n−2)(p−1)
S(

Ψp
q

)′
(S)− e−

n−p
(n−2)(p−1)

s(
Ψp
q

)′
(s)
)

=

(
q − 1

) ˆ
{s≤ψ≤S}

|∇ψ|(p−1)q−3

[ ∣∣∣∣∇2
Tψ −

∆Tψ

n− 1
gT

∣∣∣∣2 +
(
q(p− 1)− 1

)∣∣∣∇T |∇ψ|∣∣∣2

+
(
p− 1

)2 [
q − 1− (n− p)

(p− 1)(n− 1)

]〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2
]
e
− n−p

(n−2)(p−1)
ψ
dµ.

(4.20)

In particular, if (p, q) ∈ Λ, we have

e
− n−p

(n−2)(p−1)
S(

Ψp
q

)′
(S)− e−

n−p
(n−2)(p−1)

s(
Ψp
q

)′
(s) ≥ 0. (4.21)

Proof. We integrate both sides of (4.4) on U = {s ≤ ψ ≤ S} with respect to the

measure e
− n−p

(n−2)(p−1)
ψ
dµ. The reason behind the choice the weight will be clear in a

moment. Integration by parts of the last term of (4.4) combined with p-harmonicity
of ψ and the identity ∇2ψ(∇ψ) = |∇ψ|∇|∇ψ| yieldsˆ

U
∇2|∇ψ|(∇ψ,∇ψ)|∇ψ|p−2|∇ψ|2−p|∇ψ|q(p−1)−4e

− n−p
(n−2)(p−1)

ψ
dµ =

−
ˆ
U

∣∣∣∇|∇ψ|∣∣∣2|∇ψ|q(p−1)−3e
− n−p

(n−2)(p−1)
ψ
dµ

−
(
q(p− 1)− p− 2

) ˆ
U
〈∇|∇ψ|,∇ψ〉2|∇ψ|q(p−1)−5e

− n−p
(n−2)(p−1)

ψ
dµ

+
n− p

(n− 2)(p− 1)

ˆ
U
|∇ψ|q(p−1)−2〈∇|∇ψ|,∇ψ〉e−

n−p
(n−2)(p−1)

ψ
dµ

+

ˆ
∂U
〈∇|∇ψ|, ν〉|∇ψ|q(p−1)−2e

− n−p
(n−2)(p−1)

ψ
dσ,

where ν is the exterior unit normal to U . Noticing that

X =
(
(p− 1)(q − 1)

)
|∇ψ|q(p−1)−2∇|∇ψ|,
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by a straightforward rearrangement of terms we obtainˆ
U

(
div(X)− n− p

(n− 2)(p− 1)
〈X,∇ψ〉

)
e
− n−p

(n−2)(p−1)
ψ
dµ =ˆ

U

(
(p− 1)(q − 1)

)
|∇ψ|q(p−1)−3

(
|∇2ψ|2 +

(
q(p− 1)− 3

)∣∣∣∇|∇ψ|2∣∣∣
+ (p− 2)

(
q(p− 1)− p− 1

)(〈∇|∇ψ|,∇ψ〉
|∇ψ|

)2
)
e
− n−p

(n−2)(p−1)
ψ
dµ

− (p− 2)

ˆ
∂U
〈X, ν〉e−

n−p
(n−2)(p−1)

ψ
dσ.

Finally, consider the vector field

Y = Xe
− n−p

(n−2)(p−1)
ψ
.

Since

divY =
(

divX − (n− p)
(n− 2)(p− 1)

〈X,∇ψ〉
)
e
− n−p

(n−2)(p−1)
ψ
,

Divergence Theorem givesˆ
U

(
div(X)− n− p

(n− 2)(p− 1)
〈X,∇ψ〉

)
e
− n−p

(n−2)(p−1)
ψ
dµ=

ˆ
∂U
〈Y, ν〉dσ

=

ˆ
∂U
〈X, ν〉e−

n−p
(n−2)(p−1)

ψ
dσ.

By Proposition 4.1 we haveˆ
∂U
〈X, ν〉e−

n−p
(n−2)(p−1)

ψ
dσ =

(
e
− n−p

(n−2)(p−1)
S(

Ψp
q

)′
(S)− e−

n−p
(n−2)(p−1)

s(
Ψp
q

)′
(s)
)
,

and thus, by rearranging terms and dividing for (p− 1), we obtain(
e
− n−p

(n−2)(p−1)
S(

Ψp
q

)′
(S)− e−

n−p
(n−2)(p−1)

s(
Ψp
q

)′
(s)
)

=

(
q − 1

)ˆ
{s≤ψ≤S}

|∇ψ|q(p−1)−3

[
|∇2ψ|2 +

(
q(p− 1)− 3

)∣∣∣∇|∇ψ|∣∣∣2
+ (p− 2)

(
q(p− 1)− p− 1

)〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2
]
e
− n−p

(n−2)(p−1)
ψ
dµ.

Applying (4.8) to the integrand on the right hand side of the above identity, with
ψ = f and x ∈ U , we obtain, after some elementary algebra, that

|∇2ψ|2 +
(

(p− 1)q − 3
)∣∣∣∇|∇ψ|∣∣∣2 + (p− 2)

(
q(p− 1)− p− 1

)〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2

=

=
∣∣∣∇2

T f −
∆T f

n− 1
gT

∣∣∣2 +
(
q(p− 1)− 1

)∣∣∣∇T |∇ψ|∣∣∣2
+
(
p− 1

)2 [
q − 1− (n− p)

(p− 1)(n− 1)

]〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2

,

where the tangential elements are referred to the level set {ψ = ψ(x)}. The proof is
thus completed.

�
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We have now all the ingredients to conclude the proof of Theorem 3.4 .

Conclusion of the proof of Theorem 3.4. We first prove that
(
Ψp
q

)′
(s) ≤ 0 for any

s ≥ 0, adapting an argument used in the proof of [15, Theorem 1.1]. Indeed, by
(4.21), for any S ≥ s we have

(Ψp
q)
′(S) ≥ e

n−p
(n−2)(p−1)

(S−s)
(Ψp

q)
′(s).

Integrating the above identity with respect to S, we get

Ψp
q(S) ≥ (n− 2)(p− 1)

(n− p)

(
e

n−p
(n−2)(p−1)

(S−s) − 1
)

Ψp
q
′(s) + Ψp

q(s)

for any S > s. If, for some s > 0, (Ψp
q)′(s) was strictly positive, then, letting S →∞,

we would obtain Ψp
q →∞, against the uniform boundedness of Ψp

q proved in Lemma
3.3.

Finally, notice that since Ψq
p is a continuous, bounded, nonincreasing function, we

have that
(
Ψq
p)′(S) → 0 as S → +∞. Formula (3.22) is thus proved by passing to

the limit as S → +∞ in (4.20).

Assume now (Ψp
q)
′
(s0) = 0 for some (p, q) ∈ Λ. If q > 1 + (n− p)/[(p− 1)(n− 1)],

then ∇|∇ψ| = 0. Thus, plugging this information in the Bochner-type formula given
by Lemma 4.2, we get ∇2ψ = 0. The isometry with the Riemannian product then
follows from [4, Theorem 4.1-(i)].

If q = 1 + (n− p)/[(p− 1)(n− 1)], then we just have∣∣∣∇2
T f −

∆T f

n− 1
gT

∣∣∣2 = 0

and ∣∣∣∇T |∇f |∣∣∣2 = 0.

But then, by (ii) in Proposition 4.4, the metric g on {ψ ≥ s0} has a warped product
structure

g = dρ⊗ dρ+ η2(ρ)g|{ψ=s0},

for some positive warping function η. Moreover, by expression (4.11), ψ and ρ share
the same level sets. In particular, the second fundamental form of the level sets of
ψ satisfies

hij =
1

2

∂gij
∂ρ

=
d log η

dρ
gij ,

and thus, taking the trace, we see that the level sets of ψ have constant mean
curvature. Employing now expression (4.1) for the derivative of Ψp

q , we deduce that
the mean curvature of {ψ = s} is constantly zero for any s ≥ s0, observing also that
by expression (3.22) the derivative of Ψp

q vanishes for any s ≥ s0. By (3.17), we
then obtain 〈∇|∇ψ|,∇ψ〉 = 0. In particular, we have ∇|∇ψ| = 0 and the isometry
follows as in the case q > 1 + (n− p)/[(p− 1)(n− 1)].

The isometry of {ψ = s0} with a constant curvature sphere follows by [4, Theorem
4.1-(ii)], once noticed that the second equation in (3.15) is equivalent to the one
considered in the aforementioned paper as ∇2ψ = 0, that is indeed our case. �
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5. Proof of Theorem 3.5

Our second main result is a further consequence of the Bochner-type differential
identity (4.3), a strong maximum principle for |∇ψ|. The key point in our proof of
Theorem 3.5 is the fact that identity (4.3) implies |∇ψ|p to be sub-solution of an
elliptic equation. Indeed, let us define the operator L : C2(M)→ R as

L f = ∆f + (p− 2)∇2f

(
∇ψ
|∇ψ|

,
∇ψ
|∇ψ|

)
− n− p
n− 2

〈∇f,∇ψ〉, (5.1)

where ψ is a solution of (3.15). Then the following lemma holds.

Lemma 5.1. Let (M, g, ψ) be a solution to (3.15), and let L be the differential
operator defined in (5.1). Then the following facts hold true.

i) The operator L is elliptic non-degenerate.
ii)

L (|∇ψ|p) ≥ 0. (5.2)

iii)

L
(
e

n−p
(n−2)(p−1)

ψ
)

= 0.

Proof. Let x ∈ M , and choose at x an orthonormal frame {e1, . . . , en−1, en =
∇ψ/|∇ψ|}, recalling that |∇ψ| 6= 0 on M . Then, the higher order term in L
can be computed at x as

L(f) = ∇e1
(
∇e1f

)
+ · · ·+∇en−1

(
∇en−1f

)
+ (p− 1)∇en

(
∇enf

)
.

Since p > 1, the operator L is then clearly elliptic non-degenerate.

Let us check that |∇ψ|p satisfies L (|∇ψ|p) ≥ 0. By (4.3), we have

L (|∇ψ|p) = p|∇ψ|p−2

(
|∇2ψ|+ p(p− 2)

〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2
)
.

By the standard Kato inequality |∇2ψ|2 ≥
∣∣∣∇|∇ψ|∣∣∣2, we obtain

L (|∇ψ|p) ≥ p|∇ψ|p−2

(
|∇|∇ψ||2 + p(p− 2)

〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2
)
,

and, since

|∇|∇ψ||2 + p(p− 2)
〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2
=
∣∣∣∇T |∇ψ|∣∣∣2 + (p− 1)2

〈
∇|∇ψ|, ∇ψ

|∇ψ|

〉2
≥ 0,

we get (5.2). As before, ∇T denotes the tangential gradient with respect to the level
set {ψ = ψ(x)}, x being the generic point where computations are carried out.

Let us now compute L (e
n−p

(n−2)(p−1)
ψ

). First, we have

∆(e
n−p

(n−2)(p−1)
ψ

) =
n− p

(n− 2)(p− 1)
e

n−p
(n−2)(p−1)

ψ
(

n− p
(n− 2)(p− 1)

|∇ψ|2 + ∆ψ

)
(5.3)

Using

∆pψ = |∇ψ|p−2

(
∆ψ + (p− 2)∇2ψ

(
∇ψ
|∇ψ|

,
∇ψ
|∇ψ|

))
= 0,
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where the last equality follows from the p-harmonicity of ψ, we obtain, from (5.3)
and the fact that |∇ψ| 6= 0

∆(e
n−p

(n−2)(p−1)
ψ

) = (5.4)

=
n− p

(n− 2)(p− 1)
e

n−p
(n−2)(p−1)

ψ
(

n− p
(n− 2)(p− 1)

|∇ψ|2 − (p− 2)∇2ψ

(
∇ψ
|∇ψ|

,
∇ψ
|∇ψ|

))
.

The second term to be computed in L (e
n−p

(n−2)(p−1)
ψ

) is

∇2
(
e

n−p
(n−2)(p−1)

ψ)( ∇ψ
|∇ψ|

,
∇ψ
|∇ψ|

)
=

n− p
(n− 2)(p− 1)

e
n−p

(n−2)(p−1)
ψ
[

n− p
(n− 2)(p− 1)

|∇ψ|2

+∇2ψ

(
∇ψ
|∇ψ|

,
∇ψ
|∇ψ|

)]
,

(5.5)

and the last one is

〈∇e
n−p

(n−2)(p−1)
ψ
,∇ψ〉 =

n− p
(n− 2)(p− 1)

e
n−p

(n−2)(p−1)
ψ|∇ψ|2. (5.6)

By (5.4), (5.5) and (5.6) we get L (e
n−p

(n−2)(p−1)
ψ

) = 0, as claimed. �

We are now in position to prove Theorem 3.5.

Proof of Theorem 3.5. We claim that

|∇ψ|(x) ≤ sup
{ψ=s}

|∇ψ| (5.7)

for any x ∈ {ψ ≥ s}. This clearly suffices to prove the monotonicity of V p
∞. Indeed

for any s1 ≤ s2, (5.7) implies

sup
{ψ=s1}

|∇ψ| ≥ sup
{ψ≥s1}

|∇ψ| ≥ sup
{ψ≥s2}

|∇ψ| ≥ sup
{ψ=s2}

|∇ψ|.

Recall that by Proposition 2.4 there exists C > 0 such that

|∇ψ| ≤ C

on M . Consider then, for such a constant C and for S > s, the function

w = |∇ψ|p − sup
{ψ=s}

|∇ψ|p − Cpe
n−p

(n−2)(p−1)
(ψ−S)

defined on {s ≤ ψ ≤ S}. Clearly, we have

sup
{ψ=s}∪{ψ=S}

w ≤ 0,

and thus, since by Lemma 5.1 L is a uniformly elliptic operator on {s ≤ ψ ≤ S}
and L (w) ≥ 0 on the same bounded domain, the Maximum Principle applies and
yields

|∇ψ|p ≤ sup
{ψ=s}

|∇ψ|p + Cpe
n−p

(n−2)(p−1)
(ψ−S)

on {s ≤ ψ ≤ S}. Computing the above inequality on a fixed x ∈ {s ≤ ψ ≤ S}, and
passing to the limit as S → +∞ yields the claim.
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Suppose that for some s1 > s there holds Ψp
∞(s1) = Ψp

∞(s) and let xs1 the
maximum point of |∇ψ| on {ψ = s1}. In particular, we have

|∇ψ|p(xs1) = sup
{ψ=s}

|∇ψ|p.

Let then S > s1. We have

|∇ψ|p(xs1) = sup
{ψ=s}∪{ψ=S}

|∇ψ|p,

where we have used the just proved inequality (5.7). Thus, since by Lemma 5.1
L (|∇ψ|)p ≥ 0, we obtain by Strong Maximum Principle that |∇ψ|p is constant on
{s ≤ ψ ≤ S}. Since S was arbitrarily big, we actually get that |∇ψ| is constant on

the whole {ψ ≥ s} and therefore
∣∣∣∇|∇ψ|∣∣∣ = 0. By the Bochner-type identity (4.3)

we then get |∇2ψ| = 0, and the rigidity follows by [4, Theorem 4.1-(i)].

We now turn to prove the second part of Theorem 3.5. Let xs as in the statement.
We have just proved that

|∇ψ|p(xs) ≥ |∇ψ|p(x)

for any x ∈ {ψ ≥ s}. This implies that the derivative with respect to the normal
vector ν = ∇ψ/|∇ψ| satisfies

∂

∂ν
|∇ψ|p(xs) ≤ 0. (5.8)

Using (3.17) we get〈
∇|∇ψ|p, ∇ψ

|∇ψ|

〉
(xs) = − p

p− 1
(|∇ψ|pH) (xs),

where H is the mean curvature of the set {ψ = xs} and inequality (3.24) follows.
Assume now that such an inequality holds with equality sign. Then, in particular,

the normal derivative in (5.8) vanishes. But since xs is a global maximum value for
|∇ψ|p on {s ≤ ψ ≤ S} for any S > s, and |∇ψ|p is subsolution of the elliptic
equation L f = 0 by (5.2), Hopf’s lemma (see e.g. [32, Lemma 3.4]) implies that
|∇ψ|p is constant on this region. By the arbitrariness of S we infer that |∇ψ| is
constant on the whole {ψ ≥ s} and finally the rigidity part follows as before. �
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