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Abstract. We review some results about quantitative improvements of sharp inequalities for
eigenvalues of the Laplacian.
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4. Stability for the Szegő-Weinberger inequality 27
4.1. A quick overview of the Neumann spectrum 27
4.2. A two-dimensional result by Nadirashvili 29
4.3. The Szegő-Weinberger inequality in sharp quantitative form 32
4.4. Checking the sharpness 35
5. Stability for the Brock-Weinstock inequality 40
5.1. A quick overview of the Steklov spectrum 40
5.2. Weighted perimeters 41
5.3. The Brock-Weinstock inequality in sharp quantitative form 43
5.4. Checking the sharpness 45
6. Some further stability results 46
6.1. The second eigenvalue of the Dirichlet Laplacian 46
6.2. The ratio of the first two Dirichlet eigenvalues 49
6.3. Neumann VS. Dirichlet 59
7. Notes and comments 60
7.1. Other references 60
7.2. Nodal domains and Pleijel’s Theorem 60
7.3. Quantitative estimates in space forms 61
Appendix A. The Kohler-Jobin inequality and the Faber-Krahn

hierarchy 61
Appendix B. An elementary inequality for monotone functions 63
Appendix C. A weak version of the Hardy-Littlewood inequality 65
Appendix D. Some estimates for convex sets 66
References 68

1



2 BRASCO AND DE PHILIPPIS

1. Introduction

1.1. The problem. Let Ω ⊂ RN be an open set. We consider the Laplacian operator −∆ on
Ω under various boundary conditions. When the relevant spectrum happens to be discrete, it is
an interesting issue to provide sharp geometric estimates on associated spectral quantities like the
ground state energy (or first eigenvalue), the fundamental gap or more general functions of the
eigenvalues. More precisely, in this manuscript we will consider the following eigenvalue problems
for the Laplacian:

Dirichlet conditions Robin conditions{
−∆u = λu, in Ω,

u = 0, on ∂Ω,

{ −∆u = λu, in Ω,

α u+
∂u

∂ν
= 0, on ∂Ω,

(α > 0)

Neumann conditions Steklov conditions{
−∆u = µu, in Ω,

u = 0, on ∂Ω,

{ −∆u = 0, in Ω,
∂u

∂ν
= σ u, on ∂Ω.

We denote by λ1(Ω), λ1(Ω, α), µ2(Ω) and σ2(Ω) the corresponding first (or first nontrivial1) eigen-
value. We refer to the next sections for the precise definitions of these eiegnvalues and their
properties. For these spectral quantities, we have the following well-known sharp inequalities:

Dirichlet case

(1.1) |Ω|2/N λ1(Ω) ≥ |B|2/N λ1(B), (Faber-Krahn inequality)

Robin case

(1.2) |Ω|2/N λ1(Ω, α) ≥ |B|2/N λ1(B,α), (Bossel-Daners inequality)

Neumann case

(1.3) |B|2/N µ2(B) ≥ |Ω|2/N µ2(Ω), (Szegő-Weinberger inequality)

Steklov case

(1.4) |B|1/N σ2(B) ≥ |Ω|1/N σ2(Ω), (Brock-Weinstock inequality)

where B denotes an N−dimensional open ball. In all the previous estimates, equality holds only if
Ω is a ball.

The fact that balls can be characterized as the only sets for which equality holds in (1.1)-(1.4)
naturally leads to consider the question of the stability of these inequalities. More precisely, one
would like to improve (1.1), (1.2), (1.3) and (1.4), by adding in the right-hand sides a remainder
term measuring the deviation of a set Ω from spherical symmetry.

For example, as for inequality (1.1), a typical quantitative Faber-Krahn inequality would read
as follows

(1.5) |Ω|2/N λ1(Ω)− |B|2/N λ1(B) ≥ g(d(Ω)),

where:

1Observe that in the Neumann and Steklov cases, 0 is always the first eigenvalue, associated to constant eigen-
functions. Thus we use the convention that σ1(Ω) = µ1(Ω) = 0. Also observe that the Robin case can be seen as an

interpolation between Neumann (corresponding to α = 0) and Dirichlet conditions (when α = +∞).
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• g : [0,+∞)→ [0,+∞) is some modulus of continuity, i. e. a positive continuous increasing
function, vanishing at 0 only;

• Ω 7→ d(Ω) is some scaling invariant asymmetry functional, i. e. a functional defined over
sets such that

d(tΩ) = d(Ω), for every t > 0 and d(Ω) = 0 if and only if Ω is a ball.

Moreover, it would desirable to have quantitative enhancements which are “the best possible”, in
a sense. This means that not only we have (1.5) for every set Ω, but that it is possible to find a
sequence of open sets {Ωn}n∈N ⊂ RN such that

lim
n→∞

(
|Ωn|2/N λ1(Ωn)− |B|2/N λ1(B)

)
= 0,

and

|Ωn|2/N λ1(Ωn)− |B|2/N λ1(B) ' g(d(Ωn)), as n→∞.
In this case, we would say that (1.5) is sharp. In other words, the quantitative inequality (1.5) is
sharp if it becomes asymptotically an equality, at least for particular shapes having small deficits.

The quest for quantitative improvements of spectral inequalities has attracted an increasing
interest in the last years. To the best of our knowledge, such a quest started with the papers [48] by
Hansen and Nadirashvili and [63] by Melas. Both papers concern the Faber-Krahn inequality, which
is indeed the most studied case. The reader is invited to consult Section 7 for more bibliographical
references and comments.

The aim of this manuscript is to give quite a complete picture on recent results about quantitative
improvements of sharp inequalities for eigenvalues of the Laplacian. Apart from the inequalities
for the first eigenvalues presented above, we will also take into account some other inequalities
involving the second eigenvalue in the Dirichlet case, as well as the torsional rigidity. We warn the
reader from the very beginning that the presentation will be limited to the Euclidean case. For the
case of manifolds, we added some comments in Section 7.

1.2. Plan of the paper. Each section is as self-contained as possible. Where it has not been
possible to provide all the details, we have tried to provide precise references.

In Section 2 we consider the case of the Faber-Krahn inequality (1.1), while the stability of the
Szegő-Weinberger and Brock-Weinstock inequalities is treated in Section 4 and 5, respectively. For
each of these sections, we first present the relevant stability result and then discuss its sharpness.

Section 3 is a sort of divertissement, which shows some applications of the quantitative Faber-
Krahn inequality to estimates for the so called harmonic radius. This part of the manuscript is
essentially new and is placed there because some of the results presented will be used in Section 4.

Section 6 is devoted to present the proofs of other spectral inequalities, involving the second
Dirichlet eigenvalue λ2 as well. Namely, we consider the Hong-Krahn-Szego inequality for λ2 and
the Ashbaugh-Benguria inequality for the ratio λ2/λ1.

Then in Section 7 we present some comments on further bibliographical references, applications
and miscellaneous stability results on some particular classes of Riemannian manifolds.

The work is complemented by 4 appendices, containing technical results which are used through-
out the paper.

1.3. An open issue. We conclude the Introduction by pointing out that at present no quantita-
tive stability results are available for the case of the Bossel-Daners inequality. We thus start by
formulating the following
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Open problem 1. Prove a quantitative stability estimate of the type (1.5) for the Bossel-Daners
inequality for the first eigenvalue of the Robin Laplacian λ1(Ω, α).

Acknowledgements. This project was started while L. B. was still at Aix-Marseille Université,
during a 6 months CNRS délégation period. He wishes to thank all his former colleagues at I2M
institution. L. B. has been supported by the Agence Nationale de la Recherche, through the project
ANR-12-BS01-0014-01 Geometrya, G. D. P. is supported by the MIUR SIR-grant Geometric
Variational Problems (RBSI14RVEZ).

Both authors wish to warmly thank Mark S. Ashbaugh, Erwann Aubry and Nikolai Nadirashvili
for interesting discussions and remarks on the subject, as well as their collaborators Giovanni
Franzina, Aldo Pratelli, Berardo Ruffini and Bozhidar Velichkov. Special thanks go to Nicola
Fusco, who first introduced L. B. to the realm of stability and quantitative inequalities, during his
post-doc position in Naples.

The authors are members of the Gruppo Nazionale per l’Analisi Matematica, la Probabilità e le
loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM).

2. Stability for the Faber-Krahn inequality

2.1. A quick overview of the Dirichlet spectrum. For an open set Ω ⊂ RN , we indicate by
W 1,2

0 (Ω) the completion of C∞0 (Ω) with respect to the norm

u 7→
(ˆ

Ω

|∇u|2 dx
) 1

2

, u ∈ C∞0 (Ω).

The first eigenvalue of the Dirichlet Laplacian is defined by

λ1(Ω) := inf
u∈C∞0 (Ω)\{0}

ˆ
Ω

|∇u|2 dx
ˆ

Ω

|u|2 dx
.

In other words, this is the sharp constant in the Poincaré inequality

c

ˆ
Ω

|u|2 dx ≤
ˆ

Ω

|∇u|2 dx, u ∈ C∞0 (Ω).

Of course, it may happen that λ1(Ω) = 0 if Ω does not support such an inequality.

The infimum above is attained on W 1,2
0 (Ω) whenever the embedding W 1,2

0 (Ω) ↪→ L2(Ω) is com-
pact. In this case, the Dirichlet Laplacian has a discrete spectrum {λ1(Ω), λ2(Ω), λ3(Ω), . . . } and
successive Dirichlet eigenvalues can be defined accordingly. Namely, λk(Ω) is obtained by minimiz-
ing the Rayleigh quotient above, among functions orthogonal (in the L2(Ω) sense) to the first k− 1
eigenfunctions. Dirichlet eigenvalues have the following scaling property

λk(tΩ) = t−2 λk(Ω), t > 0.

Compactness of the embedding W 1,2
0 (Ω) ↪→ L2(Ω) holds for example when Ω ⊂ RN is an open set

with finite measure.
In this case, it is possible to provide a sharp lower bound on λ1(Ω) in terms of the measure of

the set: this is the celebrated Faber-Krahn inequality (1.1) recalled in the Introduction. The usual
proof of this inequality relies on the so-called Schwarz symmetrization (see [49, Chapter 2]). The

latter consists in associating to each positive function u ∈W 1,2
0 (Ω) a radially symmetric decreasing
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function u∗ ∈ W 1,2
0 (Ω∗), where Ω∗ is the ball centered at the origin such that |Ω∗| = |Ω|. The

function u∗ is equimeasurable with u, that is

|{x : u(x) > t}| = |{x : u∗(x) > t}|, for every t ≥ 0,

so that in particular every Lq norm of the function u is preserved. More interestingly, one has the
Pólya-Szegő principle (see the Subsection 2.3)

(2.1)

ˆ
Ω∗
|∇u∗|2 dx ≤

ˆ
Ω

|∇u|2 dx,

from which the Faber-Krahn inequality easily follows.
For a connected set Ω, the first eigenvalue λ1(Ω) is simple. In other words, there exists u1 ∈

W 1,2
0 (Ω) \ {0} such that every solution to

−∆u = λ1(Ω)u, in Ω, u = 0, on ∂Ω,

is proportional to u1. For a ball Br of radius r, the value λ1(Br) can be explicitely computed,
together with its corresponding eigenfunction. The latter is given by the radial function (see [49])

u(x) := |x|
2−N

2 JN−2
2

(
j(N−2)/2,1

r
|x|
)
.

Here Jα is a Bessel function of the first kind, solving the ODE

g′′(t) +
1

t
g′(t) +

(
1− α2

t2

)
g(t) = 0 ,

and jα,1 denotes the first positive zero of Jα. We have

(2.2) λ1(Br) =

(
j(N−2)/2,1

r

)2

.

2.2. Semilinear eigenvalues and torsional rigidity. More generally, for an open set Ω ⊂ RN
with finite measure, we will consider its first semilinear eigenvalue of the Dirichlet Laplacian

(2.3) λq1(Ω) = min
u∈W 1,2

0 (Ω)\{0}

ˆ
Ω

|∇u|2 dx(ˆ
Ω

|u|q dx
) 2
q

= min
u∈W 1,2

0 (Ω)

{ˆ
Ω

|∇u|2 dx : ‖u‖Lq(Ω) = 1

}
,

where the exponent q satisfies

(2.4) 1 ≤ q < 2∗ :=

{ 2N

N − 2
, if N ≥ 3,

+∞, if N = 2.

For every such an exponent q the embedding W 1,2
0 (Ω) ↪→ Lq(Ω) is compact, thus the above mini-

mization problem is well-defined. The shape functional Ω 7→ λq1(Ω) verifies the scaling law

λq1(tΩ) = tN−2− 2
q N λq1(Ω),

the exponent N − 2 − (2N)/q being negative. Still by means of Schwarz symmetrization, the
following general family of Faber-Krahn inequalities can be derived

(2.5) |Ω|
2
N + 2

q−1 λq1(Ω) ≥ |B|
2
N + 2

q−1 λq1(B),
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where B is any N−dimensional ball. Again, equality in (2.5) is possible if and only if Ω is a ball,
up to a set of zero capacity. Of course, when q = 2 we are back to λ1(Ω) defined above. We also
point out that the quantity

T (Ω) :=
1

λ1
1(Ω)

= max
u∈W 1,2

0 (Ω)\{0}

(ˆ
Ω

u dx

)2

ˆ
Ω

|∇u|2 dx
,

is usually referred to as the torsional rigidity of the set Ω. In this case, we can write (2.5) in the
form

(2.6) |B|−
N+2
N T (B) ≥ |Ω|−

N+2
N T (Ω).

This is sometimes called Saint-Venant inequality. We recall that for a ball of radius R > 0 we have

(2.7) T (BR) =
1

λ1
1(BR)

=
ωN

N (N + 2)
RN+2.

Remark 2.1 (Torsion function). The torsional rigidity T (Ω) can be equivalently defined through
an unconstrained convex problems, i.e.

(2.8) − T (Ω) = min
u∈W 1,2

0 (Ω)

{ˆ
Ω

|∇u|2 dx− 2

ˆ
Ω

u dx

}
.

Indeed, it is sufficient to observe that for every u ∈ W 1,2
0 (Ω) and t > 0, the function t u is still

admissible and thus by Young’s inequality

min
u∈W 1,2

0 (Ω)

{ˆ
Ω

|∇u|2 dx− 2

ˆ
Ω

u dx

}
= min
u∈W 1,2

0 (Ω)
min
t>0

{
t2

ˆ
Ω

|∇u|2 dx− 2 t

ˆ
Ω

u dx

}

= min
u∈W 1,2

0 (Ω)
−

(ˆ
Ω

u dx

)2

ˆ
Ω

|∇u|2 dx
,

which proves (2.8). The unique solution wΩ of the problem on the right-hand side in (2.8) is called
torsion function and it satisfies

−∆wΩ = 1, in Ω, wΩ = 0, on ∂Ω.

From (2.8) and the equation satisfied by wΩ, we thus also get

T (Ω) =

ˆ
Ω

wΩ dx.

2.3. Some pioneering stability results. In this part we recall the quantitative estimates for the
Faber-Krahn inequality by Hansen & Nadirashvili [48] and Melas [63].

First of all, as the proof of the Faber-Krahn inequality is based on the Pólya-Szegő principle
(2.1), it is better to recall how (2.1) can be proved. By following Talenti (see [74, Lemma 1]),
the proof combines the Coarea Formula, the convexity of the function t 7→ t2 and the Euclidean
Isoperimetric Inequality

(2.9) |Ω|
1−N
N P (Ω) ≥ |B|

1−N
N P (B).
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Here P ( · ) denotes the perimeter of a set. If u ∈W 1,2
0 (Ω) is a smooth positive function and we set

Ωt := {x ∈ Ω : u(x) > t} and µ(t) := |Ωt|,

by using the above mentioned tools, one can infer

ˆ
Ω

|∇u|2 dx Coarea
=

ˆ ∞
0

(ˆ
{u=t}

|∇u|2 dH
N−1

|∇u|

)
dt

Jensen
≥

ˆ ∞
0

P (Ωt)
2 1ˆ
{u=t}

|∇u|−1 dHN−1
dt =

ˆ ∞
0

P (Ωt)
2

−µ′(t)
dt

Isoperimetry
≥

ˆ ∞
0

P (Ω∗t )
2

−µ′(t)
dt =

ˆ
Ω∗
|∇u∗|2 dx,

(2.10)

where Ω∗t is the ball centered at the origin such that |Ω∗t | = |Ωt|. For a smooth function, the equality

−µ′(t) =

ˆ
{u=t}

1

|∇u|
dHN−1, for a. e. t > 0,

follows from Sard’s Theorem, but all the passages in (2.10) can indeed be justified for a genuine

W 1,2
0 function. We refer the reader to [32, Section 2] for more details.
By taking u to be a first eigenfunction of Ω with unit L2 norm and observing that u∗ is admissible

for the variational problem defining λ1(Ω∗), from (2.10) one easily gets the Faber-Krahn inequality

λ1(Ω) ≥ λ1(Ω∗),

as desired.

The idea of Hansen & Nadirashvili [48] and Melas [63] is to replace in (2.10) the classical isoperi-
metric statement (2.9) with an improved quantitative version. At the time of [48] and [63], quan-
titative versions of the isoperimetric inequality were availbale only for some particular sets, under
the name of Bonnesen inequalities. These cover simply connected sets in dimension N = 2 (see
Bonnesen’s paper [18], generalized in [40, Theorem 2.2]) and convex sets in every dimension (see
[41, Theorem 2.3]).

For this reason, both papers treat simply connected sets in dimension N = 2 or convex sets in
general dimensions. We now present their results, without entering at all into the details of the
proofs. Rather, in the next subsection we will explain the ideas by Hansen and Nadirashvili and
use them to prove a fairly more general result (see Theorem 2.10 below).

Theorem 2.2 (Melas). For every open bounded set Ω ⊂ RN , we define the asymmetry functional

(2.11) dM(Ω) := min

{
max

{
|Ω \B1|
|Ω|

,
|B2 \ Ω|
|B2|

}
: B1 ⊂ Ω ⊂ B2 balls

}
.

Then we have:

• if N = 2, for every Ω open bounded simply connected set, there exists a disc BΩ ⊂ Ω such
that

|Ω|λ1(Ω)− |B|λ1(B) ≥ 1

C

(
|Ω \BΩ|
|Ω|

)4

,

for some universal constant C > 0;
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• if N ≥ 2 for every open bounded convex set Ω ⊂ RN we have

|Ω|2/N λ1(Ω)− |B|2/N λ1(B) ≥ 1

C
dM(Ω)2N ,

for some universal constant C > 0.

Remark 2.3. In dimension N = 2 Melas’ result is indeed more general. If Ω ⊂ R2 is an open
bounded set, not necessarily simply connected, then there exists an open disc BΩ such that

|Ω|λ1(Ω)− |B|λ1(B) ≥ 1

C

(
|Ω∆BΩ|
|Ω ∪BΩ|

)4

,

for some universal constant C > 0.

For every open set Ω ⊂ RN we note

rΩ = sup{r > 0 : there exists x0 ∈ Ω such that Br(x0) ⊂ Ω} and RΩ =

(
|Ω|
ωN

) 1
N

.

The first quantity is usually called inradius of Ω. This is the radius of the largest ball contained in
Ω.

Theorem 2.4 (Hansen-Nadirashvili). For every open set Ω ⊂ RN with finite measure, we define
the asymmetry functional

(2.12) dN (Ω) := 1− rΩ

RΩ
.

Then we have:

• if N = 2 and Ω is simply connected,

|Ω|λ1(Ω)− |B|λ1(B) ≥

(
π j2

0,1

250

)
dN (Ω)3;

• if N ≥ 3, there exist 0 < ε < 1 and C > 0 such that for every Ω ⊂ RN open bounded convex
set satisfying dN (Ω) < ε, we have

|Ω|2/N λ1(Ω)− |B|2/N λ1(B) ≥ 1

C


dN (Ω)3

| log dN (Ω)|
, if N = 3,

dN (Ω)
N+3

2 , if N ≥ 4.

Remark 2.5 (The role of topology). It is easy to see that the stability estimates of Theorems 2.2
and 2.4 with dM and dN can not hold true without some topological assumptions on the sets. For
example, by taking the perforated ball

Ωε = {x ∈ RN : ε < |x| < 1}, 0 < ε < 1,

we have

(2.13) lim
ε↘0

(
|Ωε|2/N λ(Ωε)− |B|2/N λ(B)

)
= 0,

while

lim
ε↘0

dN (Ωε) =
1

2
and lim

ε↘0
dM(Ωε) ≥

1

2
.
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For the limit (2.13) see for example [39, Theorem 9]. These contradict Theorems 2.2 and 2.4.
Observe that for N = 2 the set Ωε is not simply connected, while for N ≥ 3 it is. Thus in higher
dimensions simple connectedness is still not sufficient to have stability with respect to dN or dM.

If we want to obtain a quantitative Faber-Krahn inequality for general open sets in every dimen-
sion, a more flexible notion of asymmetry is the so called Fraenkel asymmetry, defined by

A(Ω) = inf

{
|Ω∆B|
|Ω|

: B ball such that |B| = |Ω|
}
.

Observe that for every ball B such that |B| = |Ω|, we have |Ω∆B| = 2 |Ω \ B| = 2 |B \ Ω|. This
simple facts will be used repeatedly.

It is not difficult to see that this is a weaker asymmetry functional, with respect to dN and dM
above. Indeed, we have the following.

Lemma 2.6 (Comparison between asymmetries). Let Ω ⊂ RN be an open bounded set. Then we
have

(2.14) dN (Ω) ≥ 1

2N
A(Ω), dM(Ω) ≥ 1

2
A(Ω) and dM(Ω) ≥ N

2N
dN (Ω).

If Ω is convex, we also have

A(Ω) ≥ 1

N

(ωN
N

)1/N |Ω|1/N

diam(Ω)
dM(Ω)N .

Proof. By using the elementary inequality

aN − bN ≤ N aN−1 (a− b), for 0 ≤ b ≤ a,

and the definitions of rΩ, RΩ and dN (Ω), we have

(2.15) |Ω| − ωN rNΩ ≤ N |Ω|
N−1
N

(
|Ω| 1

N − ω
1
N

N rΩ

)
= N |Ω| dN (Ω).

We then consider a ball BrΩ(x0) ⊂ Ω and take a concentric ball B̃ such that |B̃| = |Ω|. By definition
of Fraenkel asymmetry and estimate (2.15), we obtain

A(Ω) ≤ 2
|Ω \ B̃|
|Ω|

≤ 2
|Ω \BrΩ(x0)|

|Ω|
≤ 2N dN (Ω),

and thus we get the first estimate in (2.14).

For the second one, we take a pair of balls B1 ⊂ Ω ⊂ B2 and consider the ball B̃1 concentric

with B1 and such that |Ω| = |B̃1|. Then we get

A(Ω) ≤ 2
|Ω \ B̃1|
|Ω|

≤ 2
|Ω \B1|
|Ω|

≤ 2 max

{
|Ω \B1|
|Ω|

,
|B2 \ Ω|
|B2|

}
.

by taking the infimum over the admissible pairs (B1, B2) we get the second inequality in (2.14).
Finally, for the third one we take again a pair of balls B1 ⊂ Ω ⊂ B2 and observe that if

rΩ ≤ RΩ/2, then we have

max

{
|Ω \B1|
|Ω|

,
|B2 \ Ω|
|B2|

}
≥ |Ω \B1|

|Ω|
≥ 1−

(
1

2

)N
≥

[
1−

(
1

2

)N]
dN (Ω).
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In the last inequality we used that dN (Ω) < 1. By taking the infimum over admissible couple of
balls, we obtain the conclusion. If on the contrary Ω is such that rΩ > RΩ/2, then by definition of
RΩ and rΩ we get

dN (Ω) =
RΩ − rΩ

RΩ
=
|Ω|1/N − |BrΩ |1/N

|Ω|1/N
≤ 1

N

|BrΩ |1/N

|Ω|1/N
|Ω| − |BrΩ |
|BrΩ |

≤ 1

N

|Ω| − |B1|
|BrΩ |

≤ 2N

N

|Ω \B1|
|Ω|

≤ 2N

N
max

{
|Ω \B1|
|Ω|

,
|B2 \ Ω|
|B2|

}
,

where we used that |B1| ≤ |BrΩ | ≤ |Ω|. Thus we get the conclusion in this case as well. Observe
that 1− 2−N ≥ N 2−N for N ≥ 2.

Let us now assume Ω to be convex. We take a ball |B| = |Ω| such that |Ω \B|/|Ω| = A(Ω)/2. We
can assume that A(Ω) < 1/2, otherwise the estimate is trivial by using the isodiametric inequality
and the fact that dM < 1. Then from [37, Lemma 4.2] we know that

|Ω \B| ≥ 1

2N

|Ω|
diam(Ω)N

Haus(Ω, B)N .

Here Haus(E1, E2) denotes the Hausdorff distance between sets, defined by

(2.16) Haus(E1, E2) = max

{
sup
x∈E1

inf
y∈E2

|x− y|, sup
y∈E2

inf
x∈E1

|x− y|
}
.

We then observe that the ball B2 := γ B contains Ω, provided

γ =
RΩ + Haus(Ω, B)

RΩ
.

On the other hand, by Lemma D.1 we have

rΩ ≥ RΩ −Haus(Ω, B).

Let us assume that Haus(Ω, B) < RΩ. From the definition of dM, we thus obtain

dM(Ω) ≤ max

{
γN − 1

γN
, 1− rNΩ

RNΩ

}
≤ max

{
1− 1

γN
, 1−

(
1− Haus(Ω, B)

RΩ

)N}

= max

{
1−

(
1− Haus(Ω, B)

RΩ + Haus(Ω, B)

)N
, 1−

(
1− Haus(Ω, B)

RΩ

)N}

≤ N max

{
Haus(Ω, B)

RΩ + Haus(Ω, B)
,

Haus(Ω, B)

RΩ

}
= N

Haus(Ω, B)

RΩ
≤ N

(
N

ωN

) 1
N diam(Ω)

|Ω|1/N
A(Ω)1/N .
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This concludes the proof for Haus(Ω, B) < RΩ. If on the contrary Haus(Ω, B) ≥ RΩ, with similar
computations we get

dM(Ω) ≤ max

{
γN − 1

γN
, 1− rNΩ

RNΩ

}
≤ max

{
1−

(
1− Haus(Ω, B)

RΩ + Haus(Ω, B)

)N
, 1

}

≤ max

{
N

Haus(Ω, B)

RΩ + Haus(Ω, B)
, 1

}
≤ N

2

Haus(Ω, B)

RΩ
,

and we can conclude as before. �

Remark 2.7. For general open sets, the asymmetries A, dN and dM are not equivalent. We first
observe that if Ω0 = B \ Σ, where B is a ball and Σ ⊂ B is a non-empty closed set with |Σ| = 0,
then

A(Ω0) = 0 while dN (Ω0) > 0, and dM(Ω0) > 0.

Moreover, there exists a sequence of open sets {Ωn}n∈N ⊂ RN such that

lim
n→∞

dN (Ωn) = 0 and lim
n→∞

dM(Ωn) > 0.

Such a sequence {Ωn}n∈N can be constructed by attaching a long tiny tentacle to a ball, for example.

2.4. A variation on a theme by Hansen and Nadirashvili. We will now show how to adapt
the ideas by Hansen and Nadirashvili, in order to get a (non sharp) stability estimate for the general
Faber-Krahn inequality (2.5) and for general open sets with finite measure.

First of all, one needs a quantitative improvement of the isoperimetric inequality which is valid
for generic sets and dimensions. Such a (sharp) quantitative isoperimetric inequality has been
proved by Fusco, Maggi and Pratelli in [43, Theorem 1.1] (see also [33, 38] for different proofs and
[42] for an exhaustive review of quantitative forms of the isoperimetric inequality). This reads as
follows

(2.17) |Ω|
1−N
N P (Ω)− |B|

1−N
N P (B) ≥ βN A(Ω)2.

An explicit value for the dimensional constant βN > 0 can be found in [38, Theorem 1.1]. By
inserting this information in the proof (2.10) of Pólya-Szegő inequality, one would get an estimate
of the type ˆ

Ω

|∇u|2 dx−
ˆ

Ω∗
|∇u∗|2 dx &

ˆ ∞
0

A(Ωt)
2 dt.

The difficult point is to estimate the “propagation of asymmetry” from the whole domain Ω to the
superlevel sets Ωt of the optimal function u. In other words, we would need to know that

A(Ω) ' A(Ωt), for t > 0.

Unfortunately, in general it is difficult to exclude that

A(Ωt)� A(Ω), for t ' 0.

This means that the graph of u “quickly becomes round” when it detaches from the boundary ∂Ω.
This may happen for example if u has a small normal derivative. For these reasons, improving this
idea is very delicate, which usually results in a (non sharp) estimate like the ones of Theorems 2.2
and 2.4 and the one of Theorem 2.10 below. We refer to the discussion of Section 7.1 for other
results of this type, previously obtained by Bhattacharya [15] and Fusco, Maggi and Pratelli [44].

The following expedient result is sometimes useful for stability issues. It states that if the measure
of a subset U ⊂ Ω differs from that of Ω by an amount comparable to the asymmetry A(Ω), then



12 BRASCO AND DE PHILIPPIS

the asymmetry of U can not decrease too much. This is encoded in the following simple result,
which is essentially taken from [48, Section 5].

Lemma 2.8 (Propagation of asymmetry). Let Ω ⊂ RN be an open set with finite measure. Let
U ⊂ Ω be such that |U | > 0 and

(2.18)
|Ω \ U |
|Ω|

≤ 1

4
A(Ω).

Then there holds

(2.19) A(U) ≥ 1

2
A(Ω).

Proof. Let B be a ball achieving the minimum in the definition of A(U), by triangular inequality
we get

A(U) =
|U∆B|
|U |

≥ |Ω|
|U |

(
|Ω∆B|
|Ω|

− |U∆Ω|
|Ω|

)
≥ |Ω|
|U |

(
|Ω∆B′|
|Ω|

− |B∆B′|
|Ω|

− |U∆Ω|
|Ω|

)
,

where B′ is a ball concentric with B and such that |B′| = |Ω|. By using that

|U∆Ω| = |Ω \ U | = |Ω| − |U | = |B′∆B|,

and the hypothesis (2.18), we get the conclusion by further noticing that |Ω| ≥ |U |. �

By relying on the previous simple result, we can prove a sort of Pólya-Szegő inequality with
remainder term. The remainder term depends on the asymmetry of Ω and on the level s of the
function, whose corresponding superlevel set {x : u(x) > s} has a measure defect comparable to the
asymmetry A(Ω), i.e. it satisfies (2.18).

Lemma 2.9 (Boosted Pólya-Szegő principle). Let Ω ⊂ RN be an open set with finite measure, such

that A(Ω) > 0. Let u ∈W 1,2
0 (Ω) be such that u > 0 in Ω. For every t > 0 we still denote

Ωt = {x ∈ Ω : u(x) > t} and µ(t) = |Ωt|.

Let s > 0 be the level defined by

(2.20) s = sup

{
t : µ(t) ≥ |Ω|

(
1− 1

4
A(Ω)

)}
.

Then we have

(2.21)

ˆ
Ω

|∇u|2 dx ≥
ˆ

Ω∗
|∇u∗|2 dx+ cN A(Ω) |Ω|1− 2

N s2.

The dimensional constant cN > 0 is given by

cN =
41/N βN N ω

1/N
N

2
,

and βN is the same constant appearing in (2.17).
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Proof. We first observe that the level s defined by (2.20) is not 0. Indeed, the function t 7→ µ(t) is
right-continuous, thus we get

lim
t→0+

µ(t) = µ(0) = |{x ∈ Ω : u(x) > 0}| = |Ω| > |Ω|
(

1− 1

4
A(Ω)

)
,

where we used the hypothesis on u and the fact that A(Ω) > 0.
By using the sharp quantitative isoperimetric inequality (2.17), we have

(2.22) P (Ωt) ≥ P (Ω∗t ) + βN µ(t)
N−1
N A(Ωt)

2,

while by convexity of the map τ 7→ τ2 we get

P (Ωt)
2 ≥ P (Ω∗t )

2 + 2P (Ω∗t )
(
P (Ωt)− P (Ω∗t )

)
= P (Ω∗t )

2 + 2
(
N ω

1/N
N µ(t)

N−1
N

)(
P (Ωt)− P (Ω∗t )

)
.

By collecting the previous two estimates and reproducing the proof of (2.10), we can now infer

ˆ
Ω

|∇u|2 dx ≥
ˆ

Ω∗
|∇u∗|2 dx+ c

ˆ s

0

A(Ωt)
2

(
µ(t)

N−1
N

)2

−µ′(t)
dt,(2.23)

where we set

c = 2βN N ω
1/N
N .

We now observe that µ is a decreasing function, thus we have

µ(t) > µ(s) ≥ |Ω|
(

1− 1

4
A(Ω)

)
, 0 < t < s.

This implies that the set Ωt verifies the hypothesis of Lemma 2.8 for 0 < t < s, since

|Ω \ Ωt|
|Ω|

= 1− µ(t)

|Ω|
≤ 1−

(
1− 1

4
A(Ω)

)
=

1

4
A(Ω), 0 < t < s.

Thus from (2.19) we get

A(Ωt) ≥
1

2
A(Ω), 0 < t < s.

By inserting the previous information in (2.23) and using that

µ(t) > µ(s) ≥ |Ω|
(

1− 1

4
A(Ω)

)
≥ |Ω|

2
, 0 < t < s,

we get

ˆ
Ω

|∇u|2 dx ≥
ˆ

Ω∗
|∇u∗|2 dx+

c

4
A(Ω)2

(
|Ω|N−1

N

2
N−1
N

)2 ˆ s

0

1

−µ′(t)
dt.
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We then observe that by convexity of the function τ 7→ τ−1, Jensen inequality gives2

ˆ s

0

1

−µ′(t)
dt ≥ s2ˆ s

0

−µ′(t) dt
≥ s2

|Ω| − µ(s)
≥ 4

s2

A(Ω) |Ω|
,

thanks to the choice (2.20) of s. This concludes the proof. �

We can now prove the following quantitative version of the general Faber-Krahn inequality (2.5).
The standard case of the first eigenvalue of the Dirichlet Laplacian corresponds to taking q = 2.
Though the exponent on the Fraenkel asymmetry is not sharp, the interest of the result lies in the
computable constant. Moreover, the proof is quite simple and it is based on the ideas by Hansen
& Nadirashvili. We also use Kohler-Jobin inequality (see Appendix A) to reduce to the case of
the torsional rigidity. This reduction trick has been first introduced by Brasco, De Philippis and
Velichkov in [21].

Theorem 2.10. Let 1 ≤ q < 2∗, there exists an explicit constant τN,q > 0 such that for every open
set Ω ⊂ RN with finite measure, we have

(2.24) |Ω|
2
N + 2

q−1 λq1(Ω)− |B|
2
N + 2

q−1 λq1(B) ≥ τN,q A(Ω)3.

Proof. Since inequality (2.24) is scaling invariant, we can suppose that |Ω| = 1. By Proposition
A.1 with

g(t) = t3 and d(Ω) = A(Ω),

it is sufficient to prove (2.24) for the torsional rigidity. In other words, we just need to prove the
following quantitative Saint-Venant inequality

(2.25) T (Ω∗)− T (Ω) ≥ τ A(Ω)3,

where as always Ω∗ is the ball centered at the origin such that |Ω∗| = |Ω| = 1. Of course, we can
suppose that A(Ω) > 0, otherwise there is nothing to prove. Without loss of generality, we can also
suppose that

(2.26) T (Ω) ≥ T (Ω∗)

2
.

Indeed, if the latter is not satisfied, then (2.25) trivially holds with constant τ = T (Ω∗)/16, thanks
to the fact that A(Ω) < 2.

Let wΩ ∈W 1,2
0 (Ω) be the torsion function of Ω (recall Remark 2.1), then we know

T (Ω) =

ˆ
Ω

wΩ dx =

ˆ
Ω

|∇wΩ|2 dx.

Moreover, by standard elliptic regularity we know that wΩ ∈ C∞(Ω) ∩ L∞(Ω). By recalling that
|Ω| = 1 and (2.26), we get

T (Ω∗)

2
≤ T (Ω) =

ˆ
Ω

wΩ dx ≤ ‖wΩ‖L∞(Ω).

2In the second inequality, we used that for a monotone non-decreasing function fˆ b

a
f ′(t) dt ≤ f(b)− f(a), for a < b.
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We now take s as in (2.20), from (2.21) and the definition of torsional rigidity we get

T (Ω) ≤

(ˆ
Ω∗
w∗Ω dx

)2

ˆ
Ω∗
|∇w∗Ω|2 dx+ cN A(Ω) s2

≤ T (Ω∗)

1 +
cN A(Ω) s2ˆ
Ω∗
|∇w∗Ω|2 dx


−1

,

that is
T (Ω∗)

T (Ω)
− 1 ≥ cN A(Ω) s2ˆ

Ω∗
|∇w∗Ω|2 dx

.

With simple manipulations, by using
´

Ω∗
|∇w∗Ω|2 ≤

´
Ω
|∇wΩ|2 = T (Ω), we get

(2.27) T (Ω∗)− T (Ω) ≥ cN A(Ω) s2.

We then set

(2.28) s0 =
T (Ω∗)

16

N + 2

3N + 2
A(Ω),

and observe that s0 < T (Ω∗)/4. We have to distinguish two cases.

First case: s ≥ s0. This is the easy case, as from (2.27) we directly get (2.25), with constant

τ =
cN
256

T (Ω∗)2

(
N + 2

3N + 2

)2

,

and we recall that cN is as in Lemma 2.9.

Second case: s < s0. In this case, by definition (2.20) of s we get

(2.29) µ(s0) <

(
1− 1

4
A(Ω)

)
.

We also observe that µ(s0) > 0, since s0 < T (Ω∗)/4 ≤ 1/2 ‖wΩ‖L∞ by the discussion above. We
now want to work with this level s0. We haveˆ

Ωs0

(wΩ − s0)+ dx =

ˆ
Ω

(wΩ − s0)+ dx ≥
ˆ

Ω

wΩ dx− s0 = T (Ω)− s0.(2.30)

Observe that the right-hand side is strictly positive, since s0 < T (Ω) thanks to (2.28) and (2.26). We

have (wΩ− s0)+ ∈W 1,2
0 (Ωs0), thus from the variational characterization of T (Ω), the Saint-Venant

inequality and (2.30)

T (Ω) =

(ˆ
Ω

wΩ dx

)2

ˆ
Ω

|∇wΩ|2 dx
≤

(ˆ
Ω

wΩ dx

)2

ˆ
Ω

|∇(wΩ − s0)+|2 dx
≤ T (Ωs0)


ˆ

Ω

wΩ dxˆ
Ω

(w − s0)+ dx


2

≤ T (Ω∗)µ(s0)
N+2
N

(
1− s0

T (Ω)

)−2

.

Since s0 satisfies (2.29), from the previous estimate and again (2.26) we can infer

(2.31)

(
1− 1

4
A(Ω)

)−N+2
N
(

1− s0

T (Ω∗)

)2

− 1 ≤ T (Ω∗)

T (Ω)
− 1 ≤ 2

T (Ω∗)

(
T (Ω∗)− T (Ω)

)
.
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We then observe that(
1− 1

4
A(Ω)

)−N+2
N

≥ 1 +
N + 2

4N
A(Ω) and

(
1− s0

T (Ω∗)

)2

≥ 1− 2 s0

T (Ω∗)
.

Thus from (2.31) we get

T (Ω∗)− T (Ω) ≥ T (Ω∗)

2

[(
1 +

N + 2

4N
A(Ω)

) (
1− 2 s0

T (Ω∗)

)
− 1

]
.(2.32)

We now recall the definition (2.28) of s0 and finally estimate(
1 +

N + 2

4N
A(Ω)

)(
1− 2 s0

T (Ω∗)

)
− 1 ≥ N + 2

8N
A(Ω).

By inserting this in (2.32) and recalling that A(Ω) < 2, we get (2.25) with

τ = T (Ω∗)
N + 2

64N
.

This concludes the proof of (2.24) and thus of the theorem. �

Remark 2.11 (Value of the constant τN,q). In the previous proof Ω∗ is a ball with measure 1, then
from (2.7)

T (Ω∗) =
ω
−2/N
N

N (N + 2)
.

Thus a possible value for the constant τ in the quantitative Saint-Venant inequality (2.25) is

τ =
ω
−2/N
N

16N (N + 2)
min

{
1,
cN
16

ω
−2/N
N

N

N + 2

(3N + 2)2
,
N + 2

4N

}
,

with cN as in Lemma 2.9. Consequently, from Proposition A.1 we get

τN,q = (2ϑ − 1) |B|
2
N + 2

q−1 λq1(B) min

{
τ
|B|N+2

N

T (B)
,

1

8

}
, ϑ =

2 +
2

q
N −N

N + 2
< 1.

for the constant appearing in (2.24).
Let us make some comments about the dependence of τN,q on the parameter q. It is well-known

that for N ≥ 3 we have

lim
q↗2∗

λq1(Ω) = inf
u∈W 1,2

0 (Ω)

{ˆ
RN
|∇u|2 dx : ‖u‖L2∗ (RN ) = 1

}
.

The latter coincides with the best constant in the Sobolev inequality on RN , a quantity which does
not depend on the open set Ω. This implies that the constant τN,q must converge to 0 as q goes to
2∗. From the explicit expression above, we have

γN,q ' (2ϑ − 1) ' (2∗ − q), as q goes to 2∗.

The conformal case N = 2 is a little bit different. In this case we have (see [70, Lemma 2.2])

lim
q→+∞

λq1(Ω) = 0 and lim
q→+∞

q λq1(Ω) = 8π e,
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for every open bounded set Ω. By observing that for N = 2 we have ϑ = 1/q, the asymptotic
behaviour of the constant γ2,q is then given by

γ2,q '
(

2
1
q − 1

)
λq1(B) ' 1

q2
, as q goes to +∞.

2.5. The Faber-Krahn inequality in sharp quantitative form. As simple and general as it
is, the previous result is however not sharp. Indeed, Bhattacharya and Weitsman [16, Section 8]
and Nadirashvili [65, page 200] indipendently conjectured the following.

BWN Conjecture. There exists a dimensional constant C > 0 such that

|Ω|2/N λ(Ω)− |B|2/N λ(B) ≥ 1

C
A(Ω)2.

After some attempts and intermediate results, this has been proved by Brasco, De Philippis and
Velichkov in [21]. This follows by choosing q = 2 in the statement below, which is again valid in
the more general case of the first semilinear eigenvalues. We remark that this time the constant
appearing in the estimate is not explicit. However, we can trace its dependence on q, which is the
same as that of γN,q in Remark 2.11.

Theorem 2.12. Let 1 ≤ q < 2∗. There exists a constant γN,q, depending only on the dimension
N and q, such that for every open set Ω ⊂ RN with finite measure we have

(2.33) |Ω|
2
N + 2

q−1 λq1(Ω)− |B|
2
N + 2

q−1 λq1(B) ≥ γN,q A(Ω)2.

The proof of this result is quite long and technical. We will briefly describe the main ideas and
steps of the proof, referring the reader to the original paper [21] for all the details.

Let us stress that differently from the previous results, the proof of Theorem 2.12 does not rely on
quantitative versions of the Pólya-Szegő principle, since this technique seems very hard to implement
in sharp form (as explained at the beginning of Subsection 2.4). On the contrary, the main core is
based on the selection principle introduced by Cicalese and Leonardi in [33] to give a new proof of
the aforementioned quantitative isoperimetric inequality (2.22).

The selection principle turns out to be a very flexible technique and after the paper [33] it has
been applied to a wide variety of geometric problems, see for instance [1, 17] and [36].

Let us now explain the main steps of the proof of Theorem 2.12.

Step 1: reduction to the torsional rigidity

We start by observing that by Proposition A.1 it is sufficient to prove the result for the torsional
rigidity. In other words, it is sufficient to prove

(2.34) T (B1)− T (Ω) ≥ 1

C
A(Ω)2, for Ω ⊂ RN such that |Ω| = |B1|,

where C is a dimensional constant and B1 is the ball of radius 1 centered at the origin.

Step 2: sharp stability for nearly spherical sets

One then observes that if Ω is a sufficiently smooth perturbation of B1, then (2.34) can be proved by
means of a second order expansion argument. More precisely, in this step we consider the following
class of sets.
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Definition 2.13. An open bounded set Ω ⊂ RN is said nearly spherical of class C2,γ parametrized
by ϕ, if there exists ϕ ∈ C2,γ(∂B1) with ‖ϕ‖L∞ ≤ 1/2 and such that ∂Ω is represented by

∂Ω =
{
x ∈ RN : x = (1 + ϕ(y)) y, for y ∈ ∂B1

}
.

For nearly spherical sets, we then have the following quantitative estimate. The proof relies on
a second order Taylor expansion for the torsional rigidity, see [34] and [21, Appendix A].

Proposition 2.14. Let 0 < γ ≤ 1. Then there exists δ1 = δ1(N, γ) > 0 such that if Ω is a nearly
spherical set of class C2,γ parametrized by ϕ with

‖ϕ‖C2,γ(∂B1) ≤ δ1, |Ω| = |B1| and xΩ :=

 
Ω

x dx = 0,

then

(2.35) T (B1)− T (Ω) ≥ 1

32N2
‖ϕ‖2L2(∂B1) .

Remark 2.15. It is not difficult to see that (2.35) implies (2.34) for the class of sets under con-
sideration. Indeed, we have

‖ϕ‖2L2(∂B1) ≥
1

N ωN

(ˆ
∂B1

|ϕ| dHN−1

)2

,

and

A(Ω) ≤ |Ω∆B1|
|Ω|

=
1

N ωN

ˆ
∂B1

|1− (1 + ϕ)N | dHN−1 ' 1

ωN

ˆ
∂B1

|ϕ| dHN−1.

Let us record that actually inequality (2.35) holds true in a stronger form, where the L2 norm of ϕ
is replaced by its W 1/2,2(∂Ω) norm, see [21, Theorem 3.3].

Step 3: reduction to the small asymmetry regime

This simple step permits to reduce the task to proving (2.34) for sets having suitably small Fraenkel
asymmetry. Namely, we have the following result.

Proposition 2.16. Let us suppose that there exist ε > 0 and c > 0 such that

T (B1)− T (Ω) ≥ cA(Ω)2, for Ω such that |Ω| = |B1| and A(Ω) < ε.

Then (2.34) holds true with
1

C
= min{c, ε τ}

where τ > 0 is the dimensional constant appearing in (2.25).

Proof. Once we have Theorem 2.10 at our disposal, the proof is straightforward. Indeed, if A(Ω) ≥
ε, then by (2.25) we get

T (B1)− T (Ω) ≥ τ A(Ω)3 ≥ ε τ A(Ω)2,

as desired. However, let us point out that for the proof of this result it is not really needed the power
law relation given by (2.25), it would be sufficient to know that A(Ω)→ 0 as T (B1)−T (Ω)→ 0. �

Step 4: reduction to bounded sets

We can still make a further reduction, namely we can restrict ourselves to prove (2.34) for sets with
uniformly bounded diameter. This is a consequence of the following expedient result.



SPECTRAL INEQUALITIES IN QUANTITATIVE FORM 19

Lemma 2.17. There exist positive constants C = C(N), T = T (N) and D = D(N) such that for
every open set Ω ⊂ RN with

|Ω| = |B1| and T (B1)− T (Ω) ≤ T ,

we can find another open set Ω̃ ⊂ RN with

|Ω̃| = |B1| and diam(Ω̃) ≤ D,

such that

(2.36) A(Ω) ≤ A(Ω̃) + C
(
T (B1)− T (Ω)

)
and

(
T (B1)− T (Ω̃)

)
≤ C

(
T (B1)− T (Ω)

)
.

The proof of this result is quite tricky and we refer the reader to [21, Lemma 5.3]. It is however
quite interesting to remark that one of the key ingredients of the proof is the knowledge of some
suitable non-sharp quantitative Saint-Venant inequality, where the deficit T (Ω)− T (B1) controls a
power of the Fraenkel asymmetry. For example, in [21] a prior result by Fusco, Maggi and Pratelli
is used, with exponent 4 on the asymmetry (see Section 7.1 below for more comments on their
result).

With the previous result in force, the main output of this step is the following result.

Proposition 2.18. Let D be the same constant as in Lemma 2.17. Let us suppose that there exist
c > 0 such that

(2.37) T (B1)− T (Ω) ≥ cA(Ω)2, for Ω such that |Ω| = |B1| and diam(Ω) ≤ D.

Then (2.34) holds true.

Proof. We suppose that diam(Ω) > D, otherwise there is nothing to prove. Let T be as in the
statement of Lemma 2.17, we observe that if T (B1) − T (Ω) > T , then (2.34) trivially holds true
with constant T /4.

We can thus suppose that Ω satisfies the hypotheses of Lemma 2.17 and find a new open set Ω̃
for which (2.37) holds true. By using (2.36) and (2.37) we get√

T (B1)− T (Ω) ≥
√

1

C

(
T (B1)− T (Ω̃)

)
≥
√
c

C
A(Ω̃)

≥
√
c

C

(
A(Ω)− C

(
T (B1)− T (Ω)

))
.

Since we can always suppose that T (B1)− T (Ω) ≤ 1, this shows (2.34) for Ω, as desired. �

Step 5: sharp stability for bounded sets with small asymmetry

This is the core of the proof and the most delicate step. Thanks to Step 1, Step 3 and Step 4,
in order to prove Theorem 2.12, we have to prove the following.

Theorem 2.19. For every R ≥ 2, there exist two constants ĉ = ĉ(N,R) > 0 and ε̂ = ε̂(N,R) > 0
such that

(2.38) T (B1)− T (Ω) ≥ ĉA(Ω)2, for Ω ⊂ BR such that |Ω| = |B1| and A(Ω) ≤ ε̂.
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The idea of the proof is to proceed by contradiction. Indeed, let us suppose that (2.38) is false.
Thus we may find a sequence of open sets {Ωj}j∈N ⊂ BR(0) such that

(2.39) |Ωj | = |B1|, εj := A(Ωj)→ 0 and T (B1)− T (Ωj) ≤ cA(Ωj)
2,

with c > 0 as small as we wish. The idea is to use a variational procedure to replace the sequence
{Ωj}j∈N with an “improved” one {Uj}j∈N which still contradicts (2.38) and enjoys some additional
smoothness properties.

In the spirit of the celebrated Ekeland’s variational principle, the idea is to select such a sequence
through some penalized minimization problem. Roughly speaking we look for sets Uj which solve
the following

(2.40) min
{
T (B1)− T (Ω) +

√
ε2
j + η (A(Ω)− εj)2 : Ω ⊂ BR, |Ω| = |B1(0)|

}
,

where η > 0 is a suitably small parameter, which will allow to get the final contradiction.
One can easily show that the sequence Uj still contradicts (2.38) and that A(Uj) → 0. Relying

on the minimality of Uj , one then would like to show that the L1 convergence to B1 can be improved
to a C2,γ convergence. If this is the case, then the stability result for smooth nearly spherical sets
Proposition 2.14 applies and shows that (2.39) cannot hold true if c in (2.39) is sufficiently small.

The key point is thus to prove (uniform) regularity estimates for sets solving (2.40). For this, first
one would like to get rid of volume constraints applying some sort of Lagrange multiplier principle
to show that Uj solves

(2.41) min
{
T (B1)− T (Ω) +

√
ε2
j + η (A(Ω)− εj)2 + Λ |Ω| : Ω ⊂ BR

}
.

Then, recalling the formulation (2.8) for −T (Ω), we can take advantage of the fact that we are
considering a “min–min” problem. Thus the previous problem is equivalent to require that the
torsion function wj := wUj of Uj minimizesˆ

RN
|∇v|2 dx− 2

ˆ
RN

v dx+ Λ
∣∣{v > 0}

∣∣+
√
ε2
j + η (A({v > 0})− εj)2,(2.42)

among all functions with compact support in BR. Since we are now facing a perturbed free boundary
type problem, we aim to apply the techniques of Alt and Caffarelli [4] (see also [28, 29]) to show
the regularity of ∂Uj = ∂{uj > 0} and to obtain the smooth convergence of Uj to B1.

This is the general strategy, but several non-trivial modifications have to be done to the above
sketched proof. A first technical difficulty is that no global Lagrange multiplier principle is available.
Indeed, since by scaling

−T (tΩ)− = −tN+2 T (Ω) and |tΩ| = tN |Ω|, t > 0,

by a simple scaling argument one sees that the infimum of the energy in (2.41) would be identically
−∞ in the uncostrained case. This can be fixed by following [2] and replacing the term Λ |Ω| with
a term of the form f(|Ω| − |B1|), for a suitable strictly increasing function f vanishing at 0 only.

A more serious obstruction is due to the lack of regularity of the Fraenkel asymmetry. Although
solutions to (2.42) enjoy some mild regularity properties, we cannot expect ∂{uj > 0} to be smooth.
Indeed, by formally computing the optimality condition3 of (2.42) and assuming that B1 is the

3That is differentiating the functional along perturbation of the form vt = uj ◦ (Id + tV ) where V is a smooth

vector field.
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unique optimal ball for the Fraenkel asymmetry of {wj > 0}, one gets that wj should satisfy∣∣∣∣∂wj∂ν

∣∣∣∣2 = Λ +
η (A({wj > 0})− εj)√

ε2
j + η (A({wj > 0})− εj)2

(
1RN\B1

− 1B1

)
on ∂{wj > 0},

where 1A denotes the characteristic function of a set A and ν is the outer normal versor. This
means that the normal derivative of wj is discontinuous at points where Uj = {wj > 0} crosses

∂B1. Since classical elliptic regularity implies that if ∂Uj is C1,γ then uj ∈ C1,γ(Uj), it is clear
that the sets Uj can not enjoy too much smoothness properties. In particular, it seems difficult to
obtain the regularity C2,γ needed to apply Proposition 2.14.

To overcome this difficulty, we replace the Fraenkel asymmetry with a new asymmetry functional,
which behaves like a squared L2 distance between the boundaries and whose definition is inspired
by [3]. For a bounded set Ω ⊂ RN , this is defined by

α(Ω) =

ˆ
Ω∆B1(xΩ)

∣∣1− |x− xΩ|
∣∣ dx,

where xΩ is the barycenter of Ω. Notice that α(Ω) = 0 if and only if Ω is a ball of radius 1.
This asymmetry is differentiable with respect to the variations needed to compute the optimal-
ity conditions (differently from the Fraenkel asymmetry), moreover it enjoys the following crucial
properties:

(i) there exists a constant C1 = C1(N) > 0 such that for every Ω

(2.43) C1 α(Ω) ≥ |Ω∆B1(xΩ)|2;

(ii) there exists two constants δ2 = δ2(N) > 0 and C2 = C2(N) > 0 such that for every nearly
spherical set Ω parametrized by ϕ with ‖ϕ‖L∞ ≤ δ2, we have

(2.44) α(Ω) ≤ C2 ‖ϕ‖2L2(∂B1).

By using the strategy described above and replacing A(Ω) with α(Ω), one can obtain the following.

Proposition 2.20 (Selection Principle). Let R ≥ 2 then there exists η̃ = η̃(N,R) > 0 such that if
0 < η ≤ η̃(N,R) and {Ωj}j∈N ⊂ RN verify

|Ωj | = |B1| and εj := α(Ωj)→ 0, while T (B1)− T (Ωj) ≤ η4 εj ,

then we can find a sequence of smooth open sets {Uj}j∈N ⊂ BR satisfying:

(i) |Uj | = |B1|;
(ii) xUj = 0;

(iii) ∂Uj are converging to ∂B1 in Ck for every k;
(iv) there holds

lim sup
j→∞

T (B1)− T (Uj)

α(Uj)
≤ C3 η,

for some constant C3 = C3(N,R) > 0.

In turn, this permits to prove the following alternative version of Theorem 2.19, by following the
contradiction scheme sketched above. Indeed, we can apply Proposition 2.14 to the sets Uj and
(2.44) in order to get

1

32N2
≤ lim sup

j→∞

T (B1)− T (Uj)

‖ϕj‖L2(∂B)
≤ C2 lim sup

j→∞

T (B1)− T (Uj)

α(Uj)
≤ C2 C3 η,
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where ϕj is the parametrization of ∂Uj . By choosing η > 0 suitably small, we obtain a contradiction
and this proves the following result.

Theorem 2.19 bis. For every R ≥ 2, there exist c̃ = c̃(N,R) > 0 and ε̃ = ε̃(N,R) > 0 such that

T (B1)− T (Ω) ≥ c̃ α(Ω), for Ω ⊂ BR such that |Ω| = |B1| and α(Ω) ≤ ε̃.
Finally, Theorem 2.19 can be now obtained as a consequence of the previous result, by appealing

to the properties of α(Ω). Indeed, by (2.43) we can assure that α(Ω) dominates the Fraenkel
asymmetry raised to power 2.

Open problem 2 (Sharp quantitative Faber-Krahn with explicit constant). Prove inequality (2.33)
with a computable constant. Again, it would be sufficient to prove it for the torsional rigidity, still
thanks to Proposition A.1.

We conclude this part by remarking that the Fraenkel asymmetry A(Ω) is not affected by re-
moving from Ω a set with positive capacity and zero N−dimensional Lebesgue measure, while this
is the case for the Faber-Krahn deficit

|Ω|2/N λ1(Ω)− |B|2/N λ1(B).

In particular, if λ1(Ω) = λ1(B) and |Ω| = |B|, from Theorem 2.12 we can only infer that Ω is a
ball up to a set of zero measure. It could be interesting to have a stronger version of Theorem 2.12,
where the Fraenkel asymmetry is replaced by a stronger notion of asymmetry, coinciding on sets
which differ for a set with zero capacity. Observe that the two asymmetries dM and dN suffer from
the opposite problem, i.e. they are too rigid and affected by removing sets with zero capacity (like
points, for example).

Open problem 3 (Sharp quantitative Faber-Krahn with capacitary asymmetry). Prove a quanti-
tative Faber-Krahn inequality with a suitable capacitary asymmetry d, i.e. a scaling invariant shape
functional Ω 7→ d(Ω) vanishing on balls only and such that

d(Ω′) = d(Ω) if cap (Ω∆Ω′) = 0.

2.6. Checking the sharpness. The heuristic idea behind the sharpness of the estimate

|Ω|2/N λ1(Ω)− |B|2/N λ1(B) ≥ γN,2A(Ω)2,

is quite easy to understand. It is just the standard fact that a smooth function behaves quadratically
near a non degenerate minimum point.

Indeed, λ1 is twice differentiable in the sense of the shape derivative (see [50]). Then any per-
turbation of the type Ωt := Xt(B), where Xt is a measure preserving smooth vector field, should
provide a Taylor expansion of the form

λ1(Ωt) ' λ1(B) +O(t2), t� 1.

since the first derivative of λ1 has to vanish at the “minimum point” B. By observing that the
Fraenkel asymmetry satisfies A(Ωt) = O(t), one would prove sharpness of the exponent 2.

Rather than giving the detailed proof of the previous argument, we prefer to give an elementary
proof of the sharpness, just based on the variational characterization of λq1 and valid for every
1 ≤ q < 2∗. We believe it to be of independent interest.

We still denote by B1 ⊂ RN the ball with unit radius and centered at the origin. For every
ε > 0, we consider the N ×N diagonal matrix

Mε = diag
(

(1 + ε), (1 + ε)−1, 1, . . . , 1
)
,
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and we take the family of ellipsoids Eε = MεB1. Observe that by construction we have4

(2.45) |Eε| = |B1| and A(Eε) =
|Eε∆B1|
|Eε|

= O(ε).

Let us fix q ≥ 1, with a simple change of variables the first semilinear eigenvalue λq1(Eε) can be
written as

λq1(Eε) = min
v∈W 1,2

0 (Eε)\{0}

ˆ
Eε

|∇v|2 dx(ˆ
Eε

|v|q dx
) 2
q

= min
u∈W 1,2

0 (B1)\{0}

ˆ
B1

〈M̃ε∇u,∇u〉 dx(ˆ
B1

|u|q dx
) 2
q

,(2.46)

where M̃ε = M−1
ε M−1

ε . We now observe that

〈M̃ε ξ, ξ〉 =
ξ2
1

(1 + ε)2
+ (1 + ε)2 ξ2

2 +
N∑
i=3

ξ2
i , ξ ∈ RN ,

and by Taylor formula

1

(1 + ε)2
= 1− 2 ε+ 6

ˆ ε

0

ε− s
(1 + s)4

ds ≤ 1− 2 ε+ 3 ε2.

Thus for every u ∈W 1,2
0 (B1) we obtain

ˆ
B1

〈M̃ε∇u,∇u〉 dx ≤
ˆ
B1

|∇u|2 dx+ 2 ε

ˆ
B1

(
|ux2 |2 − |ux1 |2

)
dx

+ ε2

ˆ
B1

(
3 |ux1 |2 + |ux2 |2

)
dx.

(2.47)

We now take U ∈W 1,2
0 (B1) a function which attains the minimum in the definition of λq1(B1), with

unit Lq norm. From (2.46) and (2.47) we get

λq1(Eε) ≤ λq1(B1) + 2 ε

ˆ
B1

(
|Ux2 |2 − |Ux1 |2

)
dx+ ε2

ˆ
B1

(
3 |Ux1 |2 + |Ux2 |2

)
dx.

By using that U is radially symmetric (again by Pólya-Szegő principle), it is easy to see that
ˆ
B1

(
|Ux2 |2 − |Ux1 |2

)
dx = 0,

and thus finally

λq1(Eε) ≤ λq1(B1) + C ε2.

By recalling (2.45), this finally shows sharpness of Theorem 2.12 for every 1 ≤ q < 2∗.

4We recall that for a N−dimensional convex sets having N axes of symmetry, the optimal ball for the Fraenkel
asymmetry can be centered at the intersection of these axes, see for example [24, Corollary 2 & Remark 6].
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3. Intermezzo: quantitative estimates for the harmonic radius

In this section we present an application of the quantitative Faber-Krahn inequality to estimates
for the so-called harmonic radius. Apart from being interesting in themselves, some of these results
will be useful in the next section.

Definition 3.1 (Harmonic radius). We denote by GΩ
x the Green function of Ω with singularity at

x ∈ Ω, i.e.

−∆GΩ
x = δx in Ω, GΩ

x = 0 on ∂Ω,

where δx is the Dirac Delta centered at x. We recall that

GΩ
x (y) = ςN

(
ΓN (|x− y|)−HΩ

x (y)
)
,

where:

• ςN is the following dimensional constant

ς2 =
1

2π
, ςN =

1

(N − 2)N ωN
, for N ≥ 3;

• ΓN is the function defined on (0,+∞)

Γ2(t) = − log t, ΓN (t) = t2−N , for N ≥ 3;

• HΩ
x is the regular part, which solves

∆HΩ
x = 0 in Ω, HΩ

x = ΓN (|x− ·|) on ∂Ω.

With the notation above, the harmonic radius of Ω is defined by

(3.1) IΩ := sup
x∈Ω

Γ−1
N (HΩ

x (x)).

We refer the reader to the survey paper [11] for a comprehensive study of the harmonic radius.

Remark 3.2 (Scaling properties). It is not difficult to see that IΩ scales like a length. This follows
from the fact that for every t > 0

(3.2) GtΩ
x (y) = t2−N GΩ

x/t

(y
t

)
, y 6= x ∈ tΩ.

Then in dimension N ≥ 3 we get

HtΩ
x (y) = t2−N HΩ

x/t

(y
t

)
and thus ItΩ := sup

x∈tΩ

(
t2−N HΩ

x/t

(x
t

)) 1
2−N

= t IΩ.

In dimension 2 we proceed similarly, by observing that from (3.2)

HtΩ
x (y) = − log t+HΩ

x/t

(x
t

)
.

For our purposes, it is useful to recall the following spectral inequality.

Theorem 3.3 (Hersch-Pólya-Szegő inequality). Let Ω ⊂ RN be an open bounded set. Then we
have the scaling invariant estimate

(3.3) λ1(Ω) ≤ λ1(B1)

I2
Ω

.

Equality in (3.3) is attained for balls only.
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Proof. Under these general assumptions, the result is due to Hersch and is proved by using harmonic
transplation, a technique introduced in [51]. The original result by Pólya and Szegő is for N = 2
and Ω simply connected, by means of conformal transplantation. We present their proof below, by
referring to [11, Section 6] for the general case.

Thus, let us take N = 2 and Ω simply connected. Without loss of generality, we can assume
|Ω| = π. For every x0 ∈ Ω, we consider the holomorphic isomorphism given by the Riemann
Mapping Theorem

fx0
: Ω→ B1,

such that5 fx0
(x0) = 0. Then we have the following equivalent characterization for the harmonic

radius

(3.4) IΩ = sup
x0∈Ω

∣∣(f−1
x0

)′(0)
∣∣ = sup

x0∈Ω

1

|f ′x0
(x0)|

.

Here f ′ denotes the complex derivative. Indeed, with the notation above the Green function of Ω
with singularity at x0 is given by

GΩ
x0

(y) = − 1

2π
log |fx0

(y)|, y ∈ Ω \ {x0}.

We can rewrite it as

GΩ
x0

(y) = − 1

2π
log |fx0

(y)− fx0
(x0)| = − 1

2π
log |y − x0| −

1

2π
log
|fx0

(y)− fx0
(x0)|

|y − x0|
.

By recalling the definition (3.1) of harmonic radius, we get

IΩ = sup
x0∈Ω

{
lim
y→x0

exp

(
− log

|fx0(y)− fx0(x0)|
|y − x0|

)}
= sup
x0∈Ω

1

|f ′x0
(x0)|

,

which proves (3.4).

We now prove (3.3). Let u ∈ W 1,2
0 (B1) be the first positive Dirichlet eigenfunction of B1, with

unit L2 norm. For x0 ∈ Ω, we consider fx0
: Ω→ B1 as above, then we set

v = u ◦ f.

By conformality we preserve the Dirichlet integral, i.e.ˆ
Ω

|∇v|2 dx =

ˆ
B1

|∇u|2 dx = λ1(B1).

On the other hand, by the change of variable formula we haveˆ
Ω

|v|2 dx =

ˆ
B1

|u|2 |(f−1
x0

)′|2 dx.

We now observe that |(f−1
x0

)′|2 is sub-harmonic, thus the function

(3.5) Φ(%) =
1

2π %

ˆ
{|x|=%}

|(f−1
x0

)′|2 dH1,

is non-decreasing. In particular, we have

Φ(%) ≥ Φ(0) = |(f−1
x0

)′(0)|2.

5We recall that this is uniquely defined, up to a rotation.
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Thus we obtain ˆ
Ω

|v|2 dx =

ˆ
Ω

|u|2 |(f−1
x0

)′|2 dx = 2π

ˆ 1

0

u2 %Φ(%) d%

≥
(

2π

ˆ 1

0

u2 % d%

)
|(f−1

x0
)′(0)|2 = |(f−1

x0
)′(0)|2,

since u has unitary L2 norm. By using the variational characterization of λ1(Ω), this finally shows

|(f−1
x0

)′(0)|2 λ1(Ω) ≤ λ1(B1).

By taking the supremum over Ω and using (3.4), we get the conclusion. �

Remark 3.4 (Conformal radius). Historically, the quantity

max
x0∈Ω

∣∣(f−1
x0

)′(0)
∣∣ = max

x0∈Ω

1

|f ′x0
(x0)|

,

has been first introduced under the name conformal radius of Ω. The definition of harmonic radius
is due to Hersch [51], as we have seen this gives a genuine extension to general sets of the conformal
radius.

Among open sets with given measure, the harmonic radius is maximal on balls. By recalling
that for a ball the harmonic radius coincides with the radius tout court, we thus have the scaling
invariant estimate

(3.6)
|Ω|2/N

I2
Ω

≥ ω2/N
N .

This can be deduced by joining (3.3) and the Faber-Krahn inequality. If we replace the latter by
Theorem 2.12, we get a quantitative version of (3.6). This is the content of the next result.

Corollary 3.5 (Stability of the harmonic radius). Let Ω ⊂ RN be an open bounded set. Then we
have

(3.7)
|Ω|2/N

I2
Ω

− ω2/N
N ≥ cA(Ω)2,

for some constant c > 0.

Proof. We multiply both sides of (3.3) by |Ω|2/N/ω2/N
N , then we get

|Ω|2/N λ1(Ω)

ω
2/N
N λ1(B1)

− 1 ≤ 1

ω
2/N
N

(
|Ω|2/N

I2
Ω

− ω2/N
N

)
.

By recalling that ω
2/N
N λ1(B1) is a universal constant and using the sharp quantitative Faber-Krahn

inequality of Theorem 2.12, we get the conclusion. �

For simply connected sets in the plane, the previous result has an interesting geometrical con-
sequence, which will be exploited in Section 4. Indeed, observe that with the notation above we
have

|Ω| =
ˆ
B1

|(f−1
x0

)′|2 dx ≥ π |(f−1
x0

)′(0)|2,
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where we used again monotonicity of the function (3.5). If we assume for simplicity that |Ω| = π,
thus we get

1

|f ′x0
(x0)|

= |(f−1
x0

)′(0)| ≤ 1

with equality if Ω is a disc. If Ω is not a disc, then the inequality is strict and we can add a
remainder term. In other words, the local stretching at the origin of the conformal map f−1

x0
can

tell whether Ω is a disc or not. This is the content of the next result.

Corollary 3.6. Let Ω ⊂ R2 be an open bounded simply connected set such that |Ω| = π. For every
x0 ∈ Ω, we consider the holomorphic isomorphism

fx0
: Ω→ B1,

such that fx0(x0) = 0. For every x0 ∈ Ω we have

1

|f ′x0
(x0)|

= |(f−1
x0

)′(0)| ≤
√

1− 1

C
A(Ω)2,

for some C > 4.

Proof. We observe that from (3.7) we get

1

I2
Ω

≥ 1 +
c

π
A(Ω)2,

where we used that |Ω| = π. From this, with simple manipulations we get

I2
Ω ≤ 1− 1

C
A(Ω)2.

It is now sufficient to use the characterization (3.4) to conclude. �

4. Stability for the Szegő-Weinberger inequality

4.1. A quick overview of the Neumann spectrum. In the case of homogeneous Neumann
boundary conditions, the first eigenvalue µ1(Ω) is always 0 and corresponds to constant functions.
This reflects the fact that the Poincaré inequality

c

ˆ
Ω

|u|2 dx ≤
ˆ

Ω

|∇u|2 dx, u ∈W 1,2(Ω),

can hold only in the trivial case c = 0. For an open set Ω ⊂ RN with finite measure, we define its
first non trivial Neumann eigenvalue by

µ2(Ω) := inf
u∈W 1,2(Ω)\{0}


ˆ

Ω

|∇u|2 dx
ˆ

Ω

|u|2 dx
:

ˆ
Ω

u dx = 0

 .

In other words, this is the sharp constant in the Poincaré-Wirtinger inequality

c

ˆ
Ω

∣∣∣∣u−  
Ω

u

∣∣∣∣2 dx ≤ ˆ
Ω

|∇u|2 dx, u ∈W 1,2
0 (Ω).

When Ω ⊂ RN has Lipschitz boundary, the embedding W 1,2(Ω) ↪→ L2(Ω) is compact (see [60, The-
orem 5.8.2]) and the infimum above is attained. In this case the Neumann Laplacian has a discrete
spectrum {µ1(Ω), µ2(Ω), . . . }. The successive Neumann eigenvalues can be defined similarly, that
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is µk(Ω) is obtained by minimizing the same Rayleigh quotient, among functions orthogonal (in the
L2(Ω) sense) to the first k − 1 eigenfunctions.

If Ω has k connected components, we have µ1(Ω) = · · · = µk(Ω) = 0, with corresponding
eigenfunctions given by a constant function on each connected component of Ω. We still have the
scaling property

µk(tΩ) = t−2 µk(Ω), t > 0,

and there holds the Szegő-Weinberger inequality6

(4.1) |Ω|2/N µ2(Ω) ≤ |B|2/N µ2(B),

with equality if and only if Ω is a ball.
For a ball Br of radius r, µ2(Br) has multiplicity N , that is µ2(Br) = · · · = µN+1(Br). This

value can be explicitely computed, together with its corresponding eigenfunctions. Indeed, these
are given by (see [6])

(4.2) ξi(x) := |x|
2−N

2 JN
2

(
βN/2,1|x|

r

)
xi
|x|
, i = 1, . . . , N.

Here JN/2 is still a Bessel function of the first kind, while βN/2,1 denotes the first positive zero of

the derivative of t 7→ t(2−N)/2 JN/2(t), i.e. it verifies

βN/2,1 J
′
N
2

(βN/2,1) +

(
2−N

2

)
JN

2
(βN/2,1) = 0 .

Observe in particular that the radial part of ξi

(4.3) ϕN (|x|) := |x|1−N2 JN/2
(
βN/2,1|x|

r

)
,

satisfies the ODE (of Bessel type)

g′′(t) +
N − 1

t
g′(t) +

(
µ2(Br)−

N − 1

t2

)
g(t) = 0,

and one can compute

µ2(Br) =

(
βN/2,1

r

)2

.

Finally, we recall that in dimension N = 2 inequality (4.1) can be sharpened. Namely, for every
Ω ⊂ R2 simply connected open set we have

(4.4)
1

|Ω|

(
1

µ2(Ω)
+

1

µ3(Ω)

)
≥ 1

|B|

(
1

µ2(B)
+

1

µ3(B)

)
,

where B ⊂ R2 is any open disc. This result has been proved by Szegő in [72] by means of conformal
maps, we will recall his proof below. By recalling that for a disc µ2 = µ3, from (4.4) we immediately
get (4.1) for simply connected sets in R2.

6We point out that Szegő-Weinberger inequality holds for every open set with finite measure, without smoothness

assumptions. In other words, the proof does not use neither discreteness of the Neumann spectrum of Ω, nor that
the infimum in the definition of µ2(Ω) is attained.
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Remark 4.1. The higher dimensional analogue of (4.4) would be

1

|Ω|2/N
N+1∑
k=2

1

µk(Ω)
≥ 1

|B|2/N
N+1∑
k=2

1

µk(B)
.

However, the validity of such an inequality is still an open problem, see [49, page 106].

4.2. A two-dimensional result by Nadirashvili. One of the first quantitative improvements of
the Szegő-Weinberger inequality was due to Nadirashvili, see [65]. Even if his result is limited to
simply connected sets in the plane, this is valid for the stronger inequality (4.4). We reproduce the
original proof, up to some modifications (see Remark 4.3 below). We will also highlight a quicker
strategy suggested to us by Mark S. Ashbaugh (see Remark 4.4 below).

Theorem 4.2 (Nadirashvili). There exists a constant C > 0 such that for every Ω ⊂ R2 smooth
simply connected open set we have

(4.5)
1

|Ω|

(
1

µ2(Ω)
+

1

µ3(Ω)

)
− 1

|B|

(
1

µ2(B)
+

1

µ3(B)

)
≥ 1

C
A(Ω)2.

Here B ⊂ R2 is any open disc.

Proof. The proof of (4.5) introduces some quantitative ingredients in the original proof by Szegő.
For the reader’s convenience, it is thus useful to recall at first the proof of (4.4).

By scale invariance, we can suppose that |Ω| = |B| = π and we may take the disc B to be
centered at the origin. From (4.2) above, we know that

ξ1(x) = c J1(β1,1 |x|)
x1

|x|
and ξ2(x) = c J1(β1,1 |x|)

x2

|x|
,

are two linearly independent Neumann eigenfunctions in B, corresponding to µ2(B) = µ3(B). The
normalization constant c is chosen so to guarantee that ξ1 and ξ2 have unit L2 norm.

Since Ω ⊂ R2 is simply connected, given x0 ∈ Ω by the Riemann Mapping Theorem there exists
an analytic isomorphism fx0

: Ω→ B such that fx0
(x0) = 0. For notational simplicity, we will omit

the index x0 and simply write f . Szegő proved that we can choose x0 ∈ Ω in such a way that if we
set vi = ξi ◦ f (i = 1, 2) then ˆ

Ω

vi dx = 0, i = 1, 2.

Then if we set h = f−1 we have

(4.6)

ˆ
Ω

|vi|2 dx =

ˆ
B

ξ2
i |h′|2 dx,

ˆ
Ω

|∇vi|2 dx =

ˆ
B

|∇ξi|2 dx, i = 1, 2,

where h′ denotes the complex derivative. Also observe that by conformality we haveˆ
Ω

〈∇v1,∇v2〉 dx =

ˆ
B

〈∇ξ1,∇ξ2〉 dx = 0.

By recalling the following variational formulation for sum of inverses of Neumann eigenvalues (see
for example [54, Theorem 1])

1

µ2(Ω)
+

1

µ3(Ω)
= max
u∈W 1,2(Ω)\{0}


ˆ

Ω

|u1|2 dxˆ
Ω

|∇u1|2 dx
+

ˆ
Ω

|u2|2 dxˆ
Ω

|∇u2|2 dx
:

ˆ
Ω

u1 dx =

ˆ
Ω

u2 dx = 0ˆ
Ω

〈∇u1,∇u2〉 dx = 0

 ,



30 BRASCO AND DE PHILIPPIS

and using that µ2(B) = µ3(B), from (4.6) we get

1

µ2(Ω)
+

1

µ3(Ω)
≥

ˆ
Ω

|v1|2 dxˆ
Ω

|∇v1|2 dx
+

ˆ
Ω

|v2|2 dxˆ
Ω

|∇v2|2 dx
=

ˆ
B

|ξ1|2 |h′|2 dx

µ2(B)
+

ˆ
B

|ξ2|2 |h′|2 dx

µ3(B)

=

ˆ
B

(
|ξ1|2 + |ξ2|2

)
|h′|2 dx

µ2(B)
.

(4.7)

Since h′ is holomorphic, the function |h′|2 is subharmonic, thus

r 7→ Φ(r) :=

 
{|x|=r}

|h′|2 dH1,

is a monotone nondecreasing function. The same is true for the radial function

|ξ1|2 + |ξ2|2 = c2J1(β1,1 |x|)2,

thus by Lemma B.1 we have
ˆ
B

(
|ξ1|2 + |ξ2|2

)
|h′|2 dx = 2π

ˆ 1

0

(
|ξ1|2 + |ξ2|2

)
Φ(%) % d%

≥ 2π

ˆ 1

0

(
|ξ1|2 + |ξ2|2

)
% d%

ˆ 1

0

% d%

ˆ 1

0

Φ(%) % d%

= 2

ˆ 1

0

(
|ξ1|2 + |ξ2|2

)
% d%

(ˆ 1

0

ˆ
{|x|=%}

|h′|2 dH1 d%

)

= 2π

ˆ 1

0

(
|ξ1|2 + |ξ2|2

)
% d% =

ˆ
B

(
|ξ1|2 + |ξ2|2

)
dx = 2,

(4.8)

where we used that ˆ 1

0

ˆ
{|x|=%}

|h′|2 dH1 d% =

ˆ
B

|h′|2 dx = π.

By using the previous estimate in (4.7), we finally get (4.4).

We now come to the proof of (4.5). By using Corollary 3.6 from the previous section, we get

(4.9) |h′(0)|2 ≤ 1− 1

C
A(Ω)2.

Since h is analytic, we have

h′(z) =

∞∑
n=1

nan z
n−1,

and thus

Φ(%) =

 
{|x|=%}

|h′|2 dH1 =

∞∑
n=1

n2 a2
n %

2 (n−1).
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The latter can be rewritten as

Φ(%) =

∞∑
n=0

αn %
n, where αn =

{(
n+2

2

)2
a2
n+2

2

, n even,

0, n odd,

and from (4.9)

α0 = a2
1 = |h′(0)|2 ≤ 1− 1

C
A(Ω)2 = 2

(
1− 1

C
A(Ω)2

) ˆ 1

0

Φ(%) % d%.

We can thus apply Lemma B.2, with the choices

f = |ξ1|2 + |ξ2|2 = c2J2
1 , Φ(%) =

 
{|x|=%}

|h′|2 dH1 and γ = 2

(
1− 1

C
A(Ω)2

)
.

Thus in place of (4.8) we now obtain

ˆ
B

(
|ξ1|2 + |ξ2|2

)
|h′|2 dx ≥ 2π

ˆ 1

0

(
|ξ1|2 + |ξ2|2

)
% d%

ˆ 1

0

% d%

ˆ 1

0

Φ(%) % d%

+ 2 c′A(Ω)2

ˆ 1

0

Φ(%) % d% = 2 + c′A(Ω)2.

By using this improved estimate in (4.7), we get

1

µ2(Ω)
+

1

µ3(Ω)
≥ 2

µ2(B)
+

c′

µ2(B)
A(Ω)2,

which concludes the proof. �

Remark 4.3. The crucial point of the previous proof is to obtain estimate (4.9) on h′(0) =
(f−1)′(0). The argument we used to obtain it is slightly different with respect to the original one
by Nadirashvili. The latter exploits a stability result of Hansen and Nadirashvili (see [47, Corollary
2]) for the logarithmic capacity in dimension N = 2, which assures that7

(4.10) Cap(Ω)− Cap(B) ≥ cA(Ω)2, if |Ω| = |B|.
Here on the contrary we rely on the stability estimate of Corollary 3.6, which in turn is a consequence
of the quantitative Faber-Krahn inequality, as we saw in Section 2.

Remark 4.4 (An overlooked inequality). Inequality (4.4) in turn can be sharpened. Indeed, in [52]
Hersch and Monkewitz have shown that there exists a constant c > 0 such that for every Ω ⊂ R2

simply connected open set we have

(4.11)
1

|Ω|

(
1

µ2(Ω)
+

1

µ3(Ω)
+

c

λ1(Ω)

)
≥ 1

|B|

(
1

µ2(B)
+

1

µ3(B)
+

c

λ1(B)

)
.

By using this inequality, we can provide a quicker proof of Theorem 4.2. Indeed, let us suppose for
simplicity that |Ω| = 1, from (4.11) we get(

1

µ2(Ω)
+

1

µ3(Ω)

)
−
(

1

µ2(Ω∗)
+

1

µ3(Ω∗)

)
≥ c

λ1(Ω∗)λ1(Ω)

(
λ1(Ω)− λ1(Ω∗)

)
,

7As explained in the Introduction of [46], for connected open sets in R2 inequality (4.10) follows from an inequality

linking capacity and moment of inertia which can be found in the book [68]. This observation is attributed to Keady.
In [47] the result is extended to general open sets in R2.
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where Ω∗ is a disc such that |Ω∗| = |Ω| = 1. We now observe that if λ1(Ω) ≥ 2λ1(Ω∗), the
right-hand side above can be bounded from below as follows

c

λ1(Ω∗)λ1(Ω)

(
λ1(Ω)− λ1(Ω∗)

)
≥ c

2λ1(Ω∗)
≥ c

8λ1(Ω∗)
A(Ω)2,

where we used thatA(Ω) < 2. If on the contrary λ1(Ω) < 2λ1(Ω∗), then from the sharp quantitative
Faber-Krahn inequality (Theorem 2.12) we get

c

λ1(Ω∗)λ1(Ω)

(
λ1(Ω)− λ1(Ω∗)

)
≥ c′

λ1(Ω∗)2
A(Ω)2.

In conclusion, we can infer the existence of a constant c′′ > 0 such that(
1

µ2(Ω)
+

1

µ3(Ω)

)
−
(

1

µ2(Ω∗)
+

1

µ3(Ω∗)

)
≥ c′′A(Ω)2,

thus proving Theorem 4.2. We thank Mark S. Ashbaugh for kindly pointing out the reference [52].

4.3. The Szegő-Weinberger inequality in sharp quantitative form. From Theorem 4.2, one
can easily get a quantitative improvement of the Szegő-Weinberger inequality, in the case of simply
connected sets in the plane. For general open sets in any dimension, we have the following result
proved by Brasco and Pratelli in [27, Theorem 4.1].

Theorem 4.5. For every Ω ⊂ RN open set with finite measure, we have

(4.12) |B|2/N µ2(B) − |Ω|2/N µ2(Ω) ≥ ρN A(Ω)2,

where ρN > 0 is an explicit dimensional constant (see Remark 4.6 below).

Proof. Here as well, we first recall the proof of (4.1). As always, we denote by Ω∗ the ball centered
at the origin and such that |Ω∗| = |Ω|. Since (4.12) is scaling invariant, we can suppose that
|Ω| = ωN , i.e. the radius of Ω∗ is 1. Observe that the eigenfunctions ξi of Ω∗ defined in (4.2) have
the following property, which will be crucially exploited:

x 7→
N∑
i=1

|ξi(x)|2 and x 7→
N∑
i=1

|∇ξi(x)|2 are monotone radial functions.

Indeed, we have

(4.13)

N∑
i=1

|ξi(x)|2 = ϕN (|x|)2 and

N∑
i=1

|∇ξi(x)|2 = ϕ′N (|x|)2 + (N − 1)
ϕN (|x|)2

|x|2
,

and the first one is radially increasing, while the second is decreasing. Moreover, since each ξi is an
eigenfunction of the ball, we have

µ2(Ω∗)

ˆ
Ω∗
|ξi|2 dx =

ˆ
Ω∗
|∇ξi|2 dx, i = 1, . . . , N.

If we sum the previous identities and use (4.13), we thus end up with

(4.14) µ2(Ω∗) =

ˆ
Ω∗

[
ϕ′N (|x|)2 + (N − 1)

ϕN (|x|)2

|x|2

]
dx

ˆ
Ω∗
ϕN (|x|)2 dx

.



SPECTRAL INEQUALITIES IN QUANTITATIVE FORM 33

We then extend ϕN to the whole [0,+∞) as follows

φN (t) =

{
ϕN (t), 0 ≤ t ≤ 1,
ϕN (1), t > 1,

and consider the new functions defined on RN

Ξi(x) = φN (|x|) xi
|x|
, i = 1, . . . , N.

Observe that if we define

FN (t) =

ˆ t

0

φN (s) ds, t ≥ 0,

this is a C1 convex increasing function, which diverges at infinity. This means that the function

x 7→
ˆ

Ω

FN (|x− y|) dy,

admits a global minimum point x0 ∈ RN and thus

(0, . . . , 0) =

ˆ
Ω

F ′N (|x0 − y|)
x0 − y
|x0 − y|

dy =

(ˆ
Ω

Ξ1(x0 − y) dy, . . . ,

ˆ
Ω

ΞN (x0 − y) dy

)
.

Thus it is always possible to choose the origin of the coordinate axes in such a way that8

ˆ
Ω

Ξi(x) dx = 0, i = 1, . . . , N.

By making such a choice for the origin, the functions Ξi can be used to estimate µ2(Ω) and we can
infer

µ2(Ω) ≤

ˆ
Ω

|∇Ξi|2 dxˆ
Ω

Ξ2
i dx

, i = 1, . . . , N .

Again, a summation over i = 1, . . . , N yields

µ2(Ω) ≤

N∑
i=1

ˆ
Ω

|∇Ξi|2 dx

N∑
i=1

ˆ
Ω

Ξ2
i dx

,

and the summation trick makes the angular variables disappear and one ends up with

(4.15) µ2(Ω) ≤

ˆ
Ω

[
φ′N (|x|)2 + (N − 1)

φN (|x|)2

|x|2

]
dx

ˆ
Ω

φN (|x|)2 dx

.

We set

f(t) = φ′N (t)2 + (N − 1)
φN (t)2

t2
and g(t) = φN (t)2, t ≥ 0,

8We avoid here the original argument based on the Brouwer Fixed Point Theorem.
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and recall that f is non-increasing, while g is non-decreasing. Then from (4.14) and (4.15) we get

µ2(Ω∗)

ˆ
Ω∗
g(|x|) dx− µ2(Ω)

ˆ
Ω

g(|x|) dx ≥
ˆ

Ω∗
f(|x|) dx−

ˆ
Ω

f(|x|) dx.(4.16)

By using the weak Hardy-Littlewood inequality (see Lemma C.1) and the monotonicity of g, we
have ˆ

Ω

g(|x|) dx ≥
ˆ

Ω∗
g(|x|) dx =

ˆ
{|y|≤1}

|y|2−N JN/2(βN/2,1 |y|)2 dy = ω
2/N
N ηN ,

where we used the definition of φN and that of ϕN , see (4.3). The dimensional constant ηN is
defined by

ηN := N ω
N−2
N

N

ˆ 1

0

JN/2(βN/2,1 %)2 % d% > 0.

Thus, by recalling that |Ω| = |Ω∗| = ωN , inequality (4.16) yields

|Ω∗|2/N µ2(Ω∗)− |Ω|2/N µ2(Ω) ≥ 1

ηN

[ˆ
Ω∗
f(|x|) dx−

ˆ
Ω

f(|x|) dx
]
.(4.17)

The proof by Weinberger now uses Lemma C.1 again to ensure that the right-hand side of (4.17)
is positive, which leads to (4.1).

If on the contrary we replace Lemma C.1 by its improved version Lemma C.2, we can get a
quantitative lower bound. Since f is non-increasing, by using (C.1) in (4.17) we get

|Ω∗|2/N µ2(Ω∗)− |Ω|2/N µ2(Ω) ≥ N ωN
ηN

ˆ R2

R1

|f(%)− f(1)| %N−1 dx

≥ N ωN
ηN

ˆ R2

1

[f(1)− f(%)] d%.

(4.18)

The radii R1 < 1 < R2 are such that

|Ω∗| − |BR1
| = |Ω∗ \ Ω| and |BR2

| − |Ω∗| = |Ω \ Ω∗|.
By recalling that |Ω| = ωN , they are defined by

R1 =

(
|Ω ∩ Ω∗|
ωN

) 1
N

and R2 =

(
|Ω \ Ω∗|
ωN

+ 1

) 1
N

In order to conclude it is now sufficient to observe that

f(1)− f(%) ≥ (N − 1)φN (1)2

[
%2 − 1

%2

]
≥ N − 1

21/N
φN (1)2 (%− 1), for R2 ≥ % ≥ 1,

where we also used that % ≤ R2 ≤ 21/N . Thus from (4.18) we get

|Ω∗|2/N µ2(Ω∗)− |Ω|2/N µ2(Ω) ≥ N (N − 1)ωN
2(N+1)/N ηN

ϕN (1)2 (R2 − 1)
2
.

By using the definition of R2 we have

(4.19) (R2 − 1)
2

=

((
1 +
|Ω \ Ω∗|
ωN

) 1
N

− 1

)2

≥ (21/N − 1)2

(
|Ω \ Ω∗|
ωN

)2

,

thanks to the elementary inequality

(1 + t)1/N ≥ 1 + (21/N − 1) t, for every t ∈ [0, 1],
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which follows from concavity. By observing that |Ω∆Ω∗| = 2 |Ω \ Ω∗| and recalling the definition
of Fraenkel asymmetry, we get the conclusion. �

Remark 4.6. An inspection of the proof reveals that a feasible choice for the constant ρN appearing
in (4.12) is

ρN = (N − 1)
(21/N − 1)2

8 · 21/N

ω
2/N
N JN/2(βN/2,1)2

ˆ 1

0

JN/2(βN/2,1 %)2 % d%

.

By observing that % 7→ JN/2(βN/2,1 %)2 % is increasing on (0, 1), we can estimate this constant from
below by

ρN ≥ (N − 1)
(21/N − 1)2

8 · 21/N
ω

2/N
N .

4.4. Checking the sharpness. As one may see, the proof of the sharp quantitative Szegő-
Weinberger inequality is considerably simpler than that for the Faber-Krahn inequality. But there
is a subtlety here: indeed, checking sharpness of Theorem 4.5 is now much more complicate. The
argument used for λ1 can not be applied here: indeed, the shape functional

Ω 7→ µ2(Ω),

is not differentiable at the “maximum point”, i.e. for a ball B. This is due to the fact that µ2(B)
is a multiple eigenvalue (see [49, Chapter 2]). Thus what now can happen is that µ2(B)− µ2(Ωn)
behaves linearly along some family {Ωε}ε>0 converging to B, i.e.

µ2(B)− µ2(Ωε) ' A(Ωε), |Ωε| = |B|.

Quite surprisingly, the familiy of ellipsoids {Eε}ε>0 from the previous section exactly exhibits this
behaviour. Indeed, by using the same notation as in Section 2.6, we have

µ2(Eε) = min
u∈W 1,2(B1)\{0}


ˆ
B1

〈M̃ε∇u,∇u〉 dx
ˆ
B1

|u|2 dx
:

ˆ
B1

u dx = 0

 .

By recalling that

ˆ
B1

〈M̃ε∇u,∇u〉 dx =

ˆ
B1

(
|ux1
|2

(1 + ε)2
+ (1 + ε)2 |ux2

|2 +

N∑
i=3

|uxi |2
)
dx,

and
1

(1 + ε)2
≤ 1− 2 ε+ 3 ε2,

if we use a L2−normalized eigenfunction of the ball ξ relative to µ2(B), we obtain

µ2(Eε) ≤ µ2(B1) + 2 ε

ˆ
B1

(
|ξx2
|2 − |ξx1

|2
)
dx+ ε2

ˆ
B1

(
3 |ξx1

|2 + |ξx2
|2
)
dx.

An important difference with respect to the Dirichlet case now arises. Indeed, ξ is not radial and
with a suitable choice of ξ we can obtainˆ

B1

(
|ξx2
|2 − |ξx1

|2
)
dx < 0.
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Thus we finally get for 0 < ε� 1

|B1|2/N µ2(B1)− |Eε|2/N µ2(Eε) ≥
1

C
ε ' 1

C
A(Eε).

This shows that the family of ellipsoids {Eε}ε>0 has (at most) a linear decay rate and thus it can
not be used to show optimality of the estimate (4.12).

The difficult point is to detect families of deformations of a ball such that µ2(B)−µ2(Ωε) behaves
quadratically. In other words, we need to identify directions along which Ω 7→ µ2(Ω) is smooth
around the maximum point. The next result presents a general way to construct such families.
This statement generalizes the one in [27, Section 6] and comes from the analogous discussion for
the Steklov case, treated in [22, Section 6].

Theorem 4.7 (Sharpness of the quantitative Szegő-Weinberger inequality). Let the function ψ ∈
C∞(∂B1) satisfy the following assumptions:

• for every a ∈ RN , there holds

(4.20)

ˆ
∂B1

〈a, x〉ψ dHN−1 = 0;

• for every a ∈ RN , there holds

(4.21)

ˆ
∂B1

〈a, x〉2 ψ dHN−1 = 0.

Then the corresponding family {Ωε}ε>0 of nearly spherical domains

Ωε =

{
x ∈ RN : x = 0 or |x| < 1 + εψ

(
x

|x|

)}
,

is such that

A(Ωε) '
∣∣Ωε∆B1

∣∣∣∣Ωε∣∣ ' ε and |B1|2/N µ2(B1)− |Ωε|2/N µ2(Ωε) ' ε2, ε� 1.

Remark 4.8. We may notice that the second condition (4.21) implies also

(4.22)

ˆ
∂B1

ψ dHN−1 = 0.

Indeed, we have ˆ
∂B1

ψ dHN−1 =

N∑
i=1

ˆ
∂B1

〈x, ei〉2 ψ dHN−1 = 0.

Remark 4.9 (Meaning of the assumptions on ψ). Conditions (4.20), (4.21) and (4.22) are equiva-
lent to say that ψ is orthogonal in the L2(∂B1) sense to the first three eigenspace of the Laplace-
Beltrami operator on ∂B1, i.e. to spherical harmonics of order 0, 1 and 2 respectively (see [64] for
a comprehensive account on spherical harmonics).

Each of these conditions plays a precise role in the construction: (4.22) implies that |Ωε|−|B1| '
ε2. The first condition (4.20) implies that Ωε has the same barycenter as B1, still up to an error of
order ε2. Then this order coincides with the magnitude of A(Ωε)

2.
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Figure 1. The sets Ωε corresponding to the choice ψ(ϑ) = 2 sin 3ϑ+cos 5ϑ. Such
a function satisfies (4.20) and (4.21).

In order to understand the second condition (4.21), one should recall that every Neumann eigen-
function ξ relative to µ2(B1) is a linear combination of those defined by (4.2). Thus it has the
form

ξ(x) = ϕN (|x|)
N∑
i=1

ai xi = ϕN (|x|) 〈a, x〉, x ∈ B1,

where ϕN is the radial function appearing in (4.3) and a ∈ RN \ {0}. We then obtain for x ∈ ∂B1

|ξ(x)|2 = ϕN (1)2 〈a, x〉2,

and for the tangential gradient ∇τ
|∇τξ|2 = |∇ξ − 〈∇ξ, x〉x|2 = |∇ξ|2 − 〈∇ξ, x〉2

= −ϕN (1)2 〈a, x〉2 + ϕN (1)2 |a|2.

Thus condition (4.21) implies

(4.23)

ˆ
∂B1

ψ |ξ|2 dHN−1 = 0 and

ˆ
∂B1

ψ |∇τξ|2 dHN−1 = 0.

Relations (4.23) are crucial in order to prove that µ2(B1)− µ2(Ωε) ' ε2.

We now sketch the proof of Theorem 4.7. In order to compare µ2(Ωε) with µ2(B1), we define an
admissible test function in B1, starting from an eigenfunction uε of Ωε. First of all, we smoothly
extend uε outside Ωε, in order to have it defined in a set containing Ωε ∪B1. Then we take the test
function

vε = uε · 1B1 − δε, where δε =

 
B1

uε dx = O(ε).

By construction, it is not difficult to see that

(4.24)

∣∣∣∣ˆ
B1

v2
ε dx−

ˆ
B1

u2
ε dx

∣∣∣∣ ≤ K ε2,
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By (4.24) and assuming that uε has unit L2 norm on Ωε, we can estimate µ2(B1)

µ2(B1) ≤

ˆ
B1

|∇vε|2 dx
ˆ
B1

v2
ε dx

≤

ˆ
B1∩Ωε

|∇uε|2 dx+

ˆ
B1\Ωε

|∇uε|2 dx
ˆ
B1∩Ωε

u2
ε dx+

ˆ
B1\Ωε

u2
ε dx−K ε2

≤ µ2(Ωε) +R1(ε)

1 +R2(ε)−Kε2
.

(4.25)

The two error terms R1(ε) and R2(ε) above are given by

R1(ε) =

ˆ
B1\Ωε

|∇uε|2 dx−
ˆ

Ωε\B1

|∇uε|2 dx and R2(ε) =

ˆ
B1\Ωε

u2
ε dx−

ˆ
Ωε\B1

u2
ε dx.

It is not difficult to see that the following rough estimate holds∣∣R1(ε)
∣∣ ≤ K ′ ε, ∣∣R2(ε)

∣∣ ≤ K ′ ε,(4.26)

for some K ′ > 0. Indeed, as Ωε is a small smooth deformation of B1, then uε satisfies uniform
regularity estimates, thus for example ‖∇uε‖L∞ + ‖uε‖L∞ ≤ C and

|R1(ε)|+ |R2(ε)| ≤ 2C2 |B1∆Ωε|,

thus giving (4.26). By inserting this in (4.25), one would get

µ2(B1) ≤ µ2(Ωε) +K ′′ ε.

This shows that in order to get the correct decay estimate for the deficit, we need to improve (4.26)
by replacing ε with ε2.

We now explain how the assumptions on the function ψ (i.e. on the boundary of ∂Ωε) imply that
the rough estimate (4.26) can be enhanced. For ease of readability, we present below the heuristic
argument, referring the reader to [27, Section 6] and [22, Section 6] for the rigorous proof. We focus
on the term R1(ε), the ideas for R2(ε) being exactly the same. By using polar coordinates

ˆ
Ωε\B1

|∇uε|2 dx =

ˆ
{y∈∂B1 :ψ(y)≥0}

ˆ 1+ε ψ(y)

1

(
(∂%uε)

2 +
N − 1

%2
|∇τuε|2

)
%N−1 d% dHN−1,

and
ˆ
B1\Ωε

|∇uε|2 dx =

ˆ
{y∈∂B1 :ψ(y)≤0}

ˆ 1

1+ε ψ(y)

(
(∂%uε)

2 +
N − 1

%2
|∇τuε|2

)
%N−1 d% dHN−1,

where we recall that ∇τ is the tangential gradient and ∂% is the derivative in the radial direction.
The homogeneous Neumann condition of uε on ∂Ωε implies that the gradient ∇uε is “almost
tangential” in the small sets B1 \ Ωε and Ωε \B1. In particular

∂%uε = O(ε) for % = 1 +O(ε),

and

|∇τuε(%, y)| = |∇τuε(1, y)|+O(ε), for % = 1 +O(ε).
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By observing that |B1 \ Ωε| = |Ωε \B1| ' ε, one can compute
ˆ

Ωε\B1

|∇uε|2 dx =

ˆ
{y∈∂B1 :ψ(y)≥0}

ˆ 1+ε ψ(y)

1

|∇τuε|2 %N−3 d% dHN−1 + o(ε2)

= ε

ˆ
{y∈∂B1 :ψ(y)≥0}

ψ |∇τuε|2 dHN−1 +O(ε2),

and similarlyˆ
B1\Ωε

|∇uε|2 dx =

ˆ
{y∈∂B1 :ψ(y)≤0}

ˆ 1

1+εψ(y)

|∇τuε|2 %N−3 d% dHN−1 + o(ε2)

= −ε
ˆ
{y∈∂B1 :ψ(y)≤0}

ψ |∇τuε|2 dHN−1 +O(ε2).

Hence, recalling the definition of R1(ε), one gets

R1(ε) = −ε
ˆ
{y∈∂B1 :ψ(y)≤0}

ψ |∇τuε|2 dHN−1 − ε
ˆ
{y∈∂B1 :ψ(y)≥0}

ψ |∇τuε|2 dHN−1 +O(ε2)

= −ε
ˆ
∂B1

ψ |∇τuε|2 dHN−1 +O(ε2).

(4.27)

It is precisely here that the condition (4.21) on ψ enters. Indeed, since Ωε is smoothly converging
to B1, one can guess that uε is sufficiently close to an eigenfunction ξ for µ2(B). If we assume that
we have

(4.28) uε = ξ +O(ε),

then substituting uε with ξ in (4.27), one would get

R1(ε) = O(ε2).

Indeed, we have seen that (4.21) implies (4.23) and thusˆ
∂B

ψ |∇τξ|2 dHN−1 = 0.

This would enhance the rate of convergence to 0 of the term R1(ε) up to an order ε2. The same
arguments can be applied to R2(ε), this time using the first relation in (4.23). By inserting these
informations in (4.25), one would finally get

µ2(B) ≤ µ2(Ωε) +K ε2,

as desired. Of course, the most delicate part of the argument is to prove that the guess (4.28) is
correct in a C1 sense, i.e. that ‖uε − ξ‖C1 = O(ε).

Remark 4.10 (Back to the ellipsoids). Observe that if on the contrary ψ violates condition (4.21),
we can not assure that all the first-order term in the previous estimates cancel out. For example,
for the case of the ellipsoids Eε considered above, their boundaries can be described as follows (let
us take N = 2 for simplicity)

∂Eε =

{
x = %ε(y) y : y ∈ ∂B1 and %ε(y) =

(
(1 + ε)2 y2

2 +
y2

1

(1 + ε)2

)− 1
2

}
.
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Observe that

%ε(y) ' 1 + ε (y2
1 − y2

2), y ∈ ∂B1,

and the function ψ(y) = y2
1 − y2

2 crucially fails to satisfy9 (4.21). This confirms that

µ2(B)− µ2(Eε) ' ε,

i.e. ellipsoids do not exhibit the sharp decay rate for the Szegő-Weinberger inequality.

5. Stability for the Brock-Weinstock inequality

5.1. A quick overview of the Steklov spectrum. Let Ω ⊂ RN be an open bounded set with
Lipschitz boundary. We define its first nontrivial Steklov eigenvalue by

σ2(Ω) := inf
u∈W 1,2(Ω)\{0}


ˆ

Ω

|∇u|2 dx
ˆ
∂Ω

|u|2 dHN−1
:

ˆ
∂Ω

u dHN−1 = 0

 ,

where the boundary integral at the denominator has to be intended in the trace sense. In other
words, this is the sharp constant in the Poincaré-Wirtinger trace inequality

c

ˆ
∂Ω

∣∣∣∣u−  
∂Ω

u

∣∣∣∣2 dHN−1 ≤
ˆ

Ω

|∇u|2 dx, u ∈W 1,2(Ω).

Thanks to the assumptions on Ω, the embedding W 1,2(Ω) ↪→ L2(∂Ω) is compact (see [60, Section
6.10.5]) and the infimum above is attained. We have again discreteness of the spectrum of the
Steklov Laplacian, that we denote by {σ1(Ω), σ2(Ω), . . . }. The first eigenvalue σ1(Ω) is 0 and
corresponds to constant eigenfunctions. These are the only real numbers σ for which the boundary
value problem {

−∆u = 0, in Ω,
〈∇u, νΩ〉 = σ u, on ∂Ω,

admits nontrivial solutions. Here νΩ stands for the exterior normal versor. As always, σk(Ω) is
obtained by minimizing the same Rayleigh quotient, among functions orthogonal (in the L2(∂Ω)
sense, this time) to the first k − 1 eigenfunctions. The scaling law of Steklov eigenvalues is now

σk(tΩ) = t−1 σk(Ω)

and we have the sharp inequality due to Brock

(5.1) |Ω|1/N σ2(Ω) ≤ |B|1/N σ2(B),

with equality if and only if Ω is a ball.
As in the case of the Neumann Laplacian, here as well for any ball Br the first nontrivial eigen-

value has multiplicity N . We have σ2(Br) = · · · = σN+1(Br) and the corresponding eigenfunctions
are just the coordinate functions

(5.2) ξi(x) = xi, i = 1, . . . , N.

Accordingly, we have

σ2(Br) =
1

r
.

9This function is indeed a spherical harmonic of order 2.
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Actually, in dimension N = 2 and for simply connected sets, a result stronger than (5.1) holds.
Indeed, if we recall the notation P (Ω) for the perimeter of a set Ω, for every Ω ⊂ R2 open simply
connected bounded set with smooth boundary, we have

(5.3) P (Ω)σ2(Ω) ≤ P (B)σ2(B),

where B is any open disc. This is the Weinstock inequality, proved in [75] by means of conformal
mappings. Observe that by using the planar isoperimetric inequality

P (Ω)√
|Ω|
≥ P (B)√

|B|
,

from (5.3) we get√
|Ω|σ2(Ω) = P (Ω)σ2(Ω)

√
|Ω|

P (Ω)
≤ P (B)σ2(B)

√
|B|

P (B)
=
√
|D|σ2(D),

thus for simply connected sets in the plane, inequality (5.3) implies (5.1).

Remark 5.1 (The role of topology). Weinstock inequality is false if we remove the simple con-
nectedness assumption, see [45, Example 4.2.5]. On the other hand, the quantity

P (Ω)σ2(Ω),

is uniformly bounded from above, but it is still an open problem to compute the sharp bound, see
[45] for more details.

We also recall that it is possible to provide isoperimetric-like estimates for sums of inverses. For
example, for simply connected set in the plane Hersch and Payne in [53] showed that (5.3) can be
enforced as follows

1

P (Ω)

(
1

σ2(Ω)
+

1

σ3(Ω)

)
≥ 1

P (B)

(
1

σ2(B)
+

1

σ3(B)

)
.

In general dimension and without restrictions on the topology of the sets, in [30] Brock proved that
for every Ω ⊂ RN open bounded set with Lipschitz boundary, we have the stronger inequality

(5.4)
1

|Ω|1/N
N+1∑
k=2

1

σk(Ω)
≥ 1

|B|1/N
N+1∑
k=2

1

σk(B)
.

Equality in (5.4) holds if and only if Ω is a ball. By recalling that for a ball we have σ2(B) = · · · =
σN+1(B), we see that (5.4) implies (5.1).

5.2. Weighted perimeters. The proof of (5.1) is similar to Weinberger’s proof of (4.1). Namely,
one obtains an upper bound on σ2(Ω) by inserting in the relevant Rayleigh quotient the Steklov
eigenfunctions (5.2) of the ball. This would give

σ2(Ω) ≤

ˆ
Ω

|∇xi|2 dxˆ
∂Ω

|xi|2 dHN−1
=

|Ω|ˆ
∂Ω

|xi|2 dHN−1
, i = 1, . . . , N.
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Observe that the chosen test functions are admissible, up to translate Ω so that its boundary has
the barycenter at the origin. By summing up all the inequalities above, one gets

σ2(Ω) ≤ N |Ω|ˆ
∂Ω

|x|2 dHN−1
.

Since for a ball we have equality in the previous estimate, in order to conclude the key ingredient
is the following weighted isoperimetric inequality

(5.5)

ˆ
∂Ω

|x|2 dHN−1 ≥
ˆ
∂Ω∗
|x|2 dHN−1,

where Ω∗ is the ball centered at the origin such that |Ω∗| = |Ω|. Inequality (5.5) has been proved
by Betta, Brock, Mercaldo and Posteraro in [14]. If we use the notation

P2(Ω) =

ˆ
∂Ω

|x|2HN−1,

and observe that P2 scales like a length to the power N + 1, (5.5) can be rephrased in scaling
invariant form as

(5.6) |Ω|−
N+1
N P2(Ω) ≥ |B|−

N+1
N P2(B),

where B is any ball centered at the origin. Equality in (5.6) holds if and only if Ω is a ball centered
at the origin.

In order to get a quantitative improvement of the Brock-Weinstock inequality, it is sufficient to
prove stability of (5.6). This has been done in [22], by means of an alternative proof of (5.6) based
on a sort of calibration technique (related ideas can be found in the paper [58]).

Theorem 5.2. For every Ω ⊂ RN open bounded set with Lipschitz boundary, we have

(5.7) |Ω|−
N+1
N P2(Ω)− |B|−

N+1
N P2(B) ≥ cN

(
|Ω∆Ω∗|
|Ω|

)2

,

where cN > 0 is an explicit dimensional constant (see Remark 5.3 below).

Proof. As always, by scale invariance we can suppose that |Ω| = ωN , so that the radius of the ball
Ω∗ is 1. We start observing that the vector field x 7→ |x|x is such that

div (|x|x) = (N + 1) |x|, x ∈ RN .

By integrating the previous quantity on Ω, applying the Divergence Theorem and using Cauchy-
Schwarz inequality, we then obtain

(N + 1)

ˆ
Ω

|x| dx =

ˆ
∂Ω

|x|2
〈
x

|x|
, νΩ(x)

〉
dHN−1 ≤ P2(Ω).

On the other hand, by integrating on the ball Ω∗ we get

(N + 1)

ˆ
Ω∗
|x| dx =

ˆ
∂Ω∗
|x|2 dHN−1 = P2(Ω∗),

since νΩ∗(x) = x/|x|. We thus obtain the following lower bound for the isoperimetric deficit

P2(Ω)− P2(Ω∗) ≥ (N + 1)

[ˆ
Ω

|x| dx−
ˆ

Ω∗
|x| dx

]
.
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The proof is now similar to that of the quantitative Szegő-Weinberger inequality. By applying again
the quantitative Hardy-Littlewood inequality of Lemma C.2, we get

P2(Ω)− P2(Ω∗) ≥ (N + 1)N ωN

ˆ R2

R1

|%− 1| %N−1 d%.

The radii R1 < 1 < R2 are still defined by

R1 =

(
|Ω ∩ Ω∗|
ωN

) 1
N

and R2 =

(
|Ω \ Ω∗|
ωN

+ 1

) 1
N

.

With simple manipulations we arrive at

(5.8) P2(Ω)− P2(Ω∗) ≥ (N + 1)N ωN

ˆ R2

1

(%− 1) d%.

As in the proof of the quantitative Szegő-Weinberger inequality, we have

ˆ R2

1

(%− 1) d% =
(R2 − 1)2

2
≥ (21/N − 1)2

2

(
|Ω \ Ω∗|
|Ω|

)2

,

where we used again (4.19). By using this in (5.8) and recalling that |Ω \Ω∗| = |Ω∗ \Ω|, we get the
desired conclusion. �

Remark 5.3. The previous proof produces the following constant

(5.9) cN =
(N + 1)N

ω
1/N
N

(21/N − 1)2

8
,

in inequality (5.7).

Remark 5.4. The results of [14] and [22] hold for more general weighted perimeters of the form

PV (Ω) =

ˆ
∂Ω

V (|x|) dHN−1,

under suitable assumptions on the weight V . One may also consider anisotropic variants where the
Euclidean norm is replaced by a general norm, see [23, Appendix A].

5.3. The Brock-Weinstock inequality in sharp quantitative form. By using Theorem 5.2,
one can obtain a quantitative improvement of the stronger inequality (5.4) for the sum of inverses.
This has been proved by the Brasco, De Philippis and Ruffini in [22, Theorem 5.1].

Theorem 5.5. For every Ω ⊂ RN open bounded set with Lipschitz boundary, we have

(5.10)
1

|Ω|1/N
N+1∑
k=2

1

σk(Ω)
− 1

|B|1/N
N+1∑
k=2

1

σk(B)
≥ cN

(
|Ω∆(Ω∗ + x∂Ω)|

|Ω|

)2

,

where the dimensional constant cN > 0 is given by (5.9) and x∂Ω is the barycenter of the boundary
∂Ω, i.e.

x∂Ω =

 
∂Ω

x dHN−1.
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Proof. We start by reviewing the proof of Brock. The first ingredient is a variational characteriza-
tion for the sum of inverses of eigenvalues. In the case of Steklov eigenvalues, the following formula
holds (see [54, Theorem 1], for example):

N+1∑
k=2

1

σk(Ω)
= max

(v2,...,vN+1)∈E

N+1∑
k=2

ˆ
∂Ω

v2
k dHN−1,

where the set of admissible functions is given by

E =

{
(v2, . . . , vN+1) ∈ (W 1,2(Ω))N :

ˆ
∂Ω

vi(x) dHN−1 = 0,

ˆ
Ω

〈∇vi(x),∇vj(x)〉 dx = δij

}
.

The quantities σi(Ω) are translation invariant, so without loss of generality we can suppose that
the barycenter of ∂Ω is at the origin, i.e. x∂Ω = 0. This implies that the eigenfunctions relative to
σ2(Ω∗) = · · · = σN+1(Ω∗) are admissible in the maximization problem above. More precisely, as
admissible trial functions we take

vi(x) =
xi−1√
|Ω|

, i = 2, . . . , N + 1.

In this way, we obtain

1

|Ω|1/N
N+1∑
k=2

1

σi(Ω)
≥ 1

|Ω|1+1/N

ˆ
∂Ω

|x|2 dHN−1 = |Ω|−
N+1
N P2(Ω),

which implies

(5.11)
1

|Ω|1/N
N+1∑
k=2

1

σk(Ω)
− 1

|Ω∗|1/N
N+1∑
k=2

1

σk(Ω∗)
≥ |Ω|−

N+1
N P2(Ω)− |Ω∗|−

N+1
N P2(Ω∗).

In the inequality above we used that (recall that |Ω∗|1/N σ2(Ω∗) = ω
1/N
N )

1

|Ω∗|1/N
N+1∑
k=2

1

σk(Ω∗)
=

N

ω
1/N
N

= |Ω∗|−
N+1
N P2(Ω∗).

It is then sufficient to use the quantitative estimate (5.7) in (5.11) in order to conclude. �

As a corollary, we get the following sharp quantitative version of the Brock-Weinstock inequality.

Theorem 5.6. For every Ω ⊂ RN open bounded set with Lipschitz boundary, we have

(5.12) |B|1/N σ2(B)− |Ω|1/N σ2(Ω) ≥ c̃N

(
|Ω∆(Ω∗ + x∂Ω)|

|Ω|

)2

,

where c̃N > 0 is an explicit constant depending only on N only (see Remark 5.7 below).

Proof. First of all, we can suppose that

(5.13) |Ω|1/N σ2(Ω) ≥ 1

2
|B|1/N σ2(B),

otherwise estimate (5.12) is trivially true with constant δ̃N = 1/8 |B|1/N σ2(B), just by using the
fact that

|Ω∆(Ω∗ + x∂Ω)|
|Ω|

≤ 2.
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Let us assume (5.13). By recalling that σ2(Ω) ≤ σi(Ω) for every i ≥ 3, from (5.10) we can infer

N

|Ω|1/N σ2(Ω)
− N

|B|1/N σ2(B)
≥ δN

(
|Ω∆(Ω∗ + x∂Ω)|

|Ω|

)2

.

This can be rewritten as

|B|1/N σ2(B)− |Ω|1/N σ2(Ω)(
|Ω|1/N σ2(Ω)

)(
|B|1/N σ2(B)

) ≥ δN
N

(
|Ω∆(Ω∗ + x∂Ω)|

|Ω|

)2

.

By using (5.13), the previous inequality easily implies (5.12). �

Remark 5.7. By recalling that for every ball |B|1/N σ2(B) = ω
1/N
N , the constant c̃N above is given

by

c̃N =
ω

1/N
N

2
min

{
δN
N

ω
1/N
N ,

1

4

}
,

and cN is the same as in (5.9).

Open problem 4 (Stability of the Weinstock inequality). Prove that for every Ω ⊂ R2 simply
connected open bounded set with smooth boundary, we have

P (B)σ2(B)− P (Ω)σ2(Ω) ≥ cN A(Ω)2,

and
1

P (Ω)

(
1

σ2(Ω)
+

1

σ3(Ω)

)
− 1

P (B)

(
1

σ2(B)
+

1

σ3(B)

)
≥ cN A(Ω)2.

5.4. Checking the sharpness. The discussion here is very similar to that of the quantitative
Szegő-Weinberger inequality. Indeed, the ball is the “maximum point” of

Ω 7→ |Ω|1/N σ2(Ω),

and σ2 is multiple for a ball, thus again we do not have differentiability. Then verifying that the
exponent 2 on A is sharp is necessarily involved, exactly like in the Neumann case. In order to
check sharpness of (4.5) we can use exactly the same family of Theorem 4.7. The heuristic ideas
are the same as in the Neumann case, we refer the reader to [22, Section 6] for the proof. About
the condition (4.21), i.e. ˆ

∂B1

〈a, x〉2 ψ dHN−1 = 0, for every a ∈ RN ,

we notice that this is still related to the peculiar form of Steklov eigenfunction of a ball. Indeed,
from (5.2) we know that each eigenfunction ξ corresponding to σ2(B) has the form

ξ = 〈a, x〉, for some a ∈ RN .

Then we get

|ξ|2 = 〈a, x〉2 and |∇τξ|2 = |a|2 − 〈a, x〉2.
Thus condition (4.21) implies againˆ

∂B1

ψ |ξ|2 dHN−1 = 0 and

ˆ
∂B1

ψ |∇τξ|2 dHN−1 = 0,

which are crucial in order to have the sharp decay rate.
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Remark 5.8 (Sum of inverses). Observe that

δN A(Ω)2 ≤ 1

|Ω|1/N
N+1∑
k=2

1

σk(Ω)
− 1

|B|1/N
N+1∑
k=2

1

σk(B)

≤ N

|B|1/N σ2(B)

(
|B|1/N σ2(B)

|Ω|1/N σ2(Ω)
− 1

)
.

Since the exponent 2 for A(Ω) is sharp in the quantitative Brock-Weinstock inequality, this auto-
matically proves the optimality of inequality (5.10) as well.

6. Some further stability results

6.1. The second eigenvalue of the Dirichlet Laplacian. Up to now we have just considered
isoperimetric-like inequalities for ground states energies of the Laplacian, i.e. for first (or first
nontrivial) eigenvalues. In each of the cases previously considered, the optimal set was always a
ball. On the contrary, very few facts are known on optimal shapes for successive eigenvalues. In
the Dirichlet case, a well-known result states that disjoint pairs of equal balls (uniquely) minimize
the second eigenvalue λ2, among sets with given volume. This is the so-called Hong-Krahn-Szego
inequality10. In scaling invariant form this reads

(6.1) |Ω|2/N λ2(Ω) ≥ 22/N |B|2/N λ1(B),

once it is observed that for the disjoint union of two identical balls, the first eigenvalue has multi-
plicity 2 and coincides with the first eigenvalue of one of the two balls. Equality in (6.1) is attained
only for disjoint unions of two identical balls, up to sets of zero capacity.

The proof of (6.1) is quite simple and is based on the following fact.

Lemma 6.1. Let Ω ⊂ RN be an open set with finite measure. Then there exist two disjoint open
sets Ω+, Ω− ⊂ Ω such that

(6.2) λ2(Ω) = max
{
λ1(Ω+), λ1(Ω−)

}
.

For a connected set, the two subsets Ω+ and Ω− above are nothing but the nodal sets of a second
eigenfunction. In this case we have

λ1(Ω+) = λ2(Ω) = λ1(Ω−).

By using information (6.2) and the Faber-Krahn inequality, we get

(6.3) |Ω|2/N λ2(Ω) ≥ |B|2/Nλ1(B) max

{(
|Ω|
|Ω+|

) 2
N

,

(
|Ω|
|Ω−|

) 2
N

}
.

By observing that

(6.4) max

{(
|Ω|
a

) 2
N

,

(
|Ω|
b

) 2
N

}
≥ 22/N , for every a, b > 0, a+ b ≤ |Ω|,

we obtain inequality (6.1). As for equality cases, we observe that if equality holds in (6.1), then we
must have equality in (6.3) and (6.4). The first one implies that Ω+ and Ω− above must be balls

10This property of balls has been discovered (at least) three times: first by Edgar Krahn ([59]) in the ’20s. Then
the result has been probably neglected, since in 1955 George Pólya attributes this observation to Peter Szego (see

the final remark of [67]). However, one year before Pólya’s paper, there appeared the paper [55] by Imsik Hong,

giving once again a proof of this result. We owe these informations to the kind courtesy of Mark S. Ashbaugh.
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(by using equality cases in the Faber-Krahn inequality). But the lower bound in (6.4) is uniquely
attained by the pair a = b = |Ω|/2, thus we finally get that |Ω+| = |Ω−| = |Ω|/2 and Ω is a disjoint
union of two identical balls.

As before, we are interested in improving (6.1) by means of a quantitative stability estimate.
This has been done in [27, Theorem 3.5]. To present this result, we first need to introduce a
suitable variant of the Fraenkel asymmetry. This is the Fraenkel 2−asymmetry, which measures
the L1 distance of a set from the collection of disjoint pairs of equal balls. It is given by

A2(Ω) := inf

{
|Ω∆(B+ ∪B−)|

|Ω|
: B+, B− balls s. t. B+ ∩B− = ∅, |B+| = |B−| =

|Ω|
2

}
.

We refer to [62, Section 2] for some interesting studies on the functional A2. We then have the
following quantitative version of the Hong-Krahn-Szego inequality. We point out that the exponent
on the Fraenkel 2−asymmetry A2 in (6.5) is smaller than that in the original statement contained
in [27], due to the use of the sharp Faber-Krahn inequality of Theorem 2.12.

Theorem 6.2. Let Ω ⊂ RN be an open set with finite measure. Then

(6.5) |Ω|2/N λ2(Ω)− 22/N |B|2/N λ1(B) ≥ 1

CN
A2(Ω)N+1,

for a constant CN > 0 depending on N only.

Proof. Let us set for simplicity

K(Ω) := |Ω|2/N λ2(Ω)− 22/N |B|2/N λ1(B).

The idea of the proof is to insert quantitative elements in (6.3) and (6.4), so to obtain an estimate
of the type

(6.6) K(Ω) ≥ 1

CN
max

{
A(Ω+)2 +

∣∣∣∣12 − |Ω+|
|Ω|

∣∣∣∣ , A(Ω−)2 +

∣∣∣∣12 − |Ω−||Ω|
∣∣∣∣} ,

where Ω+ and Ω− are in Lemma 6.1. Estimate (6.6) would tell that the deficit on the Hong-Krahn-
Szego inequality controls how far Ω+ and Ω− are from being balls having measure |Ω|/2. Once
estimate (6.6) is established, the claimed inequality (6.5) follows from the elementary geometric
estimate

(6.7) A2(Ω)
N+1

2 ≤ CN
(
A(Ω+) +

∣∣∣∣12 − |Ω+|
|Ω|

∣∣∣∣+A(Ω−) +

∣∣∣∣12 − |Ω−||Ω|
∣∣∣∣) ,

proved in [27, Lemma 3.3]. Observe that since the quantities appearing in the right-hand side
of (6.6) are all bounded by a universal constant, it is not restrictive to prove (6.6) under the further
assumption

(6.8) K(Ω) ≤ 22/N |B|2/N λ1(B).

To obtain (6.6), we need to distinguish two cases.

Case 1. Let us suppose that

|Ω+| ≤
|Ω|
2

and |Ω−| ≤
|Ω|
2
.
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In this case, let us apply the quantitative Faber-Krahn inequality of Theorem 2.12 to Ω+. By
recalling (6.2), we find

22/N γN,2A(Ω+)2 ≤ (2 |Ω+|)2/N λ1(Ω+)− 22/N |B|2/N λ1(B)

≤ (2 |Ω+|)2/N λ2(Ω)− 22/N |B|2/N λ1(B)

= K(Ω) +
(

(2 |Ω+|)2/N − |Ω|2/N
)
λ2(Ω)

= K(Ω) + |Ω|2/N λ2(Ω)

[(
2 |Ω+|
|Ω|

)2/N

− 1

]
.

By concavity of τ 7→ τ2/N , we thus get

(6.9) 22/N γN,2A(Ω+)2 ≤ K(Ω) + |Ω|2/N λ2(Ω)
4

N

(
|Ω+|
|Ω|
− 1

2

)
.

By using the hypothesis on |Ω+| and the Hong-Krahn-Szego inequality, we thus obtain

(6.10) K(Ω) ≥ cN A(Ω+)2 + cN

∣∣∣∣12 − |Ω+|
|Ω|

∣∣∣∣ .
Hence, the same computations with Ω− in place of Ω+ yield (6.6)

Case 2. Let us suppose that

|Ω+| >
|Ω|
2

and |Ω−| ≤
|Ω|
2
.

We still have the estimate (6.9) for both Ω+ and Ω−. In particular, for the smaller piece Ω− we get
again (6.10). On the contrary, this time it is no more true that(

1

2
− |Ω+|
|Ω|

)
=

∣∣∣∣12 − |Ω+|
|Ω|

∣∣∣∣ .
Then for Ω+ the second term in the right-hand side of (6.9) has the wrong sign. The difficulty is
that this term could be too big. However, by recalling that |Ω−|+ |Ω+| ≤ |Ω| and using (6.10) for
|Ω−|, we have

(6.11)
|Ω+|
|Ω|
− 1

2
≤ 1

2
− |Ω−|
|Ω|

≤ 1

cN
K(Ω).

Therefore, using this information in (6.9) and recalling (6.8), we immediately get(
8

N cN
22/N |B|2/N λ1(B) + 1

)
K(Ω) ≥ 22/N γN,2A(Ω+)2.

By joining this and (6.11), we thus obtain estimate (6.10) for Ω+ as well, possibly with a different
constant. Thus we obtain that (6.6) holds in this case as well. �

Concerning the sharpness of estimate (6.5), some remarks are in order.

Remark 6.3 (Sharpness?). The proof of (6.5) consisted of two steps: the first one is the application
of the quantitative Faber-Krahn inequality to the two relevant pieces Ω+ and Ω−; the second one
is the geometric estimate (6.7), which enables to switch from the error terms of Ω+ and Ω− to
A2(Ω). Both steps are optimal (for the second one, see [27, Example 3.4]), but unfortunately this
is of course not a warranty of the sharpness of estimate (6.5).
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Figure 2. The set Ωε of Example 6.4 and the pair of balls achieving A2(Ωε).

Indeed, we are not able to decide whether the exponent for A2 in (6.5) is optimal or not. In any
case, we point out that the optimal exponent for the quantitative Hong-Krahn-Szego inequality has
to be dimension-dependent. This follows from the next example.

Example 6.4. For every ε > 0 sufficiently small, we indicate with B+
ε and B−ε the open balls of

radius 1, centered at (1− ε) e1 and (ε− 1) e1 respectively. We also set

Ω+
ε = B+

ε ∩ {x1 ≥ 0} and Ω−ε = B−ε ∩ {x1 ≤ 0},
then we define the set Ωε := Ω+

ε ∪ Ω−ε ⊆ RN , for every ε > 0 sufficiently small. Observe that we
have

|Ω+
ε | − |B+

ε | = O
(
ε
N+1

2

)
and λ2(Ωε)− λ1(B+

ε ) ≤ O
(
ε
N+1

2

)
,

for the second estimate see for example [25, Lemma 2.2].
As for asymmetries, it is not difficult to see that

A(Ω+
ε ) = A(Ω−ε ) = O

(
ε
N+1

2

)
and A2(Ωε) = O(ε).

(see Figure 2). Then we get

|Ωε|2/N λ2(Ωε)− 22/N |B|2/N λ1(B) = 22/N
(
|Ω+
ε |2/N λ2(Ωε)− |B|2/N λ1(B)

)
= O

(
ε
N+1

2

)
= O

(
A2(Ωε)

(N+1)/2
)
.

This shows that the sharp exponent in (6.5) has to depend on the dimension and is comprised
between (N + 1)/2 and N + 1.

Open problem 5 (Sharp quantitative Hong-Krahn-Szego inequality). Prove or disprove that the
exponent N + 1 in (6.5) is sharp. If N + 1 is not sharp, find the optimal exponent.

6.2. The ratio of the first two Dirichlet eigenvalues. Another well-known spectral inequality
which involves the second Dirichlet eigenvalue λ2 is the so-called Ashbaugh-Benguria inequality.
This asserts that the ratio λ2/λ1 is maximal on balls and has been proved in [7, 8]. In other words,
for every open set Ω ⊂ RN with finite measure we have

(6.12)
λ2(Ω)

λ1(Ω)
≤ λ2(B)

λ1(B)
.
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Remark 6.5 (Equality cases). Equality cases in (6.12) are a bit subtle: indeed, in general it is
not true that equality in (6.12) is attained for balls only. As a counter-example, it is sufficient to
consider any disjoint union of the type

Ω = B ∪ Ω′,

with Ω′ open set such that λ1(Ω′) > λ2(B). In general equality in (6.12) only implies that the
connected component of Ω supporting λ1 and λ2 is a ball.

Remark 6.6. Inequality (6.12) is an example of universal inequality. With this name we usually
designate spectral inequalities involving eigenvalues only, without any other geometric quantity
(see for example [5]). In particular, inequality (6.12) is valid in the larger class of open sets having
discrete spectrum, but not necessarily finite measure.

The first stability result for (6.12) is due to Melas, see [63, Theorem 3.1]. To the best of our
knowledge, this is still the best known result on the subject. The original statement was for
the asymmetry dM defined in (2.11). Here on the contrary we state the result for the Fraenkel
asymmetry.

Theorem 6.7 (Melas). Let Ω ⊂ RN be an open bounded convex set. Then we have

(6.13)
λ2(B)

λ1(B)
− λ2(Ω)

λ1(Ω)
≥ 1

C
A(Ω)m,

for some C = C(N) > 0 and m = m(N) > 10 (see Remark (6.12) below) depending on the
dimension N only.

We are going to present the core of the proof of Theorem 6.7 below. At first, one needs a handful
of technical results.

Lemma 6.8. Let Ω ⊂ RN be an open set with finite measure. Let B ⊂ RN be a ball such that

λ1(B) = λ1(Ω).

There exists a constant C = C(N) > 0 such that

(6.14)
|Ω| − |B|
|Ω|

≥ 1

C
A(Ω)2.

Proof. Observe that thanks to Theorem 2.12, we have

λ1(B) = λ1(Ω) ≥ |B|
2/N

|Ω|2/N
λ1(B) +

γN,2
|Ω|2/N

A(Ω)2.

Thus we get (
|Ω|
|B|

) 2
N

− 1 ≥ γN,2
|B|2/N λ1(B)

A(Ω)2.

From the previous inequality, by concavity of the function τ 7→ τ2/N we obtain

(6.15) c′N A(Ω)2 ≤ 2

N

|Ω| − |B|
|B|

.

We now distinguish two possibilities: if |Ω| ≤ 2 |B|, we have

|Ω| − |B|
|B|

≤ 2
|Ω| − |B|
|Ω|

.
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By inserting this information in the right-hand side of (6.15), we get (6.14) as desired.
The case |Ω| > 2 |B| is even simpler. Indeed, in this case

|Ω| − |B|
|Ω|

>
1

2
≥ 1

8
A(Ω)2,

since the asymmetry of a set does not exceed 2. �

The key ingredient in the proof by Melas is the following result. It asserts that for non degen-
erating convex sets with given measure, the values of the first Dirichlet eigenfunction control in a
quantitative way the measure of the corresponding sublevel sets. Namely, we have the following.

Lemma 6.9. Let Λ > 0, there exist C = C(N,Λ) > 0 and β = β(N,Λ) > 1 such that for every
open convex set Ω ⊂ RN with

(6.16) |Ω| = 1 and λ1(Ω) ≤ Λ,

and every t > 0 we have

(6.17)
1

C

∣∣∣{x ∈ Ω : u1(x) ≤ t}
∣∣∣β ≤ t.

Here u1 is the first (positive) Dirichlet eigenfunction of Ω with unit L2 norm.

We omit the proof of the previous result, the interested reader may find it in [63, Lemma 3.5].
We just mention that (6.17) follows by proving the comparison estimate

(6.18) u1(x) ≥ cdist(x, ∂Ω)β , x ∈ Ω.

Remark 6.10 (The exponent β). By recalling that, on a convex set, the first eigenfunction u1 is
always globally Lipschitz continuous, we know that the exponent β above can not be smaller than
1. Moreover, it is quite clear that β in (6.18) heavily depends on the regularity of the boundary
∂Ω. To clarify this point, let us stick for simplicity to the case N = 2. If ∂Ω contains a corner at
x0 ∈ ∂Ω of opening α < π/2, classical asymptotic estimates based on comparisons with harmonic
homogeneous functions imply that

u1(x) ' dist(x, ∂Ω)
π

2α ,

around the corner x0. This in particular shows that the smaller the angle α is, the larger the
exponent β in (6.18) must be. In particular, without taking any further restriction on the convex
sets Ω, it would be impossible to get (6.18).

The hypothesis (6.16) exactly prevents the convex sets considered to become too narrow and
permits to have a control like (6.18), with a uniform β.

Finally, one also needs the following interesting result, whose proof can be found in [9, Section
6.1]. This permits to reduce the proof of Theorem 6.7 to the case of convex sets satisfying the
hypothesis (6.16) of the previous result. A similar statement was contained in the original paper
by Melas (this is essentially [63, Proposition 3.1]), but the proof in [9] is quicker and simpler. We
reproduce it here, with some minor modifications.

Lemma 6.11. Let {Ωn}n∈N ⊂ RN be a sequence of open convex sets such that

|Ωn| = 1 and lim
n→∞

λ1(Ωn) = +∞.

Then we have

(6.19) lim
n→∞

λ2(Ωn)

λ1(Ωn)
= 1.
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In particular, for every δ > 0 there exists Λ = Λ(δ) > 0 such that

(6.20) sup

{
λ1(Ω) : Ω ⊂ RN open convex such that

λ2(Ω)

λ1(Ω)
≥ (1 + δ)

}
≤ Λ.

Proof. We first observe that (6.20) easily follows from the first part of the statement. Thus we just
need to prove (6.19). For every n ∈ N, we take a pair of points (an, bn) ∈ ∂Ωn such that

|an − bn| = diam(Ωn).

Up to rigid motions, we can suppose that

an = (0, . . . , 0,diam(Ωn)) and bn = (0, . . . , 0).

Observe that the hypotheses on the sequence {Ωn}n∈N implies that

lim
n→+∞

|an − bn| = lim
n→+∞

diam(Ωn) = +∞,

see Remark D.4. We now need to prove that for every n ∈ N there exists 0 < tn < diam(Ωn) such
that

(6.21) λ1(Ωn) ≥ λ1(Ωn ∩ {xN = tn}).

Indeed, let us consider the first (positive) eigenfunction un ∈ W 1,2
0 (Ωn) with unit L2 norm. By

Fubini Theorem we have

λ1(Ωn) =

ˆ
Ωn

|∇un|2 dx ≥
ˆ diam(Ωn)

0

ˆ
Ωn∩{xN=t}

|∇′un|2 dx′ dt

≥
ˆ diam(Ωn)

0

(
λ1(Ωn ∩ {xN = t})

ˆ
Ωn∩{xN=t}

|un|2 dx′
)
dt,

where we used the notation x′ = (x1, . . . , xN−1) and ∇′ = (∂x1
, . . . , ∂xN−1

). Since we assumed

ˆ diam(Ωn)

0

ˆ
Ωn∩{xN=t}

|un|2 dx′ dt =

ˆ
Ωn

|un|2 dx = 1,

from the previous estimate we get (6.21). From the fact that 0 < tn < |an| = diam(Ωn), we have

• either

|an| − tn = dist(an,Ωn ∩ {xN = tn}) ≥
diam(Ωn)

2
;

• or

tn = dist(bn,Ωn ∩ {xN = tn}) ≥
diam(Ωn)

2
.

Without loss of generality we can assume that the first condition is verified, then we consider the
cone Cn given by the convex hull of {an} ∪ (Ωn ∩ {xN = tn}). By convexity, we have Cn ⊂ Ωn and
for every 0 < h < |an| − tn

Tn(h) :=
|an| − tn − h
|an| − tn

(Ωn ∪ {xN = tn})× (tn, tn + h) ⊂ Cn ⊂ Ωn.

In other words, Ωn contains a cylinder having height h and with basis a scaled copy of the (N −
1)−dimensional section Ωn ∩ {xN = tn}, see Figure 3. By monotonicity and scaling properties of
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Figure 3. The construction of the cylinder Tn(h) for the proof of Lemma 6.11.

Dirichlet eigenvalues and (6.21), we thus obtain11

1 ≤ λ2(Ωn)

λ1(Ωn)
≤ λ2(Tn(h))

λ1(Ωn)
≤ 1

λ1(Ωn)

[
λ1

(
|an| − tn − h
|an| − tn

(Ωn ∪ {xN = tn})
)

+
4π2

h2

]
≤

[(
|an| − tn
|an| − tn − h

)2

+
4π2

h2

1

λ1(Ωn)

]
.

By recalling that λ1(Ωn) and |an| − tn are diverging to +∞, we get (6.19) as desired. �

We now come to the proof of the quantitative Ashbaugh-Benguria inequality.

Proof of Theorem 6.7. We first observe that since the functional λ2/λ1 is scaling invariant, we can
suppose that

(6.22) |Ω| = 1.

Moreover, we can always suppose

(6.23) λ2(Ω) ≥ (1 + δ)λ1(Ω),

11We also use that for a cylindric set O×(a, b) its Dirichlet eigenfunctions have the form U(x′, xN ) = u(x′)· v(xN ),

with u Dirichlet eigenfunction of O and v Dirichlet eigenfunction of (a, b). The corresponding eigenvalues take the
form

λ = λ′ +
n2 π2

(b− a)2
,

where λ′ is an eigenvalue of O and n ∈ N.
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where δ is the dimensional constant

δ :=
1

2

(
λ2(B)

λ1(B)
− 1

)
> 0.

Indeed, when (6.23) is not verified, then we have

λ2(B)

λ1(B)
− λ2(Ω)

λ1(Ω)
≥ λ2(B)

λ1(B)
− (1 + δ) =

1

2

(
λ2(B)

λ1(B)
− 1

)
> 0,

and the stability estimate is trivially true, with a constant depending on the dimensional constant
λ2(B)/λ1(B) only. Finally, thanks to hypothesis (6.23) and Lemma 6.11, we obtain

(6.24) λ1(Ω) ≤ Λ,

with Λ depending on δ only and thus only on the dimension N .
We now take the ball B centered at the origin and such that λ1(Ω) = λ1(B). By (2.2), its radius

R is given by

R =
jN/2−1,1√
λ1(Ω)

.

We set u1 and z for the eigenfunctions corresponding to λ1(Ω) and λ1(B), normalized by the
conditions ˆ

Ω

u2
1 dx =

ˆ
B

z2 dx = 1.

We recall that

z(x) = α |x|
2−N

2 JN−2
2

(
j(N−2)/2,1

R
|x|
)
,

with the normalization constant α given by

α2 =
1ˆ

B

|x|2−N JN/2−1

(
jN/2−1,1

R
|x|
)2

dx

=
1

R2

ˆ
{|y|<1}

|y|2−N JN/2−1

(
jN/2−1,1 |y|

)2
dy

=: cN R
−2.

(6.25)

We then compare λ2(Ω) and λ2(B): since B and Ω have the same λ1, we get

(6.26) λ2(B)− λ2(Ω) = (λ2(B)− λ1(B))− (λ2(Ω)− λ1(Ω)) .

We introduce the functions Pi defined as follows

Pi(x) = g(|x|) xi
|x|
, i = 1, . . . , N,

with g being the ratio of (the radial parts of) the eigenfunctions corresponding to λ1(B) and λ2(B),
that is

g(t) =
JN

2

(
jN/2,1
R t

)
JN−2

2

(
jN/2−1,1

R t
) ,

extended as g(t) ≡ lims→R− g(s) for t ≥ R. In this way, the functions Pi are defined over RN . With
a suitable choice of the origin of the axes, one can guarantee (see [49, Lemma 6.2.2])ˆ

Ω

Pi u
2
1 dx = 0, i = 1, . . . , N.
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This implies that the functions Pi u1 are L2−orthogonal to u1, thus we can use them in the varia-
tional problem defining λ2(Ω). We get

λ2(Ω) ≤

ˆ
Ω

|∇Pi|2 u2
1dx+

ˆ
Ω

|∇u1|2 P 2
i dx+ 2

ˆ
Ω

〈∇Pi,∇u1〉Pi u1 dxˆ
Ω

P 2
i u

2
1 dx

,

then we observe that by testing the equation −∆u1 = λ1(Ω)u1 against P 2
i u1, we obtainˆ

Ω

|∇u1|2 P 2
i dx+ 2

ˆ
Ω

〈∇Pi,∇u1〉Pi u1 dx = λ1(Ω)

ˆ
Ω

P 2
i u

2
1 dx.

This permits to infer

(6.27) λ2(Ω)− λ1(Ω) ≤

ˆ
Ω

|∇Pi|2 u2
1dxˆ

Ω

P 2
i u

2
1 dx

.

The same computations in the ball B give of course equalities everywhere, since in this case Pi u1

would coincide with a second Dirichlet eigenfunction of B. Thus

(6.28)

ˆ
B

|∇Pi|2 z2dx
ˆ
B

P 2
i z

2 dx

= λ2(B)− λ1(B).

We then perform the standard trick of adding these (in)equalities for i = 1, . . . , N , which let the
angular variables disappear, as in the proof of the Szegő-Weinberger inequality. Thus from (6.27)
and (6.28), we obtain

(6.29)

(ˆ
Ω

g2 u2
1 dx

)
[λ2(Ω)− λ1(Ω)] ≤

ˆ
Ω

[
|g′(|x|)|2 + (N − 1)

(
g(|x|)
|x|

)2
]
u2

1 dx,

and

(6.30)

ˆ
B

[
|g′(|x|)|2 + (N − 1)

(
g(|x|)
|x|

)2
]
z2 dx =

(ˆ
B

g2 z2 dx

)
[λ2(B)− λ1(B)].

We now use the fact that the function g is monotone non-decreasing on RN (see [7, Theorem 3.3]),
so that by Hardy-Littlewood inequality we obtain12

ˆ
Ω

g2 u2
1 dx ≥

ˆ
Ω∗
g2
∗ (u∗1)2 dx ≥

ˆ
Ω∗
g2 (u∗1)2 dx,

where g∗ denotes the spherically increasing rearrangement. As always, Ω∗ is the ball centered at
the origin such that |Ω∗| = |Ω| = 1. We denote its radius by RΩ.

12There is a small subtility here. Indeed, even if g is a radially non-decreasing function, in general we just have

g∗(r) ≥ g(r), for 0 ≤ r ≤ RΩ,

and inequality could be strict. This is due to the fact that g∗ is constructed by rearranging the super-level sets of g

on Ω and not on the whole RN (see [7, page 606]).
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Another essential ingredient in the proof by Ashbaugh and Benguria is a comparison result
between z and the spherical rearrangement u∗1 of u1. This is due to Chiti, who proved (see [31])
that there exists a radius r1 ∈ (0, R) such that

(6.31)

 u∗1(x) ≤ z(x), for 0 ≤ |x| ≤ r1,

u∗1(x) ≥ z(x), for r1 ≤ |x| ≤ R.
This in turn implies that ˆ

Ω∗
g2 (u∗1)2 dx ≥

ˆ
B

g2 z2 dx.

More precisely, by using (6.31), the monotonicity of g and polar coordinates we haveˆ
Ω∗
g2 [(u∗1)2 − z2] dx = N ωN

ˆ r1

0

g2 [(u∗1)2 − z2] %N−1 d%

+N ωN

ˆ R

r1

g2 [(u∗1)2 − z2] %N−1 d%

+N ωN

ˆ RΩ

R

g2 (u∗1)2 %N−1 d%

≥ g(r1)2

ˆ
B

[(u∗1)2 − z2] dx+ g(R)2

ˆ
Ω∗\B

(u∗1)2 dx

=
(
g(R)2 − g(r1)2

) ˆ
Ω∗\B

u∗1(x)2 dx.

In the last equality we used that ˆ
B

z2 dx =

ˆ
Ω∗

(u∗1)2 dx = 1.

We now observe that, using the definition both of z and g, we getˆ
B

g2 z2 dx = α2R2

ˆ
{|y|<1}

JN
2

(jN/2,1 |y|)2 dy := CN ,

thanks to (6.25). In this way, we have shownˆ
Ω∗
g2 |u∗1|2 dx ≥ CN +

(
g(R)2 − g(r1)2

) ˆ
Ω∗\B

u∗1(x)2 dx.

In the end, by using (6.26), (6.29) and (6.30) we have obtained that

CN

(
λ2(B)− λ2(Ω)

)
≥
(ˆ

B

g2 z2 dx

) (
λ2(B)− λ1(B)

)
−
(ˆ

Ω

g2 |u∗1|2 dx
) (

λ2(Ω)− λ1(Ω)
)

+
(
g(R)2 − g(r1)2

) (ˆ
Ω∗\B

u∗1(x)2 dx

) (
λ2(Ω)− λ1(Ω)

)
≥
ˆ
B

[
|g′|2 + (N − 1)

(
g

|x|

)2
]
z2 dx−

ˆ
Ω

[
|g′|2 + (N − 1)

(
g

|x|

)2
]
u2

1 dx

+ δ
(
g(R)2 − g(r1)2

) (ˆ
Ω∗\B

(u∗1)2 dx

)
λ1(Ω),
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where we also used hypothesis (6.23) for the last term. It is now time to use the monotonicity
properties of the function

G(t) = g′(t)2 + (N − 1)

(
g(t)

t

)2

,

which is monotone non-increasing (see [7, Corollary 3.4]), so that again by Hardy-Littlewood in-
equality ˆ

Ω

Gu2
1 dx ≤

ˆ
Ω∗
G∗ (u∗1)2 dx ≤

ˆ
Ω∗
G (u∗1)2 dx.

and we thus have

CN

(
λ2(B)− λ2(Ω)

)
≥
ˆ
B

Gz2 dx−
ˆ

Ω∗
G (u∗1)2 dx+ δ

(
g(R)2 − g(r1)2

) (ˆ
Ω∗\B

(u∗1)2 dx

)
λ1(Ω).

Proceeding as before, by using (6.31), the monotonicity of G and indicating as always with RΩ the
radius of Ω∗, we obtain (we omit the details)ˆ

B

Gz2 dx−
ˆ

Ω∗
G (u∗1)2 dx ≥ 0.

What we have obtained so far is the following

λ2(B)− λ2(Ω) ≥ δ

CN

(
g(R)2 − g(r1)2

) (ˆ
Ω∗\B

|u∗1|2 dx

)
λ1(Ω).

Dividing by λ1(Ω) = λ1(B), the previous can be rewritten as

(6.32)
λ2(B)

λ1(B)
− λ2(Ω)

λ1(Ω)
≥ c

(
g(R)2 − g(r1)2

) ˆ
Ω∗\B

|u∗1|2 dx,

where c > 0 depends on N only. We now choose R̃ = (R + RΩ)/2, the monotone behaviour of u∗1
permits to infer13

ˆ
Ω∗\B

|u∗1|2 dx ≥
ˆ
BR̃\B

|u∗1|2 dx ≥ |BR̃ \B|u
∗
1(R̃)2

=
ωN
2N

[
(RΩ +R)N − (2R)N

]
u∗1(R̃)2

≥ ωN
2N

(
RNΩ −RN

)
u∗1(R̃)2 =

1

2N
|Ω∗ \B|u∗1(R̃)2.

In the second inequality above we used the elementary fact

(6.33) (a+ h)N − (b+ h)N ≥ aN − bN , a ≥ b ≥ 0, h ≥ 0,

which follows from convexity. Thus from (6.32) we obtain

λ2(B)

λ1(B)
− λ2(Ω)

λ1(Ω)
≥ c

(
g(R)2 − g(r1)2

)
|Ω∗ \B|u∗1(R̃)2.

13The paper [63] contains a misprint in this part of the proof. Indeed, it is claimed that (in our notation)ˆ
Ω∗\B

u∗1(x)2 dx ≥ u∗1(R)2 |Ω∗ \B|,

which is of course not true, since u∗1 is non-increasing.
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We now use further properties of g: indeed, in addition to being increasing on [0, R], this is also
concave on the same interval, with g′′ < 0 on (0, R] (see [7, proof of Theorem 3.3]). Thus we get

g(R)2 − g(r1)2 ≥ g(R) (g(R)− g(r1)) ≥ C
ˆ R

r1

(−g′′(τ)) (τ − r1) dτ,

by Taylor formula and the fact that C = g(R) > 0 is a constant depending on N only. This in
particular implies

g(R)2 − g(r1)2 ≥ c (R− r1)2,

for a possibly different constant c > 0. We join this with the fact that z is a Lipschitz functions.
Thus for some c′ > 0 depending on N only we have

(R− r1)2 ≥ c′
(
z(r1)− z(R)

)2

= c′ z(r1)2 = c′ u∗1(r1)2 ≥ c′ u∗1(R̃)2.

By resuming, we finally obtain

(6.34)
λ2(B)

λ1(B)
− λ2(Ω)

λ1(Ω)
≥ c |Ω∗ \B|u∗1(R̃)4,

for some c > 0, still depending on N only. In order to conclude, we now use the key Lemma 6.9.
Indeed, by recalling (6.22) and (6.24), we can infer from (6.17)

1

C

∣∣∣{x ∈ Ω : u1(x) ≤ u∗1(R̃)}
∣∣∣β ≤ u∗1(R̃).

Moreover, by definition of u∗1 we have∣∣∣{x ∈ Ω : u1(x) ≤ u∗1(R̃)}
∣∣∣ = |Ω∗ \BR̃| =

ωN
2N

(
(2RΩ)N − (R+RΩ)N

)
≥ ωN

2N

(
RNΩ −RN

)
=

1

2N
|Ω∗ \B|,

again thanks to (6.33). By using the last two estimates in (6.34), we get

λ2(B)

λ1(B)
− λ2(Ω)

λ1(Ω)
≥ c |Ω∗ \B|4 β+1,

for some constant c = c(N) > 0. By recalling that |Ω∗ \ B| = |Ω| − |B| = 1 − |B| and that
λ1(B) = λ1(Ω), we can use Lemma 6.8 and finally get the conclusion by (6.14). �

Remark 6.12. An inspection of the proof reveals that the exponent m appearing in (6.13) is given
by

m = 2 (4β + 1) > 10,

with β being the exponent coming from Lemma 6.9.

Open problem 6 (Sharp quantitative Ashbaugh-Benguria inequality). Prove that there exists a
dimensional constant cN > 0 such that for every open bounded convex set Ω ⊂ RN

λ2(B)

λ1(B)
− λ2(Ω)

λ1(Ω)
≥ cN A(Ω)2.

The same family of sets in Theorem 4.7 should give that the exponent 2 is the best possible (recall
that λ2 is multiple for a ball and thus not differentiable).
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6.3. Neumann VS. Dirichlet. It is immediate to see that by joining Faber-Krahn and Szegő-
Weinberger inequalities, one gets the universal inequality

(6.35)
µ2(Ω)

λ1(Ω)
≤ µ2(B)

λ1(B)
.

Equality in (6.35) holds only for balls. By observing that14

(6.36) θN :=
µ2(B)

λ1(B)
=

(
βN/2,1

jN/2−1,1

)2

< 1,

one can obtain

µ2(Ω) < λ1(Ω).

We have the following quantitative improvement of (6.35).

Corollary 6.13. For every Ω ⊂ RN open set with finite measure, we have

(6.37)
µ2(B)

λ1(B)
− µ2(Ω)

λ1(Ω)
≥ κN A(Ω)2,

where κN > 0 is an explicit constant depending on N only.

Proof. Let B be a ball such that |B| = |Ω|, then we write

µ2(B)

λ1(B)
− µ2(Ω)

λ1(Ω)
=

(
µ2(B)

λ1(B)
− µ2(B)

λ1(Ω)

)
+

(
µ2(B)

λ1(Ω)
− µ2(Ω)

λ1(Ω)

)
.(6.38)

If we suppose that λ1(Ω) > 2λ1(B), by using Szegő-Weinberger for the second term in the right-
hand side of (6.38) we get

µ2(B)

λ1(B)
− µ2(Ω)

λ1(Ω)
≥ µ2(B)

(
1

λ1(B)
− 1

λ1(Ω)

)
≥ µ2(B)

2λ1(B)
≥ µ2(B)

8λ1(B)
A(Ω)2.

As always, we used that A(Ω) < 2. Thus the conclusion follows in this case.
If on the contrary λ1(Ω) ≤ 2λ1(B), then by using the Faber-Krahn inequality for the first term

in the right-hand side of (6.38), we obtain

µ2(B)

λ1(B)
− µ2(Ω)

λ1(Ω)
≥
(
µ2(B)

λ1(Ω)
− µ2(Ω)

λ1(Ω)

)
≥ 1

2λ1(B)

(
µ2(B)− µ2(Ω)

)
.

It is now sufficient to use Theorem 4.5 to conclude. �

Remark 6.14. A feasible value for the constant κN appearing in (6.37) is

κN =
1

2
min

{
θN
4
,

ρN
|B|2/N λ1(B)

}
.

Here θN is defined in (6.36) and ρN is the same constant appearing in (4.12).

14This can be obtained by direct computation. However, it is also possible to prove directly that θN < 1, without

computing its explicit value. This is indeed a consequence of the sharp estimate for convex sets

µ2(Ω) < λ1(B)

(
diam (B)

diam (Ω)

)2

,

which holds with strict inequality sign, see [26, Theorem 3.1 & Corollary 3.2].
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7. Notes and comments

7.1. Other references. We wish to mention that one of the first paper to introduce quantitative
elements in the Pólya-Szegő principle (2.1) was [61] by Makai. There the scope was to add some
remainder term in order to infer uniqueness of balls as extremals for the Saint-Venant inequality
(2.6). More recently, sophisticated quantitative improvements of the Pólya-Szegő principle have
been proven in [12] and [32].

The first papers to prove quantitative improvements of the Faber-Krahn inequality for general
open sets with respect to the Fraenkel asymmetry have been [73] by Sznitman (for N = 2) and [69]
by Povel (for N ≥ 3). It is interesting to notice that both papers prove such a kind of estimates
for probabilistic purposes. In [73] these estimates are employed to study the asimptotic behaviour
of the first eigenvalue of −∆ + Vω of a square (0, `)× (0, `) for large `. Here Vω is a soft repulsive
random potential. In [69] a quantitative Faber-Krahn inequality is used to estimate the extinction
time of a Brownian motion in presence of (random) absorbing obstacles.

Among the contributions to the subject, it is mandatory to mention the papers [15] by Bhat-
tacharya and [44] by Fusco, Maggi and Pratelli. Both papers consider the more general case of the
p−Laplacian operator ∆p, defined by ∆pu = div(|∇u|p−2∇u). More precisely, they consider the
quantities

min
u∈W 1,p

0 (Ω)

{ˆ
Ω

|∇u|p dx : ‖u‖Lq(Ω) = 1

}
, 1 < q < p∗ =


N p

N − p
, if 1 < p < N,

+∞, if p ≥ N.

It is not difficult to generalize the Faber-Krahn inequalities (2.5) to these quantities, again thanks
to the Pólya-Szegő principle. Then in [15, 44] some (non sharp) quantitative versions of these
Faber-Krahn inequalities are proved, similar to Theorem 2.10.

Finally, we wish to cite the recent paper [62] by Mazzoleni and Zucco. There it is shown that
quantitative versions of the Faber-Krahn and Hong-Krahn-Szego inequalities can be used to show
topological properties of minimizers for a particular spectral optimization problem (see [62, Theorem
1.2]). Namley, the minimization of the convex combination t λ1 +(1− t)λ2, with volume constraint.

7.2. Nodal domains and Pleijel’s Theorem. Let Ω ⊂ R2 be an open bounded set. For every k ∈
N let us note by N (k) the number of nodal domains of the Dirichlet eigenfunction ϕk corresponding
to λk(Ω). A classical result by Pleijel (see [66]) asserts that

(7.1) lim sup
k→∞

N (k)

k
≤
(

2

j0

)2

.

By observing that 2/j0 < 1, this results in particular asymptotically improves the classical Courant
nodal Theorem (see [49, Theorem 1.3.2]), which asserts that N (k) ≤ k. The proof of (7.1) can be
obtained by combining the Faber-Krahn inequality on every nodal domain Ωi

|Ω|λk(Ω) =

N (k)∑
i=1

|Ωi|λ1(Ωi) ≥ N (k)π j2
0 ,

and the classical Weyl law, which describes the asymptotic distribution of eigenvalues, i.e.

lim
t→∞

#{λ eigenvalue : λ ≤ t}
t

=
|Ω|
4π

.

As observed by Bourgain in [19], the estimate (7.1) can be (slightly) improved by using the quan-
titative Faber-Krahn inequality and the packing density of balls in the Euclidean space. More
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precisely, the result of [19] gives an explicit improvement in dimension N = 2 by appealing to the
Hansen-Nadirashvili result of Theorem 2.4, which comes indeed with an explicit constant. On the
same problem, we also mention the paper [71] by Steinerberger.

7.3. Quantitative estimates in space forms. In this manuscript we only discussed the Eu-
clidean case. We briefly mention that some partial results are known for some special classes of
manifolds (essentially the so-called space forms).

For example, the paper [76] by Xu proves a stability result for the Szegő-Weinberger inequality
for smooth (geodesically) convex domains contained in a nonpositively curved space form (i.e. the
hyperbolic space HN or RN ). More precisely, [76, Theorem 4] proves a pinching result which shows
that if the spectral deficit µ2(B)− µ2(Ω) converges to 0, then the Hausdorff distance from the set
of geodesic balls with given volume goes to 0.

The paper [10] by Avila proves a quantitative Faber-Krahn inequality for smooth (geodesically)
convex domains on the hemisphere S2

+ ([10, Theorem 0.1]) or on the hyperbolic space H2 (see
[10, Theorem 0.2]). These can be seen as the natural counterparts of Melas’ result Theorem 2.2,
indeed stability is measured with a suitable variant of his asymmetry dM. In [10, Theorem 0.3] the
aforementioned Xu’s result is extended to a sufficiently narrow polar cap contained in SN+ .

In [9] Aubry, Bertrand and Colbois prove pinching results for the Faber-Krahn and Ashbaugh-
Benguria inequalities for convex sets in SN , RN and HN . These results show that if the relevant
spectral deficit is small, then the set is close to a ball in the Hausdorff metric. As for the hyperbolic
space HN , it should be noticed that the inequality

λ2(Ω)

λ1(Ω)
≤ λ2(B)

λ1(B)
,

does not hold true and that the correct replacement of the Ashbaugh-Benguria inequality is

(7.2) λ2(Ω) ≤ λ2(B), if λ1(Ω) = λ1(B),

where B denotes a geodesic ball (see [13, Theorem 1.1]). Then for HN the pinching result of [10,
Theorem 1.5] exactly concerns inequality (7.2).

Appendix A. The Kohler-Jobin inequality and the Faber-Krahn hierarchy

Let q > 1 be an exponent satisfying (2.4), for every Ω ⊂ RN open set with finite measure we
still denote λq1(Ω) its first semilinear Dirichlet eigenvalue, see definition (2.3). The Kohler-Jobin
inequality states that

(A.1) T (Ω)ϑ(q,N)λq1(Ω) ≥ T (B)ϑ(q,N) λq1(B), where ϑ(q,N) =

2 +
2

q
N −N

N + 2
< 1.

The original statement by Marie-Thérèse Kohler-Jobin is for the first eigenvalue of the Laplacian,
i.e. for q = 2 (see [57, Théorème 1]). This can be equivalently reformulated by saying that balls
are the only solutions to the following problem

min{λ1(Ω) : T (Ω) = c}.

We refer to [56, Theorem 3] and [20, Theorem 1.1] for the general version (A.1) of Kohler-Jobin
inequality.
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An important consequence of Kohler-Jobin inequality is that the whole family of Faber-Krahn
inequalities (2.5) for the first semilinear eigenvalue λq1 can be derived by combining the Saint-Venant
inequality (2.6) and (A.1). Indeed, we have

|Ω|
2
N + 2

q−1 λq1(Ω) =
(
|Ω|

2
N + 2

q−1 T (Ω)−ϑ(q,N)
) (

T (Ω)ϑ(q,N) λq1(Ω)
)

=
(
|Ω|−

N+2
N T (Ω)

)−ϑ(q,N) (
T (Ω)ϑ(q,N) λq1(Ω)

)
≥
(
|B|−

N+2
N T (B)

)−ϑ(q,N) (
T (B)ϑ(q,N) λq1(B)

)
= |B|

2
N + 2

q−1 λq1(B).

More interestingly, we can translate every quantitative improvement of the Saint-Venant inequality
into a similar statement for λq1. Namely, we have the following expedient result.

Proposition A.1 (Faber-Krahn hierarchy). Let q ≥ 1 be an exponent verifying (2.4). Suppose
that there exists C > 0 and

• G : [0,∞)→ [0,∞) a continuous increasing function vanishing at the origin only,

• Ω 7→ d(Ω) a scaling invariant shape functional vanishing on balls and bounded by some
constant M > 0,

such that for every open set Ω ⊂ RN with finite measure we have

(A.2) |B|−
N+2
N T (B)− |Ω|−

N+2
N T (Ω) ≥ 1

C
G(d(Ω)).

Then we also have

|Ω|
2
N + 2

q−1 λq1(Ω)− |B|
2
N + 2

q−1 λq1(B) ≥ cG(d(Ω)).

The constant c > 0 depends on C, N, q and G(M) only and is given by

c = (2ϑ − 1) |B|
2
N + 2

q−1 λq1(B) min

{
1

C

|B|N+2
N

T (B)
,

1

G(M)

}
.

Proof. Without loss of generality, we can suppose that |Ω| = 1 and let B be a ball having unit
measure. We also use the shortcut notation ϑ = ϑ(q,N). By (A.1) one obtains

(A.3)
λq1(Ω)

λq1(B)
− 1 ≥

(
T (B)

T (Ω)

)ϑ
− 1.

Since 0 < ϑ ≤ 1, by concavity we have

tϑ − 1 ≥ (2ϑ − 1) (t− 1), t ∈ [1, 2].

Thus from (A.3) and (A.2) we can easily infer that if T (B) ≤ 2T (Ω), then

λq1(Ω)

λq1(B)
− 1 ≥ (2ϑ − 1)

(
T (B)

T (Ω)
− 1

)
≥ 1

C

2ϑ − 1

T (B)
G(d(Ω)).

In the last inequality we also used that T (Ω) ≤ T (B) by Saint-Venant inequality. On the other
hand, if T (B) > 2T (Ω), still by (A.3) we get

λq1(Ω)

λq1(B)
− 1 ≥ 2ϑ − 1 ≥ 2ϑ − 1

G(M)
G(d(Ω)),

since d(Ω) ≤M and G is increasing by hypothesis. �
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Remark A.2. Examples of shape functionals d as in the previous statement are: dM defined in
(2.11), dN defined in (2.12) and the Fraenkel asymmetry A.

Appendix B. An elementary inequality for monotone functions

Szegő’s proof of the inequality

1

|Ω|

(
1

µ2(Ω)
+

1

µ3(Ω)

)
≥ 1

|B|

(
1

µ2(B)
+

1

µ3(B)

)
,

is based on the following elementary inequality for monotone functions of one real variable. We
give its proof for completeness.

Lemma B.1 (Monotonicity lemma). Let f : [0, 1]→ R+ and Φ : [0, 1]→ R+ be two non-decreasing
functions, not identically vanishing. Then we have

(B.1)

ˆ 1

0

f(t) Φ(t) t dt ≥


ˆ 1

0

f(t) t dt

ˆ 1

0

t dt

 ˆ 1

0

Φ(t) t dt

Proof. By approximation, we can assume that Φ is C1. We first observe that if we set

F (t) =

ˆ t

0

f(s) s ds and f =

ˆ 1

0

f(t) t dt

ˆ 1

0

t dt

,

then (B.1) is equivalent to ˆ 1

0

(
F ′(t)− f t

)
Φ(t) dt ≥ 0.

If we perform an integration by parts, this in turn is equivalent toˆ 1

0

(
f
t2

2
− F (t)

)
Φ′(t) dt ≥ 0.

Since Φ′ ≥ 0, in order to conclude it would be sufficient to prove

(B.2) F (t) ≤ f t
2

2
, i. e.

2

t2

ˆ t

0

f(s) s ds ≤ 2

ˆ 1

0

f(s) s ds.

In turn, in order to show (B.2) it would be enough to prove that the function

H(t) =
2

t2

ˆ t

0

f(s) s ds,

is monotone non-decreasing. A direct computation gives

H ′(t) = − 4

t3

ˆ t

0

f(s) s ds+
2

t
f(t) =

2

t

[
f(t)− 2

t2

ˆ t

0

f(s) s ds

]
≥ 0,

where in the last inequality we used that f is non-decreasing. This proves (B.2) and thus (B.1). �

The result of Theorem 4.2 is based on the following improvement of the previous inequality.
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Lemma B.2 (Improved monotonicity lemma). Let f : [0, 1]→ R+ be a strictly increasing function.
Let Φ : [0, 1]→ R+ be a non-decreasing function, such that

(B.3) Φ(t) =

∞∑
n=0

αn t
n, with αn ≥ 0 and α0 = Φ(0) ≤ γ

ˆ 1

0

Φ(t) t dt,

for some 0 ≤ γ < 2. Then we have

(B.4)

ˆ 1

0

f(t) Φ(t) t dt ≥


ˆ 1

0

f(t) t dt

ˆ 1

0

t dt

 ˆ 1

0

Φ(t) t dt+ c (2− γ)

ˆ 1

0

Φ(t) t dt,

for some c > 0 depending on f .

Proof. We use the same notation as in the proof of Lemma B.1. We then recall that

ˆ 1

0

f(t) Φ(t) t dt−


ˆ 1

0

f(t) t dt

ˆ 1

0

t dt

 ˆ 1

0

Φ(t) t dt =

ˆ 1

0

(
f
t2

2
− F ′(t)

)
Φ′(t) dt

=

∞∑
n=1

nαn

ˆ 1

0

(
f
t2

2
− F (t)

)
tn−1 dt

=

∞∑
n=1

nαn
2

ˆ 1

0

(
H(1)−H(t)

)
tn+1 dt.

For the last term, we recall that H ′ > 0 on the interval [0, 1], thus for n ≥ 1

ˆ 1

0

(
H(1)−H(t)

)
tn+1 dt ≥

ˆ 1− 1
2n

0

(
H(1)−H(t)

)
tn+1 dt

≥
[
H(1)−H

(
1− 1

2n

)]
1

n+ 2

(
1− 1

2n

)n+2

.

Observe that from (B.3) we get

∞∑
n=1

αn
n+ 2

=

ˆ 1

0

Φ(t) t dt− α0

ˆ 1

0

t dt ≥
(

1− γ

2

) ˆ 1

0

Φ(t) t dt.

Thus in order to conclude the proof of (B.4) we need to prove that for n ≥ 1

n

[
H(1)−H

(
1− 1

2n

)] (
1− 1

2n

)n+2

≥ c > 0.

By observing that(
1− 1

2n

)n+2

≥ 1

8
, lim

n→∞
n

[
H(1)−H

(
1− 1

2n

)]
=
H ′(1)

2
= f(1)− 2

ˆ 1

0

f(s) s ds > 0,

we conclude that this holds true. �
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Figure 4. The rearrangement of Ω∆Ω∗ for the proof of (C.1)

Appendix C. A weak version of the Hardy-Littlewood inequality

The proofs by Weinberger and Brock are based on a test function argument and an isoperimetric-
like property of balls with respect to weighted volumes of the type

Ω 7→
ˆ

Ω

f(|x|) dx,

with f positive monotone function. This is encoded in the following result, which can be seen as a
particular case of the Hardy-Littlewood inequality.

Lemma C.1. Let f : R+ → R+ be a non-increasing function and g : R+ → R+ a non-decreasing
function. Let Ω ⊂ RN be an open set with finite measure, we denote by Ω∗ the ball centered at the
origin such that |Ω| = |Ω∗|. Then we haveˆ

Ω∗
f(|x|) dx ≥

ˆ
Ω

f(|x|) dx and

ˆ
Ω∗
g(|x|) dx ≤

ˆ
Ω

g(|x|) dx.

The quantitative versions of Szego-Weinberger and Brock-Weinstock inequalities are based on
the following simple but useful improved version of Lemma C.1.

Lemma C.2. Let f : R+ → R+ be a nonincreasing function. Let Ω ⊂ RN be an open set with
finite measure, we denote by Ω∗ the ball centered at the origin such that |Ω| = |Ω∗|. Then we have

(C.1)

ˆ
Ω∗
f(|x|) dx−

ˆ
Ω

f(|x|) dx ≥ N ωN

ˆ R2

R1

|f(%)− f(RΩ)| %N−1 d%,

where

(C.2) RΩ =

(
|Ω|
ωN

) 1
N

, R1 =

(
|Ω ∩ Ω∗|
ωN

) 1
N

and R2 =

(
|Ω \ Ω∗|+ |Ω|

ωN

) 1
N

.

Proof. The proof is quite simple, first of all we observe that

(C.3)

ˆ
Ω∗
f(|x|) dx−

ˆ
Ω

f(|x|) dx =

ˆ
Ω∗\Ω

f(|x|) dx−
ˆ

Ω\Ω∗
f(|x|) dx.

Then the idea is to rearrange the set Ω∗ \ Ω into a spherical shell having radii RΩ and R2, and
similarly to rearrange the set Ω \ Ω∗ into a spherical shell having radii RΩ and R1 (see Figure 4).
Thanks to the definition (C.2) of R1 and R2, we have
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|BR2 | − |Ω∗| = |Ω∗ \ Ω| and |Ω∗| − |BR1 | = |Ω∗ \ Ω|,

i.e. the two spherical shells mentioned above will preserve the measure. We will prove below that
this property and the monotonicity of f entail

(C.4)

ˆ
Ω∗\Ω

f(|x|) dx ≥
ˆ

Ω∗\BR1

f(|x|) dx and

ˆ
Ω\Ω∗

f(|x|) dx ≤
ˆ
BR2
\Ω∗

f(|x|) dx.

This means that the worst scenario for the right-hand side of (C.3) is when all the mass is uniformly
distributed around ∂Ω∗. Thus from (C.3) and (C.4), we can obtainˆ

Ω∗
f(|x|) dx−

ˆ
Ω

f(|x|) dx ≥
ˆ

Ω∗\BR1

f(|x|) dx−
ˆ
BR2
\Ω∗

f(|x|) dx.

In order to conclude, we just observe that since by contruction |Ω∗ \BR1
| = |BR2

\Ω∗|, then we getˆ
Ω∗\BR1

f(|x|) dx−
ˆ
BR2
\Ω∗

f(|x|) dx =

ˆ
Ω∗\BR1

[f(|x|)− f(RΩ)] dx−
ˆ
BR2
\Ω∗

[f(|x|)− f(RΩ)] dx.

This finally gives (C.1), by using polar coordinates and using once again that f is nonincreasing.

Let us now prove (C.4). We first observe that we have

(C.5) |(Ω∗ ∩ Ω) \BR1 | = |(Ω∗ \ Ω) ∩BR1 |.

Indeed, we get

|(Ω∗ ∩ Ω) \BR1 |+ |(Ω∗ \ Ω) \BR1 | = |Ω∗ \BR1 | = |Ω∗ \ Ω|
= |(Ω∗ \ Ω) ∩BR1

|+ |(Ω∗ \ Ω) \BR1
|,

which proves (C.5). By using this and the monotonicity of f , we getˆ
Ω∗\Ω

f(|x|) dx =

ˆ
(Ω∗\Ω)∩BR1

f(|x|) dx+

ˆ
(Ω∗\Ω)\BR1

f(|x|) dx

≥ f(R1) |(Ω∗ \ Ω) ∩BR1 |+
ˆ

(Ω∗\Ω)\BR1

f(|x|) dx

= f(R1) |(Ω∗ ∩ Ω) \BR1 |+
ˆ

(Ω∗\Ω)\BR1

f(|x|) dx

≥
ˆ

(Ω∗∩Ω)\BR1

f(|x|) dx+

ˆ
(Ω∗\Ω)\BR1

f(|x|) dx =

ˆ
Ω∗\BR1

f(|x|) dx,

which proves the first inequality in (C.4). The second one is proved similarly. �

Appendix D. Some estimates for convex sets

We still denote by rΩ the inradius of a set and by Haus the Hausdorff distance between sets,
defined by (2.16).

Lemma D.1. Let Ω ⊂ RN be an open bounded convex set. For every ball BR of radius R, we have

Haus(Ω, BR) ≥ R− rΩ.
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Proof. We first observe that if Haus(Ω, B) ≥ R there is nothing to prove. Thus, we set for simplicity
δ = Haus(Ω, BR) and suppose δ < R. By definition of Hausdorff distance, we have that

(D.1) BR ⊂ Ω + δ B1(0) =: Ωδ,

where + denotes the Minkowski sum of sets. Let x ∈ Ω and x′ ∈ ∂Ω be such that

|x− x′| = dist(x, ∂Ω).

We also consider the point x′δ = x′ + δ (x′ − x)/|x− x′| ∈ ∂Ωδ, then we obtain for every x ∈ Ω

dist(x, ∂Ω) = |x− x′| ≥ |x− x′δ| − |x′δ − x′| ≥ dist(x, ∂Ωδ)− δ.

Since rΩ coincides with the supremum on Ω of the distance function, this shows

(D.2) rΩ + δ ≥ sup
x∈Ω

dist(x, ∂Ωδ).

We now want to show that

(D.3) sup
x∈Ωδ\Ω

dist(x, ∂Ωδ) ≤ δ.

Let us take x ∈ Ωδ \ Ω, then we know that

x = x′ + t ω, for some x′ ∈ ∂Ω, 0 ≤ t < δ, ω ∈ SN−1.

The point x′′ = x′ + δ ω lies on the boundary of ∂Ωδ, thus we get

dist(x, ∂Ωδ) ≤ |x− x′′| = (δ − t) < δ.

This shows (D.3). By putting (D.2) and (D.3) together, we thus get

rΩδ = sup
x∈Ωδ

dist(x, ∂Ωδ) = max

{
sup

Ω
dist(x, ∂Ωδ), sup

Ωδ\Ω
dist(x, ∂Ωδ)

}
≤ rΩ + δ.

It is only left to observe that from (D.1), we get

R ≤ rΩδ ≤ rΩ + δ,

as desired. �

The following result asserts that for convex sets λ1 is equivalent to the inradius.

Proposition D.2. For every Ω ⊂ RN open convex set such that rΩ < +∞ we have

(D.4)
1

4 r2
Ω

≤ λ1(Ω) ≤ λ1(B1)

r2
Ω

,

where B1 is any N−dimensional ball of radius 1.

Proof. The upper bound easily follows from the monotonicity and scaling properties of λ1. For the
lower bound, we can use the Hardy inequality for convex sets (see [35])

1

4

ˆ
Ω

∣∣∣∣ udΩ

∣∣∣∣2 dx < ˆ
Ω

|∇u|2 dx, u ∈W 1,2
0 (Ω),

where we used the notation dΩ(x) = dist(x, ∂Ω). By recalling that the inradius rΩ coincides with the

maximum of dΩ, we get dΩ ≤ rΩ and taking the infimum over W 1,2
0 (Ω) we get the conclusion. �
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Lemma D.3. For every Ω ⊂ RN open bounded convex set, we have

(D.5)
1

N ωN

|Ω|
rΩ
≤ diam(Ω)N−1.

Proof. By using Coarea formula, we obtain

|Ω| =
ˆ

Ω

dx =

ˆ rΩ

0

P ({x ∈ Ω : dΩ(x) = t}) dt ≤ rΩ P (Ω),

thanks to the convexity of the level sets of the distance function15. Since Ω is contained in a ball
with radius diam(Ω), we have

P (Ω) ≤ N ωN diam(Ω)N−1.

This concludes the proof. �

Remark D.4. By joining (D.5) and (D.4), we obtain the estimate

λ1(Ω) ≤ (N ωN )2 λ1(B1)

(
diam(Ω)N−1

|Ω|

)2

.

Thus in particular for every sequence of open convex sets {Ωn}n∈N ⊂ RN such that

|Ωn| = 1 and lim
n→∞

λ1(Ωn) = +∞,

then the diameters diverge to +∞ as well. This fact has been used in the proof of Theorem 6.7.
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[29] T. Briançon, J. Lamboley, Regularity of the optimal shape for the first eigenvalue of the Laplacian with volume
and inclusion constraints, Ann. Inst. H. Poincaré Anal. Non Linéaire, 26 (2009), 1149–1163. 20
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Angew. Math. Phys., 29 (1978), 757–766. 61
[58] A. V. Kolesnikov, R. I. Zhdanov, On isoperimetric sets of radially symmetric measures, in Concentration,

functional inequalities and isoperimetry, 123–154, Contemp. Math., 545, Amer. Math. Soc., Providence, RI,

2011. 42
[59] E. Krahn, Über Minimaleigenschaften der Krugel in drei un mehr Dimensionen, Acta Comm. Univ. Dorpat.,

A9 (1926), 1–44. 46
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Università degli Studi di Ferrara, Ferrara, Italy

and Institut de Mathématiques de Marseille
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