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#### Abstract

We focus on an optimal control problem, introduced by Bressan and Shen in 5a a model for fish harvesting. We consider the time-dependent case and we establish existence and uniqueness of an optimal strategy, and sufficient conditions for optimality. We also consider a related differential game that models the situation where there are several competing fish companies and we prove existence of Nash equilibria. From the technical viewpoint, the most relevant point is establishing the uniqueness result. This amounts to prove precise a-priori estimates for solutions of suitable parabolic equations with measure-valued coefficients. All the analysis is developed in the case when the fishing domain is one-dimensional.


## 1. Introduction

This paper deals with a model for fish harvesting introduced by Bressan and Shen in [5]. The model involves an optimization problem for a payoff functional representing the profit of the fish company. We consider the time-dependent case and prove existence and (local) uniqueness of optimal strategies. We also exhibit sufficient conditions for optimality and establish the existence of Nash equilibria in the case where there are several competing players, i.e. fish companies. We always focus on the case when the fishing domain is one-dimensional.

Before discussing our results, we go over the main features of the model introduced in [5]. Consider a one-dimensional fishing domain, modeled by the interval $] 0, R[$, and a time interval $] 0, T[$. We denote by $\varphi=\varphi(t, x)$ the density of fish at time $t \in] 0, T[$ at the point $x \in] 0, R[$. We assume that, when no fishing activity is conducted, the evolution of the fish population is modelled by the parabolic equation

$$
\left.\partial_{t} \varphi=\partial_{x x}^{2} \varphi+\varphi f(t, x, \varphi), \quad \text { in }\right] 0, T[\times] 0, R[.
$$

A reasonable choice for the source term $f$ is the logistic law

$$
\begin{equation*}
f(t, x, \varphi)=\alpha(t, x)(h(t, x)-\varphi) \tag{1.1}
\end{equation*}
$$

where $h(t, x)$ denotes the maximum fish population that can be supported by the habitat at the point $x$ and at the time $t$, and $\alpha$ is a reproduction rate. Equation (1.1) is augmented with the initial datum

$$
\begin{equation*}
\left.\varphi(0, x)=\varphi_{0}(x), \quad x \in\right] 0, R[ \tag{1.2}
\end{equation*}
$$

and the homogeneous Neumann boundary conditions

$$
\begin{equation*}
\left.\partial_{x} \varphi(t, 0)=\partial_{x} \varphi(t, R)=0, \quad t \in\right] 0, T[. \tag{1.3}
\end{equation*}
$$

To conclude the model discussion, we denote by $\mu=\mu(t, x)$ the intensity of the harvesting conducted by a fish company. We consequently modify the equation for the evolution of the fish density by setting

$$
\begin{equation*}
\left.\partial_{t} \varphi=\partial_{x x}^{2} \varphi+\varphi f(t, x, \varphi)-\varphi \mu, \quad \text { in }\right] 0, T[\times] 0, R[ \tag{1.4}
\end{equation*}
$$

and again we augment it with the conditions (1.2) and (1.3). To define our optimal control problem, we first introduce the cost functional

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R} c(t, x) \mu(t, x) d t d x \tag{1.5}
\end{equation*}
$$
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In the above expression, $c$ is a nonnegative, lower semicontinuous function representing the cost of the fishing effort. One could for instance have a cost $c$ which is monotone increasing with respect to the distance of the point $x$ from the fish company hub. Also, the presence of a natural park where no fishing is allowed can be modeled by setting $c(t, x)=+\infty$ in that region. We can now define our payoff functional by setting

$$
\begin{equation*}
J(\mu):=\int_{0}^{T} \int_{0}^{R} \varphi(t, x) \mu(t, x) d t d x-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) \mu(t, x) d t d x\right) . \tag{1.6}
\end{equation*}
$$

In the above expression, $\Psi$ is a nondecreasing, convex function (the simplest possible choice is the identity). The function $\varphi$ is the solution of the initial-boundary value problem obtained by coupling (1.4) with (1.2) and (1.3). Note, in particular, that $\varphi$ depends on $\mu$ and hence the functional $J$ is nonlinear. In the present paper we focus on the problem of maximizing the payoff functional $J$, i.e. finding an optimal fishing strategy $\mu$. We impose the constraints

$$
\begin{equation*}
\mu(t, x) \geq 0, \quad \int_{0}^{T} \int_{0}^{R} b(t, x) \mu(t, x) d t d x \leq 1 . \tag{1.7}
\end{equation*}
$$

In the above expression, the nonnegative function $b$ models the maximum amount of harvesting power within the capabilities of the fish company. In practice, it may for instance depend on the number of fishermen and on the size of the fishing boats.

To solve the above optimization problem we actually search for optimal strategies that are not necessarily functions, but more generally nonnegative Radon measures. This is motivated by two main considerations:

- from the analytic viewpoint, we remark that the functional $J$ has only linear growth with respect to $\mu$, and hence we expect that, in general, an optimal strategy $\mu$ does not belong to $L^{1}(] 0, T[\times] 0, R[)$. Note that a quadratic harvesting cost such like

$$
\int_{0}^{T} \int_{0}^{R} c(t, x) \mu^{2}(t, x) d t d x
$$

is entirely natural from the mathematical viewpoint and it would give an optimal strategy $\mu^{\text {opt }} \in L^{2}(] 0, T[\times] 0, R[)$. However, the linear cost (1.5) provides a more realistic model.

- From the modeling viewpoint, it is reasonable to expect that, when for instance there is a natural park, the optimal strategy concentrates the fishing effort at the park border. An explicit analytic example where the optimal strategy contains atomic parts concentrated at discontinuity points of $c$ is exhibited in [6.
As mentioned before, the above model for fish harvesting was introduced by Bressan and Shen in [5]. In [5] the analysis focuses on the one-dimensional, steady state when (1.4) reduces to a second order ordinary differential equation. The authors establish existence and local uniqueness of optimal strategies and discuss the related differential game showing existence of Nash equilibria. See also [6] for related results. In [4] Bressan, Coclite and Shen established existence of optimal strategies for the steady case by considering multidimensional fishing domains. Finally, in [10] Coclite and Garavello established existence of optimal strategies in multi-dimensional domains in the time-dependent case.

The main results of the present paper are the following:

- we establish existence, uniqueness and stability of weak solutions (in the sense of Definition 3.1 in $\S(3)$ of the parabolic equation (1.4) in the case when $\mu$ is a Radon measure, see Theorem 3.2. We basically follow the same strategy as in [10], but we can impose much weaker assumptions on the coefficient $\mu$ owing to the fact that the domain is one-dimensional.
- We establish existence of an optimal strategy $\mu$ for the payoff functional $J$ in 1.6) subject to the constraints (1.7). We also establish sufficient conditions for optimality (see Theorem 4.1) and we show that the optimal strategy is locally unique, i.e. it is unique in the class of measures with sufficiently small total variation. The uniqueness result is stated as Theorem 5.1 Note
that, while the existence proof is the same as in [4, 10], the uniqueness proof is, from the technical viewpoint, the most relevant result of the present paper.
- By relying on the above local uniqueness result we establish existence of Nash equilibria for a differential game modeling the case where there are several competing fish companies that exploit the same environment, see Theorem 7.1 for the precise result.
The local uniqueness of optimal strategies was established by Bressan and Shen 5 in the steady case. The main novelties of our analysis compared to the one in 5] are the following:
- in both cases, the main point of the argument is showing that the functional $J$ is locally concave. This amounts to establish suitable a-priori estimates on the solutions of parabolic equations with measured-valued coefficients similar to (1.4). However, as mentioned before, in the steady case the parabolic equation (1.4) reduces to a second order ordinary differential equation: this makes the analysis considerably simpler than the time-dependent case. In particular, in the time-dependent case we establish precise estimates on solutions of parabolic equations with measured-valued coefficients by making extensive use of the Duhamel representation formula.
- The analysis in $[5$ is based on a technical assumption, i.e. condition [5, (5.15)]. In the timedependent case we replace [5, (5.15)] with (7.5), namely with the requirement that the initial fish density distribution is sufficiently close, in the $H^{1}$ norm, to the constant $h$, which represents the maximal fish density supported by the environment.
The exposition is organized as follows. In $\S 2$ we establish existence, uniqueness and stability results for a nonlinear parabolic problem with smooth coefficients. These results are pivotal to the analysis in $\$_{3}$, where we establish existence, uniqueness and stability results for the initial-boundary value problem (1.2), (1.3), (1.4) in the case when $\mu$ is a given nonnegative Radon measure. In $\S 4$ we prove existence of an optimal strategy maximizing (1.6) subject to the constraint (1.7). We also establish sufficient conditions for optimality. In $\$ 5$ we establish the local uniqueness of the optimal strategy, while $\$ 6$ is devoted to the proof of a technical result which is pivotal to the existence proof. Finally, in $\$ 7$ we introduce a differential game modeling the situation where there are several competing fish companies and we establish existence of Nash equilibria. Finally, in the Appendix we collect some results concerning the Duhamel representation formula and the fundamental solutions of the heat equation that we use in the paper.

Notation. For the reader's convenience, we collect here the main notation used in the present paper.
Throughout the paper, $C\left(a_{1}, \ldots, a_{k}\right)$ denotes a constant which only depends on the quantities $a_{1}, \ldots, a_{k}$ : its precise value can vary from occurrence to occurrence. Also, $K$ denotes a universal constant (i.e., a number) and again its precise value can vary from occurrence to occurrence.

## General mathematical symbols.

- $\mathbb{R}^{+}$: the interval $[0,+\infty[$.
- $C^{0}([0, R])$ : the space of continuous functions defined on the interval $[0, R]$.
- $H^{1}(] 0, R[)$ : the Sobolev space $W^{1,2}(] 0, R[)$, endowed with the norm

$$
\|u\|_{\left.H^{1}(] 0, R \mid\right)}:=\sqrt{\|u\|_{L^{2}(0, R[)}^{2}+\left\|\partial_{x} u\right\|_{L^{2}(00, R[)}^{2}} .
$$

Note that the Sobolev space $H^{1}(] 0, R[)$ compactly embeds into $C^{0}([0, R])$ and we have the inequality

$$
\begin{equation*}
\|u\|_{C^{0}([0, R])} \leq C(R)\|u\|_{H^{1}(0, R[)} \quad \text { for every } u \in H^{1}(] 0, R[) \tag{1.8}
\end{equation*}
$$

- $H^{*}(] 0, R[)$ : the dual space of $H^{1}(] 0, R[)$.
- $C_{c}^{\infty}(\Omega)$ : the space of smooth, compactly supported functions defined on the open set $\Omega$.
- $\mathcal{M}(] 0, R[)$ : the space of (signed) Radon measures on the interval $] 0, R[$. We denote by

$$
\|\mu\|_{\mathcal{M}([0, R[)}:=|\mu|(] 0, R[)
$$

the total variation of the (signed) Radon measure $\mu$.

- $\mathcal{M}_{+}(] 0, R[):$ the space of nonnegative Radon measures on the interval $] 0, R[$.
- a.e. $x$, a.e. $(t, x)$ : for $\mathcal{L}^{1}$ almost every $x$, for $\mathcal{L}^{2}$ almost every $(t, x)$. Here $\mathcal{L}^{1}, \mathcal{L}^{2}$ denote the Lebesgue measure on $\mathbb{R}^{1}$ and $\mathbb{R}^{2}$, respectively.
To conclude, we recall that, owing to the Hölder inequality,

$$
\begin{equation*}
\|u\|_{L^{1}(0, R[)} \leq \sqrt{R}\|u\|_{\left.L^{2}(0, R]\right)} \quad \text { for every } u \in L^{2}(] 0, R[) \tag{1.9}
\end{equation*}
$$

Notation introduced in the present paper.

- $\alpha_{1}$ : the Lipschitz constant in $(2.2)$.
- $M$ : the constant defined by (2.9).
- $F$ : the constant defined in (2.12).
- $\alpha_{2}$ : the Lipschitz constant in (5.3).
- $T$ : the length of the time interval where we set our problem.
- $R$ : the length of the space interval where we set our problem.
- $h$ : the function $h$ in (2.3) and the constant $h$ in (5.1).
- $h_{*}$ : the constant defined as in (5.2).


## Hypotheses.

- (H.1): the hypothesis introduced at page 4 .
- (H.2): the hypothesis introduced at page 12 .
- (H.3): the hypothesis introduced at page 16 .
- (H.4): the hypothesis introduced at page 16 .
- (H.5): the hypothesis introduced at page $\overline{16}$.
- (H.6): the hypothesis introduced at page 21 .
- (H.7): the hypothesis introduced at page 39 .
- (H.8): the hypothesis introduced at page 39 .


## 2. A NONLINEAR PARABOLIC PROBLEM WITH SMOOTH COEFFICIENTS

In this section we focus on the nonlinear parabolic problem

$$
\begin{cases}\partial_{t} \varphi=\partial_{x x}^{2} \varphi-a(t, x) \varphi+f(t, x, \varphi) \varphi, & \text { in }] 0, T[\times] 0, R[,  \tag{2.1}\\ \partial_{x} \varphi(t, 0)=\partial_{x} \varphi(t, R)=0, & t \in] 0, T[, \\ \varphi(0, x)=\varphi_{0}(x), & x \in] 0, R[.\end{cases}
$$

In the previous expression $a:] 0, T[\times] 0, R[\rightarrow \mathbb{R}$ is a nonnegative, smooth function. The nonlinear source term $f$ satisfies the following hypothesis.
(H.1) The function $f:[0, T] \times[0, R] \times \mathbb{R} \rightarrow \mathbb{R}$ is $C^{2}$ and there are a constant $\alpha_{1}>0$ and a continuous, nonnegative function $h:[0, T] \times[0, R] \rightarrow \mathbb{R}^{+}$such that

$$
\begin{align*}
-\alpha_{1} \leq \partial_{\varphi} f(t, x, \varphi)<0, & \text { for all }(t, x, \varphi) \in[0, T] \times[0, R] \times \mathbb{R},  \tag{2.2}\\
f(t, x, \varphi)>0, & \text { if and only if } \quad \varphi<h(t, x) . \tag{2.3}
\end{align*}
$$

We first provide the definition of weak solution of (2.1).
Definition 2.1. We term weak solution of the initial-boundary value problem (2.1) a function

$$
\begin{equation*}
\varphi \in L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right) \quad \text { such that } \quad \partial_{t} \varphi \in L^{2}(] 0, T\left[; H^{*}(] 0, R[)\right) . \tag{2.4}
\end{equation*}
$$

Also, we require that the following equality holds for every test function $v \in C_{c}^{\infty}(]-\infty, T[\times \mathbb{R})$ :

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R}\left(\partial_{t} v \varphi-\partial_{x} v \partial_{x} \varphi\right) d x d t-\int_{0}^{T} \int_{0}^{R} v \varphi a d x d t+\int_{0}^{T} \int_{0}^{R} v f(t, x, \varphi) \varphi d x d t+\int_{0}^{R} v(0, x) \varphi_{0} d x=0 . \tag{2.5}
\end{equation*}
$$

Note that (2.4) implies that, by possibly changing the value of $\varphi(t, \cdot)$ in a negligible set of times, we can assume that $\varphi \in C^{0}\left([0, T] ; L^{2}(] 0, R[)\right)$, see for instance [18, Theorem 7.22]. In the following, we will always identify $\varphi$ satisfying (2.4) with its $L^{2}$-continuous representative. In this way we can define the value $\varphi(t, \cdot)$ for every $t \in[0, T]$. We can now state the main result of this section, which establishes existence, uniqueness and stability for the initial-boundary value problem (2.1).

Theorem 2.1. Let hypothesis (H.1) hold and assume furthermore that

$$
\begin{equation*}
\varphi_{0} \in L^{\infty}(] 0, R[), \quad \varphi_{0}(x) \geq 0 \quad \text { for a.e. } x \in \mathbb{R} \tag{2.6}
\end{equation*}
$$

and that $a:] 0, T[\times] 0, R[\rightarrow \mathbb{R}$ is a smooth function satisfying

$$
\begin{equation*}
a \geq 0 . \tag{2.7}
\end{equation*}
$$

Then the initial-boundary value problem (2.1) admits a unique weak solution. Also, this solution enjoys the following properties: first,

$$
\begin{equation*}
0 \leq \varphi(t, x) \leq M \quad \text { for a.e. }(t, x) \in] 0, T[\times] 0, R[\text {, } \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
M:=\max \left\{\|h\|_{L^{\infty}},\left\|\varphi_{0}\right\|_{L^{\infty}}\right\} . \tag{2.9}
\end{equation*}
$$

Second, we have stability with respect to the initial datum and with respect to the coefficient $a$. More precisely, let $\widehat{\varphi}$ be the solution of the initial-boundary value problem

$$
\begin{cases}\partial_{t} \hat{\varphi}=\partial_{x x}^{2} \hat{\varphi}-\hat{a}(t, x) \hat{\varphi}+f(t, x, \hat{\varphi}) \hat{\varphi}, & \text { in }] 0, T[\times] 0, R[  \tag{2.10}\\ \partial_{x} \hat{\varphi}(t, 0)=\partial_{x} \hat{\varphi}(t, R)=0, & t \in] 0, T[, \\ \hat{\varphi}(0, x)=\hat{\varphi}_{0}(x), & x \in] 0, R[,\end{cases}
$$

where $\hat{a}$ satisfies the same hypotheses as a and $\hat{\varphi}_{0}$ satisfies (2.6). Then

$$
\begin{align*}
& \|\varphi(t, \cdot)-\widehat{\varphi}(t, \cdot)\|_{L^{2}(0, R[)}^{2}+\int_{0}^{t}\left\|\partial_{x} \varphi(s, \cdot)-\partial_{x} \widehat{\varphi}(s, \cdot)\right\|_{L^{2}(0, R[)}^{2} d s \\
& \quad \leq C\left(\alpha_{1}, M, T, R, F\right)\left[\sup _{t \in[0, T]}\|a(t, \cdot)-\hat{a}(t, \cdot)\|_{L^{1}(] 0, R[)}^{2}+\left\|\varphi_{0}-\widehat{\varphi}_{0}\right\|_{L^{2}(00, R[)}^{2}\right] \tag{2.11}
\end{align*}
$$

$$
\text { for every } 0 \leq t \leq T \text {. }
$$

In the previous expression, the constant $F$ is defined by setting

$$
\begin{equation*}
F=\max \{f(t, x, 0),(t, x) \in[0, T] \times[0, R]\} . \tag{2.12}
\end{equation*}
$$

The proof of Theorem 2.1 is organized as follows. In Subsection 2.1 we establish the stability estimate, which implies uniqueness of weak solutions. In Subsection 2.2 we establish existence of a weak solution of the initial-boundary problem (2.1) by relying on an iteration algorithm.
2.1. Uniqueness and Stability. First, we fix $\varphi$ and $\hat{\varphi}$ that are weak solutions of (2.1) and (2.10), respectively, and we point out that the function

$$
\begin{equation*}
\psi:=\varphi-\hat{\varphi} \tag{2.13}
\end{equation*}
$$

is a weak solution of the initial-boundary value problem

$$
\begin{cases}\partial_{t} \psi=\partial_{x x}^{2} \psi-[a(t, x) \varphi-\hat{a}(t, x) \hat{\varphi}]+f(t, x, \varphi) \varphi-f(t, x, \hat{\varphi}) \hat{\varphi}, & \text { in }] 0, T[\times] 0, R[,  \tag{2.14}\\ \partial_{x} \psi(t, 0)=\partial_{x} \psi(t, R)=0, & t \in] 0, T[, \\ \psi(0, x)=\varphi_{0}(x)-\hat{\varphi}_{0}(x), & x \in] 0, R[.\end{cases}
$$

Next, we point out that

$$
\begin{equation*}
|f(t, x, \varphi)| \leq|f(t, x, \varphi)-f(t, x, 0)|+|f(t, x, 0)| \stackrel{\sqrt{2.2},, \sqrt{2.12}}{\leq} \alpha_{1}|\varphi|+F \tag{2.15}
\end{equation*}
$$

and the above inequality implies

$$
\begin{align*}
|f(t, x, \varphi) \varphi-f(t, x, \hat{\varphi}) \hat{\varphi}| & \leq|f(t, x, \varphi)-f(t, x, \hat{\varphi})||\varphi|+|f(t, x, \hat{\varphi})||\varphi-\hat{\varphi}| \\
& \stackrel{\sqrt{2.2},, \sqrt{2.13)} \leq}{\leq} \alpha_{1}|\psi||\varphi|+|f(t, x, \hat{\varphi})||\psi| \\
& \stackrel{\sqrt{2.15}}{\leq} \alpha_{1}|\psi||\varphi|+\alpha_{1}|\psi||\hat{\varphi}|+F|\psi| . \tag{2.16}
\end{align*}
$$

We conclude the proof by proceeding according to the following steps.
Step 1: we give a formal proof of uniqueness and stability. We proceed formally, i.e. we pretend that everything is sufficiently regular to have that all the following manipulations are justified. We refer to Step 2 below for the rigorous justification of our argument.

We multiply the equation at the first line of (2.14) times $\psi$, we integrate with respect to space and we use the homogeneous Neumann boundary conditions. We get

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{R} \frac{\psi^{2}}{2} d x+\int_{0}^{R}\left(\partial_{x} \psi\right)^{2} d x=\int_{0}^{R}[\hat{a}(t, x) \hat{\varphi}-a(t, x) \varphi] \psi d x+\int_{0}^{R}[f(t, x, \varphi) \varphi-f(t, x, \hat{\varphi}) \hat{\varphi}] \psi d x \tag{2.17}
\end{equation*}
$$

Next, we recall that $\hat{a} \geq 0$ by assumption and we infer that

$$
[\hat{a} \hat{\varphi}-a \varphi] \psi=\hat{a}[\hat{\varphi}-\varphi] \psi+[\hat{a}-a] \varphi \psi \stackrel{\sqrt{2.13)}}{=}-\hat{a} \psi^{2}+[\hat{a}-a] \varphi \psi \stackrel{\hat{a} \geq 0}{\leq}|\hat{a}-a\|\varphi\| \psi| .
$$

Hence, from 2.17) we get

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{R} \frac{\psi^{2}}{2} d x+\int_{0}^{R}\left(\partial_{x} \psi\right)^{2} d x \leq\|a(t, \cdot)-\hat{a}(t, \cdot)\|_{\left.\left.L^{1}(] 0, R\right]\right)}\|\varphi(t, \cdot)\|_{L^{\infty}(] 0, R[)}\|\psi(t, \cdot)\|_{L^{\infty}(] 0, R[)} \\
& +\int_{0}^{R}[f(t, x, \varphi) \varphi-f(t, x, \hat{\varphi}) \hat{\varphi}] \psi d x \\
& \stackrel{\sqrt[2.16]]{\leq}}{\leq}\|a(t, \cdot)-\hat{a}(t, \cdot)\|_{L^{1}(j 0, R[)}\|\varphi(t, \cdot)\|_{L^{\infty}(j 0, R[)}\|\psi(t, \cdot)\|_{L^{\infty}(j 0, R[)} \\
& +C\left(\alpha_{1}\right)\left[\|\varphi(t, \cdot)\|_{L^{\infty}(j 0, R[)}+\|\hat{\varphi}(t, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)}\right] \int_{0}^{R} \psi^{2} d x+F \int_{0}^{R} \psi^{2} d x  \tag{2.18}\\
& \stackrel{\text { 1.8) }}{\leq} C(R)\|a(t, \cdot)-\hat{a}(t, \cdot)\|_{L^{1}(0, R[)}\|\varphi(t, \cdot)\|_{L^{\infty}(j 0, R[)}\|\psi(t, \cdot)\|_{H^{1}([0, R[)} \\
& +C\left(\alpha_{1}\right)\left[\|\varphi(t, \cdot)\|_{L^{\infty}(j 0, R[)}+\|\hat{\varphi}(t, \cdot)\|_{L^{\infty}(j 0, R[)}\right] \int_{0}^{R} \psi^{2} d x+F \int_{0}^{R} \psi^{2} d x .
\end{align*}
$$

Next, we use the Young Inequality: we fix a parameter $\gamma>0$, to be determined in the following, and we point out that

$$
\begin{align*}
\|a(t, \cdot)-\hat{a}(t, \cdot)\|_{L^{1}(0, R[]} & \|\varphi(t, \cdot)\|_{\left.\left.L^{\infty}(] 0, R\right]\right)}\|\psi(t, \cdot)\|_{H^{1}(] 0, R[)} \leq \frac{1}{2 \gamma}\|a(t, \cdot)-\hat{a}(t, \cdot)\|_{\left.\left.L^{1}(] 0, R\right]\right)}^{2}\|\varphi(t, \cdot)\|_{L^{\infty}(j 0, R[)}^{2}  \tag{2.19}\\
& +\frac{\gamma}{2}\|\psi(t, \cdot)\|_{H^{1}(j 0, R[)}^{2}
\end{align*}
$$

We now choose $\gamma$ in such a way that

$$
\begin{equation*}
C(R) \frac{\gamma}{2}=\frac{1}{2}, \tag{2.20}
\end{equation*}
$$

we recall that

$$
\|\psi(t, \cdot)\|_{H^{1}(j 0, R[)}^{2}=\int_{0}^{R} \psi^{2} d x+\int_{0}^{R}\left(\partial_{x} \psi\right)^{2} d x
$$

and by using (2.18) we arrive at

$$
\begin{align*}
\frac{d}{d t} \int_{0}^{R} \frac{\psi^{2}}{2} d x & +\int_{0}^{R} \frac{\left(\partial_{x} \psi\right)^{2}}{2} d x \\
\stackrel{\sqrt{2.19}}{\leq} & {\left[\frac{1}{2}+C\left(\alpha_{1}\right)\left(\|\varphi(t, \cdot)\|_{L^{\infty}(j 0, R[)}+\|\hat{\varphi}(t, \cdot)\|_{L^{\infty}(j 0, R[)}\right)+F\right] \int_{0}^{R} \psi^{2} d x } \\
& +C(R)\|a(t, \cdot)-\hat{a}(t, \cdot)\|_{L^{1}(j 0, R[)}^{2} \frac{1}{2 \gamma}\|\varphi(t, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)}^{2}  \tag{2.21}\\
\stackrel{\boxed{2.20 p}}{\leq} & {\left[\frac{1}{2}+C\left(\alpha_{1}\right)\left(\|\varphi(t, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)}+\|\hat{\varphi}(t, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)}\right)+F\right] \int_{0}^{R} \psi^{2} d x } \\
& +C(R)\|a(t, \cdot)-\hat{a}(t, \cdot)\|_{L^{1}(j 0, R[)}^{2}\|\varphi(t, \cdot)\|_{L^{\infty}(j 0, R[)}^{2} .
\end{align*}
$$

Owing to the Gronwall Lemma, the above inequality implies that

$$
\begin{align*}
& \int_{0}^{R} \frac{\psi^{2}}{2}(t, x) d x \leq\left[\int_{0}^{R} \frac{\psi_{0}^{2}}{2} d x+C(R) \sup _{s \in] 0, t[ }\|a(s, \cdot)-\hat{a}(s, \cdot)\|_{L^{1}(j 0, R \mid}^{2} \int_{0}^{t}\|\varphi(s, \cdot)\|_{L^{\infty}(j 0, R \mid)}^{2} d s\right] \times  \tag{2.22}\\
& \times \exp \left(C\left(\alpha_{1}\right) \int_{0}^{t}\left(\|\varphi(s, \cdot)\|_{L^{\infty}(j 0, R[)}+\|\hat{\varphi}(t, \cdot)\|_{L^{\infty}(j 0, R[)}\right) d s+(F+K) t\right)
\end{align*}
$$

Note that by assumption $\varphi \in L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)$ and hence

$$
\begin{array}{r}
\int_{0}^{t}\|\varphi(s, \cdot)\|_{L^{\infty}(j 0, R \mid}^{2} d s \stackrel{\sqrt{1.8)}}{\leq} C(R) \int_{0}^{t}\|\varphi(s, \cdot)\|_{H^{1}(j 0, R \mid)}^{2} d s<+\infty, \\
\int_{0}^{t}\|\varphi(s, \cdot)\|_{L^{\infty}(] 0, R[)} d s \stackrel{\sqrt{1.8]}}{\leq} C(R) \int_{0}^{t}\|\varphi(s, \cdot)\|_{H^{1}(] 0, R[)} d s \stackrel{\sqrt{1.9}}{\leq} C(R) \sqrt{t}\left(\int_{0}^{t}\|\varphi(s, \cdot)\|_{H^{1}(0, R[)}^{2} d s\right)^{\frac{1}{2}}<+\infty .
\end{array}
$$

The same inequalities hold also for $\hat{\varphi}$. To establish uniqueness, we take $\varphi_{0} \equiv \hat{\varphi}_{0}$, which implies $\psi_{0} \equiv 0$, and $a \equiv \hat{a}$. From (2.22) we get $\psi \equiv 0$, which owing to (2.13) implies $\varphi \equiv \hat{\varphi}$ and hence establishes uniqueness.

To establish the stability estimate $(2.11)$ we use the uniform bound 2.8 ) and from $(2.22)$ we get

$$
\begin{equation*}
\int_{0}^{R} \frac{\psi^{2}}{2}(t, x) d x \leq\left[\int_{0}^{R} \frac{\psi_{0}^{2}}{2} d x+C(R) \sup _{s \in] 0, t[ }\|a(s, \cdot)-\hat{a}(s, \cdot)\|_{\left.\left.L^{1}(] 0, R\right]\right)}^{2} M^{2} t\right] \exp \left(C\left(\alpha_{1}, R\right) M t+(F+K) t\right) . \tag{2.23}
\end{equation*}
$$

By plugging the above inequality into (2.21) and integrating in time we eventually arrive at (2.11).
Step 2: we provide the rigorous justification of our argument. First, we recall the definition (2.13) and we point out that, for every test function $\left.\left.v \in C_{c}^{\infty}(]-\infty, T\right] \times \mathbb{R}\right)$ we have

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{R}\left(\partial_{t} v \psi-\partial_{x} v \partial_{x} \psi\right) d x d t-\int_{0}^{T} \int_{0}^{R}[a \varphi-\hat{a} \hat{\varphi}] v d x d t  \tag{2.24}\\
& \quad+\int_{0}^{T} \int_{0}^{R} v f(t, x, \varphi) \varphi d x d t-\int_{0}^{T} \int_{0}^{R} v f(t, x, \hat{\varphi}) \hat{\varphi} d x d t-\int_{0}^{R} v(0, x) \psi_{0} d x=0
\end{align*}
$$

We fix $t \in] 0, T]$ and choose the test function $v$ by setting

$$
\begin{equation*}
v(s, x):=w_{n}(s) z_{j}(x), \tag{2.25}
\end{equation*}
$$

where $z_{j}$ is determined in the following and $w_{n}$ is a smooth cut-off function with compact support such that

$$
w_{n}(s)=\left\{\begin{array}{ll}
1 & x \leq s, \\
0 & x \geq s+1 / n,
\end{array} \quad w_{n}^{\prime}(s) \leq 0 \quad \text { for every } s \in\right] 0, T[
$$

We let $n \rightarrow+\infty$ and by using the fact that $\psi \in C^{0}\left([0, T], L^{2}(] 0, R[)\right)$ we infer from (2.24) the following equality

$$
\begin{align*}
& \int_{0}^{R} z_{j}(x) \psi(t, x) d x+\int_{0}^{t} \int_{0}^{R} \partial_{x} z_{j} \partial_{x} \psi d x d s+\int_{0}^{t} \int_{0}^{R}[a \varphi-\hat{a} \hat{\varphi}] z_{j} d x d s \\
& \quad-\int_{0}^{t} \int_{0}^{R} z_{j} f(s, x, \varphi) \varphi d x d s+\int_{0}^{t} \int_{0}^{R} z_{j} f(s, x, \hat{\varphi}) \hat{\varphi} d x d s+\int_{0}^{R} z_{j} \psi_{0} d x=0 \tag{2.26}
\end{align*}
$$

Next, we point out that

$$
\begin{equation*}
\int_{0}^{R} \psi(t, \cdot) \psi_{0} d x \stackrel{\text { Hölder }}{\leq}\|\psi(t, \cdot)\|_{L^{2}(] 0, R[)}\left\|\psi_{0}\right\|_{\left.\left.L^{2}(] 0, R\right]\right)} \stackrel{\text { Young's }}{\leq} \frac{1}{2}\|\psi(t, \cdot)\|_{\left.\left.L^{2}(] 0, R\right]\right)}^{2}+\frac{1}{2}\left\|\psi_{0}\right\|_{\left.\left.L^{2}(] 0, R\right]\right)}^{2} . \tag{2.27}
\end{equation*}
$$

and we choose a sequence of test functions $z_{j}$ in such a way that

$$
z_{j} \rightarrow \psi(t, \cdot) \quad \text { strongly in } H^{1}(] 0, R[) .
$$

We let $j \rightarrow+\infty$ and by arguing as in Step 1 and using (2.27) we infer from 2.26) the inequality

$$
\begin{aligned}
& \int_{0}^{R} \frac{\psi^{2}}{2} d x+\int_{0}^{t} \int_{0}^{R} \frac{\left(\partial_{x} \psi\right)^{2}}{2} d x d t \leq \int_{0}^{R} \frac{\psi_{0}^{2}}{2} d x+C(R) \sup _{s \in] 0, t[ }\|a(s, \cdot)-\hat{a}(s, \cdot)\|_{L^{1}(] 0, R[)}^{2} \int_{0}^{t}\|\varphi(s, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)}^{2} d s \\
& \quad+C\left(\alpha_{1}\right) \int_{0}^{t}\|\varphi(t, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)} \int_{0}^{R} \psi^{2} d x d t+\left(F+\frac{1}{2}\right) \int_{0}^{t} \int_{0}^{R} \psi^{2} d x d t .
\end{aligned}
$$

We can then argue as in Step 1 and establish the uniqueness of weak solutions and the stability estimate 2.11).
2.2. Existence. In this paragraph we establish existence of a weak solution of the initial-boundary value problem (2.1). More precisely, we proceed as follows.

- $\S$ 2.2.1: we define an approximation algorithm and we establish a-priori bounds on the approximate solutions. To simplify the analysis, in $\S 2.2 .1$ we assume that the initial datum $\varphi_{0}$ is smooth. This hypothesis will be eventually removed in $\S 2.2 .3$.
- $\S 2.2 .2$, we establish compactness of the approximate solutions, we pass to the limit and we establish existence of a weak solution of (2.1).
- $\S 2.2 .3$ we conclude the proof of Theorem 2.1 by establishing the maximum principle 2.8 and by removing the assumption that $\varphi_{0}$ is smooth.
2.2.1. Construction of approximate solutions. In this paragraph we define the iteration algorithm that we will use to establish the existence of a solution $\varphi$ as in the statement of Theorem 2.1.

First, we term $\varphi_{1}$ the solution of the following linear parabolic initial-boundary value problem:

$$
\begin{cases}\partial_{t} \varphi_{1}=\partial_{x x}^{2} \varphi_{1}-a(t, x) \varphi_{1}+f_{0}(t, x) \varphi_{1}, & (t, x) \in] 0, T[\times] 0, R[,  \tag{2.28}\\ \partial_{x} \varphi_{1}(t, 0)=\partial_{x} \varphi_{1}(t, R)=0, & t \in] 0, T[, \\ \varphi_{1}(0, x)=\varphi_{0}(x), & x \in] 0, R[,\end{cases}
$$

where $f_{0}(t, x)=f\left(t, x, \varphi_{0}(x)\right)$. Next, we argue iteratively: we assume that the function $\varphi_{n}:[0, T] \times[0, R] \rightarrow \mathbb{R}$ is given and we define the function $f_{n}:[0, T] \times[0, R] \rightarrow \mathbb{R}$ by setting

$$
\begin{equation*}
f_{n}(t, x):=f\left(t, x, \varphi_{n}(t, x)\right) . \tag{2.29}
\end{equation*}
$$

We term $\varphi_{n+1}$ the solution of the following linear parabolic initial-boundary value problem:

$$
\begin{cases}\partial_{t} \varphi_{n+1}=\partial_{x x}^{2} \varphi_{n+1}-a(t, x) \varphi_{n+1}+f_{n}(t, x) \varphi_{n+1}, & (t, x) \in] 0, T[\times] 0, R[,  \tag{2.30}\\ \partial_{x} \varphi_{n+1}(t, 0)=\partial_{x} \varphi_{n+1}(t, R)=0, & t \in] 0, T[, \\ \varphi_{n+1}(0, x)=\varphi_{0}(x), & x \in] 0, R[,\end{cases}
$$

The main ingredient in the iteration argument is the following lemma.

Lemma 2.2. Let the same assumptions as in the statement of Theorem 2.1. hold. Assume furthermore that

- the initial datum $\varphi_{0} \in C^{\infty}([0, R])$;
- the function $\varphi_{n}$ satisfies

$$
\begin{equation*}
\varphi_{n} \in C^{\infty}([0, T] \times[0, R]), \quad \varphi_{n}(t, x) \geq 0 \quad \text { for every }(t, x) \tag{2.31}
\end{equation*}
$$

Then the initial-boundary value problem (2.30) admits a unique classical solution $\varphi_{n+1} \in C^{\infty}([0, T] \times[0, R])$, which furthermore satisfies the following estimates: first,

$$
\begin{equation*}
\varphi_{n+1}(t, x) \geq 0 \quad \text { for every }(t, x) \in[0, T] \times[0, R] \tag{2.32}
\end{equation*}
$$

Second,

$$
\begin{equation*}
\left\|\varphi_{n+1}(t, \cdot)\right\|_{L^{2}(] 0, R[)}^{2}+\int_{0}^{t} \int_{0}^{R}\left(\partial_{x} \varphi_{n+1}\right)^{2} d x d s \leq K\left\|\varphi_{0}\right\|_{L^{2}(] 0, R[)}^{2} e^{F t}, \quad \text { for every } t \in[0, T] \tag{2.33}
\end{equation*}
$$

Proof. We proceed according to the following steps.
STEP 1: we establish existence of a classical solution. First, we recall that by assumption the function $\varphi_{n}$ is smooth. The very definition 2.29 of $f_{n}$ and 2.31 implies that $f_{n}$ is also smooth, and henceforth bounded on $[0, T] \times[0, R]$. The same holds for the coefficient $a$, which is smooth by assumption (2.7). Existence and uniqueness of a classical solution of the initial-boundary value problem (2.1) follows then from classical results on linear parabolic equations, see for instance [15, §7.1].
STEP 2: we establish 2.33). First, we multiply the equation at the first line of 2.30 times $\varphi_{n+1}$ and we integrate in space and we use the homogeneous Neumann boundary conditions. We arrive at

$$
\left.\left.\begin{array}{rl}
\frac{1}{2} \frac{d}{d t} \int_{0}^{R} \varphi_{n+1}^{2}(t, x) & d x
\end{array}\right) \int_{0}^{R}\left(\partial_{x} \varphi_{n+1}\right)^{2}(t, x) d x\right] \text { } \quad=-\int_{0}^{R} a(t, x) \varphi_{n+1}^{2}(t, x) d x+\int_{0}^{R} f_{n}(t, x) \varphi_{n+1}^{2}(t, x) d x
$$

Next, we recall the definition 2.29 of $f_{n}$, the fact that by assumption $a_{n} \geq 0$ and hypothesis (2.3). We conclude that

$$
f_{n}(t, x) \leq \max \{f(t, x, \varphi):(t, x) \in[0, T] \times[0, R], 0 \leq \varphi \leq h(t, x)\}
$$

Owing to condition 2.2 ,

$$
\max \{f(t, x, \varphi):(t, x) \in[0, T] \times[0, R], 0 \leq \varphi \leq h(t, x)\} \leq F
$$

where $F$ is the same as in 2.12. Hence, $f_{n} \leq F$ and from 2.34 we arrive at

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \int_{0}^{R} \varphi_{n+1}^{2}(t, x) d x+\int_{0}^{R}\left(\partial_{x} \varphi_{n+1}\right)^{2}(t, x) d x \leq F \int_{0}^{R} \varphi_{n+1}^{2}(t, x) d x \tag{2.35}
\end{equation*}
$$

Owing to the Gronwall Lemma, 2.35 implies that

$$
\int_{0}^{R} \varphi_{n+1}^{2}(t, x) d x \leq e^{F t} \int_{0}^{R} \varphi_{0}^{2}(x) d x+K e^{F t}
$$

and by plugging the above inequality into 2.35 and integrating with respect to time we arrive at 2.33 . Step 3: we establish 2.32 . First, we define the $C^{2}$ function $\beta: \mathbb{R} \rightarrow \mathbb{R}$ by setting

$$
\beta(w):= \begin{cases}w^{4} & w<0  \tag{2.36}\\ 0 & w \geq 0\end{cases}
$$

We multiply the equation at the first line of 2.1 times $\beta^{\prime}\left(\varphi_{n+1}\right)$ and we integrate in space. By using the relation $\beta^{\prime}(w) w=4 \beta(w)$ and proceeding as at the previous step we infer that

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{R} \beta\left(\varphi_{n+1}\right)(t, \cdot) d x \leq C(F) \int_{0}^{R} \beta\left(\varphi_{n+1}\right)(t, \cdot) d x \tag{2.37}
\end{equation*}
$$

By assumption (2.6), $\varphi_{0} \geq 0$ and hence $\beta\left(\varphi_{0}\right)=0$. This implies that by combining (2.37) with the Gronwall Lemma we get that $\beta\left(\varphi_{n+1}\right) \equiv 0$, namely $\varphi_{n+1} \geq 0$. This concludes the proof of the lemma.
2.2.2. Limit analysis. This paragraph aims at establishing the following result.

Lemma 2.3. Assume that the hypotheses of the Theorem 2.1 are satisfied and furthermore that $\varphi_{0} \in C^{\infty}([0, R])$. Let $\varphi_{n}$ be the sequence of functions recursively defined in § 2.2.1. Then

$$
\begin{equation*}
\varphi_{n} \rightarrow \varphi \quad \text { strongly in } L^{2}(] 0, T[\times] 0, R[) \tag{2.38}
\end{equation*}
$$

for some limit function $\varphi$ satisfying

$$
\begin{equation*}
\|\varphi(t, \cdot)\|_{L^{2}(] 0, R[)}^{2}+\int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi\right)^{2} d x d s \leq C(T, F)\left\|\varphi_{0}\right\|_{L^{2}(] 0, R[)}^{2} \quad \text { for every } t \in[0, T] \tag{2.39}
\end{equation*}
$$

Also, $\varphi$ is a weak solution of (2.1).
Proof. We proceed according to the following steps.
Step 1: we establish compactness of the sequence $\varphi_{n}$. We first outline our argument: we want to apply the Aubin-Lions Lemma [19]. We recall the Rellich Theorem, which gives that the inclusion $H^{1}(] 0, R[) \hookrightarrow L^{2}(] 0, R[)$ is compact. We term $H^{*}(] 0, R[)$ the dual space of $H^{1}(] 0, R[)$, endowed with the standard dual norm. By putting together all the previous considerations we conclude that we have the following chain of inclusions,

$$
H^{1}(] 0, R[) \hookrightarrow L^{2}(] 0, R[) \hookrightarrow H^{*}(] 0, R[)
$$

and the first inclusion is compact and the second is continuous. Owing to the Aubin-Lions Lemma, to establish the compactness of the sequence $\left\{\varphi_{n}\right\}$ in $L^{2}(] 0, T[\times] 0, R[)$ it suffices to show that

$$
\begin{array}{r}
\left\{\varphi_{n}\right\} \text { is uniformly bounded in } L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right) \\
\left\{\partial_{t} \varphi_{n}\right\} \text { is uniformly bounded in } L^{2}(] 0, T\left[; H^{*}(] 0, R[)\right) \tag{2.41}
\end{array}
$$

Condition (2.40) immediately follows from (2.33). To establish 2.41) we multiply the equation at the first line of 2.30 times a test function $v \in H^{1}(] 0, R[)$ and we integrate with respect to $x$. By using the Integration by Parts Formula and recalling that $\varphi_{n+1}$ satisfies homogeneous boundary conditions we obtain

$$
\int_{0}^{R} \partial_{t} \varphi_{n+1} \cdot v d x=-\int_{0}^{R} \partial_{x} \varphi_{n+1} \cdot \partial_{x} v d x-\int_{0}^{R} a \varphi_{n+1} v d x-\int_{0}^{R} f_{n} \varphi_{n+1} v d x
$$

and hence

$$
\begin{align*}
&\left|\int_{0}^{R} \partial_{t} \varphi_{n+1} v d x\right| \leq\left\|\partial_{x} \varphi_{n+1}(t, \cdot)\right\|_{L^{2}(] 0, R[)}\left\|\partial_{x} v\right\|_{L^{2}(] 0, R[)} \\
&+\|a(t, \cdot)\|_{L^{1}(] 0, R[)}\left\|\varphi_{n+1}(t, \cdot)\right\|_{L^{\infty}(] 0, R[)}\|v\|_{L^{\infty}(] 0, R[)} \\
&+\|v\|_{L^{\infty}(] 0, R[)}\left|\int_{0}^{R} f_{n} \varphi_{n+1} d x\right| \\
& \begin{aligned}
& \text { 1.8 } \\
& \leq\left\|\partial_{x} \varphi_{n+1}(t, \cdot)\right\|_{L^{2}(] 0, R[)}\|v\|_{H^{1}(] 0, R[)} \\
&+C(R) \sup _{t \in] 0, T[ }\|a(t, \cdot)\|_{L^{1}(] 0, R[)}\left\|\varphi_{n+1}(t, \cdot)\right\|_{H^{1}(] 0, R[)}\|v\|_{H^{1}(] 0, R[)} \\
&+C(R)\|v\|_{H^{1}(] 0, R[)}\left|\int_{0}^{R} f_{n} \varphi_{n+1} d x\right|
\end{aligned} \tag{2.42}
\end{align*}
$$

Owing to 2.15,

$$
\begin{align*}
\left|\int_{0}^{R} f_{n} \varphi_{n+1} d x\right| & \stackrel{\mid 2.15)}{\leq} \alpha_{1} \int_{0}^{R}\left|\varphi_{n} \varphi_{n+1}\right| d x+F \int_{0}^{R}\left|\varphi_{n+1}\right| d x \\
& \begin{array}{l}
\text { Hölder, }(1.9) \\
\leq
\end{array} \alpha_{1}\left\|\varphi_{n}(t, \cdot)\right\|_{L^{2}(0, R[)}\left\|\varphi_{n+1}(t, \cdot)\right\|_{L^{2}(] 0, R[)}+C(R, F)\left\|\varphi_{n+1}(t, \cdot)\right\|_{L^{2}(00, R[)}  \tag{2.43}\\
& \stackrel{\sqrt{2.33}}{\leq} C\left(\alpha_{1}, T, R, F\right)\left\|\varphi_{0}\right\|_{L^{2}(0, R[)} .
\end{align*}
$$

By plugging the previous inequality into (2.42) and using (2.33) we conclude that

$$
\begin{equation*}
\left\|\partial_{t} \varphi_{n+1}\right\|_{L^{2}(] 0, T[) ; H^{*}(] 0, R[)} \leq C\left(\alpha_{1}, T, F, R\right)\left\|\varphi_{0}\right\|_{L^{2}(] 0, R[)}\left[1+\sup _{t \in] 0, T[ }\|a(t, \cdot)\|_{L^{1}(j 0, R[)}\right] \tag{2.44}
\end{equation*}
$$

This establishes (2.41) and hence shows that the sequence $\left\{\varphi_{n}\right\}$ is compact in $L^{2}(] 0, T[\times] 0, R[)$.
Step 2: we show that every accumulation point $\varphi$ is a weak solution of 2.1). Owing to Step 1 we have that, up to subsequences,

$$
\begin{equation*}
\varphi_{n} \rightarrow \varphi \text { strongly in } L^{2}(] 0, T[\times] 0, R[) \tag{2.45}
\end{equation*}
$$

for some accumulation point $\varphi$. Note that, owing to (2.33), the sequence $\left\{\partial_{x} \varphi_{n}\right\}$ is uniformly bounded in $L^{2}(] 0, T[\times] 0, R[)$ and hence, by the Urysohn Lemma,

$$
\begin{equation*}
\partial_{x} \varphi_{n} \rightharpoonup \partial_{x} \varphi \quad \text { weakly in } L^{2}(] 0, T[\times] 0, R[) \tag{2.46}
\end{equation*}
$$

Owing to (2.33) and to the lower semicontinuity of the norm with respect to weak convergence, we have that $\varphi$ satisfies (2.39) and hence, in particular, $\varphi \in L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)$.

We now show that $\varphi$ is a weak solution of 2.1 . Owing to the uniqueness result established in $\S 2.1$, this implies that the accumulation point $\varphi$ is unique and hence that the convergence (2.45) holds for the whole sequence $\left\{\varphi_{n}\right\}$.

First, we point out that, owing to (2.2),

$$
\left.\left|f_{n}(t, x)-f(t, x, \varphi)\right| \stackrel{\sqrt{2.29}}{=}\left|f\left(t, x, \varphi_{n}\right)-f(t, x, \varphi)\right| \stackrel{\sqrt{2.2}}{\leq} \alpha_{1}\left|\varphi_{n}-\varphi\right| \quad \text { for a.e. }(t, x) \in\right] 0, T[\times] 0, R[
$$

and hence, owing to (2.45),

$$
\begin{equation*}
f_{n} \rightarrow f(\cdot, \cdot, \varphi) \quad \text { strongly in } L^{2}(] 0, T[\times] 0, R[) \tag{2.47}
\end{equation*}
$$

To conclude, we fix a test function $v \in C_{c}^{\infty}(]-\infty, T[\times \mathbb{R})$, we use the equation at the first line of (2.30), we integrate in space and time and we arrive at

$$
\begin{aligned}
& \int_{0}^{T} \int_{0}^{R}\left(\partial_{t} v \varphi_{n+1}-\partial_{x} v \partial_{x} \varphi_{n+1}\right) d x d t-\int_{0}^{T} \int_{0}^{R} v \varphi_{n+1} a d x d t+\int_{0}^{T} \int_{0}^{R} v f_{n} \varphi_{n+1} d x d t \\
& \quad+\int_{0}^{R} v(0, \cdot) \varphi_{0} d x=0
\end{aligned}
$$

Owing to 2.45, (2.46) and 2.47, we can pass to the limit in all the terms in the previous expression and obtain (2.5). This shows that $\varphi$ is a weak solution of (2.1) and concludes the proof of Lemma 2.3 .
2.2.3. Conclusion of the proof of Theorem 2.1. First, we establish 2.8). The bound from below is a direct consequence of (2.32) and (2.45). To establish the bound from above, we recall that $a(t, x) \geq 0$ for every $(t, x)$. Next, we point out that, owing to (2.3) and (2.9), $f(t, x, M) \leq 0$. These considerations imply that the function identically equal to $M$ is a supersolution of the initial-boundary value problem (2.1) and hence that $\varphi \leq M$.

To conclude the proof of Theorem 2.1, we are left to remove the assumption that $\varphi_{0} \in C^{\infty}([0, R])$ from the existence part. We fix $\varphi_{0} \in L^{\infty}(] 0, R[), \varphi_{0} \geq 0$, and we construct a sequence of functions $\left\{\varphi_{0 k}\right\}$ such that

$$
\begin{equation*}
\left.\varphi_{0 k} \in C^{\infty}([0, R]), \quad \varphi_{0 k} \rightarrow \varphi_{0} \text { strongly in } L^{2}(] 0, R[), \quad 0 \leq \varphi_{0 k}(x) \leq\left\|\varphi_{0}\right\|_{L^{\infty}([0, R[)} \forall x \in\right] 0, R[. \tag{2.48}
\end{equation*}
$$

We apply Lemma 2.3 and we term $\varphi_{k}$ the corresponding sequence of solutions of the initial-boundary value problem (2.1) with initial condition given by $\varphi_{0 k}$. Note that $\varphi_{k}$ satisfies

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{R}\left(\partial_{t} v \varphi_{k}-\partial_{x} v \partial_{x} \varphi_{k}\right) d x d t-\int_{0}^{T} \int_{0}^{R} v \varphi_{k} a d x d t+\int_{0}^{T} \int_{0}^{R} v(t, x) f\left(t, x, \varphi_{k}\right) d x d t \\
& \quad+\int_{0}^{R} v(0, \cdot) \varphi_{0 k} d x=0 \tag{2.49}
\end{align*}
$$

Next, we choose $\hat{a}=a$ and we use the stability estimate 2.11. We conclude that the sequence $\left\{\varphi_{k}\right\}$ is a Cauchy sequence in $L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right.$. We term $\varphi$ its limit and by passing to the limit in (2.49) we get (2.5). This shows that $\varphi$ is a weak solution of (2.1) and hence concludes the proof of Theorem 2.1.

## 3. A parabolic problem with measure-valued coefficients

In this section we establish the well-posedness of the following parabolic initial-boundary value problem with a time-dependent, measure-valued coefficient $\mu_{t}$ :

$$
\begin{cases}\partial_{t} \varphi=\partial_{x x}^{2} \varphi-\varphi \mu_{t}+f(t, x, \varphi) \varphi, & \text { in }] 0, T[\times] 0, R[,  \tag{3.1}\\ \partial_{x} \varphi(t, 0)=\partial_{x} \varphi(t, R)=0, & t \in] 0, T[, \\ \varphi(0, x)=\varphi_{0}(x), & x \in] 0, R[ \end{cases}
$$

We introduce the following hypothesis on the coefficient $\mu_{t}$.
(H.2) The measured valued coefficient $\mu_{t}$ satisfies the following conditions:
i) for a.e. $t \in] 0, T\left[\right.$, we have $\mu_{t} \in \mathcal{M}^{+}(] 0, R[)$.
ii) For every Borel set $B \subset] 0, R\left[\right.$, the map $t \mapsto \mu_{t}(B)$ is $\mathcal{L}^{1}$-measurable.
iii) We have

$$
\begin{equation*}
\operatorname{ess} \sup _{0 \leq t \leq T}\left\|\mu_{t}\right\|_{\mathcal{M}(j 0, R \mid)}<+\infty . \tag{3.2}
\end{equation*}
$$

In the following, we denote by $L^{\infty}(] 0, T[; \mathcal{M}(] 0, R[))$ the space of time-dependent measures satisfying (H2). Also, we denote by $\mu$ the measure defined by setting

$$
\begin{equation*}
\mu(E):=\int_{0}^{T} \int_{0}^{R} \mathbb{1}_{E}(t, x) d \mu_{t}(x) d t \tag{3.3}
\end{equation*}
$$

where $\mathbb{1}_{E}$ denotes the characteristic function of $E$. Owing to [1, Proposition 2.26], $\mu$ is a Borel measure on $] 0, T[\times] 0, R[$. The following result is established by using standard techniques. For completeness, we provide a sketch of the proof.
Lemma 3.1. Let $\varphi$ be a function satisfying (2.4). Then $\varphi$ is $\mu$-measurable and summable and

$$
\begin{equation*}
\int_{j 0, T[\times] 0, R[ } \varphi(t, x) d \mu(t, x)=\int_{0}^{T} \int_{0}^{R} \varphi(t, x) d \mu_{t}(x) d t \tag{3.4}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\left|\int_{] 0, T[\times] 0, R[ } \varphi(t, x) d \mu(t, x)\right| \leq C(R) \underset{0 \leq t \leq T}{\operatorname{ess} \sup }\left\|\mu_{t}\right\|_{\mathcal{M}(] 0, R])}\|\varphi\|_{\left.L^{2}(] 0, T\left[; H^{1}(] 0, R\right]\right)} \tag{3.5}
\end{equation*}
$$

Proof. First, we recall that, owing to the inclusion $H^{1}(] 0, R[) \hookrightarrow C^{0}([0, R])$, the function $\varphi(t, \cdot)$ is continuous for a.e. $t \in] 0, T[$. Next, we introduce a convolution kernel and we construct a sequence of continuous functions such that

$$
\begin{array}{r}
\varphi_{n} \rightarrow \varphi \quad \text { in } L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right), \\
\left.\varphi_{n}(t, \cdot) \rightarrow \varphi(t, \cdot) \quad \text { in } C^{0}([0, R]) \text { for a.e. } t \in\right] 0, T[. \tag{3.7}
\end{array}
$$

Owing to (3.7), we have

$$
\begin{equation*}
\varphi_{n}(t, x) \rightarrow \varphi(t, x) \quad \text { for } \mu \text {-a.e. }(t, x) . \tag{3.8}
\end{equation*}
$$

Since the functions $\varphi_{n}$ are continuous and henceforth $\mu$-measurable, the function $\varphi$ is $\mu$-measurable. We now show that $\varphi$ is $\mu$-summable. Owing to the analysis in [1, §2.5], we have

$$
\begin{align*}
& \left|\int_{j 0, T[\times] 0, R[ }\right| \varphi_{n}-\varphi_{m}\left|(t, x) d \mu(t, x) \stackrel{\left[\boxed{\S} \S_{2.5]}^{=}\right.}{=} \int_{0}^{T} \int_{0}^{R}\right| \varphi_{n}-\varphi_{m} \mid(t, x) d \mu_{t}(x) d t \\
& \leq \int_{0}^{T}\left\|\varphi_{n}(t, \cdot)-\varphi_{m}(t, \cdot)\right\|_{C^{0}([0, R])}\left\|\mu_{t}\right\|_{\mathcal{M}(00, R])} d t \\
& \stackrel{1.8}{\leq} C(R) \underset{0 \leq t \leq T}{\operatorname{esssup}}\left\|\mu_{t}\right\|_{\mathcal{M}(j 0, R[)} \int_{0}^{T}\left\|\varphi_{n}(t, \cdot)-\varphi_{m}(t, \cdot)\right\|_{\left.H^{1}(j 0, R]\right)} d t  \tag{3.9}\\
& \stackrel{\text { 1.9 }}{\leq} C(R) \sqrt{T} \underset{0 \leq t \leq T}{\operatorname{ess} \sup }\left\|\mu_{t}\right\|_{\mathcal{M}(j 0, R[)}\left\|\varphi_{n}-\varphi_{m}\right\|_{L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)} \\
& \xrightarrow{3.6} 0 \text { as } n, m \rightarrow+\infty \text {. }
\end{align*}
$$

This implies that $\left\{\varphi_{n}\right\}$ is a Cauchy sequence in $L^{1}(] 0, T[\times] 0, R[, \mu)$. Owing to (3.8), the limit is $\varphi$, which is henceforth a $\mu$-summable function. Finally, by passing to the limit in the equality
we arrive at (3.4) and (3.5) follows by arguing as in (3.9).
We can now provide the definition of weak solution of (3.1).
Definition 3.1. Assume (H1) and (H2). A function $\varphi:] 0, T[\times] 0, R[\rightarrow \mathbb{R}$ is a weak solution of (3.1) if $\varphi$ satisfies (2.4) and for every test function $v \in C_{c}^{\infty}(]-\infty, T[\times \mathbb{R})$ we have

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{R}\left(\partial_{t} v \varphi-\partial_{x} v \partial_{x} \varphi\right) d x d t-\int_{0}^{T} \int_{0}^{R} v(t, x) \varphi(t, x) d \mu_{t}(x) d t+\int_{0}^{T} \int_{0}^{R} v(t, x) f(t, x, \varphi) \varphi(t, x) d x d t  \tag{3.10}\\
& \quad+\int_{0}^{R} v(0, x) \varphi_{0}(x) d x=0
\end{align*}
$$

Note that the second term in the above expression is well defined owing to Lemma 3.1. We now state the main result of the present section.

Theorem 3.2. Assume (H.1) and (H.2) and assume furthermore that the initial datum $\varphi_{0}$ satisfies (2.6). Then the initial-boundary value problem (3.1) admits a unique weak solution. Also, this solution enjoys the following properties: first,

$$
\begin{equation*}
0 \leq \varphi(t, x) \leq M, \quad \text { for a.e. }(t, x) \in] 0, T[\times] 0, R[, \tag{3.11}
\end{equation*}
$$

where $M$ is the same constant as in (2.9). Second, we have stability with respect to the initial datum and with respect to the coefficient $\mu$. Namely, if we term $\widehat{\varphi}$ the solution of the initial-boundary value problem

$$
\begin{cases}\partial_{t} \hat{\varphi}=\partial_{x x}^{2} \hat{\varphi}-\hat{\varphi} \hat{\mu}_{t}+f(t, x, \hat{\varphi}) \hat{\varphi}, & \text { in }] 0, T[\times] 0, R[,  \tag{3.12}\\ \partial_{x} \hat{\varphi}(t, 0)=\partial_{x} \hat{\varphi}(t, R)=0, & t \in] 0, T[, \\ \hat{\varphi}(0, x)=\hat{\varphi}_{0}(x), & x \in] 0, R[.\end{cases}
$$

then we have

$$
\begin{align*}
& \|\varphi(t, \cdot)-\widehat{\varphi}(t, \cdot)\|_{L^{2}(] 0, R[)}^{2}+\int_{0}^{t}\left\|\partial_{x} \varphi(s, \cdot)-\partial_{x} \widehat{\varphi}(s, \cdot)\right\|_{L^{2}(] 0, R[)}^{2} d s \\
& \leq C\left(\alpha_{1}, M, T, R, F\right)\left[\operatorname{ess} \sup _{t \in[0, T]}\left\|\mu_{t}-\hat{\mu}_{t}\right\|_{\mathcal{M}(] 0, R[)}^{2}+\left\|\varphi_{0}-\widehat{\varphi}_{0}\right\|_{L^{2}(] 0, R[)}^{2}\right]  \tag{3.13}\\
& \quad \text { for every } 0 \leq t \leq T
\end{align*}
$$

Proof. To establish the uniqueness of the solution of (3.1) and the stability estimate (3.13) we can follow the same argument as in $\S 2.1$. We are left to establish existence and we proceed according to the following steps.
STEP 1: we construct a sequence of approximate solutions. First, we take a sequence $\left\{a_{j}\right\}$ such that for every $j$ we have

$$
\begin{gather*}
a_{j} \in C^{\infty}([0, T] \times[0, R]), \quad a_{j} \geq 0 \\
\left.a_{j}(t, \cdot) \stackrel{*}{\rightharpoonup} \mu_{t} \text { weakly }^{*} \text { in } \mathcal{M}(] 0, R[), \quad\left\|a_{j}(t, \cdot)\right\|_{L^{1}(] 0, R[)} \leq \underset{t}{\operatorname{ess} \sup }\left\|\mu_{t}\right\|_{\mathcal{M}([0, R[)} \text { for a.e. } t \in\right] 0, T[. \tag{3.14}
\end{gather*}
$$

We apply Theorem 2.1 and we term $\varphi_{j}$ the solution of the initial-boundary value problem (2.1) in the case when $a=a_{j}$. By applying the stability estimate (2.11) with $\hat{a}=a_{j}, \hat{\varphi}_{0}=0$ we obtain that

$$
\begin{equation*}
\left.\left\|\varphi_{j}(t, \cdot)\right\|_{L^{2}(] 0, R[)}^{2}+\int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{j}\right)^{2} d x d t \leq C\left(\alpha_{1}, M, T, R, F\right)\left\|\varphi_{0}\right\|_{L^{2}(] 0, R[)}^{2} \quad \text { for a.e. } t \in\right] 0, T[ \tag{3.15}
\end{equation*}
$$

STEP 2: we establish compactness of the sequence $\left\{\varphi_{j}\right\}$. We apply the Aubin-Lions Lemma. First, we point out that we have the following chain of inclusions

$$
H^{1}(] 0, R[) \hookrightarrow C^{0}([0, R]) \hookrightarrow H^{*}(] 0, R[)
$$

and the first inclusion is compact and the second is continuous. Owing to the Aubin-Lions Lemma, to establish the compactness of the sequence $\left\{\varphi_{j}\right\}$ in $L^{2}(] 0, T\left[; C^{0}([0, R])\right.$ it suffices to show that

$$
\begin{equation*}
\left\{\varphi_{j}\right\} \text { is uniformly bounded in } L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right) \tag{3.16}
\end{equation*}
$$

$\left\{\partial_{t} \varphi_{j}\right\}$ is uniformly bounded in $L^{2}(] 0, T\left[; H^{*}(] 0, R[)\right)$.
To establish (3.16) we can use (3.15). To establish (3.17), we use the equation at the first line of (2.1), repeat the same computations as in STEP 1 of the proof of Lemma 2.3 , arrive at $(2.44)$ and then use the forth estimate in (3.14).

By relying on the Aubin-Lions Lemma we conclude that, up to subsequences, we have

$$
\begin{equation*}
\varphi_{j} \rightarrow \varphi \quad \text { strongly in } L^{2}(] 0, T\left[; C^{0}([0, R])\right) \tag{3.18}
\end{equation*}
$$

for some accumulation point $\varphi \in L^{2}(] 0, T\left[; C^{0}([0, R])\right)$ and hence, in particular,

$$
\begin{equation*}
\varphi_{j} \rightarrow \varphi \quad \text { strongly in } L^{2}(] 0, T[\times] 0, R[) \tag{3.19}
\end{equation*}
$$

By extracting, if needed, a further subsequence, we have

$$
\begin{equation*}
\varphi_{j}(t, \cdot) \rightarrow \varphi(t, \cdot) \text { uniformly in } C^{0}([0, R]) \text { for a.e. } t \in[0, T] \tag{3.20}
\end{equation*}
$$

and, owing to (2.8), this implies, in particular, that $\varphi$ satisfies (3.11). Finally, we recall that $\partial_{x} \varphi_{j}$ is uniformly bounded in $L^{2}(] 0, T[\times] 0, R[)$ owing to 3.15 and we infer that, by the Urysohn Lemma,

$$
\begin{equation*}
\partial_{x} \varphi_{j} \rightharpoonup \partial_{x} \varphi \text { weakly in } L^{2}(] 0, T[\times] 0, R[) \tag{3.21}
\end{equation*}
$$

By combining (3.15), (3.20) and the lower-semicontinuity of the norm with respect two weak convergence we infer that $\varphi$ satisfies

$$
\begin{equation*}
\left.\|\varphi(t, \cdot)\|_{L^{2}(] 0, R[)}^{2}+\int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi\right)^{2} d x d t \leq C\left(\alpha_{1}, M, T, R, F\right)\left\|\varphi_{0}\right\|_{L^{2}(] 0, R[)}^{2} \quad \text { for a.e. } t \in\right] 0, T[. \tag{3.22}
\end{equation*}
$$

Step 3: we show that the accumulation point $\varphi$ is a weak solution of (3.1). First, we point out that $\varphi \in L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)$ owing to (3.22). Next, we fix a test function $v \in C^{\infty}(]-\infty, T[\times \mathbb{R})$ and we recall that $\varphi_{j}$ satisfies (2.5). We now pass to the limit in each of the terms in (2.5). Owing to (3.19) and (3.21), we have

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R} \partial_{t} v \varphi_{j} d x d t \rightarrow \int_{0}^{T} \int_{0}^{R} \partial_{t} v \varphi d x d t, \int_{0}^{T} \int_{0}^{R} \partial_{x} v \partial_{x} \varphi_{j} d x d t \rightarrow \int_{0}^{T} \int_{0}^{R} \partial_{x} v \partial_{x} \varphi d x d t, \text { as } j \rightarrow+\infty . \tag{3.23}
\end{equation*}
$$

Next, we point out that

$$
\left|f\left(t, x, \varphi_{j}\right)-f(t, x, \varphi)\right| \stackrel{\sqrt{2.2}}{\leq} \alpha_{1}\left|\varphi_{j}-\varphi\right|
$$

and hence, owing to (3.19),

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R} f\left(t, x, \varphi_{j}\right) \varphi_{j}(t, x) v(t, x) d x d t \rightarrow \int_{0}^{T} \int_{0}^{R} f(t, x, \varphi) \varphi(t, x) v(t, x) d x d t \quad \text { as } j \rightarrow+\infty \tag{3.24}
\end{equation*}
$$

Finally, we consider the last term. First, we point out that

$$
\begin{align*}
\left|\int_{0}^{R} a_{j}(t, x) \varphi_{j}(t, x) d x-\int_{0}^{R} \varphi(t, x) d \mu_{t}(x)\right| & \leq \underbrace{\left|\int_{0}^{R} a_{j}(t, x) \varphi(t, x) d x-\int_{0}^{R} \varphi(t, x) d \mu_{t}(x)\right|}_{T_{1}^{j}(t)} \\
& +\underbrace{\left|\int_{0}^{R} a_{j}\left[\varphi_{j}-\varphi\right] d x\right|}_{T_{2}^{j}(t)} . \tag{3.25}
\end{align*}
$$

We first deal with the term $T_{1}^{j}$ : we recall that, owing to 3.18), the function $\varphi(t, \cdot)$ is continuous for a.e. $t \in] 0, T\left[\right.$. We recall the third property in (3.14) and we conclude that as $j \rightarrow+\infty T_{1}^{j}(t) \rightarrow 0$ for a.e. $t \in] 0, T[$. Next, we point out that for a.e. $t \in] 0, T[$

$$
\begin{aligned}
& T_{1}^{j}(t) \leq\left[\left\|a_{j}(t, \cdot)\right\|_{L^{1}(] 0, R[)}+\left\|\mu_{t}\right\|_{\mathcal{M}(] 0, R[)}\right]\|\varphi\|_{L^{\infty}(] 0, R[)} \stackrel{\sqrt{3.14}}{\leq} 2 \operatorname{esssup}_{t \in] 0, T[ }\left\|\mu_{t}\right\|_{\mathcal{M}(] 0, R])}\|\varphi\|_{L^{\infty}(] 0, R[)} \\
& \stackrel{\sqrt{3.11]}}{\leq} 2 \operatorname{esssup}_{t \in] 0, T[ }\left\|\mu_{t}\right\|_{\mathcal{M}(] 0, R])} M .
\end{aligned}
$$

Owing to the Lebesgue Dominated Convergence Theorem, this implies that

$$
\begin{equation*}
\int_{0}^{T} T_{1}^{j}(t) d t \rightarrow 0 \quad \text { as } j \rightarrow+\infty \tag{3.26}
\end{equation*}
$$

Next, we deal with the term $T_{2}^{j}$ : we first point out that

$$
\begin{equation*}
T_{2}^{j}(t) \leq\left\|a_{j}(t, \cdot)\right\|_{\left.L^{1}(00, R]\right)}\left\|\varphi_{j}-\varphi\right\|_{C^{0}(] 0, R[)} \stackrel{\sqrt{3.14]}}{\leq} \operatorname{ess}^{\sup } \sup _{t \in] 0, T}\left\|\mu_{t}\right\|_{\mathcal{M}(00, R[)}\left\|\varphi_{j}-\varphi\right\|_{C^{0}(] 0, R[)} \tag{3.27}
\end{equation*}
$$

and hence, owing to (3.20), for a.e. $t \in] 0, T\left[, T_{2}^{j}(t) \rightarrow 0\right.$ as $j \rightarrow+\infty$. By using again (3.27) we get
and hence, by applying the Lebesgue Dominated Convergence Theorem, we get

$$
\begin{equation*}
\int_{0}^{T} T_{2}^{j}(t) d t \rightarrow 0 \quad \text { as } j \rightarrow+\infty \tag{3.28}
\end{equation*}
$$

By combining (3.25), (3.26) and (3.28) we get that

$$
\int_{0}^{T} \int_{0}^{R} a_{j}(t, x) \varphi_{j}(t, x) d x d t-\int_{0}^{T} \int_{0}^{R} \varphi(t, x) d \mu_{t}(x) d t \rightarrow 0 \quad \text { as } j \rightarrow+\infty
$$

We recall $(3.23)$ and $(3.24)$ and we eventually conclude that $\varphi$ satisfies (3.10). This concludes the proof of Theorem 3.2,

## 4. Necessary conditions for optimality

This section aims at discussing existence of optimal strategies $\mu$ for the payoff functional

$$
\begin{align*}
J & : L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right) \rightarrow \mathbb{R} \\
J(\mu) & :=\int_{0}^{T} \int_{0}^{R} \varphi(t, x) d \mu_{t}(x) d t-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \mu_{t}(x) d t\right) . \tag{4.1}
\end{align*}
$$

In the above expression, $\varphi$ is the weak solution of the initial-boundary value problem (3.1). Note that $\varphi$ depends on $\mu$, and hence the functional $J$ is nonlinear. The functions $c$ and $\Psi$ satisfy the following hypotheses.
(H.3) The function $c:[0, T] \times[0, R] \rightarrow \mathbb{R}^{+} \cup\{+\infty\}$ is lower semicontinuous.

Note that hypothesis (H.3) implies that the function $c$ is $\mu$-integrable (in the sense of [1, p.8]) and hence that the second term in (4.1) is well-defined.
(H.4) The function $\Psi: \mathbb{R} \cup\{+\infty\} \rightarrow \mathbb{R}$ is twice continuously differentiable, nondecreasing and convex.

In the following we aim at discussing the existence and uniqueness of an optimal $\mu$ for $J$ under the constraint

$$
\begin{equation*}
\left.\int_{0}^{R} b(t, x) d \mu_{t}(x) \leq 1 \quad \text { for a.e. } t \in\right] 0, T[\text {. } \tag{4.2}
\end{equation*}
$$

The function $b$ satisfies the following hypothesis:
(H.5) The function $b:[0, T] \times[0, R] \rightarrow \mathbb{R} \cup\{+\infty\}$ is lower semicontinuous and bounded away from 0 , namely

$$
b(t, x) \geq b_{0}>0, \quad \text { for every }(t, x) \in[0, T] \times[0, R]
$$

for some suitable constant $b_{0}>0$.
Note that $b$ is $\mu_{t}$-integrable because it is lower semicontinuous and positive, and hence the integral at the left hand side of (4.2) is well-defined. Note furthermore that by combining (4.3) with (4.2) we get

$$
\begin{equation*}
\operatorname{ess} \sup _{t \in] 0, T[ }\left\|\mu_{t}\right\|_{\mathcal{M}(] 0, R[)} \leq \frac{1}{b_{0}} \tag{4.4}
\end{equation*}
$$

We now focus on the problem

$$
\begin{equation*}
\text { maximize } J(\mu) \text {, defined as in (4.1) among } \mu \in L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right) \text { satisfying 4.2). } \tag{4.5}
\end{equation*}
$$

The following result establishes the existence of an optimal strategy $\mu^{*}$ for problem (4.5).
Proposition 4.1. Assume (H.1)-(H.5). Then the optimization problem 4.5) admits an optimal solution $\mu^{*}$.

The proof of Proposition 4.1 is based on the same argument as the proof of Theorem 1 in [5] (see also [10, Theorem 4.1]) and so we omit it. The main result of the present section establishes Euler-type conditions for optimality.

Theorem 4.2. Assume (H.1)-(H.5). Let $\mu^{*} \in L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right)$ be an optimal strategy for the problem (4.5) and $\varphi_{*}$ be the corresponding solution of (3.1). For every $\nu \in L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right)$ there is $\varphi_{1} \in L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)$ that is a weak solution, in the sense of Definition 3.1, of the initialboundary value problem

$$
\begin{cases}\partial_{t} \varphi_{1}=\partial_{x x}^{2} \varphi_{1}-\varphi_{1} \mu^{*}-\nu \varphi_{*}+\partial_{\varphi} g\left(t, x, \varphi_{*}\right) \varphi_{1} & \text { in }] 0, T[\times] 0, R[  \tag{4.6}\\ \partial_{x} \varphi_{1}(t, 0)=\partial_{x} \varphi_{1}(t, R)=0 & t \in] 0, T[ \\ \varphi_{1}(0, x)=0 & x \in] 0, R[ \end{cases}
$$

and satisfies

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \mu_{t}^{*}(x) d t+\int_{0}^{T} \int_{0}^{R} \varphi_{*}(t, x) d \nu_{t}(x) d t-\Psi^{\prime}\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \mu_{t}^{*}(x) d t\right) \int_{0}^{T} \int_{0}^{R} c(t, x) d \nu_{t}(x) d t \leq 0 \tag{4.7}
\end{equation*}
$$

The function $g:[0, T] \times[0, R] \times \mathbb{R} \rightarrow \mathbb{R}$ at the first line of (4.6), is defined by setting

$$
\begin{equation*}
g(t, x, \varphi):=f(t, x, \varphi) \varphi \tag{4.8}
\end{equation*}
$$

Proof. Fix $\nu$ as in the statement of the theorem and, for every real number $\varepsilon>0$, consider the quantity

$$
J\left(\mu^{*}+\varepsilon \nu\right)=\int_{0}^{T} \int_{0}^{R} \varphi_{\varepsilon}(t, x) d\left(\mu_{t}^{*}+\varepsilon \nu_{t}\right)(x) d t-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d\left(\mu_{t}^{*}+\varepsilon \nu_{t}\right)(x) d t\right)
$$

In the previous expression, we term $\varphi_{\varepsilon}$ the solution of the initial-boundary problem (3.1) in the case $\mu=\mu^{*}+\varepsilon \nu$. The heuristic idea to establish $(4.6)$ is to differentiate both $J\left(\mu^{*}+\varepsilon \nu\right)$ and $\varphi_{\varepsilon}$ with respect to the variable $\varepsilon$. The rigorous proof is organized into the following steps.
STEP 1: we construct an approximate derivative of $\varphi_{*}$. For every $\varepsilon>0$, define

$$
\begin{equation*}
\psi_{\varepsilon}=\frac{\varphi_{\varepsilon}-\varphi_{*}}{\varepsilon} \tag{4.9}
\end{equation*}
$$

Note that $\psi_{\varepsilon}$ is the weak solution, in the sense of Definition 3.1, of the initial-boundary value problem

$$
\begin{cases}\partial_{t} \psi_{\varepsilon}=\partial_{x x}^{2} \psi_{\varepsilon}-\psi_{\varepsilon} \mu^{*}-\varphi_{\varepsilon} \nu+G_{\varepsilon}(t, x), & \text { in }] 0, T[\times] 0, R[  \tag{4.10}\\ \partial_{x} \psi_{\varepsilon}(t, 0)=\partial_{x} \psi_{\varepsilon}(t, R)=0 & t \in] 0, T[ \\ \psi(0, x)=0 & x \in] 0, R[ \end{cases}
$$

provided that

$$
\begin{equation*}
G_{\varepsilon}(t, x)=\frac{f\left(t, x, \varphi_{\varepsilon}\right) \varphi_{\varepsilon}-f\left(t, x, \varphi_{*}\right) \varphi_{*}}{\varepsilon} \tag{4.11}
\end{equation*}
$$

In other words, for every test function $v \in C_{c}^{\infty}(]-\infty, T[\times \mathbb{R})$ we have

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R}\left(\partial_{t} v \psi_{\varepsilon}-\partial_{x} v \partial_{x} \psi_{\varepsilon}\right) d x d t-\int_{0}^{T} \int_{0}^{R} v \psi_{\varepsilon} d \mu_{t}^{*}(x) d t-\int_{0}^{T} \int_{0}^{R} v \varphi_{\varepsilon} d \nu_{t}(x) d t+\int_{0}^{T} \int_{0}^{R} v G_{\varepsilon} d x d t=0 \tag{4.12}
\end{equation*}
$$

Note that

$$
\begin{align*}
\left|G_{\varepsilon}(t, x)\right| & \stackrel{\text { 4.11] }}{\leq} \frac{1}{\varepsilon}\left|f\left(t, x, \varphi_{\varepsilon}\right) \varphi_{\varepsilon}-f\left(t, x, \varphi_{\varepsilon}\right) \varphi_{*}\right|+\frac{1}{\varepsilon}\left|f\left(t, x, \varphi_{\varepsilon}\right) \varphi_{*}-f\left(t, x, \varphi_{*}\right) \varphi_{*}\right| \\
& \stackrel{\text { 2.2] }}{\leq}\left|f\left(t, x, \varphi_{\varepsilon}\right)\right|\left|\frac{\varphi_{\varepsilon}-\varphi_{*}}{\varepsilon}\right|+\left|\varphi_{*}\right| \alpha_{1}\left|\frac{\varphi_{\varepsilon}-\varphi_{*}}{\varepsilon}\right|  \tag{4.13}\\
& \stackrel{\text { 2.15], }}{\leq} \frac{4.9]}{\leq}\left[\alpha_{1}\left|\varphi_{\varepsilon}\right|+F\right]\left|\psi_{\varepsilon}\right|+\alpha_{1}\left|\varphi_{*}\right|\left|\psi_{\varepsilon}\right| \\
& \stackrel{3.11]}{\leq}\left[\alpha_{1} M+F\right]\left|\psi_{\varepsilon}\right|+\alpha_{1} M\left|\psi_{\varepsilon}\right|=C\left(\alpha_{1}, M, F\right)\left|\psi_{\varepsilon}\right| .
\end{align*}
$$

We now provide a formal argument, which can be made rigorous by following the same argument as in STEP 2 of $\S 2.1$. We multiply the equation at the first line of 4.10 times $\psi_{\varepsilon}$ and integrate by parts
to get

Next, we fix a constant $k>0$ (to be determined in the following), we use the Young Inequality and we infer that

$$
\begin{align*}
&\left\|\psi_{\varepsilon}(t, \cdot)\right\|_{\left.H^{1}(0, R]\right)}\left\|\nu_{t}\right\|_{\mathcal{M}(] 0, R])} \leq \frac{k}{2}\left\|\psi_{\varepsilon}(t, \cdot)\right\|_{H^{1}(j 0, R[)}^{2}+\frac{1}{2 k}\left\|\nu_{t}\right\|_{\mathcal{M}(00, R[)}^{2} \\
& \quad=\frac{k}{2}\left\|\psi_{\varepsilon}(t, \cdot)\right\|_{L^{2}(] 0, R[)}^{2}+\frac{k}{2}\left\|\partial_{x} \psi_{\varepsilon}(t, \cdot)\right\|_{L^{2}(0, R[)}^{2}+\frac{1}{2 k}\left\|\nu_{t}\right\|_{\mathcal{M}(j 0, R[)}^{2} . \tag{4.15}
\end{align*}
$$

Next, we choose the constant $k$ in such a way that $C(M, R) k=1$ and by combining (4.14) and 4.15) we arrive at

$$
\begin{align*}
\frac{d}{d t} \int_{0}^{R} \frac{\psi_{\varepsilon}^{2}}{2} d x+ & \frac{1}{2} \int_{0}^{R}\left(\partial_{x} \psi_{\varepsilon}\right)^{2} d x+\int_{0}^{R} \psi_{\varepsilon}^{2} d \mu_{t}^{*}(x)  \tag{4.16}\\
& \leq C(M, R)\left\|\nu_{t}\right\|_{\mathcal{M}(] 0, R[)}^{2}+C\left(\alpha_{1}, M, F, R\right) \int_{0}^{R} \psi_{\varepsilon}^{2} d x
\end{align*}
$$

Owing to the Gronwall Lemma and to the fact that $\psi_{\varepsilon}(t=0) \equiv 0$, the above inequality implies that

$$
\begin{equation*}
\left.\int_{0}^{R} \psi_{\varepsilon}^{2}(t, x) d x \leq C\left(\alpha_{1}, M, F, T, R\right)\left\|\nu_{t}\right\|_{\mathcal{M}(0, R[)}^{2} \quad \text { for every } t \in\right] 0, T[. \tag{4.17}
\end{equation*}
$$

By integrating (4.16) over time and using (4.17) we eventually arrive at

$$
\begin{equation*}
\int_{0}^{R} \psi_{\varepsilon}^{2}(t, x) d x+\int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \psi_{\varepsilon}\right)^{2} d x d s+\int_{0}^{T} \int_{0}^{R} \psi_{\varepsilon}^{2} d \mu_{s}^{*}(x) d s \leq C\left(\alpha_{1}, M, F, T, R\right)\left\|\nu_{t}\right\|_{\mathcal{M}(00, R[)}^{2} \tag{4.18}
\end{equation*}
$$

for every $t \in] 0, T[$.
Step 2: we establish compactness of the family $\left\{\psi_{\varepsilon}\right\}$. We rely on the Aubin-Lions Lemma. We recall that

$$
H^{1}(] 0, R[) \hookrightarrow C^{0}([0, R]) \hookrightarrow H^{*}(] 0, R[)
$$

and the first inclusion is compact and the second is continuous. Owing to the Aubin-Lions Lemma, to establish the compactness of the family $\left\{\psi_{\varepsilon}\right\}$ in $L^{2}(] 0, T\left[; C^{0}([0, R])\right.$ it suffices to show that

$$
\begin{equation*}
\left\{\psi_{\varepsilon}\right\} \text { is uniformly bounded in } L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right), \tag{4.19}
\end{equation*}
$$

$$
\begin{equation*}
\left\{\partial_{t} \psi_{\varepsilon}\right\} \text { is uniformly bounded in } L^{2}(] 0, T\left[; H^{*}(] 0, R[)\right) . \tag{4.20}
\end{equation*}
$$

To establish 4.19) we use 4.18). To establish (4.20), we use the equation at the first line of 4.10, we argue as in STEP 1 of the proof of Lemma 2.3 and eventually infer that

$$
\begin{aligned}
\left\|\partial_{t} \psi_{\varepsilon}\right\|_{L^{2}(] 0, T\left[; H^{*}(0, R[))\right.} \leq & \left\|\psi_{\varepsilon}\right\|_{L^{2}\left(\left[0, T\left[; H^{1}(] 0, R[)\right)\right.\right.}\left[K+C(R) \underset{t \in] 0, T[ }{\operatorname{ess} \sup }\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(00, R[)}\right. \\
& \left.+C\left(\alpha_{1}, M, F\right)\right]+C(M, R, T) \underset{t \in] 0, T[ }{\operatorname{ess} \sup }\left\|\nu_{t}\right\|_{\mathcal{M}(] 0, R[)}
\end{aligned}
$$

$$
\begin{align*}
& \frac{d}{d t} \int_{0}^{R} \frac{\psi_{\varepsilon}^{2}}{2} d x+\int_{0}^{R}\left(\partial_{x} \psi_{\varepsilon}\right)^{2} d x+\int_{0}^{R} \psi_{\varepsilon}^{2} d \mu_{t}^{*}(x)=-\int_{0}^{R} \psi_{\varepsilon} \varphi_{\varepsilon} d \nu_{t}(x)+\int_{0}^{R} G_{\varepsilon} \psi_{\varepsilon} d x \\
& \stackrel{\sqrt{4.13)}}{\leq}\left\|\varphi_{\varepsilon}(t, \cdot)\right\|_{L^{\infty}(j 0, R[)}\left\|\psi_{\varepsilon}(t, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)}\left\|\nu_{t}\right\|_{\mathcal{M}(j 0, R[)}+C\left(\alpha_{1}, M, F\right) \int_{0}^{R} \psi_{\varepsilon}^{2} d x \\
& \stackrel{\text { 3.11 }}{\leq} M\left\|\psi_{\varepsilon}(t, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)}\left\|\nu_{t}\right\|_{\mathcal{M}(00, R])}+C\left(\alpha_{1}, M, F\right) \int_{0}^{R} \psi_{\varepsilon}^{2} d x  \tag{4.14}\\
& \stackrel{{ }^{11.8]}}{\leq} C(M, R)\left\|\psi_{\varepsilon}(t, \cdot)\right\|_{\left.H^{1}(] 0, R \mid\right)}\left\|\nu_{t}\right\|_{\mathcal{M}(j 0, R[)}+C\left(\alpha_{1}, M, F\right) \int_{0}^{R} \psi_{\varepsilon}^{2} d x \text {. }
\end{align*}
$$

Owing to the Aubin-Lions Lemma, we infer that the family $\left\{\psi_{\varepsilon}\right\}$ is compact in $L^{2}(] 0, T\left[; C^{0}([0, R])\right)$ and hence that there is a sequence $\psi_{\varepsilon_{k}}$ and a function $\varphi_{1} \in L^{2}(] 0, T\left[; C^{0}(] 0, R[)\right)$ such that

$$
\begin{array}{r}
\psi_{\varepsilon_{k}} \rightarrow \varphi_{1} \quad \text { in } L^{2}(] 0, T\left[; C^{0}([0, R])\right), \\
\left.\psi_{\varepsilon_{k}}(t, \cdot) \rightarrow \varphi_{1}(t, \cdot) \quad \text { uniformly in } C^{0}([0, R]) \text {, for a.e. } t \in\right] 0, T[. \tag{4.22}
\end{array}
$$

By using the bound (4.16) we infer that the family $\left\{\partial_{x} \psi_{\varepsilon}\right\}$ is weakly compact in $L^{2}(] 0, T[\times] 0, R[)$ and hence that

$$
\begin{equation*}
\partial_{x} \psi_{\varepsilon_{k}} \rightharpoonup \partial_{x} \varphi_{1} \quad \text { weakly in } L^{2}(] 0, T[\times] 0, R[) . \tag{4.23}
\end{equation*}
$$

STEP 3: we show that the accumulation point $\varphi_{1}$ is a weak solution of (4.6). We argue by passing to the limit in each of the terms in (4.12). First, we point out that by using (4.21) and (4.23) we get

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R}\left(\partial_{t} v \psi_{\varepsilon_{k}}-\partial_{x} v \partial_{x} \psi_{\varepsilon_{k}}\right) d t d x \rightarrow \int_{0}^{T} \int_{0}^{R}\left(\partial_{t} v \varphi_{1}-\partial_{x} v \partial_{x} \varphi_{1}\right) d t d x \tag{4.24}
\end{equation*}
$$

Next, we point out that

$$
\begin{align*}
\mid \int_{0}^{T} \int_{0}^{R} v & \psi_{\varepsilon_{k}} d \mu_{t}^{*}(x) d t-\int_{0}^{T} \int_{0}^{R} v \varphi_{1} d \mu_{t}^{*}(x) d t \mid \\
& \leq \int_{0}^{T}\|v\|_{C^{0}([0, R] \times[0, T])}\left\|\psi_{\varepsilon_{k}}(t, \cdot)-\varphi_{1}(t, \cdot)\right\|_{C^{0}([0, R])}\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(00, R[)} d t  \tag{4.25}\\
& \stackrel{1.9]}{\leq} \underset{0 \leq t \leq T}{\operatorname{eesssup}}\left\|\mu_{t}\right\|_{\mathcal{M}([0, R])}\|v\|_{C^{0}([0, R] \times[0, T])} C(T)\left\|\psi_{\varepsilon_{k}}-\varphi_{1}\right\|_{L^{2}\left(0, T\left[; C^{0}([0, R])\right)\right.} \\
& \xrightarrow{44.21]} 0 .
\end{align*}
$$

We now want to show that

$$
\begin{equation*}
\left|\int_{0}^{T} \int_{0}^{R} v \varphi_{\varepsilon_{k}} d \nu_{t}(x) d t-\int_{0}^{T} \int_{0}^{R} v \varphi_{*} d \nu_{t}(x) d t\right| \rightarrow 0 \tag{4.26}
\end{equation*}
$$

To this end, we recall that $\varphi_{\varepsilon}$ is the weak solution of the initial-boundary problem (3.1) in the case when $\mu=\mu^{*}+\varepsilon \nu$ and we apply the stability estimate (3.13) with $\varphi=\varphi_{*}, \hat{\varphi}=\varphi_{\varepsilon}, \mu=\mu^{*}, \hat{\mu}=\mu^{*}+\varepsilon \nu$. By using (1.8), we infer that

$$
\begin{equation*}
\varphi_{\varepsilon_{k}} \rightarrow \varphi_{*} \quad \text { in } L^{2}(] 0, T\left[; C^{0}([0, R])\right) \tag{4.27}
\end{equation*}
$$

and by arguing as in 4.25) we arrive at (4.26). We are left with the last term in (4.12). To handle it, we recall that $0 \leq \varphi_{*}, \varphi_{\varepsilon} \leq M$ owing to (3.11), we use the Taylor formula with Lagrange remainder and we infer that

$$
g\left(t, x, \varphi_{\varepsilon}\right)=g\left(t, x, \varphi_{*}\right)+\partial_{\varphi} g\left(t, x, \varphi_{*}\right)\left[\varphi_{\varepsilon}-\varphi_{*}\right]+\frac{1}{2} \partial_{\varphi \varphi}^{2} g(t, x, y)\left[\varphi_{\varepsilon}-\varphi_{*}\right]^{2}, \quad y \in[0, M] .
$$

Owing to (4.8), 4.9) and 4.11), this implies that

$$
\begin{equation*}
\left|G_{\varepsilon}(t, x)-\partial_{\varphi} g\left(t, x, \varphi_{*}\right) \psi_{\varepsilon}\right| \leq K \max _{(t, x, y) \in[0, T] \times[0, R] \times[0, M]}\left|\partial_{\varphi \varphi}^{2} g(t, x, y)\left\|\psi_{\varepsilon}\right\| \varphi_{\varepsilon}-\varphi_{*}\right| \tag{4.28}
\end{equation*}
$$

and hence that

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{R}\left|G_{\varepsilon_{k}}(t, x)-\partial_{\varphi} g\left(t, x, \varphi_{*}\right) \varphi_{1}\right| d t d x \leq \int_{0}^{T} \int_{0}^{R}\left|G_{\varepsilon_{k}}(t, x)-\partial_{\varphi} g\left(t, x, \varphi_{*}\right) \psi_{\varepsilon_{k}}\right| d t d x \\
& +\int_{0}^{T} \int_{0}^{R}\left|\partial_{\varphi} g\left(t, x, \varphi_{*}\right) \psi_{\varepsilon_{k}}-\partial_{\varphi} g\left(t, x, \varphi_{*}\right) \varphi_{1}\right| d t d x \\
& \stackrel{4.28}{\leq} K \max _{(t, x, y) \in[0, T] \times[0, R] \times[0, M]}\left|\partial_{\varphi \varphi}^{2} g(t, x, y)\right| \int_{0}^{T} \int_{0}^{R}\left|\psi_{\varepsilon_{k}}\right|\left|\varphi_{\varepsilon_{k}}-\varphi_{*}\right| d t d x \\
& +\max _{(t, x, y) \in[0, T] \times[0, R] \times[0, M]}\left|\partial_{\varphi} g(t, x, y)\right| \int_{0}^{T} \int_{0}^{R}\left|\psi_{\varepsilon_{k}}-\varphi_{1}\right| d t d x  \tag{4.29}\\
& \stackrel{\text { Hölder }}{\leq} \max _{(t, x, y) \in[0, T] \times[0, R] \times[0, M]}\left|\partial_{\varphi \varphi}^{2} g(t, x, y)\right|\left\|\psi_{\varepsilon_{k}}\right\|_{L^{2}}\left\|\varphi_{\varepsilon_{k}}-\varphi_{*}\right\|_{L^{2}} \\
& +C(T, R) \max _{(t, x, y) \in[0, T] \times[0, R] \times[0, M]}\left|\partial_{\varphi} g(t, x, y)\right|\left\|\psi_{\varepsilon_{k}}-\varphi_{1}\right\|_{L^{2}} \\
& \xrightarrow{4.19,} \stackrel{4.21}{\longrightarrow}, 4.270 \text {. }
\end{align*}
$$

This implies that

$$
\left|\int_{0}^{T} \int_{0}^{R} v G_{\varepsilon_{k}} d x d t-\int_{0}^{T} \int_{0}^{R} v \partial_{\varphi} g\left(t, x, \varphi_{*}\right) \varphi_{1} d x d t\right| \longrightarrow 0
$$

and show that $\varphi_{1}$ is a weak solution of (4.6).
Step 4: we establish 4.7). We recall that $\varepsilon_{k}>0$, that $\mu^{*}$ is an optimal strategy and $\mu^{*}+\varepsilon_{k} \nu$ is a competitor provided that $\nu \geq 0$ is sufficiently small. We conclude that

$$
\frac{J\left(\mu^{*}+\varepsilon_{k} \nu\right)-J\left(\mu^{*}\right)}{\varepsilon_{k}} \leq 0 .
$$

By using the explicit expression of $J\left(\mu^{*}+\varepsilon_{k} \nu\right)$ we infer

$$
\begin{aligned}
\frac{J\left(\mu^{*}+\varepsilon_{k} \nu\right)-J\left(\mu^{*}\right)}{\varepsilon_{k}}= & \int_{0}^{T} \int_{0}^{R} \psi_{\varepsilon_{k}} d \mu_{t}^{*}(x) d t+\int_{0}^{T} \int_{0}^{R} \varphi_{\varepsilon_{k}} d \nu_{t}(x) d t \\
& -\frac{\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d\left(\mu_{t}^{*}+\varepsilon_{k} \nu_{t}\right)(x) d t\right)-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \mu_{t}^{*}(x) d t\right)}{\varepsilon_{k}} .
\end{aligned}
$$

By combining the two above expressions we get

$$
\begin{aligned}
& 0 \geq \int_{0}^{T} \int_{0}^{R} \psi_{\varepsilon_{k}} d \mu_{t}^{*}(x) d t+\int_{0}^{T} \int_{0}^{R} \varphi_{\varepsilon_{k}} d \nu_{t}(x) d t \\
&-\frac{\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d\left(\mu_{t}^{*}+\varepsilon_{k} \nu_{t}\right)(x) d t\right)-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \mu_{t}^{*}(x) d t\right)}{\varepsilon_{k}} \\
& \xrightarrow{4.25), 4.46} \int_{0}^{T} \int_{0}^{R} \varphi_{1} d \mu_{t}^{*}(x) d t+\int_{0}^{T} \int_{0}^{R} \varphi_{*} d \nu_{t}(x) d t \\
& \quad \Psi^{\prime}\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \mu_{t}^{*}(x) d t\right) \int_{0}^{T} \int_{0}^{R} c(t, x) d \nu_{t}(x) d t,
\end{aligned}
$$

that is (4.7). This concludes the proof of Theorem 4.2.

## 5. Uniqueness of optimal solutions

In this section we discuss the uniqueness of optimal solutions of the optimization problem (4.5). We refine hypothesis (H.1) by introducing the following condition.
(H.6) The function $h$ in (2.3) is a constant. In other words,

$$
\begin{equation*}
f(t, x, \varphi)>0 \quad \text { if and only if } \varphi<h . \tag{5.1}
\end{equation*}
$$

We recall that the function $\partial_{\varphi} f$ is continuous and by recalling (2.2) we define the constant

$$
\begin{equation*}
-h_{*}:=\max _{(t, x) \in[0, T] \times[0, R]} \partial_{\varphi} f(t, x, h)<0 . \tag{5.2}
\end{equation*}
$$

Also, in the following we term $\alpha_{2}$ a Lipschitz constant for $\partial_{\varphi} f$, namely

$$
\begin{equation*}
\left|\partial_{\varphi} f\left(t, x, \varphi_{1}\right)-\partial_{\varphi} f\left(t, x, \varphi_{2}\right)\right| \leq \alpha_{2}\left|\varphi_{1}-\varphi_{2}\right| \quad \text { for every }(t, x) \in[0, T] \times[0, R], \varphi_{1}, \varphi_{2} \in[0, M] . \tag{5.3}
\end{equation*}
$$

The main result of the present section states that, if the initial datum $\varphi_{0}$ is sufficiently small, then the solution of the optimization problem (4.5) is unique within a class of measures with sufficiently small total variation.

Theorem 5.1. Assume (H.1)-(H.6). Then there is a constant $0<\delta<1$, which only depends on the constants $\alpha_{1}, \alpha_{2}, M, h, T, R$ and $h_{*}$ such that, if

$$
\begin{equation*}
\operatorname{ess~sup}_{t \in] 0, T[ }\left\|\mu_{t}\right\|_{\mathcal{M}([0, R[)}+\left\|\varphi_{0}-h\right\|_{H^{1}(j 0, R[)} \leq \delta \leq 1 \tag{5.4}
\end{equation*}
$$

then the solution $\mu$ of the constrained optimization problem (4.5) is unique. More precisely, assume that $\tilde{\mu}$ and $\bar{\mu}$ are two points of maximum such that

$$
\begin{equation*}
\text { ess } \sup _{t \in] 0, T[ }\left\|\tilde{\mu}_{t}\right\|_{\mathcal{M}(] 0, R[)}, \text { ess } \sup _{t \in] 0, T[ }\left\|\bar{\mu}_{t}\right\|_{\mathcal{M}([0, R[)} \leq \delta \tag{5.5}
\end{equation*}
$$

Then $\tilde{\mu}=\bar{\mu}$.
Note that, owing to (4.4), to achieve the bound

$$
\sup _{t \in] 0, T[ }\left\|\tilde{\mu}_{t}\right\|_{\mathcal{M}(] 0, R[)} \leq \delta
$$

it suffices to have $1 / b_{0} \leq \delta$, where $b_{0}$ is the bound from below on the function $b$, see (4.3), and is therefore a datum of the problem.

Proof of Theorem 5.1. We fix two points of maximum $\tilde{\mu}$ and $\bar{\mu}$ satisfying 5.5 and we argue by contradiction: we assume that $\tilde{\mu} \neq \bar{\mu}$. We set

$$
\begin{equation*}
\varepsilon:=\operatorname{ess}_{\sup }^{t \in] 0, T[ } \mid ~\left\|\bar{\mu}_{t}-\tilde{\mu}_{t}\right\|_{\mathcal{M}(00, R \mid)} \leq 2 \delta \tag{5.6}
\end{equation*}
$$

We define the (signed) measure $\nu_{t} \in L^{\infty}(] 0, T[; \mathcal{M}(] 0, R[))$ by setting

$$
\begin{equation*}
\nu_{t}:=\frac{\bar{\mu}_{t}-\tilde{\mu}_{t}}{\varepsilon} . \tag{5.7}
\end{equation*}
$$

We define the map $j:[0, \varepsilon] \rightarrow \mathbb{R}$ by setting

$$
\begin{equation*}
j(\zeta):=J(\tilde{\mu}+\zeta \nu) \tag{5.8}
\end{equation*}
$$

and we point out that by construction $j$ attains its maximum at both $\zeta=0$ and $\zeta=\varepsilon$.
Next, we use Lemma 5.2 below and we conclude that the map $j$ is continuous and concave on $[0, \varepsilon]$. This contradicts the fact that $j$ attains its maximum at $\zeta=\varepsilon$ and hence concludes the proof of Theorem 5.1.

Lemma 5.2. Let $j$ be the same function as in 5.8). Then $j$ is continuous on $[0, \varepsilon]$ and twice differentiable in $] 0, \varepsilon[$. Also, if the constant $\delta$ in (5.5) is sufficiently small, then

$$
\begin{equation*}
\left.j^{\prime \prime}(\zeta)<0 \quad \text { for every } \zeta \in\right] 0, \varepsilon[\text {. } \tag{5.9}
\end{equation*}
$$

Proof. First, we point out that the map $j$ is continuous: this can be seen by using the stability estimate 3.13 . Also, by arguing as in the proof of Theorem 4.2 we infer that $j$ is twice differentiable and that, for every $\zeta \in] 0, \varepsilon[$, we have

$$
\begin{align*}
j^{\prime \prime}(\zeta)= & \int_{0}^{T} \int_{0}^{R} \varphi_{2}(t, x) d \mu_{t}^{*}(x) d t+2 \int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t \\
& -\Psi^{\prime \prime}\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \mu_{t}^{*}(x) d t\right)\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \nu_{t}(x) d t\right)^{2} \tag{5.10}
\end{align*}
$$

provided that the measure $\mu^{*}$ is given by

$$
\begin{equation*}
\mu^{*}:=\tilde{\mu}+\zeta \nu \tag{5.11}
\end{equation*}
$$

and the functions $\varphi_{1}$ and $\varphi_{2}$ are defined as follows. The function $\varphi_{1}$ is the solution of

$$
\begin{cases}\partial_{t} \varphi_{1}=\partial_{x x}^{2} \varphi_{1}-\varphi_{1} \mu_{t}^{*}-\varphi_{*} \nu_{t}+\partial_{\varphi} g\left(\varphi_{*}\right) \varphi_{1} & \text { in }] 0, T[\times] 0, R[  \tag{5.12}\\ \partial_{x} \varphi_{1}(t, 0)=\partial_{x} \varphi_{1}(t, R)=0 & t \in] 0, T[ \\ \varphi_{1}(0, x)=0 & x \in] 0, R[ \end{cases}
$$

and $\varphi_{2}$ is the weak solution of the initial-boundary value problem

$$
\begin{cases}\partial_{t} \varphi_{2}=\partial_{x x}^{2} \varphi_{2}-\varphi_{2} \mu_{t}^{*}-2 \nu_{t} \varphi_{1}+\partial_{\varphi} g\left(\varphi_{*}\right) \varphi_{2}+\partial_{\varphi \varphi}^{2} g\left(\varphi_{*}\right) \varphi_{1}^{2} & \text { in }] 0, T[\times] 0, R[  \tag{5.13}\\ \partial_{x} \varphi_{2}(t, 0)=\partial_{x} \varphi_{2}(t, R)=0 & t \in] 0, T[ \\ \varphi_{2}(0, x)=0 & x \in] 0, R[ \end{cases}
$$

In the above equation, $\varphi_{*}$ is the weak solution of

$$
\begin{cases}\partial_{t} \varphi_{*}=\partial_{x x}^{2} \varphi_{*}-\varphi_{*} \mu_{t}^{*}+g\left(t, x, \varphi_{*}\right), & \text { in }] 0, T[\times] 0, R[  \tag{5.14}\\ \partial_{x} \varphi_{*}(t, 0)=\partial_{x} \varphi_{*}(t, R)=0, & t \in] 0, T[ \\ \varphi_{*}(0, x)=\varphi_{0}(x), & x \in] 0, R[ \end{cases}
$$

By using the convexity of the function $\Psi$, we infer from (5.10) that

$$
j^{\prime \prime}(\zeta) \leq \int_{0}^{T} \int_{0}^{R} \varphi_{2}(t, x) d \mu_{t}^{*}(x) d t+2 \int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t
$$

and hence the proof of Lemma 5.2 is an easy consequence of Lemma 5.3 below.
Lemma 5.3. Assume (H.1)-(H.6). Let $\mu^{*}$, $\varphi_{1}$ and $\varphi_{2}$ be the same as in (5.11), (5.12) and (5.13), respectively. Then there is a sufficiently small constant $\delta$ such that, if (5.4) holds, then

$$
\begin{equation*}
2 \int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t+\int_{0}^{T} \int_{0}^{R} \varphi_{2}(t, x) d \mu_{t}^{*}(x) d t<0 \tag{5.15}
\end{equation*}
$$

The proof of Lemma 5.3 is rather long and technical and it is established in $\S 6$.

## 6. Proof of Lemma 5.3

To establish the proof of Lemma 5.3 we proceed as follows: in $6.1,66.2$ and 6 we provide a formal argument which is completely justified only in the case when all the functions are sufficiently regular. In $\S 6.4$ we first conclude this formal argument by (formally) establishing 5.15 and then we explain how the formal argument can be made rigorous by relying on an approximation argument. To simplify notation, in the formal argument given in $\S 6.1, \$ 6.2$ and $\S 6.3$ we write $\sup _{t \in] 0, T[ }\left\|\mu_{t}\right\|_{\mathcal{M}(] 0, R[)}$ to denote ess $\sup _{t \in] 0, T[ }\left\|\mu_{t}\right\|_{\mathcal{M}(] 0, R[)}$.
6.1. Proof of Lemma 5.3; estimates on $\varphi_{*}$. We first control the distance of the function $\varphi_{*}$ from the constant $h$.
Lemma 6.1. Let $\varphi_{*}$ be the weak solution of the initial-boundary value problem (3.1), then

$$
\begin{equation*}
\left.\left\|\varphi_{*}(t, \cdot)-h\right\|_{L^{\infty}(] 0, R[)} \leq C\left(\alpha_{1}, M, T, R\right)\left(\left\|\varphi_{0}-h\right\|_{H^{1}(] 0, R[)}+\sup _{t \in] 0, T[ }\left\|\mu_{t}\right\|_{\mathcal{M}(] 0, R[)}\right) \quad \forall t \in\right] 0, T[ \tag{6.1}
\end{equation*}
$$

In particular, there is a threshold $\delta$, which only depends on $\alpha_{1}, M, T, R$ and $h$ such that, if (5.4) holds, then

$$
\begin{equation*}
\left.\varphi_{*}(t, x) \geq \frac{h}{2}>0 \quad \text { for a.e. }(t, x) \in\right] 0, T[\times] 0, R[ \tag{6.2}
\end{equation*}
$$

Proof. Owing to the Duhamel Representation Formula (see the Appendix) we have

$$
\begin{align*}
\varphi_{*}(t, x)= & \int_{0}^{R} D(t, x, y) \varphi_{0}(y) d y-\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \varphi_{*}(s, y) d \mu_{s}^{*}(y) d s \\
& +\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) f\left(s, y, \varphi_{*}(s, y)\right) \varphi_{*}(s, y) d y d s \tag{6.3}
\end{align*}
$$

We recall that $f(t, x, h) \equiv 0$, which implies that $\varphi \equiv h$ is a weak solution of the initial-boundary value problem (3.1) in the case when $\mu^{*} \equiv 0$. We deduce the following representation formula:

$$
\begin{align*}
\varphi_{*}(t, x)-h= & \int_{0}^{R} D(t, x, y)\left[\varphi_{0}(y)-h\right] d y-\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \varphi_{*}(s, y) d \mu_{s}^{*}(y) d s  \tag{6.4}\\
& +\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) f\left(s, y, \varphi_{*}(s, y)\right) \varphi_{*}(s, y) d y d s
\end{align*}
$$

In the previous expressions, $D$ is the same kernel as in A.1. Since $f(\cdot, \cdot, h) \equiv 0$, then

$$
\begin{align*}
\left|f\left(t, x, \varphi_{*}\right) \varphi_{*}\right| & =\left|f\left(t, x, \varphi_{*}\right) \varphi_{*}-f(t, x, h) \varphi_{*}\right| \stackrel{\sqrt{2.2}}{\leq} \alpha_{1}\left|\varphi_{*}\right|\left|\varphi_{*}-h\right|  \tag{6.5}\\
& \stackrel{3.11}{\leq} C\left(\alpha_{1}, M\right)\left|\varphi_{*}(t, x)-h\right| \quad \text { for every }(t, x) \in[0, T] \times[0, R]
\end{align*}
$$

By plugging the above inequality into (6.4 we infer

$$
\begin{aligned}
& \left\|\varphi_{*}(t, \cdot)-h\right\|_{L^{\infty}(\mathrm{j} 0, R[)} \stackrel{\sqrt{3.11}}{\leq}\|D(t, x, \cdot)\|_{L^{1}(\mathrm{l}, R[)}\left\|\varphi_{0}-h\right\|_{L^{\infty}(\mathrm{j} 0, R[)} \\
& +M \sup _{t}\left\|\mu^{*}\right\|_{\mathcal{M}(j 0, R[)} \int_{0}^{t}\|D(t-s, x, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)} d s \\
& +\int_{0}^{t}\|D(t-s, x, \cdot)\|_{L^{1}(0, R[)}\left\|f\left(s, \cdot, \varphi_{*}\right) \varphi_{*}(s, \cdot)\right\|_{L^{\infty}(00, R[)} d s \\
& \stackrel{\text { A.3], A.2] }}{\leq} K\left\|\varphi_{0}-h\right\|_{L^{\infty}(j 0, R[)}+C(M, R) \sup _{t}\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(j 0, R \mid)} \int_{0}^{t} \frac{1}{\sqrt{t-s}} d s \\
& +K \int_{0}^{t}\left\|f\left(s, \cdot, \varphi_{*}\right) \varphi_{*}(s, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)} d s \\
& \stackrel{1.88, \sqrt{6.5}}{\leq} C(R)\left\|\varphi_{0}-h\right\|_{H^{1}(00, R[)}+C(M, T, R) \sup _{t}\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(00, R[)} \\
& +C\left(\alpha_{1}, M\right) \int_{0}^{t}\left\|\varphi_{*}(s, \cdot)-h\right\|_{L^{\infty}(j 0, R[)} d s .
\end{aligned}
$$

Owing to the Gronwall Lemma, the above inequality implies (6.1).
Next, we control the derivative $\partial_{x} \varphi_{*}$ in $L^{\infty}(] 0, T\left[, L^{2}(] 0, R[)\right)$.

Lemma 6.2. Under the same assumptions as in the statement of Lemma 6.1, we have

$$
\begin{equation*}
\left.\left\|\partial_{x} \varphi_{*}(t, \cdot)\right\|_{L^{2}(j 0, R[)} \leq C\left(\alpha_{1}, M, T, R\right)\left[\left\|\varphi_{0}-h\right\|_{H^{1}(] 0, R[)}+\sup _{t \in] 0, T[ }\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(] 0, R[)}\right] \quad \forall t \in\right] 0, T[. \tag{6.6}
\end{equation*}
$$

Proof. By differentiating the representation formula (6.3) with respect to $x$ and using (A.8) we get

$$
\begin{align*}
\partial_{x} \varphi_{*}(t, x)= & \underbrace{\int_{0}^{R} \tilde{D}(t, x, y) \varphi_{0}^{\prime}(y) d y}_{I_{1}(t, x)}-\underbrace{\int_{0}^{t} \int_{0}^{R} \partial_{x} D(t-s, x, y) \varphi_{*}(s, y) d \mu_{s}^{*}(y) d s}_{I_{2}(t, x)} \\
& +\underbrace{\int_{0}^{t} \int_{0}^{R} \partial_{x} D(t-s, x, y) f\left(s, y, \varphi_{*}\right) \varphi_{*}(s, y) d y d s}_{I_{3}(t, x)} \tag{6.7}
\end{align*}
$$

We control the first term by arguing as follows:

$$
\begin{align*}
\left\|I_{1}(t, \cdot)\right\|_{L^{2}(] 0, R[)} & =\left[\int_{0}^{R}\left(\int_{0}^{R} \tilde{D}(t, x, y) \varphi_{0}^{\prime}(y) d y\right)^{2} d x\right]^{1 / 2} \\
& \stackrel{\text { Hölder }}{\leq}\left[\int_{0}^{R}\left(\int_{0}^{R} \tilde{D}(t, x, y)\left(\varphi_{0}^{\prime}\right)^{2}(y) d y\right)\left(\int_{0}^{R} \tilde{D}(t, x, y) d y\right) d x\right]^{1 / 2} \\
& \stackrel{\text { A.10) }}{\leq} K\left[\int_{0}^{R} \int_{0}^{R} \tilde{D}(t, x, y)\left(\varphi_{0}^{\prime}\right)^{2}(y) d y d x\right]^{1 / 2}  \tag{6.8}\\
& \leq K\left(\int_{0}^{R}\left(\varphi_{0}^{\prime}\right)^{2}(y) \int_{0}^{R} \tilde{D}(t, x, y) d x d y\right)^{1 / 2} \\
& \stackrel{\text { A.12) }}{\leq} K\left[\int_{0}^{R}\left(\varphi_{0}^{\prime}\right)^{2}(y)\right]^{1 / 2} \leq K\left\|\varphi_{0}-h\right\|_{H^{1}(] 0, R[)} .
\end{align*}
$$

To establish the last inequality, we have used the fact that $h$ is a constant. Owing to the Bochner Theorem [18, p.473], we have

$$
\begin{align*}
\left\|I_{2}(t, \cdot)\right\|_{L^{2}([0, R[)} & \leq \int_{0}^{t}\left\|\int_{0}^{R} \partial_{x} D(t-s, \cdot, y) \varphi_{*}(s, y) d \mu_{s}^{*}(y)\right\|_{L^{2}(00, R[)} d s \\
& \stackrel{\text { B.11] }}{\leq} M \int_{0}^{t}\left[\int_{0}^{R}\left(\int_{0}^{R}\left|\partial_{x} D\right|(t-s, x, y) d \mu_{s}^{*}(y)\right)^{2} d x\right]^{1 / 2} d s \\
& \stackrel{\text { Ḧ̈lder }}{\leq} M \int_{0}^{t}\left[\int_{0}^{R}\left(\int_{0}^{R}\left(\partial_{x} D\right)^{2}(t-s, x, y) d \mu_{s}^{*}(y)\right)\left\|\mu_{s}^{*}\right\|_{\mathcal{M}(] 0, R[)} d x\right]^{1 / 2} d s \\
& \leq M\left(\sup _{s \in] 0, T[ }\left\|\mu_{s}^{*}\right\|_{\mathcal{M}(00, R[)}\right)^{1 / 2} \int_{0}^{t}\left(\int_{0}^{R} \int_{0}^{R}\left(\partial_{x} D\right)^{2}(t-s, x, y) d x d \mu_{s}^{*}(y)\right)^{1 / 2} d s  \tag{6.9}\\
& \stackrel{\text { A..6] }}{\leq} C(M)\left(\sup _{s \in] 0, T[ }\left\|\mu_{s}^{*}\right\|_{\mathcal{M}(j 0, R[)}\right)^{1 / 2} \int_{0}^{t}\left[\int_{0}^{R} \frac{1}{(t-s)^{3 / 2}} d \mu_{s}^{*}(y)\right]^{1 / 2} d s \\
& \leq C(M) \sup _{s \in] 0, T[ }\left\|\mu_{s}^{*}\right\|_{\mathcal{M}(] 0, R[)} \int_{0}^{t} \frac{1}{(t-s)^{3 / 4}} d s \\
& \leq C(M, T) \sup _{s \in] 0, T[ }\left\|\mu_{s}^{*}\right\|_{\mathcal{M}(00, R[)} .
\end{align*}
$$

By using again the Bochner Theorem [18, p.473] and arguing as before we get

$$
\begin{align*}
& \left\|I_{3}(t, \cdot)\right\|_{L^{2}(0, R[)} \leq \int_{0}^{t}\left\|\int_{0}^{R} \partial_{x} D(t-s, \cdot, y) f\left(s, y, \varphi_{*}\right) \varphi_{*}(s, y) d y\right\|_{L^{2}(j 0, R[)} d s \\
& \stackrel{(2.8), \sqrt{6.5}}{\leq} C\left(M, \alpha_{1}\right) \int_{0}^{t}\left\|\int _ { 0 } ^ { R } \left|\partial_{x} D(t-s, \cdot, y)\left\|\varphi_{*}-h \mid(s, y) d y\right\|_{L^{2}(] 0, R[)} d s\right.\right. \\
& \leq C\left(M, \alpha_{1}\right) \int_{0}^{t} \int_{0}^{R}\left\|\partial_{x} D(t-s, \cdot, y)\right\|_{L^{2}(] 0, R[)}\left|\varphi_{*}-h\right|(s, y) d y d s  \tag{6.10}\\
& \stackrel{\text { A.6] }}{\leq} C\left(\alpha_{1}, M\right) \int_{0}^{t}\left\|\varphi_{*}(s, \cdot)-h\right\|_{L^{\infty}(j 0, R[)} \frac{1}{(t-s)^{3 / 4}} d s \\
& \stackrel{\sqrt{6.1]}}{\leq} C\left(\alpha_{1}, M, T, R\right)\left[\sup _{t \in] 0, T[ }\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(00, R[)}+\left\|\varphi_{0}-h\right\|_{H^{1}(0, R[)}\right] \int_{0}^{t} \frac{1}{(t-s)^{3 / 4}} d s \\
& \leq C\left(\alpha_{1}, M, T, R\right)\left[\sup _{t \in] 0, T[ }\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(] 0, R[)}+\left\|\varphi_{0}-h\right\|_{\left.H^{1}(00, R]\right)}\right] .
\end{align*}
$$

By plugging (6.8), 6.9) and 6.10 into 6.7) we establish 6.6).
6.2. Proof of Lemma 5.3; estimates on $\varphi_{1}$. We can now control the first term in (5.15).

Lemma 6.3. Under the same assumptions as in the statement of Lemma 6.1, we have

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t \leq\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)}^{2}\left[-C\left(M, h_{*}\right)+C\left(\alpha_{1}, \alpha_{2}, M, h, T, R\right) \delta\right] \tag{6.11}
\end{equation*}
$$

Proof. We argue according to the following steps.
STEP 1: we find a more convenient expression for the left hand side of (6.11). Owing to (6.2), the function $\varphi_{*}$ is bounded away from 0 . We recall that by definition $g(\cdot, \cdot, \varphi)=f(\cdot, \cdot, \varphi) \varphi$, which implies that

$$
\partial_{\varphi} g\left(\cdot, \cdot, \varphi_{*}\right)=f\left(\cdot, \cdot,, \varphi_{*}\right)+\partial_{\varphi} f\left(\cdot, \cdot,, \varphi_{*}\right) \varphi_{*}
$$

We divide the equation at the first line of 4.6 times $\varphi_{*}$ and we use the above expression for $\partial_{\varphi} g$. We eventually get

$$
\nu_{t}=-\frac{\partial_{t} \varphi_{1}}{\varphi_{*}}+\frac{\partial_{x x}^{2} \varphi_{1}}{\varphi_{*}}-\frac{\varphi_{1}}{\varphi_{*}} \mu_{t}^{*}+f\left(\cdot, \cdot,, \varphi_{*}\right) \frac{\varphi_{1}}{\varphi_{*}}+\partial_{\varphi} f\left(t, x, \varphi_{*}\right) \varphi_{1}
$$

By using the above expression for $\nu_{t}$, we can formally rewrite the left hand side of (6.11) as

$$
\begin{align*}
\int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t= & -\int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}}{\varphi_{*}} \partial_{t} \varphi_{1} d x d t+\int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}}{\varphi_{*}} \partial_{x x}^{2} \varphi_{1} d x d t-\int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} d \mu^{*}(x) d t  \tag{6.12}\\
& +\int_{0}^{T} \int_{0}^{R}\left(f\left(t, x, \varphi_{*}\right) \frac{\varphi_{1}^{2}}{\varphi_{*}}+\partial_{\varphi} f\left(t, x, \varphi_{*}\right) \varphi_{1}^{2}\right) d x d t
\end{align*}
$$

Step 2: we separately control each of the terms in 6.12). Owing to Cauchy condition $\varphi_{1}(0, \cdot) \equiv 0$ in (4.6) and to the inequality (6.2) we have

$$
\begin{align*}
-\int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}}{\varphi_{*}} \partial_{t} \varphi_{1} d x d t= & -\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\partial_{t} \varphi_{1}^{2}}{\varphi_{*}} d x d t=-\frac{1}{2} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}}(T, x) d x-\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{t} \varphi_{*} d x d t  \tag{6.13}\\
& \stackrel{[6.2]}{\leq}-\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{t} \varphi_{*} d x d t \\
& \stackrel{(5.14]}{=}-\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{x x} \varphi_{*} d x d t+\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} d \mu^{*}(x) d t \\
& -\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} f\left(t, x, \varphi_{*}\right) d x d t
\end{align*}
$$

By using the fact that $\varphi_{*}$ satisfies homogeneous Neumann boundary conditions (3.1) we obtain

$$
\begin{equation*}
-\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{x x}^{2} \varphi_{*} d x d t=\int_{0}^{T} \int_{0}^{R} \partial_{x} \varphi_{*} \partial_{x} \varphi_{1} \frac{\varphi_{1}}{\varphi_{*}^{2}} d x d t-\int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{*}\right)^{2} \frac{\varphi_{1}^{2}}{\varphi_{*}^{3}} d x d t . \tag{6.14}
\end{equation*}
$$

By using the fact that $\varphi_{1}$ satisfies homogeneous Neumann boundary conditions 4.6) we get

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}}{\varphi_{*}} \partial_{x x}^{2} \varphi_{1} d x d t=-\int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{1}\right)^{2}}{\varphi_{*}} d x d t+\int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}}{\varphi_{*}^{2}} \partial_{x} \varphi_{1} \partial_{x} \varphi_{*} d x d t \tag{6.15}
\end{equation*}
$$

By plugging (6.13), (6.15) and (6.14) into (6.12) we arrive at

$$
\begin{align*}
\int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t & \stackrel{\sqrt{6.12]},}{\leq}-\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{x x} \varphi_{*} d x d t+\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} d \mu^{*}(x) d t \\
& -\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} f\left(t, x, \varphi_{*}\right) d x d t+\int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}}{\varphi_{*}} \partial_{x x}^{2} \varphi_{1} d x d t \\
& -\int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} d \mu^{*}(x) d t \\
& +\int_{0}^{T} \int_{0}^{R}\left(f\left(t, x, \varphi_{*}\right) \frac{\varphi_{1}^{2}}{\varphi_{*}}+\partial_{\varphi} f\left(t, x, \varphi_{*}\right) \varphi_{1}^{2}\right) d x d t \\
& \stackrel{(6.14]}{\leq} \int_{0}^{T} \int_{0}^{R} \partial_{x} \varphi_{*} \partial_{x} \varphi_{1} \frac{\varphi_{1}}{\varphi_{*}^{2}} d x d t-\int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{*}\right)^{2} \frac{\varphi_{1}^{2}}{\varphi_{*}^{3}} d x d t \\
& -\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} d \mu^{*}(x) d t  \tag{6.16}\\
& +\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} f\left(t, x, \varphi_{*}\right) d x d t+\int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}}{\varphi_{*}} \partial_{x x}^{2} \varphi_{1} d x d t \\
& +\int_{0}^{T} \int_{0}^{R} \partial_{\varphi} f\left(t, x, \varphi_{*}\right) \varphi_{1}^{2} d x d t \\
& \stackrel{6.15)}{\leq} 2 \int_{0}^{T} \int_{0}^{R} \partial_{x} \varphi_{*} \partial_{x} \varphi_{1} \frac{\varphi_{1}}{\varphi_{*}^{2}} d x d t-\int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{*}\right)^{2} \frac{\varphi_{1}^{2}}{\varphi_{*}^{3}} d x d t \\
& -\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} d \mu^{*}(x) d t \\
& +\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} f\left(t, x, \varphi_{*}\right) d x d t-\int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{1}\right)^{2}}{\varphi_{*}} d x d t \\
& +\int_{0}^{T} \int_{0}^{R} \partial_{\varphi} f\left(t, x, \varphi_{*}\right) \varphi_{1}^{2} d x d t .
\end{align*}
$$

Next, we use the Young Inequality and we get

$$
2 \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}}{\varphi_{*}^{2}} \partial_{x} \varphi_{1} \partial_{x} \varphi_{*} d x d t \leq \frac{1}{a} \int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{1}\right)^{2}}{\varphi_{*}} d x d t+a \int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{*}\right)^{2}}{\varphi_{*}^{3}} \varphi_{1}^{2} d x d t
$$

for some $a>0$ to be determined in the following. We plug the above inequality into (6.16) and we get

$$
\begin{align*}
\int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t \leq & {\left[\frac{1}{a}-1\right] \int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{1}\right)^{2}}{\varphi_{*}} d x d t+[a-1] \int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{*}\right)^{2}}{\varphi_{*}^{3}} \varphi_{1}^{2} d x d t } \\
& -\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} d \mu^{*}(x) d t+\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} f\left(t, x, \varphi_{*}\right) d x d t \\
& +\int_{0}^{T} \int_{0}^{R} \partial_{\varphi} f\left(t, x, \varphi_{*}\right) \varphi_{1}^{2} d x d t  \tag{6.17}\\
& \stackrel{\mid 6.2]}{\leq}\left[\frac{1}{a}-1\right] \int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{1}\right)^{2}}{\varphi_{*}} d x d t+[a-1] \int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{*}\right)^{2}}{\varphi_{*}^{3}} \varphi_{1}^{2} d x d t \\
& +\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} f\left(t, x, \varphi_{*}\right) d x d t+\int_{0}^{T} \int_{0}^{R} \partial_{\varphi} f\left(t, x, \varphi_{*}\right) \varphi_{1}^{2} d x d t
\end{align*}
$$

Owing to (5.2), we get

$$
\begin{align*}
& \int_{0}^{T} \int_{0}^{R} \partial_{\varphi} f\left(t, x, \varphi_{*}\right) \varphi_{1}^{2} d x d t \leq \int_{0}^{T} \int_{0}^{R}\left[-h_{*}+\left[\partial_{\varphi} f\left(t, x, \varphi_{*}\right)-\partial_{\varphi} f(t, x, h)\right]\right] \varphi_{1}^{2}(t, x) d x d t \\
& \stackrel{(5.3)}{\leq} \int_{0}^{T} \int_{0}^{R}\left[-h_{*}+\alpha_{2}\left|\varphi_{*}-h\right|\right] \varphi_{1}^{2} d x d t \tag{6.18}
\end{align*}
$$

Next, we choose $a=2$ and by recalling (3.11) we infer

$$
\left[\frac{1}{a}-1\right] \int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{1}\right)^{2}}{\varphi_{*}} d x d t=-\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{1}\right)^{2}}{\varphi_{*}} d x d t \stackrel{\sqrt{3.11 \mid}}{\leq}-C(M) \int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{1}\right)^{2} d x d t
$$

By combining the above equation with (6.18) and plugging the result in (6.17) we arrive at

$$
\begin{align*}
\int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t \leq & -C(M) \int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{1}\right)^{2} d x d t-h_{*} \int_{0}^{T} \int_{0}^{R} \varphi_{1}^{2} d x d t+\int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{*}\right)^{2}}{\varphi_{*}^{3}} \varphi_{1}^{2} d x d t  \tag{6.19}\\
& +\frac{1}{2} \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}} f\left(t, x, \varphi_{*}\right) d x d t+\alpha_{2} \int_{0}^{T} \int_{0}^{R}\left|\varphi_{*}-h\right| \varphi_{1}^{2} d x d t \\
& \stackrel{\text { (2.2] }}{\leq}-C\left(M, h_{*}\right)\left\|\varphi_{1}\right\|_{\left.L^{2}(] 0, T\left[; H^{1}(] 0, R \mid\right)\right)}^{2}+\int_{0}^{T} \int_{0}^{R} \frac{\left(\partial_{x} \varphi_{*}\right)^{2}}{\varphi_{*}^{3}} \varphi_{1}^{2} d x d t \\
& +C\left(\alpha_{1}\right) \int_{0}^{T} \int_{0}^{R} \frac{\varphi_{1}^{2}}{\varphi_{*}}\left|\varphi_{*}-h\right| d x d t+\alpha_{2} \int_{0}^{T} \int_{0}^{R}\left|\varphi_{*}-h\right| \varphi_{1}^{2} d x d t \\
& \stackrel{\sqrt{6.2]}}{\leq}-C\left(M, h_{*}\right)\left\|\varphi_{1}\right\|_{\left.L^{2}(] 0, T\left[; H^{1}(] 0, R \mid\right)\right)}^{2}+\underbrace{C(h) \int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{*}\right)^{2} \varphi_{1}^{2} d x d t}_{A_{2}} \\
& +\underbrace{C\left(\alpha_{1}, \alpha_{2}, h\right) \int_{0}^{T} \int_{0}^{R} \varphi_{1}^{2}\left|\varphi_{*}-h\right| d x d t}_{A_{1}}
\end{align*}
$$

To control $A_{1}$ we use (6.6) and argue as follows:

$$
\begin{align*}
& A_{1}=C(h) \int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{*}\right)^{2} \varphi_{1}^{2} d x d t \leq C(h) \int_{0}^{T}\left\|\varphi_{1}(t, \cdot)\right\|_{L^{\infty}(j 0, R[)}^{2} \int_{0}^{R}\left(\partial_{x} \varphi_{*}\right)^{2} d x d t \\
& \stackrel{1.8)}{\leq} C(h, R) \int_{0}^{T}\left\|\varphi_{1}(t, \cdot)\right\|_{H^{1}(] 0, R[)}^{2} \int_{0}^{R}\left(\partial_{x} \varphi_{*}\right)^{2} d x d t \\
& \stackrel{\text { [6.6) }}{\leq} C(M, h, T, R)\left\|\varphi_{1}\right\|_{L^{2}\left(\left[0, T\left[; H^{1}(] 0, R[)\right)\right.\right.}^{2}\left[\left\|\varphi_{0}-h\right\|_{H^{1}(j 0, R[)}+\sup _{t \in] 0, T[ }\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(] 0, R])}\right]  \tag{6.20}\\
& \stackrel{55.4}{\leq} C(M, h, T, R)\left\|\varphi_{1}\right\|_{L^{2}\left(0, T\left[; H^{1}(0, R[))\right.\right.}^{2} \delta .
\end{align*}
$$

To control $A_{2}$ we use (6.1) and we get

$$
\begin{align*}
A_{2} & =C\left(\alpha_{1}, \alpha_{2}, h\right) \int_{0}^{T} \int_{0}^{R} \varphi_{1}^{2}\left|\varphi_{*}-h\right| d x d t \\
& \stackrel{\sqrt{6.1}}{\leq} C\left(\alpha_{1}, \alpha_{2}, M, h, T, R\right)\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)}^{2}\left[\left\|\varphi_{0}-h\right\|_{H^{1}(] 0, R[)}+\sup _{t \in] 0, T[ }\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(00, R])}\right]  \tag{6.21}\\
& \stackrel{\sqrt{5.4}}{\leq} C\left(\alpha_{1}, \alpha_{2}, M, h, T, R\right)\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(0, R[))\right.}^{2} \delta .
\end{align*}
$$

By plugging (6.20) and (6.21) into 6.19) we eventually arrive at

$$
\int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t \leq\left\|\varphi_{1}\right\|_{L^{2}\left(0, T\left[; H^{1}(j 0, R[))\right.\right.}^{2}\left[-C\left(M, h_{*}\right)+C\left(\alpha_{1}, \alpha_{2}, M, h, T, R\right) \delta\right],
$$

that is 6.11).
6.3. Proof of Lemma 5.3; estimates on $\varphi_{2}$. We now establish a control on the $L^{\infty}$ norm of $\varphi_{2}$.

Lemma 6.4. Under the same assumptions as in the statement of Lemma 6.1, we have

$$
\begin{equation*}
\int_{0}^{T}\left\|\varphi_{2}(t, \cdot)\right\|_{L^{\infty}(j 0, R \mid)} d t \leq C\left(\alpha_{1}, \alpha_{2}, M, h, T, R, F\right)\left\|\varphi_{1}\right\|_{L^{2}\left(j 0, T\left[; H^{1}(j 0, R[))\right.\right.}^{2} \tag{6.22}
\end{equation*}
$$

Proof. First, we recall that, since $g(t, x, \varphi)=f(t, x, \varphi) \varphi$, then

$$
\partial_{\varphi} g=\partial_{\varphi} f \cdot \varphi+f, \quad \partial_{\varphi \varphi}^{2} g=\partial_{\varphi \varphi}^{2} f \cdot \varphi+2 \partial_{\varphi} f .
$$

This implies

$$
\begin{align*}
&\left\|\partial_{\varphi} g\left(\cdot, \cdot,, \varphi_{*}\right)\right\|_{L^{\infty}(j 0, T[\times] 0, R[)} \stackrel{2.2), \sqrt{3.11]}}{\leq} \alpha_{1} M+\left\|f\left(\cdot, \cdot, \varphi_{*}\right)-f(\cdot, \cdot, h)\right\|_{L^{\infty}([0, T[\times] 0, R[)} \\
& \stackrel{(5.4), \sqrt{6.1]}}{\leq} C\left(\alpha_{1}, M\right)+C\left(\alpha_{1}, M, T, R\right) \delta \\
& \delta \leq 1  \tag{6.23}\\
& \leq
\end{align*} C\left(\alpha_{1}, M, T, R\right)
$$

and, by combining (2.2), (3.11) and (5.3),

$$
\begin{equation*}
\left\|\partial_{\varphi \varphi}^{2} g\left(\cdot, \cdot, \varphi_{*}\right)\right\|_{L^{\infty}(j 0, T[\times] 0, R \mid)} \leq C\left(\alpha_{1}, \alpha_{2}, M\right) \tag{6.24}
\end{equation*}
$$

By applying the Duhamel Representation Formula (see the Appendix) to the linear equation (5.13) we arrive at

$$
\begin{aligned}
\varphi_{2}(t, x)= & -\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \varphi_{2}(s, y) d \mu_{s}^{*}(y) d s-2 \int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \varphi_{1}(s, y) d \nu_{s}(y) d s \\
& +\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \partial_{\varphi} g\left(s, y, \varphi_{*}\right) \varphi_{2}(s, y) d y d s+\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \partial_{\varphi \varphi}^{2} g\left(s, y, \varphi_{*}\right) \varphi_{1}^{2}(s, y) d y d s
\end{aligned}
$$

The above representation formula implies

$$
\begin{align*}
\left|\varphi_{2}(t, x)\right| \stackrel{\boxed{6.233}, \sqrt{6.24}}{\leq} & \int_{0}^{t}\|D(t-s, x, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)}\left\|\varphi_{2}(s, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)}\left\|\mu_{s}^{*}\right\|_{\mathcal{M}(j 0, R])} d s \\
& +I(t)+C\left(\alpha_{1}, M, T, R\right) \int_{0}^{t}\|D(t-s, x, \cdot)\|_{\left.L^{1}(j 0, R]\right)}\left\|\varphi_{2}(s, \cdot)\right\|_{L^{\infty}(j 0, R \mid)} d s  \tag{6.25}\\
& +C\left(\alpha_{1}, \alpha_{2}, M\right) \int_{0}^{t}\|D(t-s, x, \cdot)\|_{\left.L^{1}(j 0, R]\right)}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R \mid}^{2} d s,
\end{align*}
$$

where we have defined the function $I(t)$ by setting

$$
\begin{equation*}
I(t):=2 \sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \varphi_{1}(s, y) d \nu_{s}(y) d s\right| . \tag{6.26}
\end{equation*}
$$

From (6.25) we get

$$
\begin{align*}
& \left\|\varphi_{2}(t, \cdot)\right\|_{L^{\infty}(j 0, R[)} \stackrel{A .2\rangle, \sqrt{A .3)}}{\leq} \sup _{t}\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(00, T[)} \int_{0}^{t} \frac{C(R)}{\sqrt{t-s}}\left\|\varphi_{2}(s, \cdot)\right\|_{L^{\infty}(j 0, R[)} d s \\
& +I(t)+C\left(\alpha_{1}, M, T, R\right) \int_{0}^{t}\left\|\varphi_{2}(s, \cdot)\right\|_{L^{\infty}(j 0, R[)} d s \\
& +C\left(\alpha_{1}, \alpha_{2}, M\right) \int_{0}^{t}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R I)}^{2} d s \\
& \stackrel{[5.4), \sqrt[1.8)]{\leq}}{=} \int_{0}^{t} \frac{C(R)}{\sqrt{t-s}}\left\|\varphi_{2}(s, \cdot)\right\|_{L^{\infty}(j 0, R[)} d s+I(t)  \tag{6.27}\\
& +C\left(\alpha_{1}, M, T, R\right) \int_{0}^{t}\left\|\varphi_{2}(s, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)} d s \\
& +C\left(\alpha_{1}, \alpha_{2}, M, R\right)\left\|\varphi_{1}\right\|_{L^{2}\left(\left[0, T\left[; H^{1}(] 0, R[)\right)\right.\right.}^{2} \\
& \stackrel{\delta \leq 1}{\leq} C\left(\alpha_{1}, M, T, R\right) \int_{0}^{t}\left(\frac{1}{\sqrt{t-s}}+1\right)\left\|\varphi_{2}(s, \cdot)\right\|_{L^{\infty}(j 0, R \mid)} d s \\
& +I(t)+C\left(\alpha_{1}, \alpha_{2}, M, R\right)\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(00, R[))\right.}^{2} .
\end{align*}
$$

Next, we point out that by definition (6.26) the function $I$ is nondecreasing and we apply the Gronwall Lemma. We get

$$
\left\|\varphi_{2}(t, \cdot)\right\|_{L^{\infty}(] 0, R[ } \stackrel{\sqrt{6.27}, \text { Gronwall }}{\leq} C\left(\alpha_{1}, \alpha_{2}, M, T, R\right)\left[I(t)+\left\|\varphi_{1}\right\|_{L^{2}\left(0, T\left[; H^{1}(00, R[))\right.\right.}^{2}\right] .
$$

Finally, we conclude the proof of Lemma 6.4 by time integrating the above inequality and using Lemma 6.5 below.

To conclude the proof of Lemma 6.4 we are left to establish the following result.
Lemma 6.5. Let I be the same function as in (6.26), then we have

$$
\begin{equation*}
\int_{0}^{T} I(t) d t \leq C\left(\alpha_{1}, M, h, T, R, h, F\right)\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right.}^{2} \tag{6.28}
\end{equation*}
$$

Proof. First, we use the formula in the proof of Lemma 6.3 for $\nu_{t}$, we recall that $I$ is defined as in 6.26) and we get

$$
\begin{align*}
\int_{0}^{T} I(t) d t & \stackrel{\boxed{6.2]}=}{2 \underbrace{T}_{J_{1}} \sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \frac{\partial_{t} \varphi_{1}}{\varphi_{*}} \varphi_{1}(s, y) d y d s\right| d t} \\
& +\underbrace{2 \int_{0}^{T} \sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \frac{\partial_{x x}^{2} \varphi_{1}}{\varphi_{*}} \varphi_{1}(s, y) d y d s\right| d t}_{J_{2}} \\
& +\underbrace{2 \int_{0}^{T} \sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}}(s, y) d \mu_{s}^{*}(y) d s\right| d t}_{J_{3}}  \tag{6.29}\\
& +\underbrace{2 \int_{0}^{T} \sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \partial_{\varphi} f\left(s, y, \varphi_{*}\right) \varphi_{1}^{2}(s, y) d y d s\right| d t}_{J_{5}} \\
& +\underbrace{2}_{\sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \frac{f\left(s, y, \varphi_{*}\right)}{\varphi_{*}} \varphi_{1}^{2}(s, y) d y d s\right| d t}
\end{align*}
$$

We now separately control the terms $J_{1}, \ldots, J_{5}$. First, we consider the term $J_{1}$ : we point out that

$$
\begin{equation*}
2 \frac{\partial_{t} \varphi_{1}}{\varphi_{*}} \varphi_{1}=\frac{\partial_{t} \varphi_{1}^{2}}{\varphi_{*}}=\partial_{t}\left[\frac{\varphi_{1}^{2}}{\varphi_{*}}\right]+\frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{t} \varphi_{*} . \tag{6.30}
\end{equation*}
$$

and we get

$$
\begin{align*}
J_{1} \stackrel{\boxed{6.30}}{\leq} & \int_{0}^{T} \sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \partial_{s}\left[\frac{\varphi_{1}^{2}}{\varphi_{*}}\right](s, y) d y d s\right| d t \\
& +\underbrace{\int_{0}^{T} \sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{s} \varphi_{*}(s, y) d y d s\right| d t}_{J_{12}} \tag{6.31}
\end{align*}
$$

By using the Integration by Parts Formula and the initial condition $\varphi_{1}(t=0) \equiv 0$ we get

$$
\begin{align*}
& \int_{0}^{T} \sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \partial_{s}\left[\frac{\varphi_{1}^{2}}{\varphi_{*}}\right](s, y) d y d s\right| d t \\
& \leq \int_{0}^{T} \sup _{x \in] 0, R[ }\left|\int_{0}^{t} \int_{0}^{R} \partial_{s} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}}(s, y) d y d s\right| d t \\
& +\int_{0}^{T} \lim _{s \rightarrow t^{-}}\left|\sup _{x \in] 0, R[ } \int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}}(s, y) d y\right| d t \\
& \stackrel{\text { (6.2), (A.3] }}{=} \underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} \partial_{x x} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}}(s, y) d y\right| d s d t}_{J_{11}}  \tag{6.32}\\
& +C(h) \int_{0}^{T}\left\|\varphi_{1}(t, \cdot)\right\|_{L^{\infty}(j 0, R[)}^{2} d t \\
& \stackrel{\text { 1.8) }}{\leq} J_{11}+C(h, R) \int_{0}^{T}\left\|\varphi_{1}(t, \cdot)\right\|_{H^{1}(j 0, R D)}^{2} d t \\
& \leq J_{11}+C(h, R)\left\|\varphi_{1}\right\|_{L^{2}\left(j 0, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} .
\end{align*}
$$

By plugging the above formula into (6.31) we get

$$
\begin{equation*}
J_{1} \leq J_{11}+J_{12}+C(h, R)\left\|\varphi_{1}\right\|_{L^{2}\left(\left[0, T\left[; H^{1}(j 0, R[))\right.\right.\right.}^{2} . \tag{6.33}
\end{equation*}
$$

We now focus on the term $J_{11}$ defined in $(\sqrt{6.32})$. First, we point out that

$$
\begin{equation*}
\partial_{y}\left[\frac{\varphi_{1}^{2}}{\varphi_{*}}\right]=2 \frac{\varphi_{1}}{\varphi_{*}} \partial_{y} \varphi_{1}-\frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{y} \varphi_{*} . \tag{6.34}
\end{equation*}
$$

We infer that

$$
\begin{align*}
& J_{11} \stackrel{\text { A.8] }}{\leq} \int_{0}^{T} \int_{0}^{t} \sup _{x \in[0, R[ }\left|\int_{0}^{R} \partial_{x} \tilde{D}(t-s, x, y) \partial_{y}\left[\frac{\varphi_{1}^{2}}{\varphi_{*}}\right](s, y) d y\right| d s d t \\
& \quad \underbrace{\sqrt[66.34]]{\leq}}_{J_{111}} K \underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} \partial_{x} \tilde{D}(t-s, x, y) \frac{\varphi_{1}}{\varphi_{*}} \partial_{y} \varphi_{1}(s, y) d y\right| d s d t}_{J_{112}}  \tag{6.35}\\
&+K \underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} \partial_{x} \tilde{D}(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{y} \varphi_{*}(s, y) d y\right| d s d t .}
\end{align*}
$$

We now control $J_{111}$ :

$$
\begin{align*}
& J_{111} \leq \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ } \int_{0}^{R}\left|\partial_{x} \tilde{D}(t-s, x, y) \frac{\varphi_{1}}{\varphi_{*}} \partial_{y} \varphi_{1}(s, y)\right| d y d s d t \\
& \stackrel{\substack{\text { Hölder } \\
\leq}}{\leq} \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left\|\partial_{x} \tilde{D}(t-s, x, \cdot)\right\|_{L^{2}([0, R[)}\left\|\frac{\varphi_{1}}{\varphi_{*}} \partial_{y} \varphi_{1}(s, \cdot)\right\|_{L^{2}(00, R[)} d s d t \\
& \xrightarrow{\text { [6.22, }} C(h) \int_{0}^{T} \int_{0}^{t} \frac{1}{(t-s)^{3 / 4}}\left\|\varphi_{1}(s, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)}\left\|\partial_{y} \varphi_{1}\right\|_{L^{2}(] 0, R[)} d s d t \\
& \stackrel{\text { Young }}{\leq} C(h) \int_{0}^{T} \int_{0}^{t} \frac{1}{(t-s)^{3 / 4}}\left[\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R[)}^{2}+\left\|\partial_{y} \varphi_{1}\right\|_{\left.L^{2}(00, R]\right)}^{2}\right] d s d t  \tag{6.36}\\
& \stackrel{\text { 1.8) }}{\leq} C(h, R) \int_{0}^{T} \int_{0}^{t} \frac{1}{(t-s)^{3 / 4}}\left\|\varphi_{1}(s, \cdot)\right\|_{\left.H^{1}(] 0, R \mid\right)}^{2} d s d t \\
& =C(h, R) \int_{0}^{T}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(0, R[)}^{2} \int_{s}^{T} \frac{1}{(t-s)^{3 / 4}} d t d s \\
& \leq C(h, T, R)\left\|\varphi_{1}\right\|_{L^{2}\left(0, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} .
\end{align*}
$$

Next, we control $J_{112}$ :

$$
\begin{align*}
& J_{112} \leq \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ } \int_{0}^{R}\left|\partial_{x} \tilde{D}(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{y} \varphi_{*}(s, y)\right| d y d s d t \\
& \stackrel{\text { Hölder }}{\leq} \int_{0}^{T} \sup _{x \in] 0, R[ } \int_{0}^{t}\left\|\partial_{x} \tilde{D}(t-s, x, \cdot)\right\|_{L^{2}(] 0, R[)}\left\|\frac{\varphi_{1}^{2}}{\varphi_{*}^{2}}(s, \cdot)\right\|_{L^{\infty}(] 0, R[)}\left\|\partial_{y} \varphi_{*}(s, \cdot)\right\|_{L^{2}(j 0, R \mid)} d s d t \\
& \stackrel{[5.4],[6.6]}{=} C\left(\alpha_{1}, M, T, R\right) \delta \int_{0}^{T} \sup _{x \in] 0, R[ } \int_{0}^{t}\left\|\partial_{x} \tilde{D}(t-s, x, \cdot)\right\|_{L^{2}(] 0, R[)}\left\|\frac{\varphi_{1}^{2}}{\varphi_{*}^{2}}(s, \cdot)\right\|_{L^{\infty}(] 0, R[)} d s d t  \tag{6.37}\\
& \stackrel{\text { [6.22, }, ~(A .11]}{\leq} C\left(\alpha_{1}, M, h, T, R\right) \delta \int_{0}^{T} \int_{0}^{t} \frac{1}{(t-s)^{3 / 4}}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R[)}^{2} d s d t \\
& \stackrel{1.8}{\leq} C\left(\alpha_{1}, M, h, T, R\right) \delta \int_{0}^{T} \int_{0}^{t} \frac{1}{(t-s)^{3 / 4}}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(j 0, R[)}^{2} d s d t \\
& \leq C\left(\alpha_{1}, M, h, T, R\right) \delta\left\|\varphi_{1}\right\|_{L^{2}\left(j 0, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} .
\end{align*}
$$

By combining (6.36) and (6.37) and recalling that $\delta \leq 1$ we get

$$
\begin{equation*}
J_{11} \leq K\left(J_{111}+J_{112}\right) \leq C\left(\alpha_{1}, M, h, T, R\right)\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)}^{2} \tag{6.38}
\end{equation*}
$$

We now control $J_{12}$ : we recall that $J_{12}$ is defined as in (6.31) and that $\varphi_{*}$ satisfies (5.14). We get

$$
\begin{align*}
J_{12} & \stackrel{\text { 5.144 }}{\leq} 2 \underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{y y}^{2} \varphi_{*}(s, y) d y\right| d s d t}_{J_{121}} \\
& +\underbrace{2 \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}} d \mu_{s}^{*}(y)\right| d s d t}_{J_{123}}  \tag{6.39}\\
& +\underbrace{2 \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}} f\left(s, y, \varphi_{*}\right) d y\right| d s d t}_{J_{122}} .
\end{align*}
$$

To control $J_{121}$, we first point out that

$$
\begin{equation*}
\partial_{y}\left[\frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{y} \varphi_{*}\right]=\frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{y y}^{2} \varphi_{*}+2 \frac{\varphi_{1}}{\varphi_{*}^{2}} \partial_{y} \varphi_{1} \partial_{y} \varphi_{*}-2 \frac{\varphi_{1}^{2}}{\varphi_{*}^{3}}\left(\partial_{y} \varphi_{*}\right)^{2} . \tag{6.40}
\end{equation*}
$$

This implies

$$
\begin{align*}
J_{121} & \stackrel{\mid 6.40]}{\leq} K \underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} \partial_{y} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}^{2}} \partial_{y} \varphi_{*}(s, y) d y\right| d s d t}_{J_{1211}} \\
& +K \underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}}{\varphi_{*}^{2}} \partial_{y} \varphi_{1} \partial_{y} \varphi_{*}(s, y) d y\right| d s d t}_{J_{1212}}  \tag{6.41}\\
& +K \underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}^{2}}{\varphi_{*}^{3}}\left(\partial_{y} \varphi_{*}\right)^{2}(s, y) d y\right| d s d t}_{J_{1213}} .
\end{align*}
$$

We have

$$
\begin{align*}
& J_{1211} \stackrel{\text { Hölder }}{\leq} K \int_{0}^{T} \int_{0}^{t}\left\|\frac{\varphi_{1}^{2}}{\varphi_{*}^{2}}(s, \cdot)\right\|_{L^{\infty}(] 0, R[)}\left\|\partial_{y} \varphi_{*}(s, \cdot)\right\|_{L^{2}(] 0, R[)} \sup _{x \in] 0, R[ }\left\|\partial_{y} D(t-s, x, \cdot)\right\|_{L^{2}(] 0, R[)} d s d t \\
& \stackrel{\text { [5.4], }}{\leq}{ }^{[6.6]} C\left(\alpha_{1}, M, T, R\right) \delta \int_{0}^{T} \int_{0}^{t}\left\|\frac{\varphi_{1}^{2}}{\varphi_{*}^{2}}(s, \cdot)\right\|_{L^{\infty}(] 0, R[)} \sup _{x \in] 0, R[ }\left\|\partial_{y} D(t-s, x, \cdot)\right\|_{\left.\left.L^{2}(] 0, R\right]\right)} d s d t \\
& \stackrel{(6.2), \sqrt{A .4]}}{\leq} C\left(\alpha_{1}, M, h, T, R\right) \delta \int_{0}^{T} \int_{0}^{t} \frac{1}{(t-s)^{\frac{3}{4}}}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R \mid)}^{2} d s d t  \tag{6.42}\\
& \leq C\left(\alpha_{1}, M, h, T, R\right) \delta \int_{0}^{T}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(0, R[)}^{2} \int_{s}^{T} \frac{1}{(t-s)^{\frac{3}{4}}} d t d s \\
& \leq C\left(\alpha_{1}, M, h, T, R\right) \delta\left\|\varphi_{1}\right\|_{\left.L^{2}\left(j 0, T\left[; H^{1}(] 0, R\right]\right)\right)}^{2} .
\end{align*}
$$

We also have

$$
\begin{align*}
& J_{1212} \stackrel{\sqrt{6.22}}{\leq} C(h) \int_{0}^{T} \int_{0}^{t}\left\|\varphi_{1}(s, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)}\left\|\partial_{y} \varphi_{1} \partial_{y} \varphi_{*}(s, \cdot)\right\|_{\left.L^{1}(0, R]\right)} \sup _{x \in] 0, R[ }\|D(t-s, x, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)} d s d t \\
& \stackrel{\text { Hölder, (, A.2) }}{\leq}(h, R) \int_{0}^{T} \int_{0}^{t} \frac{1}{\sqrt{t-s}}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R[)}\left\|\partial_{y} \varphi_{1}(s, \cdot)\right\|_{L^{2}(j 0, R[)}\left\|\partial_{y} \varphi_{*}(s, \cdot)\right\|_{L^{2}(00, R[)} d s d t \\
& \stackrel{\sqrt[6.6]]{\leq}, 11.8}{=} C\left(\alpha_{1}, M, h, T, R\right) \delta \int_{0}^{T} \int_{0}^{t} \frac{1}{\sqrt{t-s}}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(0, R[)}\left\|\partial_{y} \varphi_{1}(s, \cdot)\right\|_{\left.\left.L^{2}(] 0, R\right]\right)} d s d t  \tag{6.43}\\
& \leq C\left(\alpha_{1}, M, h, T, R\right) \delta \int_{0}^{T}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(] 0, R[)}^{2} \int_{s}^{t} \frac{1}{\sqrt{t-s}} d t d s \\
& \leq C\left(\alpha_{1}, M, h, T, R\right) \delta\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)}^{2} .
\end{align*}
$$

Finally, we have

$$
J_{1213} \leq \int_{0}^{T} \int_{0}^{t}\left\|\frac{\varphi_{1}^{2}}{\varphi_{*}^{3}}(s, \cdot)\right\|_{L^{\infty}(] 0, R[)}\left\|\partial_{y} \varphi_{*}(s, \cdot)\right\|_{L^{2}(] 0, R[)}^{2} \sup _{x \in] 0, R[ }\|D(t-s, x, \cdot)\|_{L^{\infty}(j 0, R \mid} d s d t
$$

and by arguing as in 6.42) and (6.43) we eventually arrive at

$$
\begin{equation*}
J_{1213} \leq C\left(\alpha_{1}, M, h, T, R\right) \delta^{2}\left\|\varphi_{1}\right\|_{L^{2}\left(\left[0, T\left\lceil; H^{1}(] 0, R[)\right)\right.\right.}^{2} \tag{6.44}
\end{equation*}
$$

By combining $(6.42),(6.43)$ and $(6.44)$ and recalling that $\delta \leq 1$ we obtain

$$
\begin{equation*}
J_{121}=J_{1211}+J_{1212}+J_{1213} \leq C\left(\alpha_{1}, M, h, T, R\right) \delta\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(j 0, R[))\right.}^{2} . \tag{6.45}
\end{equation*}
$$

We now focus on $J_{122}$, which is defined in (6.39). We control it by arguing as follows:

$$
\begin{align*}
& J_{122} \stackrel{\sqrt{6.2}}{\leq} C(h) \int_{0}^{T} \int_{0}^{t}\left\|\mu_{s}^{*}\right\|_{\mathcal{M}(] 0, R[)}\left\|\varphi_{1}(s, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)}^{2} \sup _{x \in] 0, R[ }\|D(t-s, x, \cdot)\|_{L^{\infty}(j 0, R[)} d s d t \\
& \stackrel{\text { A.2], }}{\leq} C(h, R) \sup _{t \in] 0, T[ }\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(00, R[)} \int_{0}^{T} \int_{0}^{t} \frac{1}{\sqrt{t-s}}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(0, R D)}^{2} d s d t  \tag{6.46}\\
& \stackrel{\sqrt[5.4]]{\leq}}{\leq} C(h, R) \delta \int_{0}^{T}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(00, R[)}^{2} \int_{s}^{T} \frac{1}{\sqrt{t-s}} d t d s \\
& \leq C(h, T, R) \delta\left\|\varphi_{1}\right\|_{L^{2}\left(0, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} .
\end{align*}
$$

To control $J_{123}$, we first point out that

$$
\begin{equation*}
\left\|f\left(\cdot, \cdot, \varphi_{*}\right)\right\|_{L^{\infty}(j 0, T[\times] 0, R[)} \stackrel{\sqrt{2.2]}}{\leq} \alpha_{1}\left\|\varphi_{*}-h\right\|_{L^{\infty}(j 0, T[\times] 0, R[)} \stackrel{\sqrt[5.4]]{\sqrt{6.1]}}}{\leq} C\left(\alpha_{1}, M, T, R\right) \delta . \tag{6.47}
\end{equation*}
$$

Next, we recall that $J_{123}$ is defined in (6.39) and we control it by arguing as follows:

$$
\begin{align*}
J_{123} & \stackrel{\sqrt{6.2]}}{\leq} C(h) \int_{0}^{T} \int_{0}^{t}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}([0, R[)}^{2}\left\|f\left(s, \cdot, \varphi_{*}\right)\right\|_{L^{\infty}(j 0, R[)} \sup _{x \in] 0, R[ }\|D(t-s, x, \cdot)\|_{L^{1}(] 0, R[)} d s d t \\
& \stackrel{\sqrt[6.47]]{\leq}, \sqrt{1.8]}}{ } C\left(\alpha_{1}, M, h, T, R\right) \delta \int_{0}^{T} \int_{0}^{t}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(] 0, R[)}^{2} \sup _{x \in] 0, R[ }\|D(t-s, x, \cdot)\|_{L^{1}(] 0, R[)} d s d t  \tag{6.48}\\
& \stackrel{\text { A.3] }}{\leq} C\left(\alpha_{1}, M, h, T, R\right) \delta \int_{0}^{T} \int_{0}^{t}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(] 0, R[)}^{2} d s d t \\
& \leq C\left(\alpha_{1}, M, h, T, R\right) \delta\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)}^{2} .
\end{align*}
$$

By recalling that $\delta \leq 1$ we arrive at

Finally, we recall (6.33) and we conclude that

$$
\begin{equation*}
J_{1} \stackrel{\sqrt{6.33]}}{\leq} C(h, R)\left\|\varphi_{1}\right\|_{L^{2}\left(0, T\left[; H^{1}(] 0, R[)\right)\right.}^{2}+J_{11}+J_{12} \stackrel{\sqrt{6.38]}}{\leq} C\left(\alpha_{1}, h, M, R, T\right)\left\|\varphi_{1}\right\|_{L^{2}\left(0, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} . \tag{6.50}
\end{equation*}
$$

We now focus on the term $J_{2}$. We recall that $J_{2}$ is defined as in 6.29) and we preliminary point out that

$$
\frac{\varphi_{1}}{\varphi_{*}} \partial_{x x}^{2} \varphi_{1}=\partial_{x}\left[\frac{\varphi_{1}}{\varphi_{*}} \partial_{x} \varphi_{1}\right]-\frac{\left(\partial_{x} \varphi_{1}\right)^{2}}{\varphi_{*}}+\frac{\varphi_{1} \partial_{x} \varphi_{1}}{\varphi_{*}^{2}} \partial_{x} \varphi_{*} .
$$

Owing to the Integration by Parts Formula, this implies

$$
\begin{align*}
\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ } & \left|\int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}}{\varphi_{*}} \partial_{x x}^{2} \varphi_{1}(s, y) d y\right| d s d t \\
& \leq \underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} \partial_{y} D(t-s, x, y) \frac{\varphi_{1}}{\varphi_{*}} \partial_{y} \varphi_{1}(s, y) d y\right| d s d t}_{J_{21}} \\
& +\underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} D(t-s, x, y) \frac{\left(\partial_{x} \varphi_{1}\right)^{2}}{\varphi_{*}}(s, y) d y\right| d s d t}_{J_{23}}  \tag{6.51}\\
& +\underbrace{\int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left|\int_{0}^{R} D(t-s, x, y) \frac{\varphi_{1}}{\varphi_{*}^{2}} \partial_{x} \varphi_{1} \partial_{x} \varphi_{*}(s, y) d y\right| d s d t .}_{J_{22}}
\end{align*}
$$

To control $J_{21}$ we argue as follows:

$$
\begin{align*}
& J_{21} \stackrel{[6.2]}{\leq} C(h) \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left\|\partial_{y} D(t-s, x, \cdot)\right\|_{\left.\left.L^{2}(] 0, R\right]\right)}\left\|\varphi_{1}(s, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)}\left\|\partial_{x} \varphi_{1}(s, \cdot)\right\|_{L^{2}(j 0, R \mid)} d s d t \\
& \stackrel{\text { 1.8) }}{\leq} C(h, R) \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\left\|\partial_{y} D(t-s, x, \cdot)\right\|_{\left.\left.L^{2}(] 0, R\right]\right)}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(0, R \mid)}^{2} d s d t \\
& \stackrel{\text { A.4. }}{\leq} C(h, R) \int_{0}^{T} \int_{0}^{t} \frac{1}{(t-s)^{3 / 4}}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(J 0, R \mid)}^{2} d s d t  \tag{6.52}\\
& =C(h, R) \int_{0}^{T}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(] 0, R[)}^{2} \int_{s}^{T} \frac{1}{(t-s)^{3 / 4}} d t d s \\
& \leq C(h, R, T)\left\|\varphi_{1}\right\|_{L^{2}\left(J 0, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} .
\end{align*}
$$

Next, we control $J_{22}$ by arguing as follows:

$$
\begin{align*}
J_{22} & \stackrel{\sqrt{6.2}}{\leq} C(h) \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\|D(t-s, x, \cdot)\|_{L^{\infty}(] 0, R[)}\left\|\partial_{x} \varphi_{1}(s, \cdot)\right\|_{L^{2}(] 0, R[)}^{2} d s d t \\
& \quad \begin{array}{l}
\text { A..2] } \\
\leq
\end{array} C(h) \int_{0}^{T} \int_{0}^{t} \frac{1}{\sqrt{t-s}}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(] 0, R[)}^{2} d s d t  \tag{6.53}\\
& \leq C(h) \int_{0}^{T}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(] 0, R[)}^{2} \int_{s}^{T} \frac{1}{\sqrt{t-s}} d t d s \\
& \leq C(h, T)\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)}^{2} .
\end{align*}
$$

Finally, we control $J_{23}$ :

$$
\begin{align*}
& J_{23} \stackrel{\text { [6.2] }}{\leq} C(h) \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ } \int_{0}^{R}\left|D(t-s, x, y) \varphi_{1} \partial_{x} \varphi_{1} \partial_{x} \varphi_{*}(s, y)\right| d y d s d t \\
& \stackrel{\text { Hölder }}{\leq} C(h) \int_{0}^{T} \sup _{x \in] 0, R[ } \int_{0}^{t}\|D(t-s, x, \cdot)\|_{L^{\infty}(j 0, R[)} \\
& \times\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R \mid)}\left\|\partial_{x} \varphi_{1}(s, \cdot)\right\|_{L^{2}(j 0, R[)}\left\|\partial_{x} \varphi_{*}(s, \cdot)\right\|_{L^{2}(00, R[)} d s d t \\
& \stackrel{\text { A.2], }}{=} C(h, R) \int_{0}^{T} \int_{0}^{t} \frac{1}{\sqrt{t-s}}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(0, R[)}^{2}\left\|\partial_{x} \varphi_{*}(s, \cdot)\right\|_{L^{2}(] 0, R[)} d s d t  \tag{6.54}\\
& \stackrel{[6.6]}{\leq} C\left(\alpha_{1}, M, h, T, R\right) \delta \int_{0}^{T}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(] 0, R[)}^{2} \int_{s}^{t} \frac{1}{\sqrt{t-s}} d t d s \\
& \leq C\left(\alpha_{1}, M, h, T, R\right) \delta\left\|\varphi_{1}\right\|_{L^{2}\left(j 0, T\left\lceil; H^{1}(] 0, R[)\right)\right.}^{2} .
\end{align*}
$$

By combining the above inequalities and recalling that $\delta \leq 1$ we arrive at

We now focus on the term $J_{3}$, which is defined as in 6.29), and we control it by arguing as follows:

$$
\begin{align*}
& J_{3} \stackrel{\sqrt{6.2]}}{\leq} C(h) \int_{0}^{T} \int_{0}^{t}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}([0, R[)}^{2}\left\|\mu_{s}^{*}\right\|_{\mathcal{M}(] 0, R \mid)} \sup _{x \in] 0, R[ }\|D(t-s, x, \cdot)\|_{\left.L^{\infty}(j 0, R]\right)} d s d t \\
& \stackrel{\text { (5.4), A.22 }}{\leq} C(h) \delta \int_{0}^{T} \int_{0}^{t} \frac{1}{\sqrt{t-s}}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R \mid)}^{2} d s d t  \tag{6.56}\\
& \stackrel{\sqrt[1.8]]{\leq}}{\leq} C(h, R) \delta \int_{0}^{T}\left\|\varphi_{1}(s, \cdot)\right\|_{H^{1}(j 0, R[)}^{2} \int_{s}^{T} \frac{1}{\sqrt{t-s}} d t d s \\
& \leq C(h, T, R) \delta\left\|\varphi_{1}\right\|_{L^{2}\left(00, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} .
\end{align*}
$$

Recalling that $J_{4}$ is defined in (6.29), we have:

$$
\begin{align*}
J_{4} & \leq K \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\|D(t-s, x, \cdot)\|_{\left.\left.L^{1}(] 0, R\right]\right)}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R[)}^{2}\left\|\partial_{\varphi} f\left(s, \cdot, \varphi_{*}\right)\right\|_{L^{\infty}(j 0, R[)} d s d t \\
& \stackrel{2.22,, A .3]}{\leq} C\left(\alpha_{1}\right) \int_{0}^{T} \int_{0}^{t}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R[)}^{2} d s d t  \tag{6.57}\\
& \stackrel{1.8]}{\leq} C\left(\alpha_{1}, T, R\right)\left\|\varphi_{1}\right\|_{L^{2}\left(00, T\left[; H^{1}((0, R[))\right.\right.}^{2} .
\end{align*}
$$

Finally, for the term $J_{5}$, defined in (6.29), we have:

$$
\begin{align*}
& J_{5} \stackrel{\sqrt{6.2}}{\leq} K \int_{0}^{T} \int_{0}^{t} \sup _{x \in] 0, R[ }\|D(t-s, x, \cdot)\|_{L^{1}(j 0, R[)}\left\|\varphi_{1}(s, \cdot)\right\|_{\left.L^{\infty}(j 0, R]\right)}^{2}\left\|f\left(s, \cdot, \varphi_{*}\right)\right\|_{\left.L^{\infty}(j 0, R]\right)} d s d t \\
& \stackrel{2.8,}{\sqrt{2.15]}, \stackrel{(A .3]}{\leq}} C\left(\alpha_{1}, M, F\right) \int_{0}^{T} \int_{0}^{t}\left\|\varphi_{1}(s, \cdot)\right\|_{L^{\infty}(j 0, R[)}^{2} d s d t  \tag{6.58}\\
& \stackrel{1.8}{\leq} C\left(\alpha_{1}, M, F, T, R\right)\left\|\varphi_{1}\right\|_{L^{2}\left(00, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} .
\end{align*}
$$

By combining (6.33), 6.55, 6.56, (6.57), and 6.58 we eventually arrive at

$$
\begin{equation*}
\int_{0}^{T} I(t) d t \stackrel{\sqrt{6.29}}{=} J_{1}+J_{2}+J_{3}+J_{4}+J_{5} \leq C\left(\alpha_{1}, M, h, T, R, h, F\right)\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(j 0, R[))\right.}^{2} \tag{6.59}
\end{equation*}
$$

and this concludes the proof of Lemma 6.5.
6.4. Conclusion of the proof of Lemma 5.3. We use 6.22 and we get

$$
\begin{align*}
\left|\int_{0}^{T} \int_{0}^{R} \varphi_{2}(t, x) d \mu_{t}^{*}(x) d t\right| & \leq \int_{0}^{T}\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(] 0, R])}\left\|\varphi_{2}(t, \cdot)\right\|_{L^{\infty}(j 0, R[)} d t \\
& \leq \sup _{t \in] 0, R[ }\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(0, R[)} \int_{0}^{T}\left\|\varphi_{2}(t, \cdot)\right\|_{L^{\infty}(] 0, R[)} d t  \tag{6.60}\\
& \stackrel{[5.4), \sqrt{6.22]}}{\leq} C\left(\alpha_{1}, \alpha_{2}, M, h, T, R, F\right)\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left[; H^{1}(] 0, R[)\right)}^{2} \delta .
\end{align*}
$$

Next, we combine (6.11) with the above inequality and we conclude that

$$
\begin{align*}
2 \int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t+ & \int_{0}^{T} \int_{0}^{R} \varphi_{2}(t, x) d \mu_{t}^{*}(x) d t  \tag{6.61}\\
& \leq\left\|\varphi_{1}\right\|_{L^{2}\left(0, T\left[; H^{1}(0, R[))\right.\right.}^{2}\left[-C\left(M, h_{*}\right)+C\left(\alpha_{1}, \alpha_{2}, M, h, T, R, F\right) \delta\right]
\end{align*}
$$

In the previous expression, the quantity at the right hand side is negative provided that the constant $\delta$ is sufficiently small. This establishes (5.15) and concludes the formal proof of Lemma 5.3.

To complete the proof of Lemma 5.3 we are left to make rigorous the formal argument given so far. To this end, we rely on an approximation argument. First, we recall the equality
and we point out that, by passing to the limit in the inequality 4.18), we get that $\varphi_{1}$ satisfies

$$
\begin{align*}
\int_{0}^{R} \varphi_{1}^{2}(t, x) d x+\int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{1}\right)^{2} d x d t & +\int_{0}^{T} \int_{0}^{R} \varphi_{1}^{2} d \mu_{t}^{*}(x) d t \\
& \leq C\left(\alpha_{1}, M, F, T, R\right) \operatorname{ess} \sup _{t \in] 0, T[ }\left\|\nu_{t}\right\|_{\mathcal{M}(00, R[)}^{2}  \tag{6.63}\\
& \left.\stackrel{\boxed{6.62}}{\leq} C\left(\alpha_{1}, M, F, T, R\right), \quad \text { for every } t \in\right] 0, T[
\end{align*}
$$

By relying on analogous computations and by using (6.63) we infer that

$$
\begin{align*}
\int_{0}^{R} \varphi_{2}^{2}(t, x) d x & +\int_{0}^{T} \int_{0}^{R}\left(\partial_{x} \varphi_{2}\right)^{2} d x d t+\int_{0}^{T} \int_{0}^{R} \varphi_{2}^{2} d \mu_{t}^{*}(x) d t  \tag{6.64}\\
\leq & \left.C\left(\alpha_{1}, \alpha_{2}, M, F, T, R\right), \quad \text { for every } t \in\right] 0, T[
\end{align*}
$$

Next, we fix three sequences of smooth functions

$$
\left.\nu_{k}:\right] 0, T[\times] 0, R\left[\rightarrow \mathbb{R}, \quad \mu_{k}^{*}:\right] 0, T[\times] 0, R\left[\rightarrow \mathbb{R} \quad \text { and } \quad \varphi_{0 k}:\right] 0, R[\rightarrow \mathbb{R}
$$

such that

$$
\begin{gather*}
\left.\nu_{k t} \stackrel{*}{\rightharpoonup} \nu_{t} \text { weakly in } \mathcal{M}(] 0, R[),\left\|\nu_{k t}\right\|_{\mathcal{M}([0, R[)} \leq \underset{t \in] 0, T[ }{\operatorname{ess} \sup }\left\|\nu_{t}\right\|_{\mathcal{M}(] 0, R[)} \text { for a.e. } t \in\right] 0, T[,  \tag{6.65}\\
\left.\mu_{k t}^{*} \stackrel{*}{\rightharpoonup} \mu_{t}^{*} \text { weakly in } \mathcal{M}(] 0, R[),\left\|\mu_{k t}^{*}\right\|_{\mathcal{M}(00, R[)} \leq \underset{t \in] 0, T[ }{\operatorname{ess} \sup }\left\|\mu_{t}^{*}\right\|_{\mathcal{M}(0, R[)} \text { for a.e. } t \in\right] 0, T[,  \tag{6.66}\\
\varphi_{0 k} \rightarrow \varphi_{0} \text { strongly in } H^{1}(] 0, R[) . \tag{6.67}
\end{gather*}
$$

We term $\varphi_{* k}, \varphi_{1 k}$ and $\varphi_{2 k}$ the corresponding solutions of the initial-boundary value problems (5.14), (5.12) and (5.13), respectively. Since the coefficient $\mu_{k}^{*}$ and $\nu_{k}$ and the initial datum $\varphi_{0 k}$ are all smooth, then
one can show that the solutions $\varphi_{* k}, \varphi_{1 k}$ and $\varphi_{2 k}$ are also smooth. This implies that the formal argument given at the previous paragraphs is completely justified and one gets

$$
\begin{align*}
2 \int_{0}^{T} \int_{0}^{R} \varphi_{1 k}(t, x) d \nu_{t k}(x) d t & +\int_{0}^{T} \int_{0}^{R} \varphi_{2 k}(t, x) d \mu_{t k}^{*}(x) d t \\
& \leq\left\|\varphi_{1 k}\right\|_{L^{2}\left(00, T\left[; H^{1}(00, R[))\right.\right.}^{2}\left[-C(M, h)+C\left(\alpha_{1}, \alpha_{2}, M, h, T, R\right) \delta\right]  \tag{6.68}\\
& \leq-\frac{C\left(M, h_{*}\right)}{2}\left\|\varphi_{1 k}\right\|_{L^{2}\left(00, T\left[; H^{1}(00, R[))\right.\right.}^{2} \quad \text { for every } k
\end{align*}
$$

provided that the constant $\delta$ is sufficiently small. Next, we point out that $\varphi_{* k}, \varphi_{1 k}$ and $\varphi_{2 k}$ satisfies the inequality (2.39), (6.63) and (6.64), respectively. By arguing as in the proof of Theorem 3.2, one can show that

$$
\varphi_{* k} \rightarrow \varphi_{*}, \quad \varphi_{1 k} \rightarrow \varphi_{1}, \quad \varphi_{2 k} \rightarrow \varphi_{2} \quad \text { strongly in } L^{2}(] 0, T\left[, C^{0}([0, R])\right) .
$$

Also,

$$
\partial_{x} \varphi_{* k} \rightharpoonup \partial_{x} \varphi_{*}, \quad \partial_{x} \varphi_{1 k} \rightharpoonup \partial_{x} \varphi_{1}, \quad \partial_{x} \varphi_{2 k} \rightharpoonup \partial_{x} \varphi_{2} \quad \text { weakly in } L^{2}(] 0, T[\times] 0, R[) .
$$

In particular, the above convergence results imply that

$$
\begin{equation*}
\left\|\varphi_{1}\right\|_{L^{2}(] 0, T\left\lceil; H^{1}(] 0, R[)\right)}^{2} \leq \liminf _{k \rightarrow+\infty}\left\|\varphi_{1 k}\right\|_{L^{2}\left(j 0, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} \tag{6.69}
\end{equation*}
$$

and, by arguing as in the estimate of (3.25), that

$$
\begin{equation*}
\int_{0}^{T} \int_{0}^{R} \varphi_{1 k} d \nu_{t k}(x) d t \rightarrow \int_{0}^{T} \int_{0}^{R} \varphi_{1} d \nu_{t}(x) d t, \quad \int_{0}^{T} \int_{0}^{R} \varphi_{2 k} d \mu_{t k}^{*}(x) d t \rightarrow \int_{0}^{T} \int_{0}^{R} \varphi_{2} d \mu_{t}^{*}(x) d t \tag{6.70}
\end{equation*}
$$

By passing to the limit in 6.68) we get

$$
\begin{align*}
2 \int_{0}^{T} \int_{0}^{R} \varphi_{1}(t, x) d \nu_{t}(x) d t & +\int_{0}^{T} \int_{0}^{R} \varphi_{2}(t, x) d \mu_{t}^{*}(x) d t \\
& \stackrel{66.70}{=} \lim _{k \rightarrow+\infty} 2 \int_{0}^{T} \int_{0}^{R} \varphi_{1 k}(t, x) d \nu_{t k}(x) d t+\int_{0}^{T} \int_{0}^{R} \varphi_{2 k}(t, x) d \mu_{t k}^{*}(x) d t \\
& \stackrel{66.68)}{\leq} \limsup _{k \rightarrow+\infty}-\frac{C\left(M, h_{*}\right)}{2}\left\|\varphi_{1 k}\right\|_{L^{2}\left(0, T\left[; H^{1}(00, R[))\right.\right.}^{2}  \tag{6.71}\\
& =-\frac{C\left(M, h_{*}\right)}{2} \liminf _{k \rightarrow+\infty}\left\|\varphi_{1 k}\right\|_{L^{2}\left(00, T\left[; H^{1}(] 0, R[)\right)\right.}^{2} \\
& \stackrel{(6.69]}{\leq}-\frac{C\left(M, h_{*}\right)}{2}\left\|\varphi_{1}\right\|_{L^{2}\left(\left[0, T\left[; H^{1}(] 0, R[)\right)\right.\right.}^{2} .
\end{align*}
$$

This establishes 5.15) and hence concludes the proof of Lemma 5.3 .

## 7. Solutions of the differential game and Nash equilibria

This section aims at the discussing the differential game modeling the case when there are several competing fish companies and at establishing the existence of Nash equilibria. More precisely, we define our differential game as follows: we assume that there are $m>1$ players (i.e., fish companies) and we denote by $\mu_{i}$ the fishing intensity of the $i$-th company. We term $\varphi$ the fish population density and we consider the initial-boundary value problem

$$
\begin{cases}\partial_{t} \varphi=\partial_{x x}^{2} \varphi-\varphi \sum_{i=1}^{m} \mu_{m}+f(t, x, \varphi) \varphi, & \text { in }] 0, T[\times] 0, R[  \tag{7.1}\\ \partial_{x} \varphi(t, 0)=\partial_{x} \varphi(t, R)=0, & t \in] 0, T[, \\ \varphi(0, x)=\varphi_{0}(x), & x \in] 0, R[ \end{cases}
$$

The goal of the $i$-th player (i.e., fish company) is to maximize his payoff $J_{i}$, which is defined by setting

$$
\begin{equation*}
J_{i}(\mu):=\int_{0}^{T} \int_{0}^{R} \varphi(t, x) d \mu_{i, t}(x) d t-\Psi_{i}\left(\int_{0}^{T} \int_{0}^{R} c_{i}(t, x) d \mu_{i, t}(x) d t\right) \tag{7.2}
\end{equation*}
$$

The admissible controls satisfy $\mu_{i} \in L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right)$ and the constraint

$$
\begin{equation*}
\left.\int_{0}^{R} b_{i}(t, x) d \mu_{i, t}(x) \leq 1, \quad \text { for a.e. } t \in\right] 0, T[ \tag{7.3}
\end{equation*}
$$

The functions $\Psi_{i}, c_{i}$ and $b_{i}$ in $(7.2$ and 7.3 satisfy the following assumptions.
(H.7) The functions $\Psi_{1}, \ldots, \Psi_{m}: \mathbb{R} \rightarrow \mathbb{R}$ are twice continuously differentiable, nondecreasing, and convex.
(H.8) The functions $c_{1}, \ldots, c_{m}:[0, T] \times[0, R] \rightarrow \mathbb{R}^{+} \cup\{+\infty\}$ are all lower semi-continuous. The functions $b_{1}, \ldots, b_{m}:[0, T] \times[0, R] \rightarrow \mathbb{R} \cup\{+\infty\}$ are lower semi-continuous and satisfy

$$
\begin{equation*}
b_{i}(t, x) \geq b_{0}>0, \quad \text { for all }(t, x) \in[0, T] \times[0, R] \text { and } i=1, \ldots, m \tag{7.4}
\end{equation*}
$$

for some positive constant $b_{0}>0$.
We now provide the definition of Nash equilibrium.
Definition 7.1. A Nash equilibrium solution for the differential game 7.1) is an m-tuple $\left(\mu_{1}, \ldots, \mu_{m}\right)$ such that, for every $i \in\{1, \ldots, m\}, \mu_{i} \in L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right)$ is a solution of the problem
maximize $J_{i}\left(\mu_{i}\right)$, defined as in (7.2) among $\mu_{i} \in L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right)$ satisfying (7.3).
The main result of the present section establishes the existence of Nash equilibria.
Theorem 7.1. Assume (H.1)-(H.2) and (H.6)-(H.8). There is a constant $\delta>0$, which only depends on the constants $\alpha_{1}, \alpha_{2}, M, h, T, R$ and $h_{*}$ such that, if

$$
\begin{equation*}
\left\|\varphi_{0}-h\right\|_{H^{1}(] 0, R[)} \leq \delta \tag{7.5}
\end{equation*}
$$

then the differential game (7.1) has a Nash equilibrium $\left(\mu_{1}, \ldots, \mu_{m}\right)$ such that

$$
\begin{equation*}
\operatorname{ess}_{\sup }^{t \in] 0, T[ } \mid\left\|\mu_{i, t}\right\|_{\mathcal{M}(] 0, R[)} \leq \delta \quad \text { for every } i=1, \ldots, m \tag{7.6}
\end{equation*}
$$

Proof. We follow the same argument as in [5, §6] and, to simplify the exposition, we only discuss the case when $m=2$ and we assume $c_{1}=c_{2}, \Psi_{1}=\Psi_{2}$. The proof straightforwardly extends to the general case. We proceed according to the following steps.
STEP 1: we introduce some notation and make some preliminary considerations. First, we fix $\eta \in L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right)$ and we consider the function

$$
\begin{align*}
& J_{\eta}: L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right) \rightarrow \mathbb{R} \\
& J_{\eta}(\mu):= \int_{0}^{T} \int_{0}^{R} \varphi(t, x) d \mu_{t}(x) d t-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \mu_{t}(x) d t\right) \tag{7.7}
\end{align*}
$$

where $\varphi$ is the weak solution of the initial-boundary value problem

$$
\begin{cases}\partial_{t} \varphi=\partial_{x x}^{2} \varphi-[\eta+\mu] \varphi+g(t, x, \varphi), & \text { in }] 0, T[\times] 0, R[  \tag{7.8}\\ \partial_{x} \varphi(t, 0)=\partial_{x} \varphi(t, R)=0, & t \in] 0, T[ \\ \varphi(0, x)=\varphi_{0}(x), & x \in] 0, R[ \end{cases}
$$

Next, we fix a small constant $\delta>0$. The precise value of $\delta$ will be determined in the following. We define the set $\mathcal{C}_{\delta}$ by setting

$$
\begin{equation*}
\mathcal{C}_{\delta}:=\left\{\mu \in L^{\infty}(] 0, T\left[; \mathcal{M}_{+}(] 0, R[)\right): \text { ess } \sup _{t \in] 0, T[ }\left\|\mu_{t}\right\|_{\mathcal{M}(] 0, R[)} \leq \delta\right\} \tag{7.9}
\end{equation*}
$$

By using the same argument as in the proof of Theorem 4.1 (existence) and Theorem 5.1 (uniqueness) we arrive at the following result.

Lemma 7.2. Under the same assumptions as in the statement of Theorem 7.1, there is a sufficiently small constant $\delta$ such that, if (7.5) holds, then for every $\eta \in C_{\delta}$ there is a unique $\mu^{\text {opt }}(\eta) \in C_{\delta}$ such that

$$
\begin{equation*}
J_{\eta}\left(\mu^{o p t}(\eta)\right) \geq J_{\eta}(\mu) \quad \text { for every } \mu \in C_{\delta} \tag{7.10}
\end{equation*}
$$

By relying on Lemma 7.2 we can define the map $T$ by setting

$$
\begin{gather*}
T: C_{\delta} \times C_{\delta} \rightarrow C_{\delta} \times C_{\delta} \\
T\left(\mu_{1}, \mu_{2}\right):=\left(\mu^{o p t}\left(\mu_{2}\right), \mu^{o p t}\left(\mu_{1}\right)\right) . \tag{7.11}
\end{gather*}
$$

We now show that $C_{\delta}$ is compact with respect to the weak-* convergence. First, we fix a sequence $\left\{\mu_{n}\right\}$ in $C_{\delta}$ and we recall that the Borel measure $\mu_{n}$ on $] 0, T[\times] 0, R[$ is defined by setting

$$
\begin{equation*}
\mu_{n}(E):=\int_{0}^{T} \int_{0}^{R} \mathbb{1}_{E}(t, x) d \mu_{n, t}(x) d t \tag{7.12}
\end{equation*}
$$

Note that, if $\mu_{n} \in C_{\delta}$, then the total variation $\left|\mu_{n}\right| \leq \delta T$. Hence, there is a Borel measure $\mu$ such that, up to subsequences, $\mu_{n} \stackrel{*}{\rightharpoonup} \mu$ in $\mathcal{M}(] 0, T[\times] 0, R[)$, namely

$$
\int_{0}^{T} \int_{0}^{R} v(t, x) d \mu_{n, t}(x) d t \rightarrow \int_{0}^{T} \int_{0}^{R} v(t, x) d \mu(t, x)
$$

for every $v \in C([0, T] \times[0, R])$. We now have to show that the limit measure $\mu \in C_{\delta}$, namely it admits a representation like 7.12). To this end, we term $\pi$ the projection

$$
\pi:] 0, T[\times] 0, R[\rightarrow] 0, T[, \quad(t, x) \mapsto t
$$

and we point out that

$$
\begin{equation*}
\pi_{\sharp} \mu_{n}=\left.f_{n} \mathcal{L}^{1}\right|_{] 0, T[ } \quad \text { for every } n . \tag{7.13}
\end{equation*}
$$

In the above expression, $\pi_{\sharp} \mu_{n}$ denotes the push-forward of the measure $\mu_{n}$ and $\left.\mathcal{L}^{1}\right|_{j 0, T}$ the restriction of the Lebesgue measure. Also, the density $f_{n}$ is given by

$$
\left.f_{n}(t):=\left\|\mu_{n, t}\right\|_{\mathcal{M}(00, R[)} \leq \delta \quad \text { for a.e. } t \in\right] 0, T[.
$$

Next, we point out that, by possibly extracting a further subsequence, we can assume that the sequence

$$
f_{n} \stackrel{*}{\rightharpoonup} f \quad \text { weakly* in } L^{\infty}(] 0, T[)
$$

for some accumulation point $f$ satisfying $\|f\|_{L^{\infty}([0, T])} \leq \delta$. By passing to the weak ${ }^{*}$ limit on both sizes of the equality (7.13) we obtain

$$
\pi_{\sharp} \mu=\left.f \mathcal{L}^{1}\right|_{j 0, T[ }
$$

By using the Disintegration Theorem [1, Theorem 2.28] and recalling the inequality $\|f\|_{L^{\infty}([0, T])} \leq \delta$ we eventually conclude that $\mu \in C_{\delta}$. This implies that the set $C_{\delta}$ is compact. Also, it is obviously convex. Owing to the Schauder-Tychonoff Fixed Point Theorem, if the map $T$ defined as in (7.11) is continuous, then it admits a fixed point, which is by construction a Nash equilibrium in the sense of Definition 7.1. Hence, the proof of Theorem 7.1 boils down to the proof of the continuity of $T$.
Step 2: we prove that the map $T$ defined as in (7.11) is continuous with respect to the weak-* convergence. To prove the continuity of $T$ it suffices to show that the map $\eta \mapsto \mu^{o p t}(\eta)$ defined as in the statement of Lemma 7.2 is continuous. Hence, we fix

$$
\begin{equation*}
\sigma_{n} \stackrel{*}{\rightharpoonup} \sigma . \tag{7.14}
\end{equation*}
$$

We want to show that

$$
\begin{equation*}
\tau_{n}:=\mu^{o p t}\left(\sigma_{n}\right) \stackrel{*}{\rightharpoonup} \mu^{o p t}(\sigma):=\tau \quad \text { as } n \rightarrow+\infty . \tag{7.15}
\end{equation*}
$$

Owing to the weak- ${ }^{*}$ compactness of $C_{\delta}$ we have that, up to subsequences,

$$
\begin{equation*}
\tau_{n} \stackrel{*}{\rightharpoonup} \tau_{\infty} \quad \text { as } n \rightarrow+\infty \tag{7.16}
\end{equation*}
$$

for some $\tau_{\infty} \in C_{\delta}$. Owing to the uniqueness part in Lemma 7.2 , to establish 7.15 it suffices to show that

$$
\begin{equation*}
J_{\sigma}\left(\tau_{\infty}\right) \geq J_{\sigma}(\tau) \tag{7.17}
\end{equation*}
$$

To establish (7.17) we argue as follows. First, we term $\varphi_{n}$ the weak solution of the initial-boundary value problem $(7.8)$ in the case when $\eta=\sigma_{n}$ and $\mu=\tau_{n}$, namely

$$
\begin{cases}\partial_{t} \varphi_{n}=\partial_{x x}^{2} \varphi_{n}-\left[\sigma_{n}+\tau_{n}\right] \varphi_{n}+g\left(t, x, \varphi_{n}\right), & \text { in }] 0, T[\times] 0, R[  \tag{7.18}\\ \partial_{x} \varphi_{n}(t, 0)=\partial_{x} \varphi_{n}(t, R)=0, & t \in] 0, T[ \\ \varphi_{n}(0, x)=\varphi_{0}(x), & x \in] 0, R[ \end{cases}
$$

Note that, owing to (7.7),

$$
\begin{equation*}
J_{\sigma_{n}}\left(\tau_{n}\right)=\int_{0}^{T} \int_{0}^{R} \varphi_{n}(t, x) d \tau_{n, t}(x) d t-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \tau_{n, t}(x) d t\right) \tag{7.19}
\end{equation*}
$$

Also, we term $\tilde{\varphi}_{n}$ the solution of the initial-boundary value problem $(\sqrt{7.8})$ in the case when $\eta=\sigma_{n}$ and $\mu=\tau$, namely

$$
\begin{cases}\partial_{t} \tilde{\varphi}_{n}=\partial_{x x}^{2} \tilde{\varphi}_{n}-\left[\sigma_{n}+\tau\right] \tilde{\varphi}_{n}+g\left(t, x, \tilde{\varphi}_{n}\right), & \text { in }] 0, T[\times] 0, R[  \tag{7.20}\\ \partial_{x} \tilde{\varphi}_{n}(t, 0)=\partial_{x} \tilde{\varphi}_{n}(t, R)=0, & t \in] 0, T[ \\ \tilde{\varphi}_{n}(0, x)=\varphi_{0}(x), & x \in] 0, R[ \end{cases}
$$

We recall that $\tau_{n}=\mu^{o p t}\left(\sigma_{n}\right)$ and we infer that

$$
\begin{equation*}
J_{\sigma_{n}}\left(\tau_{n}\right) \geq J_{\sigma_{n}}(\tau)=\int_{0}^{T} \int_{0}^{R} \tilde{\varphi}_{n}(t, x) d \tau_{t}(x) d t-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \tau_{t}(x) d t\right) \tag{7.21}
\end{equation*}
$$

Next, we recall the estimate (3.13), we use the Aubin-Lions Lemma as in the proof of Theorem 3.2 and we conclude that there are functions $\varphi$ and $\tilde{\varphi}$ such that

$$
\begin{equation*}
\varphi_{n} \rightarrow \varphi, \quad \tilde{\varphi}_{n} \rightarrow \tilde{\varphi} \quad \text { strongly in } L^{2}(] 0, T\left[; C^{0}([0, R])\right) \text { as } n \rightarrow+\infty \tag{7.22}
\end{equation*}
$$

Also, by arguing again as in the proof of Theorem 3.2 we get that we can pass to the limit in the distributional formulation of the initial-boundary value problem. We conclude that $\varphi$ and $\tilde{\varphi}$ are solutions of the initial-boundary value problem $\sqrt{7.8}$ in the case when $\eta=\sigma, \mu=\tau_{\infty}$ and $\eta=\sigma$, $\mu=\tau$, respectively, namely

$$
\left\{\begin{array} { l } 
{ \partial _ { t } \varphi = \partial _ { x x } ^ { 2 } \varphi - [ \sigma + \tau _ { \infty } ] \varphi + g ( t , x , \varphi ) }  \tag{7.23}\\
{ \partial _ { x } \varphi ( t , 0 ) = \partial _ { x } \varphi ( t , R ) = 0 } \\
{ \varphi ( 0 , x ) = \varphi _ { 0 } ( x ) }
\end{array} \quad \left\{\begin{array}{l}
\partial_{t} \tilde{\varphi}=\partial_{x x}^{2} \tilde{\varphi}-[\sigma+\tau] \varphi+g(t, x, \tilde{\varphi}) \\
\partial_{x} \tilde{\varphi}(t, 0)=\partial_{x} \tilde{\varphi}(t, R)=0 \\
\tilde{\varphi}(0, x)=\varphi_{0}(x)
\end{array}\right.\right.
$$

Next, we use the convergence $\varphi_{n} \rightarrow \varphi$ and the lower semicontinuity of $c$ to pass to the limit in 7.19). By using the fact that $\Psi$ is nondecreasing, we get

$$
\begin{align*}
& \limsup _{n \rightarrow+\infty} J_{\sigma_{n}}\left(\tau_{n}\right) \leq \limsup _{n \rightarrow+\infty} \int_{0}^{T} \int_{0}^{R} \varphi_{n}(t, x) d \tau_{n, t}(x) d t+\limsup _{n \rightarrow+\infty}-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \tau_{n, t}(x) d t\right) \\
&=\lim _{n \rightarrow+\infty} \int_{0}^{T} \int_{0}^{R} \varphi_{n}(t, x) d \tau_{n, t}(x) d t-\liminf _{n \rightarrow+\infty} \Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \tau_{n, t}(x) d t\right) \\
& \stackrel{7.15}{=} \int_{0}^{T} \int_{0}^{R} \varphi(t, x) d \tau_{\infty, t}(x) d t-\Psi\left(\liminf _{n \rightarrow+\infty} \int_{0}^{T} \int_{0}^{R} c(t, x) d \tau_{n, t}(x) d t\right)  \tag{7.24}\\
& \begin{array}{|l}
\Psi^{\prime} \geq 0 \\
\\
\\
\\
\\
\\
\\
\hline 7.23 \\
= \\
\int_{0} \\
J_{\sigma}\left(\tau_{\infty}\right) .
\end{array} \\
& 0(t, x) d \tau_{\infty, t}(x) d t-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \tau_{\infty, t}(x) d t\right) \\
&
\end{align*}
$$

By using the convergence $\tilde{\varphi}_{n} \rightarrow \tilde{\varphi}$ we can then pass to the limit in the expression at the right hand side of (7.21) and conclude that

$$
\begin{aligned}
& J_{\sigma}\left(\tau_{\infty}\right) \geq \limsup _{n \rightarrow+\infty} J_{\sigma_{n}}\left(\tau_{n}\right) \geq \lim _{n \rightarrow+\infty} J_{\sigma_{n}}(\tau) \\
& \stackrel{\int_{0}}{\substack{7.23 \mid}} \int_{0}^{R} \tilde{\varphi}(t, x) d \tau_{t}(x) d t-\Psi\left(\int_{0}^{T} \int_{0}^{R} c(t, x) d \tau_{t}(x) d t\right) \\
& J_{\sigma}(\tau)
\end{aligned}
$$

The above chain of inequalities implies (7.17) and hence concludes the proof of Theorem 7.1 .

## Appendix A. Fundamental solutions of the heat equation

For the readers' convenience, we collect in this section some basic facts about the fundamental solutions of the heat equation in one-dimensional, bounded domains. We refer to [8] for an extended discussion.

First, we fix an interval $] 0, R[$ and we define the function $D$ by setting

$$
\begin{equation*}
D:] 0,+\infty[\times] 0, R[\times] 0, R\left[\rightarrow \mathbb{R} \quad D(t, x, y):=\sum_{m=-\infty}^{m=+\infty} G(t, x+2 m R-y)+G(t, x+2 m R+y),\right. \tag{A.1}
\end{equation*}
$$

where $G$ is the standard Green kernel

$$
G(t, x):=\frac{1}{2 \sqrt{\pi t}} \exp \left(\frac{-x^{2}}{4 t}\right)
$$

Note that, for every $u_{0} \in L^{2}(] 0, R[)$, the function

$$
u(t, x):=\int_{0}^{R} D(t, x, y) u_{0}(y) d y
$$

is a weak solution of the initial-boundary value problem

$$
\begin{cases}\partial_{t} u=\partial_{x x}^{2} u & \text { in }] 0, T[\times] 0, R[, \\ \partial_{x} u(t, 0)=\partial_{x} u(t, R)=0, & t \in] 0, T[, \\ u(0, x)=u_{0}(x), & x \in] 0, R[.\end{cases}
$$

Note furthermore that, owing to Duhamel's principle, for every measurable, bounded function $\ell:] 0,+\infty[\times] 0, R[\rightarrow \mathbb{R}$ the function

$$
u(t, x):=\int_{0}^{R} D(t, x, y) u_{0}(y) d y+\int_{0}^{t} \int_{0}^{R} D(t-s, x, y) \ell(s, y) d y d s
$$

is a weak solution of the initial-boundary value problem

$$
\begin{cases}\partial_{t} u=\partial_{x x}^{2} u+\ell(t, x) & \text { in }] 0, T[\times] 0, R[, \\ \partial_{x} u(t, 0)=\partial_{x} u(t, R)=0, & t \in] 0, T[, \\ u(0, x)=u_{0}(x), & x \in] 0, R[.\end{cases}
$$

By direct computations, one can show that the kernel $D$ satisfies the following estimates:

$$
\begin{align*}
\|D(t, x, \cdot)\|_{L^{\infty}(] 0, R[)} \leq \frac{C(R)}{\sqrt{t}} & \text { for every } t>0, x \in] 0, R[  \tag{A.2}\\
\|D(t, x, \cdot)\|_{L^{1}(] 0, R[)} \leq K & \text { for every } t>0, x \in] 0, R[  \tag{A.3}\\
\left\|\partial_{y} D(t, x, \cdot)\right\|_{L^{2}(0, R[)},\left\|\partial_{x} D(t, x, \cdot)\right\|_{L^{2}(j 0, R[)} \leq \frac{K}{t^{3 / 4}} & \text { for every } t>0, x \in] 0, R[  \tag{A.4}\\
\|D(t, \cdot, y)\|_{L^{1}(] 0, R[)} \leq K & \text { for every } t>0, y \in] 0, R[  \tag{A.5}\\
\left\|\partial_{x} D(t, \cdot, y)\right\|_{L^{2}((0, R[)} \leq \frac{K}{t^{3 / 4}} & \text { for every } t>0, y \in] 0, R[. \tag{A.6}
\end{align*}
$$

Finally, we define the kernel $\tilde{D}$ associated with the Dirichlet boundary conditions by setting

$$
\begin{equation*}
\tilde{D}:] 0,+\infty[\times] 0, R[\times] 0, R\left[\rightarrow \mathbb{R} \quad \tilde{D}(t, x, y):=\sum_{m=-\infty}^{m=+\infty} G(t, x+2 m R-y)-G(t, x+2 m R+y),\right. \tag{A.7}
\end{equation*}
$$

and we point out that
(A.8)

$$
\int_{0}^{R} \partial_{x} D(t, x, y) u_{0}(y) d y=\int_{0}^{R} \tilde{D}(t, x, y) u_{0}^{\prime}(y) d y, \quad \int_{0}^{R} \partial_{x x} D(t, x, y) u_{0}(y) d y=\int_{0}^{R} \partial_{x} \tilde{D}(t, x, y) u_{0}^{\prime}(y) d y
$$

for every continuously differential function $u_{0}$. By direct computations, we get the estimates

$$
\begin{align*}
\|\tilde{D}(t, x, \cdot)\|_{L^{\infty}([0, R[)} \leq \frac{C(R)}{\sqrt{t}} & \text { for every } t>0, x \in] 0, R[  \tag{A.9}\\
\|\tilde{D}(t, x, \cdot)\|_{\left.L^{1}(00, R]\right)} \leq K & \text { for every } t>0, x \in] 0, R[  \tag{A.10}\\
\left\|\partial_{x} \tilde{D}(t, x, \cdot)\right\|_{L^{2}(00, R[)} \leq \frac{K}{t^{3 / 4}} & \text { for every } t>0, x \in] 0, R[  \tag{A.11}\\
\|\tilde{D}(t, \cdot, y)\|_{L^{1}(j 0, R[)} \leq K & \text { for every } t>0, y \in] 0, R[. \tag{A.12}
\end{align*}
$$

## Acknowledgments

All the authors are members of the Gruppo Nazionale per l'Analisi Matematica, la Probabilità e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica (INdAM) and are supported by the MIUR-PRIN Grant "Nonlinear Hyperbolic Partial Differential Equations, Dispersive and Transport Equations: theoretical and applicative aspects".

## References

[1] L. Ambrosio, N. Fusco and D. Pallara. Functions of bounded variation and free discontinuity problems. Oxford University Press, New York, 2000.
[2] O. Arino and J. A. Montero. Optimal control of a nonlinear elliptic population system. Proc. Edinburgh Math. Soc. 43 (2000), 225-241.
[3] H. Brezis and L. Oswald. Remarks on sublinear elliptic equations. Nonlinear Anal. 10 (1986), 55-64.
[4] A. Bressan, G. M. Coclite, and W. Shen. A Multi-dimensional Optimal Harvesting Problem with Measure Valued Solutions. SIAM J. Control Optim. 51 (2013), 1186-1202.
[5] A. Bressan and W. Shen. Measure-valued solutions for a differential game related to fish harvesting. SIAM J. Control Optim. 47 (2009), 3118-3137.
[6] A. Bressan and W. Shen. Measure valued solutions to a harvesting game with several players. Advances in Dynamic Games 11 (2011), 399-423.
[7] G. Buttazzo, N. Varchon, and H. Zoubairi. Optimal measures for elliptic problems. Ann. Mat. Pura Appl. 185 (2006), 207-221.
[8] J.R. Cannon. The one-dimensional heat equation. With a foreword by Felix E. Browder. Encyclopedia of Mathematics and its Applications, 23. Addison-Wesley Publishing Company, Advanced Book Program, Reading, MA, 1984.
[9] A. Cañada, J. L. Gámez, and J. A. Montero. Study of an optimal control problem for diffusive nonlinear elliptic equations of logistic type. SIAM J. Control Optim. 36 (1998), 1171-1189.
[10] G. M. Coclite and M. Garavello. A Time Dependent Optimal Harvesting Problem with Measure Valued Solutions. Submitted.
[11] G. Dal Maso, F. Murat, L. Orsina, and A. Prignet. Renormalized solutions of elliptic equations with general measure data. Ann. Scuola Norm. Sup. Pisa Cl. Sci. 28 (1999), 741-808.
[12] M. Delgado, J. A. Montero, and A. Suárez. Optimal control for the degenerate elliptic logistic equation. Appl. Math. Optim. 45 (2002), 325-345.
[13] M. Delgado, J. A. Montero, and A. Suárez. Study of the optimal harvesting control and the optimality system for an elliptic problem. SIAM J. Control Optim. 42 (2003), 1559-1577.
[14] E. DiBenedetto. Partial differential equations. Second edition. Cornerstones. Birkhäuser, Boston, MA, 2010.
[15] L. C. Evans, Partial differential equations. American Mathematical Society, Providence, RI, 1998.
[16] A. Friedman, Partial Differential Equations of Parabolic Type. Prentice-Hall, Englewood Cliffs, N.J., 1964.
[17] S. M. Lenhart and J. A. Montero. Optimal control of harvesting in a parabolic system modeling two subpopulations. Math. Models Methods Appl. Sci. 11 (2001), 1129-1141.
[18] S. Salsa Partial differential equations in action. From modelling to theory. Universitext. Springer-Verlag Italia, Milan, 2008.
[19] J. Simon. Compact sets in the space $L_{p}(0, T ; B)$. Ann. Mat. Pura Appl. (4) 146 (1987), 65-96.
[20] G. Stampacchia. Le problème de Dirichlet pour les équations elliptiques du second ordre à coefficients discontinus. Ann. Inst. Fourier (Grenoble) 15 (1965), 189-258.
(Giuseppe Maria Coclite)
Dipartimento di Matematica, Università di Bari, Via E. Orabona 4,I-70125 Bari, Italy.
E-mail address: giuseppemaria.coclite@uniba.it
URL: http://www.dm.uniba.it/Members/coclitegm/
(Mauro Garavello)
Dipartimento di Matematica e Applicazioni, Università di Milano Bicocca, Via R. Cozzi 53, I-20125 Milano, Italy.

E-mail address: mauro.garavello@unimib.it
URL: http://www.matapp.unimib.it/~garavello
(Laura V. Spinolo)
imati-CNR, Via Ferrata 1, I-27100 Pavia, Italy.
E-mail address: spinolo@imati.cnr.it
URL: http://arturo.imati.cnr.it/spinolo/


[^0]:    Date: February 16, 2016.
    2010 Mathematics Subject Classification. 35K61, 35Q93, 49J20, 49N25, 49N90.

