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#### Abstract

In this paper we present a one-dimensional model of a dynamic peeling test for a thin film, where the wave equation is coupled with a Griffith criterion for the propagation of the debonding front. Our main results provide existence and uniqueness for the solution to this coupled problem under different assumptions on the data.
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## Introduction

The study of crack growth based on Griffith's criterion has become of great interest in the mathematical community. The starting point was the seminal paper [15], where a precise variational scheme for the quasistatic evolution has been proposed. This strategy has been exploited under different hypotheses in [12, 6, 14, 7, 10, 23]. The approximation of brittle crack growth by means of phase-field models in the quasistatic regime has been studied in [18]. A comprehensive presentation of the variational approach to quasistatic fracture mechanics can be found in [5]. For the relationships between this approach and the general theory of rate-independent systems we refer to the recent book [29].

In the dynamic case no general formulation has been yet proposed and only preliminary results are available (see [30, 8, 11, 9]). A reasonable model for dynamic fracture should combine the equations of elasto-dynamics for the displacement $u$ out of the crack with an evolution law which connects the crack growth with $u$. The only result in this direction, without strong geometrical assumptions on the cracks, has been obtained for a phase-field model [24], but the convergence of these solutions to a brittle crack evolution has not been proved in the dynamic case. In the latter model the equation of elasto-dynamics for $u$ is coupled with a suitable minimality condition for the phase-field $\zeta$ at each time. Other models in materials science, dealing with damage or delamination, couple a second order hyperbolic equation for a function $u$ with a first order flow rule for an internal variable $\zeta$ (see, e.g., [16, 4, 3, 31, 32, 21, 20, for viscous flow rules on $\zeta$ and [34, 36, 35, 33, 37, 2, 1, 38, 27, 28] for rate-independent evolutions of $\zeta$ ).

In this work we contribute to the study of dynamic fracture by analysing a simpler onedimensional model already considered in [17, Section 7.4]. This model exhibits some of the relevant mathematical difficulties due to the time dependence of the domain of the wave equation. More precisely, following [13, 26] we study a model of a dynamic peeling test for a thin film, initially attached to a planar rigid substrate; the process is assumed to depend only on one variable. This hypothesis is crucial for our analysis, since we frequently use d'Alembert's formula for the wave equation.

To describe the geometry of our problem, we fix an orthogonal coordinate system $(x, y, z)$. We assume that the $z$-axis is vertical, the plane $(x, y)$ coincides with the rigid substrate, and that the reference configuration of the film is the half plane $\{(x, y): x \geq 0\}$. We also assume that the deformation of the film at time $t \geq 0$ is described by two functions $h$ and $u$ according to


Figure 1. The curve $x \mapsto(x+h(t, x), u(t, x))$ describing the deformation of the film in the peeling test. The vector applied to the point $x_{0}$ is $\left(h\left(t, x_{0}\right), u\left(t, x_{0}\right)\right)$
the formula $(x, y) \mapsto(x+h(t, x), y, u(t, x))$, i.e., the displacement is given by $(h(t, x), 0, u(t, x))$. Therefore the thin film at time $t$ is uniquely determined by the parametric curve $x \mapsto(x+$ $h(t, x), u(t, x))$ with $x \geq 0$, which represents its intersection with the vertical plane $(x, z)$ (see Figure 1). To simplify our analysis we shall not consider the unilateral contact constraint $u(t, x) \geq 0$, thus neglecting the non-interpenetration of matter.

The film is assumed to be perfectly flexible, inextensible, and glued to the rigid substrate on the half line $\{(x, y, z): x \geq \ell(t), z=0\}$, where $\ell(t)$ is a nondecreasing function which represents the debonding front, with $\ell_{0}:=\ell(0)>0$. This implies $h(t, x)=u(t, x)=0$ for $x \geq \ell(t)$. At $x=0$ we prescribe a vertical displacement $u(t, 0)=w(t)$ depending on time $t \geq 0$, and a fixed tension so that the speed of sound in the film is constant. Using the linear approximation and the inextensibility it turns out that $h$ can be expressed in terms of $u$ as

$$
h(t, x)=\frac{1}{2} \int_{x}^{+\infty} u_{x}(t, \xi)^{2} \mathrm{~d} \xi,
$$

and $u$ solves the problem

$$
\begin{array}{ll}
u_{t t}(t, x)-u_{x x}(t, x)=0, & t>0,0<x<\ell(t) \\
u(t, 0)=w(t), & t>0 \\
u(t, \ell(t))=0, & t>0, \tag{0.1c}
\end{array}
$$

where we normalised the speed of sound to one. The system is supplemented by the initial conditions

$$
\begin{array}{ll}
u(0, x)=u_{0}(x), & 0<x<\ell_{0}, \\
u_{t}(0, x)=u_{1}(x), & 0<x<\ell_{0} \tag{0.1e}
\end{array}
$$

where $u_{0}$ and $u_{1}$ are prescribed functions.
The first result of the paper is that, under suitable assumptions on the functions $u_{0}, u_{1}, \ell$, and $w$, problem (0.1) has a unique solution $u$ (cf. Theorem 1.8). In particular, we always assume that $\dot{\ell}<1$, which means that the debonding speed is less than the speed of sound.

In order to prove this theorem, we observe that, by d'Alembert's formula, $u$ is a solution of (0.1a) \& 0.1b) if and only if

$$
\begin{equation*}
u(t, x)=w(t+x)-f(t+x)+f(t-x), \tag{0.2}
\end{equation*}
$$

for a suitable function $f:\left[-\ell_{0},+\infty\right) \rightarrow \mathbb{R}$. Moreover, the boundary condition (0.1c) is satisfied if and only if

$$
\begin{equation*}
f(t+\ell(t))=w(t+\ell(t))+f(t-\ell(t)) . \tag{0.3}
\end{equation*}
$$

Using this formula, together with the monotonicity and continuity of $\ell$, we can determine the values of $f(s)$ for $s \in\left[-\ell_{0}, t+\ell(t)\right]$ from the values of $f(s)$ for $s \in\left[-\ell_{0}, t-\ell(t)\right]$.

It is easy to see (cf. Proposition 1.6) that (0.2) implies that $f$ is uniquely determined on $\left[-\ell_{0}, \ell_{0}\right]$ by the initial conditions $u_{0}$ and $u_{1}$ through an explicit formula (see (1.18)). If $s_{1}$ is the unique time such that $s_{1}-\ell\left(s_{1}\right)=\ell_{0}$, formula (0.3) allows us to extend $f$ to the interval $\left[-\ell_{0}, s_{1}+\ell\left(s_{1}\right)\right]$. Then, we consider the unique time $s_{2}$ such that $s_{2}-\ell\left(s_{2}\right)=s_{1}+\ell\left(s_{1}\right)$ and, using again formula (0.3), we are able to extend $f$ to $\left[-\ell_{0}, s_{2}+\ell\left(s_{2}\right)\right]$. In this way we can construct recursively a sequence $s_{n}$ such that $f$ is extended to $\left[-\ell_{0}, s_{n}+\ell\left(s_{n}\right)\right]$ and 0.3 holds for every $0 \leq t \leq s_{n}$. Since it is easy to see that $s_{n} \rightarrow+\infty$, we are able to extend $f$ to $\left[-\ell_{0},+\infty\right)$ in such a way that (0.3) holds for every $t>0$. This contruction allows us also to obtain the expected regularity for $u$ from our hypotheses on $u_{0}, u_{1}, \ell$, and $w$.

In the second part of the paper only $u_{0}, u_{1}$, and $w$ are given and the evolution of the debonding front $\ell$ has to be determined on the basis of an additional energy criterion. To formulate this criterion we fix once and for all the initial conditions $u_{0}$ and $u_{1}$ and we consider the internal energy of $u$ as a functional depending on $\ell$ and $w$. More precisely,

$$
\mathcal{E}(t ; \ell, w):=\frac{1}{2} \int_{0}^{\ell(t)} u_{x}(t, x)^{2} \mathrm{~d} x+\frac{1}{2} \int_{0}^{\ell(t)} u_{t}(t, x)^{2} \mathrm{~d} x,
$$

where $u$ is the unique solution corresponding to $u_{0}, u_{1}, \ell$, and $w$; the first term is the potential energy and the second one is the kinetic energy.

A crucial role is played by the dynamic energy release rate, which is defined as a (sort of) partial derivative of $\mathcal{E}$ with respect to the elongation of the debonded region. More precisely, to define the dynamic energy release rate $G_{\alpha}\left(t_{0}\right)$ at time $t_{0}$ corresponding to a speed $0<\alpha<1$ of the debonding front, we modify the debonding front $\ell$ and the vertical displacement $w$ using the functions

$$
\lambda(t)=\left\{\begin{array}{ll}
\ell(t), & t \leq t_{0}, \\
\left(t-t_{0}\right) \alpha, & t>t_{0},
\end{array} \quad z(t)= \begin{cases}w(t), & t \leq t_{0}, \\
w\left(t_{0}\right), & t>t_{0},\end{cases}\right.
$$

and we set

$$
G_{\alpha}\left(t_{0}\right):=\lim _{t \rightarrow t_{0}^{+}} \frac{\mathcal{E}\left(t_{0} ; \lambda, z\right)-\mathcal{E}(t ; \lambda, z)}{\left(t-t_{0}\right) \alpha}
$$

We prove in Proposition 2.1 that, given $\ell$ and $w$, the limit above exists for a.e. $t_{0}>0$ and for every $\alpha \in(0,1)$. Moreover, we prove that

$$
\begin{equation*}
G_{\alpha}\left(t_{0}\right)=2 \frac{1-\alpha}{1+\alpha} \dot{f}\left(t_{0}-\ell\left(t_{0}\right)\right)^{2} \tag{0.4}
\end{equation*}
$$

where $f$ is the function which appears in (0.2). This formula shows, in particular, that $G_{\alpha}\left(t_{0}\right)$ depends only on $\alpha$ and on the values of $u(t, x)$ for $t \leq t_{0}$ (see the discussion which leads to (2.3).

In our model we describe a debonding process occurring between the glue and the film. Therefore it is natural to assume that the energy dissipated to debond a segment $\left[x_{1}, x_{2}\right]$, with $0 \leq x_{1}<x_{2}$, is given by

$$
\int_{x_{1}}^{x_{2}} \kappa(x) \mathrm{d} x
$$

where $\kappa:[0,+\infty) \rightarrow(0,+\infty)$ represents the local toughness of the glue between the film and the substrate. This is the analogue of brittle behaviour in fracture mechanics. In this paper we do not consider cohesive debonding, which occurs when the adhesive properties of the glue undergo progressive deterioration. In this latter case $\kappa$ should depend also on $u$.

In Section 2, starting from a maximum dissipation principle, we prove that the debonding front must satisfy the following energy criterion, called Griffith's criterion:

$$
\left\{\begin{array}{l}
\dot{\ell}(t) \geq 0  \tag{0.5}\\
G_{\dot{\ell}(t)}(t) \leq \kappa(\ell(t)), \\
{\left[G_{\dot{\ell}(t)}(t)-\kappa(\ell(t))\right] \dot{\ell}(t)=0}
\end{array}\right.
$$

for a.e. $t>0$. The first condition asserts that the debonding can only grow (unidirectionality). The second condition states that the dynamic energy release rate is always bounded by the local toughness, while, accordingly to the third one, $\ell$ can increase with positive speed at $t$ only when the dynamic energy release rate is critical at $t$, i.e., $G_{\dot{\ell}(t)}(t)=\kappa(\ell(t))$.

If $u$ and $\ell$ are sufficiently regular, we shall see in 2.16) that $G_{\dot{\ell}(t)}(t)=\frac{1}{2}\left(1-\dot{\ell}(t)^{2}\right) u_{x}(t, \ell(t))^{2}$. Therefore (0.5) can be interpreted as a threshold condition on $u_{x}(t, \ell(t))^{2}$.

The main results of this paper are Theorems 3.1, 3.4, and 3.5, where we show existence and uniqueness of the solution $(u, \ell)$ to the coupled problem (0.1)\&(0.5) under various assumptions on the data.

The strategy for the proof of these results is to write (0.5) as an ordinary differential equation for $\ell$ depending on the unknown function $f$. More precisely, starting from (0.4) we find that (0.5) is equivalent to

$$
\left\{\begin{array}{l}
\dot{\ell}(t)=\frac{2 \dot{f}(t-\ell(t))^{2}-\kappa(\ell(t))}{2 \dot{f}(t-\ell(t))^{2}+\kappa(\ell(t))} \vee 0, \quad \text { for a.e. } t>0,  \tag{0.6}\\
\ell(0)=\ell_{0} .
\end{array}\right.
$$

As observed above, $f$ is uniquely determined on the interval $\left[-\ell_{0}, \ell_{0}\right]$ by the initial conditions $u_{0}$ and $u_{1}$. Therefore, we can solve (0.6) in a maximal interval $\left[0, s_{1}\right]$, where $s_{1}$ is the unique point such that $s_{1}-\ell\left(s_{1}\right)=\ell_{0}$. We can now apply formula (0.3) to extend $f$ to the interval $\left[-\ell_{0}, s_{1}+\ell\left(s_{1}\right)\right]$. Then we can extend the solution $\ell$ of (0.6) to a larger interval $\left[0, s_{2}\right]$, where $s_{2}$ is the only point such that $s_{2}-\ell\left(s_{2}\right)=s_{1}+\ell\left(s_{1}\right)$. Arguing recursively, we can find $f:\left[-\ell_{0},+\infty\right) \rightarrow$ $\mathbb{R}$ and $\ell:[0,+\infty) \rightarrow[0,+\infty)$ such that $(0.6)$ is satisfied in $[0,+\infty)$. The three Theorems 3.1, 3.4, and 3.5 consider different assumptions on $u_{0}, u_{1}, w$, and $\kappa$, which require different techniques to solve the differential equation $(0.6)$.

These results will be used in a forthcoming paper to study the limit of (a rescaled version of) the solutions, as the speed of external loading tends to zero. In particular we will examine the relationships between these limits and different notions of quasistatic evolution. An example in which the limit is not a solution of a quasistatic problem was given in [26], in the presence of discontinuities of $\kappa$.

## 1. The problem for prescribed debonding front

In this section we make precise the notion of solution of problem (0.1) when the evolution of the debonding front is prescribed. More precisely, we fix $\ell_{0}>0$ and $\ell:[0,+\infty) \rightarrow\left[\ell_{0},+\infty\right)$ Lipschitz and such that

$$
\begin{align*}
& 0 \leq \dot{\ell}(t)<1, \text { for a.e. } t>0  \tag{1.1a}\\
& \ell(0)=\ell_{0} \tag{1.1b}
\end{align*}
$$

It will be convenient to introduce the following functions:

$$
\begin{equation*}
\varphi(t):=t-\ell(t) \text { and } \psi(t):=t+\ell(t) . \tag{1.2}
\end{equation*}
$$

We observe that $\varphi$ and $\psi$ are strictly increasing, so we can define

$$
\begin{equation*}
\omega:\left[\ell_{0},+\infty\right) \rightarrow\left[-\ell_{0},+\infty\right), \quad \omega(t):=\varphi \circ \psi^{-1}(t) \tag{1.3}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
0 \leq \omega\left(t_{2}\right)-\omega\left(t_{1}\right) \leq t_{2}-t_{1}, \text { for every } 0 \leq t_{1}<t_{2} \leq T \tag{1.4}
\end{equation*}
$$

We use standard notations for the Sobolev spaces $H^{1}$ and $H_{\text {loc }}^{1}$. Moreover, for every $a \in \mathbb{R}$, we introduce the space

$$
\widetilde{H}^{1}(a,+\infty):=\left\{u \in H_{\mathrm{loc}}^{1}(a,+\infty): u \in H^{1}(a, b), \text { for every } b>a\right\}
$$

We assume that

$$
\begin{equation*}
w \in \widetilde{H}^{1}(0,+\infty) \tag{1.5}
\end{equation*}
$$

As for the initial data we require

$$
\begin{equation*}
u_{0} \in H^{1}\left(0, \ell_{0}\right), \quad u_{1} \in L^{2}\left(0, \ell_{0}\right) \tag{1.6a}
\end{equation*}
$$

and the compatibility conditions

$$
\begin{equation*}
u_{0}(0)=w(0), \quad u_{0}\left(\ell_{0}\right)=0 \tag{1.6b}
\end{equation*}
$$

We set

$$
\Omega:=\{(t, x): t>0,0<x<\ell(t)\}
$$

and

$$
\Omega_{T}:=\{(t, x): 0<t<T, 0<x<\ell(t)\}
$$

We will look for solutions in the space

$$
\widetilde{H}^{1}(\Omega):=\left\{u \in H_{\mathrm{loc}}^{1}(\Omega): u \in H^{1}\left(\Omega_{T}\right), \text { for every } T>0\right\}
$$

Moreover, we set for $k \geq 0$

$$
\widetilde{C}^{k, 1}(0,+\infty):=\left\{f \in C^{k}([0,+\infty)): f \in C^{k, 1}([0, T]) \text { for every } T>0\right\}
$$

and

$$
\widetilde{C}^{k, 1}(\Omega):=\left\{u \in C^{k}(\bar{\Omega}): u \in C^{k, 1}\left(\bar{\Omega}_{T}\right), \text { for every } T>0\right\}
$$

Definition 1.1. We say that $u \in \widetilde{H}^{1}(\Omega)$ (resp. in $H^{1}\left(\Omega_{T}\right)$ ) is a solution of 0.1a) 0.1c) if $u_{t t}-u_{x x}=0$ holds in the sense of distributions in $\Omega$ (resp. in $\Omega_{T}$ ) and the boundary conditions are intended in the sense of traces.

Given a solution $u \in \widetilde{H}^{1}(\Omega)$ in the sense of Definition 1.1, we extend $u$ to $(0,+\infty)^{2}$ (still denoting it by $u$, by setting $u=0$ in $(0,+\infty)^{2} \backslash \Omega$. Note that this agrees with the interpretation of $u$ as vertical displacement of the film which is still glued to the substrate for $(t, x) \notin \Omega$. For a fixed $T>0$, we define $Q_{T}:=(0, T) \times(0, \ell(T))$ and we observe that $u \in H^{1}\left(Q_{T}\right)$ because of the boundary conditions 0.1 b$) \&(0.1 \mathrm{c})$. Further, we need to impose the initial position and velocity of $u$. While condition in 0.1 d can be formulated in the sense of traces, we have to give a precise meaning to the second condition. Since $H^{1}\left((0, T) \times\left(0, \ell_{0}\right)\right)=$ $H^{1}\left(0, T ; L^{2}\left(0, \ell_{0}\right)\right) \cap L^{2}\left(0, T ; H^{1}\left(0, \ell_{0}\right)\right)$, we have $u_{t}, u_{x} \in L^{2}\left(0, T ; L^{2}\left(0, \ell_{0}\right)\right)$. This implies that $u_{t}, u_{x x} \in L^{2}\left(0, T ; H^{-1}\left(0, \ell_{0}\right)\right)$ and, by the wave equation, $u_{t t} \in L^{2}\left(0, T ; H^{-1}\left(0, \ell_{0}\right)\right)$. Therefore $u_{t} \in H^{1}\left(0, T ; H^{-1}\left(0, \ell_{0}\right)\right) \subset C^{0}\left([0, T] ; H^{-1}\left(0, \ell_{0}\right)\right)$ and we can impose condition 0.1e as an equality between elements of $H^{-1}\left(0, \ell_{0}\right)$. This discussion shows that the following definition makes sense.

Definition 1.2. We say that $u \in \widetilde{H}^{1}(\Omega)$ (resp. $H^{1}\left(\Omega_{T}\right)$ ) is a solution of (0.1) if Definition 1.1 holds and the initial conditions $0.1 \mathrm{~d} \mathcal{E}\left(0.1 \mathrm{e}\right.$ are satisfied in the sense of $L^{2}\left(0, \ell_{0}\right)$ and $H^{-1}\left(0, \ell_{0}\right)$, respectively.

In the following discussion $T$ and $u$ are fixed as above. We consider the change coordinates

$$
\left\{\begin{array}{l}
\xi=t-x  \tag{1.7}\\
\eta=t+x
\end{array}\right.
$$

which maps the set $\Omega_{T}$ into $\widetilde{\Omega}$. In terms of the new function

$$
\begin{equation*}
v(\xi, \eta):=u\left(\frac{\xi+\eta}{2}, \frac{\eta-\xi}{2}\right) \tag{1.8}
\end{equation*}
$$

the wave equation 0.1a (weakly formulated) reads as

$$
\begin{equation*}
v_{\eta \xi}=0 \quad \text { in } \mathcal{D}^{\prime}(\widetilde{\Omega}) \tag{1.9}
\end{equation*}
$$

This means that for every test function $\alpha \in \mathcal{C}_{c}^{\infty}(\widetilde{\Omega})$ we have

$$
\begin{equation*}
0=\left\langle v_{\eta \xi}, \varphi\right\rangle=-\int_{\widetilde{\Omega}} v_{\eta}(\xi, \eta) \alpha_{\xi}(\xi, \eta) \mathrm{d} \xi \mathrm{~d} \eta \tag{1.10}
\end{equation*}
$$

For every $\xi \in \mathbb{R}$ let

$$
\widetilde{\Omega}^{\xi}:=\{\eta \in \mathbb{R}:(\xi, \eta) \in \widetilde{\Omega}\}
$$

and, similarly, for every $\eta \in \mathbb{R}$ let

$$
\widetilde{\Omega}_{\eta}:=\{\xi \in \mathbb{R}:(\xi, \eta) \in \widetilde{\Omega}\}
$$

Notice that, thanks to (1.1a), $\widetilde{\Omega}$ and $\widetilde{\Omega}_{\eta}$ are intervals. Moreover $\widetilde{\Omega}^{\xi} \neq \emptyset$ if and only if $\xi \in\left(-\ell_{0}, T\right)$ and similarly $\widetilde{\Omega}_{\eta} \neq \emptyset$ if and only if $\eta \in(0, T+\ell(T))$.
Lemma 1.3. A function $v \in H^{1}(\widetilde{\Omega})$ is a solution to (1.9) if and only if there exist functions $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0}, T\right)$ and $g \in H_{\mathrm{loc}}^{1}(0, T+\ell(T))$ such that

$$
\begin{align*}
& \int_{-\ell_{0}}^{T} \dot{f}(\xi)^{2}\left|\widetilde{\Omega}^{\xi}\right| \mathrm{d} \xi<+\infty  \tag{1.11a}\\
& \int_{0}^{T+\ell(t)} \dot{g}(\eta)^{2}\left|\widetilde{\Omega}_{\eta}\right| \mathrm{d} \eta<+\infty \tag{1.11b}
\end{align*}
$$

and

$$
\begin{equation*}
v(\xi, \eta)=f(\xi)+g(\eta), \quad \text { for a.e. }(\xi, \eta) \in \widetilde{\Omega} \tag{1.12}
\end{equation*}
$$

Proof. Let $v \in H^{1}(\widetilde{\Omega})$ be a solution to (1.9). Using a standard argument for the slicing of $H^{1}$ functions, we deduce from 1.10 that for a.e. $\eta \in(0, T+\ell(T))$ we have $v_{\eta}(\cdot, \eta) \in L^{2}\left(\widetilde{\Omega}_{\eta}\right)$ and

$$
\int_{\widetilde{\Omega}_{\eta}} v_{\eta}(\xi, \eta) \dot{\beta}(\xi) \mathrm{d} \xi=0, \quad \text { for every } \beta \in C_{c}^{\infty}\left(\widetilde{\Omega}_{\eta}\right)
$$

This implies that $v_{\eta}$ is in $H^{1}\left(\widetilde{\Omega}_{\eta}\right)$ and its derivative in the sense of distributions vanishes in $\widetilde{\Omega}_{\eta}$. Therefore for a.e. $\eta \in(0, T+\ell(T))$ there exists $\Phi(\eta) \in \mathbb{R}$ such that

$$
\begin{equation*}
v_{\eta}(\xi, \eta)=\Phi(\eta), \quad \text { for a.e. } \xi \in \widetilde{\Omega}_{\eta} \tag{1.13}
\end{equation*}
$$

Let us prove that $\Phi \in L_{\text {loc }}^{2}(0, T+\ell(T))$. First, by applying the Fubini Theorem to $v_{\eta}$, we deduce that the function $\Phi$ belongs to $L^{2}\left(\widetilde{\Omega}^{\xi}\right)$ for a.e. $\xi \in\left(-\ell_{0}, T\right)$. On the other hand, for every $\eta_{0} \in(0, T+\ell(T))$ there exists $\xi_{0} \in\left(-\ell_{0}, T\right)$ such that $\eta_{0} \in \widetilde{\Omega}^{\xi}$ for every $\xi$ in a suitable neighbourhood of $\xi_{0}$. Together with the previous result this gives $\Phi \in L_{\mathrm{loc}}^{2}(0, T+\ell(T))$.

Let now $g$ be a primitive of $\Phi$, which clearly belongs to $H_{\text {loc }}^{1}(0, T+\ell(T))$. By 1.13 ) and the Fubini Theorem, for a.e. $\xi \in\left(-\ell_{0}, T\right)$ we have $v_{\eta}(\xi, \eta)=\dot{g}(\eta)$ for a.e. $\eta \in \widetilde{\Omega}^{\xi}$; therefore for a.e. $\xi \in\left(-\ell_{0}, T\right)$ there exists $f(\xi) \in \mathbb{R}$ such that $v(\xi, \eta)=f(\xi)+g(\eta)$ for a.e. $\eta \in \widetilde{\Omega}^{\xi}$. Using again
the Fubini Theorem, for a.e. $\eta \in(0, T+\ell(T))$ we obtain $v(\xi, \eta)=f(\xi)+g(\eta)$ for a.e. $\xi \in \widetilde{\Omega}_{\eta}$. This implies that for a.e. $\eta \in(0, T+\ell(T))$ the function $f$ belongs to $H^{1}\left(\widetilde{\Omega}_{\eta}\right)$. Arguing as above we deduce that $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0}, T\right)$. In conclusion, for every solution $v$ to 1.9 , with $v \in H^{1}(\widetilde{\Omega})$, there exist $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0}, T\right)$ and $g \in H_{\mathrm{loc}}^{1}(0, T+\ell(T))$ such that 1.12$)$ is satisfied.

Moreover, taking the derivative with respect to $\xi$ we find that for a.e. $\eta \in(0, T+\ell(T))$, $v_{\xi}(\xi, \eta)=\dot{f}(\xi)$ for a.e. $\xi \in \widetilde{\Omega}_{\eta}$. By the Fubini Theorem

$$
\int_{-\ell_{0}}^{T} \dot{f}(\xi)^{2}\left|\widetilde{\Omega}^{\xi}\right| \mathrm{d} \xi=\int_{\widetilde{\Omega}} v_{\xi}(\xi, \eta)^{2} \mathrm{~d} \xi \mathrm{~d} \eta<+\infty
$$

Similarly we prove that

$$
\int_{0}^{T+\ell(T)} \dot{g}(\xi)^{2}\left|\widetilde{\Omega}_{\eta}\right| \mathrm{d} \xi=\int_{\widetilde{\Omega}} v_{\eta}(\xi, \eta)^{2} \mathrm{~d} \xi \mathrm{~d} \eta<+\infty
$$

Conversely, assume that $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0}, T\right)$ and $g \in H_{\mathrm{loc}}^{1}(0, T+\ell(T))$ satisfy (1.11) and define $v$ as in 1.12 . Then, by the Fubini Theorem, $f$ and $g$ belong to $H^{1}(\widetilde{\Omega})$. Moreover, $v \in H^{1}(\widetilde{\Omega})$ and 1.9 is satisfied.

In the next proposition we return to the variables $(t, x)$ and use Lemma 1.3 to characterise the solutions of problem (0.1a)-(0.1c) according to Definition 1.1 . Notice that the boundary conditions imply a relationship between the functions $f$ and $g$ of the previous lemma, so that the solution can be written using either of them.

In this characterisation we use the functions $\varphi$ and $\psi$ defined in $\sqrt{1.2}$ ). We extend $\psi^{-1}$ to $[0,+\infty)$ by setting $\psi^{-1}(s):=0$ for $s \in\left[0, \ell_{0}\right)$. Notice that all integrands in (1.14) are nonnegative and recall that $a \vee b=\max \{a, b\}$ and $a \wedge b=\min \{a, b\}$.

Proposition 1.4. Let $T>0$ and assume (1.1) and (1.5). There exists a weak solution $u \in$ $H^{1}\left(\Omega_{T}\right)$ to problem (0.1a)-0.1c) (in the sense of Definition 1.1) if and only if there exists a function $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0}, T+\ell(T)\right)$ with

$$
\begin{align*}
& \int_{-\ell_{0}}^{T-\ell(T)} \dot{f}(s)^{2}\left(\varphi^{-1}(s)-(s \vee 0)\right) \mathrm{d} s+\int_{T-\ell(T)}^{T} \dot{f}(s)^{2}(T-(s \vee 0)) \mathrm{d} s<+\infty  \tag{1.14a}\\
& \int_{0}^{T+\ell(T)}(\dot{w}(s)-\dot{f}(s))^{2}\left((s \wedge T)-\psi^{-1}(s)\right) \mathrm{d} s<+\infty \tag{1.14b}
\end{align*}
$$

whose continuous representative satisfies $f(0)=0$ and

$$
\begin{equation*}
f(t+\ell(t))=w(t+\ell(t))+f(t-\ell(t)), \quad \text { for every } t \in(0, T) \tag{1.15}
\end{equation*}
$$

In this case $u$ is given by

$$
\begin{equation*}
u(t, x)=w(t+x)-f(t+x)+f(t-x), \quad \text { for a.e. }(t, x) \in \Omega_{T} . \tag{1.16}
\end{equation*}
$$

Proof. Using (1.7), 1.8), and (1.12), we can assert that every weak solution $u \in H^{1}\left(\Omega_{T}\right)$ of problem (0.1) has the form

$$
\begin{equation*}
u(t, x)=f(t-x)+g(t+x), \quad \text { for a.e. }(t, x) \in \Omega_{T} \tag{1.17}
\end{equation*}
$$

for some functions $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0}, T\right)$ and $g \in H_{\mathrm{loc}}^{1}(0, T+\ell(t))$ satisfying (1.11). Then, by the boundary condition 0.1 b and by the continuity of $f, g$, and $w$ in $(0, T)$,

$$
u(t, 0)=w(t)=f(t)+g(t), \quad \text { for a.e. } t \in(0, T)
$$

From now on we consider the consider the continuous representatives of $f, g$, and $w$. We observe that $g=w-f$ everywhere in $(0, T)$ and $w-f$ is continuous in $[0, T)$ (indeed, $w$ is continuous in $[0, T]$ because $w \in H^{1}(0, T)$, while $f$ is continuous in $\left(-\ell_{0}, T\right)$ because $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0}, T\right)$ ).

Therefore we can extend $g$ at zero by continuity. Analogously, $f$ can be extended at $T$ by continuity, so that $w(t)=f(t)+g(t)$ for every $t$ in $[0, T]$. We can also extend $f$ by setting $f=w-g$ in $(T, T+\ell(T))$, so that $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0}, T+\ell(T)\right)$. In particular, 1.17) reduces to (1.16). Moreover, by the second boundary condition $u(t, \ell(t))=0$ we obtain (1.15). By a direct computation of $\left|\widetilde{\Omega}^{\xi}\right|$ and of $\left|\widetilde{\Omega}_{\eta}\right|$, one sees that conditions (1.11) are equivalent to (1.14). The condition $f(0)=0$ can be obtained adding a suitable constant.
Remark 1.5. The results obtained up to now hold also in the case $\ell_{0}=0$, provided that $\ell(t)>0$ for every $t>0$ and that $w(0)=0$.

In the remaining part of the section we focus on the case $\ell_{0}>0$. We begin with a Proposition which gives the connection between $f$ and the initial conditions (0.1d \& (0.1e).
Proposition 1.6. Let $T>0$ and assume (1.1), 1.5), and 1.6a). Let $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0}, T+\ell(T)\right)$ satisfy (1.14), 1.15), and $f(0)=0$, and let $u$ be defined by (1.16). Then, $u$ is solution to problem (0.1) in $H^{1}\left(\Omega_{T}\right)$, according to Definition 1.2, if and only if

$$
\begin{array}{ll}
f(s)=w(s)-\frac{u_{0}(s)}{2}-\frac{1}{2} \int_{0}^{s} u_{1}(x) \mathrm{d} x-w(0)+\frac{u_{0}(0)}{2}, & \text { for every } s \in\left[0, \ell_{0}\right] \\
f(s)=\frac{u_{0}(-s)}{2}-\frac{1}{2} \int_{0}^{-s} u_{1}(x) \mathrm{d} x-\frac{u_{0}(0)}{2}, & \text { for every } s \in\left(-\ell_{0}, 0\right] \tag{1.18b}
\end{array}
$$

Proof. We already know, by Proposition 1.4, that $u$ is a solution to problem 0.1a)-0.1c). We compute the time derivative of $u$ using 1.16) and we obtain

$$
u_{t}(t, x)=\dot{w}(t+x)-\dot{f}(t+x)+\dot{f}(t-x), \quad \text { for a.e. }(t, x) \in \Omega_{T} .
$$

Assume that (0.1d) \& (0.1e) holds. By (1.16) and 1.24a), taking $(t, x)=(0, s)$, we deduce that

$$
\begin{array}{ll}
u_{0}(s)=w(s)-f(s)+f(-s), & \text { for every } s \in\left[0, \ell_{0}\right), \\
u_{1}(s)=\dot{w}(s)-\dot{f}(s)+\dot{f}(-s), & \text { for a.e. } s \in\left(0, \ell_{0}\right) \tag{1.19b}
\end{array}
$$

where we have used the continuity property of $f$ and the initial conditions according to Definition 1.2. By adding 1.19b to the derivative of 1.19 a , we find that

$$
\begin{equation*}
\dot{f}(s)=\dot{w}(s)-\frac{\dot{u}_{0}(s)+u_{1}(s)}{2}, \quad \text { for a.e. } s \in\left(0, \ell_{0}\right) . \tag{1.20}
\end{equation*}
$$

Therefore, integrating (1.20), we obtain (1.18). Equality 1.19a) enables us to determine $f$ in the interval $\left[-\ell_{0}, 0\right]$, leading to (1.18b).

Conversely, assume that 1.18) holds. Then 1.19a) follows easily and, taking the derivative of (1.18), we obtain also (1.19b). Finally, 1.19), together with 1.16) and 1.24a, gives (0.1d) \& (0.1e) in the sense of Definition 1.2 .

Remark 1.7. Conditions (1.5) and (1.6a), together with (1.18), show that $f \in H^{1}\left(-\ell_{0}, \ell_{0}\right)$ and (1.18b holds for every $s \in\left[-\ell_{0}, 0\right]$.

We are now in a position to give the main result of this section, which gives existence and uniqueness of a solution to problem (0.1), according to Definition 1.2
Theorem 1.8. Assume (1.1), (1.5), and (1.6). Then there is a unique solution $u \in \widetilde{H}^{1}(\Omega)$ to problem (0.1), according to Definition 1.2. Moreover, there is a unique function $f:\left[-\ell_{0},+\infty\right) \rightarrow$ $\mathbb{R}$, with $f(0)=0$ and $f \in \widetilde{H}^{1}\left(-\ell_{0},+\infty\right)$, such that (1.16) holds.
Proof. By Propositions 1.4 and 1.6, it is enough to construct a function $f:\left[-\ell_{0},+\infty\right) \rightarrow \mathbb{R}$, with $f \in \widetilde{H}^{1}\left(-\ell_{0},+\infty\right)$, such that (1.18) holds and

$$
\begin{equation*}
f(t+\ell(t))=w(t+\ell(t))+f(t-\ell(t)) \tag{1.21}
\end{equation*}
$$

for every $t \in[0,+\infty)$. We use (1.18) and Remark 1.7 to define $f$ in $\left[-\ell_{0}, \ell_{0}\right]$. To conclude the proof we now have to extend it to $\left(\ell_{0},+\infty\right)$ in such a way that (1.21) is satisfied.

We set $t_{0}:=\ell_{0}$ and $t_{1}:=\omega^{-1}\left(t_{0}\right)$ and we define $f$ in $\left(t_{0}, t_{1}\right]$ by

$$
\begin{equation*}
f(t)=w(t)+f(\omega(t)), \tag{1.22}
\end{equation*}
$$

for every $t \in\left(t_{0}, t_{1}\right]$. Since $w, f \in H^{1}\left(-\ell_{0}, t_{0}\right)$ (see Remark 1.7) and $\omega$ is Lipschitz between $\left(t_{0}, t_{1}\right)$ and $\left(-\ell_{0}, \ell_{0}\right)$ by (1.4), we have $f \in H^{1}\left(t_{0}, t_{1}\right)$. Using the compatibility conditions 1.6b) we deduce from (1.18) and (1.22) that $f\left(t_{0}^{-}\right)=f\left(t_{0}^{+}\right)$, hence $f \in H^{1}\left(-\ell_{0}, t_{1}\right)$. Moreover, by (1.22), we obtain that (1.21) is satisfied in $\left[0, \psi^{-1}\left(t_{1}\right)\right)$.

We now define inductively a sequence $t_{i}$ by setting $t_{i+1}:=\omega^{-1}\left(t_{i}\right)$. Let us prove that $t_{i} \rightarrow+\infty$. From the definition of $\varphi$ and $\psi$ and from the inequality $\ell(t) \geq \ell_{0}$ we deduce that $\varphi^{-1}(t) \geq t+\ell_{0}$ and $\psi(t) \geq t+\ell_{0}$. By the monotonicity of $\psi$ we thus find that

$$
\omega^{-1}(t) \geq \psi\left(t+\ell_{0}\right) \geq t+2 \ell_{0}
$$

which implies $t_{i+1}-t_{i} \geq 2 \ell_{0}$ and therefore $t_{i} \rightarrow+\infty$.
Assume that for some $i$ the function $f$ has already been defined in $\left[-\ell_{0}, t_{i}\right]$ so that $f \in$ $H^{1}\left(-\ell_{0}, t_{i}\right)$ and (1.21) holds for every $t \in\left[0, \psi^{-1}\left(t_{i}\right)\right)$. We define $f$ in $\left[t_{i}, t_{i+1}\right]$ by (1.22) for every $t \in\left[t_{i}, t_{i+1}\right]$. With this construction (1.22) holds for every $t \in\left[t_{0}, t_{i}\right)$, hence (1.21) holds for every $t \in\left[0, \psi^{-1}\left(t_{i+1}\right)\right)$. Since $f$ is continuous at $t_{i-1} \in\left(-\ell_{0}, t_{i}\right)$, we deduce from (1.22) that $f$ is continuous at $t_{i}$, which implies $f \in H^{1}\left(-\ell_{0}, t_{i+1}\right)$.

Since $t_{i} \rightarrow+\infty$, this construction leads to $f \in H_{\mathrm{loc}}^{1}\left(-\ell_{0},+\infty\right)$ satisfying (1.21) for every $t \in[0,+\infty)$. Condition (1.18) is obviously satisfied.

This construction shows that the function $f:\left[-\ell_{0},+\infty\right) \rightarrow \mathbb{R}$ satisfying (1.18) in $\left[-\ell_{0}, \ell_{0}\right]$ and (1.21) for every $t \in[0,+\infty)$ is uniquely determined. Thanks to Propositions 1.4 and 1.6 this gives the uniqueness of the solution $u$.

Remark 1.9. Theorem 1.8 implies that the solution of problem (0.1) according to Definition 1.2 has a continuous representative which satisfies

$$
\begin{equation*}
u(t, x)=w(t+x)-f(t+x)+f(t-x), \quad \text { for every }(t, x) \in \Omega, \tag{1.23}
\end{equation*}
$$

for a suitable function $f \in \widetilde{H}^{1}\left(-\ell_{0},+\infty\right)$ such that

$$
f(t)=w(t)+f(\omega(t)), \quad \text { for every } t \geq \ell_{0} .
$$

From now on we shall identify $u$ with its continuous representative. Equality (1.23) implies that, for every $t>0$, the function $u(t, \cdot)$ belongs to $H^{1}(0, \ell(t))$. Moreover, for every $t>0$, the partial derivatives, defined as the limits of the corresponding difference quotients, exist for a.e. $(t, x) \in \Omega$ and satisfy the equalities

$$
\begin{align*}
u_{t}(t, x) & =\dot{w}(t+x)-\dot{f}(t+x)+\dot{f}(t-x),  \tag{1.24a}\\
u_{x}(t, x) & =\dot{w}(t+x)-\dot{f}(t+x)-\dot{f}(t-x) . \tag{1.24b}
\end{align*}
$$

Therefore, if we set $u=0$ on $(0,+\infty)^{2} \backslash \Omega$, taking into account the boundary condition $u(t, \ell(t))=0$, we obtain that $u(t, \cdot) \in H^{1}(0,+\infty)$ for every $t>0$. Moreover $t \mapsto u(t, \cdot)$ belongs to $C^{0}\left([0,+\infty) ; H^{1}(0,+\infty)\right)$, while $t \mapsto u_{t}(t, \cdot)$ and $t \mapsto u_{x}(t, \cdot)$ belong to $C^{0}\left([0,+\infty) ; L^{2}(0,+\infty)\right)$.

Remark 1.10. We denote by $\omega^{k}$ the composition of $\omega$ with itself $k$ times. The construction of $f$ in the proof of the previous theorem shows that for every $s \in\left[\ell_{0},+\infty\right)$ there exists a nonnegative integer $n$, depending on $s$ and with $n \leq \frac{s+\ell_{0}}{2 \ell_{0}}$, such that $\omega^{n}(s) \in\left[-\ell_{0}, \ell_{0}\right)$ and

$$
\begin{equation*}
f(s)=\sum_{k=0}^{n-1} w\left(\omega^{k}(s)\right)+f\left(\omega^{n}(s)\right) . \tag{1.25}
\end{equation*}
$$



Figure 2. Construction of the sequence in Remark 1.10

Since $f\left(\omega^{n}(s)\right)$ can be computed using (1.18), this provides an alternative formula of $f$ in $\left[-\ell_{0},+\infty\right)$, whose geometrical meaning is described in Figure 2 .

Remark 1.11 (Causality). In order to prove Theorem 1.8, we needed formula (1.16), which expresses $u(t, x)$ using $w(t+x)-f(t+x)$. Hence, $u(t, x)$ seems to depend on the value of the prescribed vertical displacement at a time larger than $t$. However, one can see that $u(t, x)$ can be alternatively written using the data of the problem (the initial conditions, the boundary condition $w$, and the prescribed debonding front $\ell$ ) evaluated only at times smaller than $t$.

Indeed, if $t+x \leq \ell_{0}$, formula (1.18) shows that $w(t+x)-f(t+x)$ only depends on the initial conditions. On the other hand, for every $(t, x)$ such that $t+x>\ell_{0}$ there exists $s>0$ such that $t+x=s+\ell(s)=\psi(s)$, because $\psi$ is invertible. Therefore, using 1.15) we get

$$
\begin{equation*}
w(t+x)-f(t+x)=f(\omega(t+x)) \tag{1.26}
\end{equation*}
$$

Notice that $\omega(t+x) \leq \omega(t+\ell(t))=t-\ell(t)<t$.
If the vertical displacement $w$ is prescribed only in a time interval $[0, T]$, we can extend it to any $\tilde{w} \in \widetilde{H}^{1}(0,+\infty)$ such that $\tilde{w}=w$ in $[0, T]$ in order to apply Theorem 1.8 . Then, by (1.26), the solution $u$ will not depend on the chosen extension.

Remark 1.12 (Regularity). The regularity of the solution to problem (0.1) depends on the data. If we assume that the debonding front $\ell$ is of class $C^{1,1}(0,+\infty)$, the loading $w$ belongs to $\widetilde{C}^{1,1}(0,+\infty)$, and the initial conditions satisfy $u_{0} \in C^{1,1}\left(\left[0, \ell_{0}\right]\right), u_{1} \in C^{0,1}\left(\left[0, \ell_{0}\right]\right)$, and

$$
\begin{gather*}
u_{1}(0)=\dot{w}(0)  \tag{1.27a}\\
\dot{u}_{0}\left(\ell_{0}\right) \dot{\ell}(0)+u_{1}\left(\ell_{0}\right)=0 \tag{1.27b}
\end{gather*}
$$

then the solution $u$ is of class $\widetilde{C}^{1,1}(\Omega)$, as one can see using the construction introduced in the proof of Theorem 1.8 . Indeed, the function $f$ constructed in Theorem 1.8 belongs to $C^{1,1}\left(\left[-\ell_{0}, \ell_{0}\right]\right)$ by $\left.1.6 \mathrm{~b}, 1.18\right)$, and 1.27 a$)$, while $f \in C^{1,1}\left(\left[t_{i}, t_{i+1}\right]\right)$ by 1.21$)$. We already know that $f$ is continuous at $t_{i}$ by $(1.6 \mathrm{~b})$; the continuity of $\dot{f}$ at $t_{i}$ is a consequence of (1.18), (1.21), and 1.27 b . This implies that $f \in \widetilde{C}^{1,1}\left(-\ell_{0},+\infty\right)$ and guarantees the $C^{1,1}$-regularity of the
solution $u$ in the whole of $\Omega$. If condition 1.27 b$)$ does not hold, we still have $f \in C^{1,1}\left(\left[-\ell_{0}, \ell_{0}\right]\right)$ and $f \in C^{1,1}\left(\left[t_{i}, t_{i+1}\right]\right)$ for every $i \geq 0$, but the function $\dot{f}$ may be discontinuous at the points $t_{i}$; in this case $u$ is only piecewise regular in $\Omega$. Similarly, if condition 1.27a) does not hold, we may have discontinuities of $\dot{f}$ at 0 and, by the "bounce formula" 1.15), at times $\omega^{-1}(0), \omega^{-2}(0), \ldots$

We conclude this section with some results on the energy balance for a solution to problem (0.1). For a solution $u \in \widetilde{H}^{1}(\Omega)$ to problem (0.1) the derivatives $u_{x}(t, x)$ and $u_{t}(t, x)$ are defined for every $t>0$ and almost every $x>0$ by Remark 1.9 . The energy of $u$ is defined for every $t \in[0,+\infty)$ by

$$
\begin{equation*}
\mathcal{E}(t):=\frac{1}{2} \int_{0}^{\ell(t)} u_{x}(t, x)^{2} \mathrm{~d} x+\frac{1}{2} \int_{0}^{\ell(t)} u_{t}(t, x)^{2} \mathrm{~d} x, \tag{1.28}
\end{equation*}
$$

where the first term is the potential energy and the second one is the kinetic energy.
Proposition 1.13. Let $u \in \widetilde{H}^{1}(\Omega)$ be a solution to problem (0.1). Then $\mathcal{E}:[0,+\infty) \rightarrow \mathbb{R}$ is absolutely continuous in $[0, T]$ for every $T>0$. Moreover we have

$$
\begin{equation*}
\mathcal{E}(t)=\int_{t-\ell(t)}^{t} \dot{f}(s)^{2} \mathrm{~d} s+\int_{t}^{t+\ell(t)}[\dot{w}(s)-\dot{f}(s)]^{2} \mathrm{~d} s \tag{1.29}
\end{equation*}
$$

for every $t \in[0,+\infty)$, where $f$ is as in Proposition 1.4.
Proof. Using (1.23) and 1.24, we can write

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{\ell(t)} u_{x}(t, x)^{2} \mathrm{~d} x+\frac{1}{2} \int_{0}^{\ell(t)} u_{t}(t, x)^{2} \mathrm{~d} x \\
= & \frac{1}{2} \int_{0}^{\ell(t)}\left[(\dot{w}(t+x)-\dot{f}(t+x)+\dot{f}(t-x))^{2}+(\dot{w}(t+x)-\dot{f}(t+x)-\dot{f}(t-x))^{2}\right] \mathrm{d} x \\
= & \int_{t-\ell(t)}^{t} \dot{f}(s)^{2} \mathrm{~d} s+\int_{t}^{t+\ell(t)}[\dot{w}(s)-\dot{f}(s)]^{2} \mathrm{~d} s,
\end{aligned}
$$

where in the last equality we have used obvious changes of variables. Since the expression in last line of the last formula is absolutely continuous on $[0, T]$ for every $T>0$, the proof is complete.

Proposition 1.14. Let $u$ and $\mathcal{E}$ be as in Proposition 1.13. Then $\mathcal{E}$ satisfies the energy balance

$$
\begin{equation*}
\mathcal{E}(t)=\mathcal{E}(0)-2 \int_{0}^{t} \dot{\ell}(s) \frac{1-\dot{\ell}(s)}{1+\dot{\ell}(s)} \dot{f}(s-\ell(s))^{2} \mathrm{~d} s-\int_{0}^{t}[\dot{w}(s)-2 \dot{f}(s)] \dot{w}(s) \mathrm{d} s, \tag{1.30}
\end{equation*}
$$

for every $t \in[0,+\infty)$.
The second integral in 1.30) can be interpreted as the work corresponding to the prescribed displacement. The first integral is related to the notion of dynamic energy release rate as explained in Section 2.

Proof. Thanks to 1.29), for a.e. $t \in[0,+\infty)$ we have

$$
\begin{equation*}
\dot{\mathcal{E}}(t)=[\dot{w}(t+\ell(t))-\dot{f}(t+\ell(t))]^{2}(1+\dot{\ell}(t))-[\dot{w}(t)-\dot{f}(t)]^{2}+\dot{f}(t)^{2}-\dot{f}(t-\ell(t))^{2}(1-\dot{\ell}(t)) . \tag{1.31}
\end{equation*}
$$

The boundary condition $u(t, \ell(t))=0$ together with (1.23) gives $w(t+\ell(t))-f(t+\ell(t))+$ $f(t-\ell(t))=0$ for every $t \geq 0$. By differentiating we obtain

$$
\dot{w}(t+\ell(t))(1+\dot{\ell}(t))-\dot{f}(t+\ell(t))(1+\dot{\ell}(t))+\dot{f}(t-\ell(t))(1-\dot{\ell}(t))=0
$$

for a.e. $t \in[0,+\infty)$. From this equality and from (1.31) we obtain, with easy algebraic manipulations,

$$
\dot{\mathcal{E}}(t)=-2 \dot{\ell}(t) \frac{1-\dot{\ell}(t)}{1+\dot{\ell}(t)} \dot{f}(t-\ell(t))^{2}-[\dot{w}(t)-2 \dot{f}(t)] \dot{w}(t),
$$

for a.e. $t \in[0,+\infty)$. This proves (1.30), since $\mathcal{E}$ is absolutely continuous on $[0, T]$ for every $T>0$.

## 2. Dynamic energy release rate and Griffith's criterion

In this section we introduce in a rigorous way the dynamic energy release rate in our context; such a notion will be used to formulate Griffith's criterion throughout the paper. To this end we assume that the debonding front $t \mapsto \ell(t)$ satisfies 1.1a). Let $u$ be the solution to (0.1) in $\Omega$, with $w \in \widetilde{H}^{1}(0,+\infty), u_{0} \in H^{1}\left(0, \ell_{0}\right)$, and $u_{1} \in L^{2}\left(0, \ell_{0}\right)$, satisfying the compatibility conditions (1.6b). (See Remark 1.11.)
2.1. Dynamic energy release rate. To define the dynamic energy release rate we fix $\bar{t}>0$ and consider virtual modifications $z$ and $\lambda$ of the functions $w$ and $\ell$ after $\bar{t}$. We then consider the corresponding solution $v$ to problem (0.1) and we study the dependence of its energy on $z$ and $\lambda$. More precisely, we consider a function $z \in \widetilde{H}^{1}(0,+\infty)$ and a function $\lambda:[0,+\infty) \rightarrow\left[\ell_{0},+\infty\right)$ satisfying condition 1.1a), with

$$
\begin{equation*}
z(t)=w(t) \quad \text { and } \quad \lambda(t)=\ell(t) \quad \text { for every } t \leq \bar{t} . \tag{2.1}
\end{equation*}
$$

We consider the problem

$$
\begin{cases}v_{t t}(t, x)-v_{x x}(t, x)=0, & t>0,0<x<\lambda(t)  \tag{2.2}\\ v(t, 0)=z(t), & t>0 \\ v(t, \lambda(t))=0, & t>0, \\ v(0, x)=u_{0}(x), & 0 \leq x \leq \ell_{0} \\ v_{t}(0, x)=u_{1}(x), & 0 \leq x \leq \ell_{0}\end{cases}
$$

whose solution has to be interpreted in the sense of Definition 1.2 and of Remark 1.9 . We recall that by Remark $1.11 v(t, x)=u(t, x)$ for every $(t, x) \in \Omega_{\bar{t}}$. By the previous results, there exists a unique function $g \in \widetilde{H}^{1}\left(-\ell_{0},+\infty\right)$ with $g(0)=0$ such that

$$
v(t, x)=z(t+x)-g(t+x)+g(t-x) .
$$

By Remark 1.11 we have

$$
\begin{equation*}
g=f \quad \text { in }\left[-\ell_{0}, \bar{t}\right] . \tag{2.3}
\end{equation*}
$$

Recalling (1.28), we now define

$$
\begin{equation*}
\mathcal{E}(t ; \lambda, z):=\frac{1}{2} \int_{0}^{\lambda(t)}\left[v_{x}(t, x)^{2}+v_{t}(t, x)^{2}\right] \mathrm{d} x . \tag{2.4}
\end{equation*}
$$

By Proposition 1.14 we have

$$
\begin{equation*}
\dot{\mathcal{E}}(t ; \lambda, z)=-2 \dot{\lambda}(t) \frac{1-\dot{\lambda}(t)}{1+\dot{\lambda}(t)} \dot{g}(t-\lambda(t))^{2}-\dot{z}(t)[\dot{z}(t)-2 \dot{g}(t)] \quad \text { for a.e. } t>0 . \tag{2.5}
\end{equation*}
$$

This is not enough for our purposes, since we want to compute the right derivative $\dot{\mathcal{E}}_{r}(\bar{t} ; \lambda, z)$ at $t=\bar{t}$. This will be done in the next proposition. We recall that, by definition, $\bar{t} \in[0,+\infty)$ is a right Lebesgue point of $\dot{\lambda}$ if there exists $\alpha \in \mathbb{R}$ such that

$$
\begin{equation*}
\frac{1}{h} \int_{\bar{t}}^{\bar{t}+h}|\dot{\lambda}(t)-\alpha| \mathrm{d} t \rightarrow 0, \quad \text { as } h \rightarrow 0^{+} \tag{2.6}
\end{equation*}
$$

We say that $\bar{t}$ is a right $L^{2}$-Lebesgue point for $\dot{z}$ and $\dot{g}$, respectively, if there exist $\beta$ and $\gamma$ in $\mathbb{R}$ such that

$$
\begin{equation*}
\frac{1}{h} \int_{\bar{t}}^{\bar{t}+h}|\dot{z}(t)-\beta|^{2} \mathrm{~d} t \rightarrow 0 \quad \text { and } \quad \frac{1}{h} \int_{\bar{t}}^{\bar{t}+h}|\dot{g}(t)-\gamma|^{2} \mathrm{~d} t \rightarrow 0, \quad \text { as } h \rightarrow 0^{+} . \tag{2.7}
\end{equation*}
$$

It is easy to see that, in this case, we also have

$$
\begin{equation*}
\frac{1}{h} \int_{\bar{t}}^{\bar{t}+h}|\dot{z}(t)(\dot{z}(t)-2 \dot{g}(t))-\beta(\beta-2 \gamma)| \mathrm{d} t \rightarrow 0, \quad \text { as } h \rightarrow 0^{+} . \tag{2.8}
\end{equation*}
$$

Proposition 2.1. Assume (1.1) (with $\ell_{0}>0$ ), (1.5), and (1.6). Then there exists a set $N \subset$ $[0,+\infty)$, with measure zero, depending only on $\ell$, $w, u_{0}$, and $u_{1}$, such that the following property holds for every $\bar{t} \in[0,+\infty) \backslash N$ : if $\lambda$ and $z$ are as above, if $v, g$, and $\mathcal{E}(\cdot ; \lambda, z)$ are defined by (2.2) छु (2.4), if $\dot{\lambda}$ has a right Lebesgue point at $\bar{t}$, and if $\dot{z}$ has a right $L^{2}$-Lebesgue point at $\bar{t}$, then $\bar{t}$ is a right $L^{2}$-Lebesgue point for $\dot{g}$ and

$$
\begin{equation*}
\dot{\mathcal{E}}_{r}(\bar{t} ; \lambda, z)=-2 \alpha \frac{1-\alpha}{1+\alpha} \dot{f}(\bar{t}-\ell(\bar{t}))^{2}-\beta(\beta-2 \gamma), \tag{2.9}
\end{equation*}
$$

where $\alpha, \beta$, and $\gamma$ are as in (2.6) and (2.7).
Proof. We consider the points $\bar{t}$ with the following properties:
a) $\dot{f}$ exists at $\bar{t}-\ell(\bar{t})$ and $\lim _{h \rightarrow 0^{+}} \frac{1}{h} \int_{\bar{t}-\ell(\bar{t})}^{\bar{t}-\ell(\bar{t})+h}\left|\dot{f}(s)^{2}-\dot{f}(\bar{t}-\ell(\bar{t}))^{2}\right| \mathrm{d} s=0$;
$\mathrm{b}_{1}$ ) if $\bar{t} \leq \ell_{0}, \bar{t}$ is an $L^{2}$-Lebesgue point for $\dot{u}_{0}$ and $u_{1}$;
$\mathrm{b}_{2}$ ) if $\bar{t} \geq \ell_{0}, \bar{t}$ is a Lebesgue point for $\dot{\omega}$ and $\omega(\bar{t})$ is an $L^{2}$-Lebesgue point for $\dot{f}$.
We call $E$ the set of the points satisfying all the properties above. It is well known that $N:=[0,+\infty) \backslash E$ has measure zero. Let us fix $\bar{t} \in E$.

Let us prove that $\dot{g}$ has a right $L^{2}$-Lebesgue point at $\bar{t}$. This is clear if $\bar{t}<\ell_{0}$. Assume $\bar{t} \geq \ell_{0}$; using 1.22 ) and (2.3), we have

$$
g(t)=z(t)+g(\omega(t))=z(t)+f(\omega(t)), \text { for every } t \in\left[\ell_{0}, \bar{t}+\ell(\bar{t})\right] .
$$

Then we have

$$
\dot{g}(t)=\dot{z}(t)+\dot{f}(\omega(t)) \dot{\omega}(t), \quad \text { for a.e. } t \in\left(\ell_{0}, \bar{t}+\ell(\bar{t})\right] .
$$

Since $\dot{z}$ has a right $L^{2}$-Lebesgue point at $\bar{t}$, it is enough to prove that $\dot{f}(\omega(t)) \dot{\omega}(t)$ has a right $L^{2}$-Lebesgue point at $t=\bar{t}$. Since $\bar{t} \in E$, there exist $a$ and $b$ in $\mathbb{R}$ such that

$$
\begin{equation*}
\frac{1}{h} \int_{\omega(\bar{t})}^{\omega(\bar{t})+h}|\dot{f}(s)-a|^{2} \mathrm{~d} s \rightarrow 0 \quad \text { and } \quad \frac{1}{h} \int_{\bar{t}}^{\bar{t}+h}|\dot{\omega}(s)-b|^{2} \mathrm{~d} s \rightarrow 0, \tag{2.10}
\end{equation*}
$$

where in the last formula we used the fact that $\dot{\omega}$ is bounded. We now have

$$
\begin{align*}
& \frac{1}{h} \int_{\bar{t}}^{\bar{t}+h}|\dot{f}(\omega(t)) \dot{\omega}(t)-a b|^{2} \mathrm{~d} t \\
\leq & \frac{2}{h} \int_{\bar{t}}^{\bar{t}+h}|\dot{f}(\omega(t))-a|^{2} \dot{\omega}(t)^{2} \mathrm{~d} t+\frac{2}{h} \int_{\bar{t}}^{\bar{t}+h} a^{2}|\dot{\omega}(t)-b|^{2} \mathrm{~d} t . \tag{2.11}
\end{align*}
$$

Using the change of variables $s=\omega(t)$ and the inequalities $0 \leq \dot{\omega} \leq 1$, we deduce from 2.10) that the right hand side in (2.11) tends to zero. This proves that $\bar{t}$ is a right $L^{2}$-Lebesgue point for $\dot{g}$.

We now prove the formula for the right derivative of the energy at $\bar{t} \in E$. By (2.5), we have

$$
\begin{align*}
& \left|\frac{\mathcal{E}(\bar{t}+h ; \lambda, z)-\mathcal{E}(\bar{t} ; \lambda, z)}{h}-\left(-2 \alpha \frac{1-\alpha}{1+\alpha} \dot{f}(\bar{t}-\ell(\bar{t}))^{2}-\beta(\beta-2 \gamma)\right)\right| \\
\leq & \left|\frac{2}{h} \int_{\bar{t}}^{\bar{t}+h}\left(\dot{\lambda}(t) \frac{1-\dot{\lambda}(t)}{1+\dot{\lambda}(t)} \dot{g}(t-\lambda(t))^{2}-\alpha \frac{1-\alpha}{1+\alpha} \dot{f}(\bar{t}-\ell(\bar{t}))^{2}\right) \mathrm{d} t\right| \\
& +\left|\frac{1}{h} \int_{\bar{t}}^{\bar{t}+h}(\dot{z}(t)(\dot{z}(t)-2 \dot{g}(t))-\beta(\beta-2 \gamma)) \mathrm{d} t\right| \\
\leq & \frac{2}{h} \int_{\bar{t}}^{\bar{t}+h} \dot{\lambda}(t) \frac{1-\dot{\lambda}(t)}{1+\dot{\lambda}(t)}\left|\dot{g}(t-\lambda(t))^{2}-\dot{f}(\bar{t}-\ell(\bar{t}))^{2}\right| \mathrm{d} t \\
& +\frac{2}{h} \dot{f}(\bar{t}-\ell(\bar{t}))^{2} \int_{\bar{t}}^{\bar{t}+h}\left|\dot{\lambda}(t) \frac{1-\dot{\lambda}(t)}{1+\dot{\lambda}(t)}-\alpha \frac{1-\alpha}{1+\alpha}\right| \mathrm{d} t \\
& +\frac{1}{h} \int_{\bar{t}}^{\bar{t}+h}|\dot{z}(t)(\dot{z}(t)-2 \dot{g}(t))-\beta(\beta-2 \gamma)| \mathrm{d} t=: I_{h}^{1}+I_{h}^{2}+I_{h}^{3} . \tag{2.12}
\end{align*}
$$

By (2.3) we can replace $\dot{g}(\cdot)$ by $\dot{f}(\cdot)$ in $I_{h}^{1}$. Hence

$$
\begin{align*}
I_{h}^{1} & \leq \frac{2}{h} \int_{\bar{t}}^{\bar{t}+h}(1-\dot{\lambda}(t))\left|\dot{f}(t-\lambda(t))^{2}-\dot{f}(\bar{t}-\ell(\bar{t}))^{2}\right| \mathrm{d} t \\
& \leq \frac{2}{h} \int_{\bar{t}-\ell(\bar{t})}^{\bar{t}-\ell(\bar{t})+h}\left|\dot{f}(s)^{2}-\dot{f}(\bar{t}-\ell(\bar{t}))^{2}\right| \mathrm{d} s \rightarrow 0, \quad \text { as } h \rightarrow 0^{+}, \tag{2.13}
\end{align*}
$$

where we have used the change of variables $s=t-\lambda(t)$ and the fact that $\ell(\bar{t})=\lambda(\bar{t}) \leq \lambda(\bar{t}+h)$. Moreover, since the function $x \mapsto x \frac{1-x}{1+x}$ is Lipschitz and since $\bar{t}$ is a right Lebesgue point for $\dot{\lambda}$, we conclude that

$$
\begin{equation*}
I_{h}^{2} \rightarrow 0, \quad \text { as } h \rightarrow 0^{+} . \tag{2.14}
\end{equation*}
$$

Equations (2.12)-(2.14), together with 2.8), prove 2.9).
Remark 2.2. The set $N$ introduced in Proposition 2.1 can be chosen in such a way that $N \cap[0, t]$ depends only on the restriction of $\ell$ and $w$ to $[0, t]$, cf. also (1.3). Moreover, (1.25) shows that (2.7) does not depend on the choice of $\lambda$ but only on $z$.

We are now in a position to introduce the notion of dynamic energy release rate, which measures the amount of energy spent during the debonding evolution. It is defined as a sort of partial derivative of $\mathcal{E}$ with respect to the elongation of the debonded region. More precisely, we fix $\bar{t}>0$, we consider an arbitrary virtual extension $\lambda$ of $\left.\ell\right|_{[0, \bar{t}]}$ with right speed $\alpha$ at $\bar{t}$ in the sense of 2.6), and we freeze the loading after time $\bar{t}$ at the level $w(\bar{t})$. The derivative of the energy $\mathcal{E}$ with respect to the elongation is obtained by taking the time derivative and dividing it by the velocity $\alpha$.
Definition 2.3. For a.e. $\bar{t}>0$ and every $\alpha \in(0,1)$ the dynamic energy release rate corresponding to the velocity $\alpha$ of the debonding front is defined as

$$
G_{\alpha}(\bar{t}):=-\frac{1}{\alpha} \dot{\mathcal{E}}_{r}(\bar{t} ; \lambda, \bar{z}),
$$

where $\lambda:[0,+\infty) \rightarrow\left[\ell_{0},+\infty\right)$ is an arbitrary extension of $\left.\ell\right|_{[0, \bar{t}]}$ satisfying conditions 1.1a), (2.1), and (2.6), while $\bar{z}(t)=w(t)$ for every $t \leq \bar{t}$ and $\bar{z}(t)=w(\bar{t})$ for every $t>\bar{t}$.

Proposition 2.1 implies that

$$
\begin{equation*}
G_{\alpha}(\bar{t})=2 \frac{1-\alpha}{1+\alpha} \dot{f}(\bar{t}-\ell(\bar{t}))^{2} \quad \text { for a.e. } \bar{t}>0 \tag{2.15}
\end{equation*}
$$

In particular, $G_{\alpha}(\bar{t})$ depends on $\lambda$ only through $\alpha$, so the definition is well posed.
Straightforward computations based on 1.24 b ) show that, when the solution is regular enough so that $u_{x}(\bar{t}, \ell(\bar{t}))$ is well defined for a.e. $t>0$, the dynamic energy release rate can also be expressed as

$$
\begin{equation*}
G_{\alpha}(\bar{t})=\frac{1}{2}\left(1-\alpha^{2}\right) u_{x}(\bar{t}, \ell(\bar{t}))^{2} . \tag{2.16}
\end{equation*}
$$

This is consistent with the formulas given in [13].
The dynamic energy release rate can be extended to the case $\alpha=0$, by continuity, as

$$
\begin{equation*}
G_{0}(\bar{t}):=2 \dot{f}(\bar{t}-\ell(\bar{t}))^{2} . \tag{2.17}
\end{equation*}
$$

We observe that, by 2.15), $G_{\alpha}(\bar{t})$ is continuous and strictly monotone with respect to $\alpha$ and

$$
\begin{equation*}
G_{\alpha}(\bar{t})<G_{0}(\bar{t}), \text { for every } \alpha \in(0,1), \quad G_{\alpha}(\bar{t}) \rightarrow 0 \text { for } \alpha \rightarrow 1^{-}, \tag{2.18}
\end{equation*}
$$

for a.e. $\bar{t}>0$.
2.2. Griffith's criterion. To introduce Griffith's criterion for the debonding model we consider the notion of local toughness of the glue between the substrate and the film. This is a measurable function $\kappa$ : $[0,+\infty) \rightarrow\left[c_{1}, c_{2}\right]$, with $0<c_{1}<c_{2}$, with the following mechanical interpretation: the energy dissipated to debond a segment $\left[x_{1}, x_{2}\right]$, with $0 \leq x_{1}<x_{2}$ is given by

$$
\int_{x_{1}}^{x_{2}} \kappa(x) \mathrm{d} x .
$$

This implies that, for every $t>0$, the energy dissipated in the debonding process in the time interval $[0, t]$ is

$$
\int_{\ell_{0}}^{\ell(t)} \kappa(x) \mathrm{d} x .
$$

In our model we postulate the following energy-dissipation balance: for every $t>0$ we have

$$
\begin{equation*}
\mathcal{E}(t ; \ell, w)+\int_{\ell_{0}}^{\ell(t)} \kappa(x) \mathrm{d} x=\mathcal{E}(0 ; \ell, w)-\int_{0}^{t} \dot{w}(s)[\dot{w}(s)-2 \dot{f}(s)] \mathrm{d} s, \tag{2.19}
\end{equation*}
$$

where the last term is the work of the external loading. By (1.30), (2.15), and (2.17) we obtain that (2.19) is equivalent to

$$
\int_{\ell_{0}}^{\ell(t)} \kappa(x) \mathrm{d} x=\int_{0}^{t} G_{\dot{\ell}(s)}(s) \dot{\ell}(s) \mathrm{d} s,
$$

which, in turn, is equivalent to

$$
\begin{equation*}
\kappa(\ell(t)) \dot{\ell}(t)=G_{\dot{\ell}(t)}(t) \dot{\ell}(t), \quad \text { for a.e. } t>0 \tag{2.20}
\end{equation*}
$$

In addition to the energy-dissipation balance we postulate the following maximum dissipation principle, as proposed in [22]: for a.e. $t>0$

$$
\begin{equation*}
\dot{\ell}(t)=\max \left\{\alpha \in[0,1): \kappa(\ell(t)) \alpha=G_{\alpha}(t) \alpha\right\} . \tag{2.21}
\end{equation*}
$$

This means that the debonding front must move as fast as possible, consistent with the energydissipation balance (2.19). We observe that the set $\left\{\alpha \in[0,1): \kappa(\ell(t)) \alpha=G_{\alpha}(t) \alpha\right\}$ has at most one element different from zero, by the strict monotonicity of $\alpha \mapsto G_{\alpha}(t)$. Therefore the maximum dissipation principle (2.21) simply states that the debonding front must move when this is possible.

Our postulates imply the following properties.

- For a.e. $t>0$, if $\dot{\ell}(t)>0$, then $\kappa(\ell(t))=G_{\dot{\ell}(t)}(t)$.
- For a.e. $t>0$, if $\dot{\ell}(t)=0$ then $\kappa(\ell(t)) \geq G_{\dot{\ell}(t)}(t)=G_{0}(t)$. Indeed, if the opposite inequality holds, by continuity and by (2.18) then there exists $\alpha>0$ such that $\kappa(\ell(t))=$ $G_{\alpha}(t)$, which contradicts (2.18).
This amounts to the following system, which will be called Griffith's criterion in analogy to the corresponding criterion in Fracture Mechanics: for a.e. $t>0$

$$
\begin{align*}
& \dot{\ell}(t) \geq 0,  \tag{2.22a}\\
& G_{\dot{\ell}(t)}(t) \leq \kappa(\ell(t)),  \tag{2.22b}\\
& {\left[G_{\dot{\ell}(t)}(t)-\kappa(\ell(t))\right] \dot{\ell}(t)=0 .} \tag{2.22c}
\end{align*}
$$

Conversely, we now show that Griffith's criterion implies both the energy-dissipation balance and the maximum dissipation. Indeed, the third condition in Griffith's criterion implies 2.20 ) which is equivalent to the energy-dissipation balance. As for the maximum dissipation, 2.20 implies that $\dot{\ell}(t) \in\left\{\alpha \in[0,1): \kappa(\ell(t)) \alpha=G_{\alpha}(t) \alpha\right\}$. Recalling that this set has at most one positive element, we only need to prove that if $\dot{\ell}(t)=0$, then there is no positive $\alpha>0$ such that $G_{\alpha}(t)=\kappa(\ell(t))$. This is a consequence of the inequality in 2.18) and of 2.22b).

We conclude this section by proving that Griffith's criterion is equivalent to the following ordinary differential equation:

$$
\begin{equation*}
\dot{\ell}(t)=\frac{2 \dot{f}(t-\ell(t))^{2}-\kappa(\ell(t))}{2 \dot{f}(t-\ell(t))^{2}+\kappa(\ell(t))} \vee 0 \quad \text { for a.e. } t \in[0,+\infty) . \tag{2.23}
\end{equation*}
$$

We recall that $G_{0}(t)=2 \dot{f}(t-\ell(t))^{2}$, by 2.17). If $G_{0}(t) \leq \kappa(\ell(t))$, then the right hand side of (2.23) is zero. Moreover, by the strict monotonicity of $\alpha \mapsto G_{\alpha}(t)$ we have $G_{\alpha}(t)<\kappa(\ell(t))$ for every $\alpha>0$, hence 2.22 c ) gives $\dot{\ell}(t)=0$. Therefore 2.23 is satisfied in this case. Conversely, if $G_{0}(t)>\kappa(\ell(t))$, then the right hand side of 2.23$)$ is strictly positive and $\dot{\ell}(t)$ is the unique $\alpha \in(0,1)$ such that $G_{\alpha}(t)=\kappa(\ell(t))$. Using (2.15), one sees that (2.23) holds.

## 3. Evolution of the debonding front

In this section we prove existence and uniqueness of a pair $(u(t, x), \ell(t))$ where $u$ solves problem (0.1) (in the sense of Definitions 1.1 and 1.2 ) and $\ell$ satisfies Griffith's criterion (2.22) as formulated in the discussion above. By (2.23) we look for functions $t \mapsto f(t), t \mapsto \ell(t)$ satisfying

$$
\left\{\begin{array}{l}
\dot{\ell}(t)=\frac{2 \dot{f}(t-\ell(t))^{2}-\kappa(\ell(t))}{2 \dot{f}(t-\ell(t))^{2}+\kappa(\ell(t))} \vee 0, \quad \text { for a.e. } t>0,  \tag{3.1}\\
\ell(0)=\ell_{0}
\end{array}\right.
$$

We recall that, in order to solve system (0.1) in $\Omega_{T}$ for some $T>0$, it is sufficient to apply Proposition 1.4 and find the related function $f$ defined in $\left[-\ell_{0}, T+\ell(T)\right]$; the solution $u$ is then given by 1.16). The pair $(f, \ell)$ is found by recursively applying an alternate scheme where the two systems (0.1) and (3.1) are solved separately and iteratively. More precisely, one starts from the definition of $f$ in $\left[-\ell_{0}, \ell_{0}\right]$, given by Proposition 1.6. Thus (3.1) can be solved in a time interval $\left[0, s_{1}\right]$ such that the right-hand side of the differential equation is defined; this is illustrated in the proof of the theorem below. The debonding front $\ell:\left[0, s_{1}\right] \rightarrow\left[\ell_{0},+\infty\right)$ turns out to be as in the assumptions of Section 1, hence $f$ can be defined in a subsequent interval $\left[\ell_{0}, t_{1}\right]$ thanks to the "bounce formula" (1.15). This alternate scheme is then iterated in order to find the solution in the whole domain.


Figure 3. Construction of the solution $(\ell(t), u(t, x))$
We are now in a position to state the first existence result under regularity assumptions on the data. The main point is to solve (3.1) in the first time interval $\left[0, s_{1}\right]$.
Theorem 3.1. Let $u_{0} \in C^{1,1}\left(\left[0, \ell_{0}\right]\right)$, $u_{1} \in C^{0,1}\left(\left[0, \ell_{0}\right]\right)$, and $w \in \widetilde{C}^{1,1}(0,+\infty)$ be such that 1.6 b$)$ and 1.27a) hold. Assume that the local toughness $\kappa:[0,+\infty) \rightarrow\left[c_{1}, c_{2}\right]$ belongs to $\widetilde{C}^{0,1}(0,+\infty)$. Assume in addition that

$$
\begin{equation*}
u_{1}\left(\ell_{0}\right)+\dot{u}_{0}\left(\ell_{0}\right)\left\{\frac{2\left[-\frac{\dot{u}_{0}\left(\ell_{0}\right)}{2}+\frac{u_{1}\left(\ell_{0}\right)}{2}\right]^{2}-\kappa\left(\ell_{0}\right)}{2\left[-\frac{\dot{u}_{0}\left(\ell_{0}\right)}{2}+\frac{u_{1}\left(\ell_{0}\right)}{2}\right]^{2}+\kappa\left(\ell_{0}\right)} \vee 0\right\}=0 . \tag{3.2}
\end{equation*}
$$

Then, there exists a unique pair $(u, \ell) \in \widetilde{H}^{1}(\Omega) \times \widetilde{C}^{0,1}(0,+\infty)$ satisfying (0.1) $\mathcal{E}(3.1)$. Moreover, one has $(u, \ell) \in \widetilde{C}^{1,1}(\Omega) \times \widetilde{C}^{1,1}(0,+\infty)$ and $0 \leq \dot{\ell}(t)<1$ for every $t \in[0,+\infty)$.
Proof. We define $f$ in the interval $\left[-\ell_{0}, \ell_{0}\right]$ by (1.18). Our regularity assumptions and the condition 1.27a) guarantee that $f \in C^{1,1}\left(\left[-\ell_{0}, \ell_{0}\right]\right)$. Therefore the right hand side of the differential equation in (3.1) is Lipschitz and bounded by a constant strictly smaller than one. We now set $t_{0}:=\ell_{0}$. We can thus find a unique solution to (3.1) defined up to the unique time $s_{1}$ with $s_{1}-\ell\left(s_{1}\right)=t_{0}$. Notice that $\ell \in C^{1,1}\left(\left[0, s_{1}\right]\right)$. Moreover, by 1.18), 1.27a), and (3.1), $\dot{\ell}(0)$ coincides with the term in curly brackets in (3.2), hence condition $(1.27 \mathrm{~b})$ is satisfied. With the aid of the "bounce formula" 1.15), we can now find the value of $f$ in the interval $\left[t_{0}, t_{1}\right]$ where $t_{1}=s_{1}+\ell\left(s_{1}\right)$. By Remark 1.12, $f$ and $\dot{f}$ are continuous at $t_{0}$. By now, the problem is uniquely solved with a pair ( $u, \ell$ ), with $\ell$ defined in $\left[0, s_{1}\right]$ and $u$ defined (through formula (1.23)) in $\bar{\Omega}_{s_{1}} \cup\left\{(t, x): t \in\left[s_{1}, t_{1}\right], 0 \leq x \leq t_{1}-t\right\}$, that is the grey part in Figure 3. We also notice that $f \in C^{1,1}\left(\left[t_{0}, t_{1}\right]\right)$, so that we can repeat the previous argument in order to find a unique solution to the differential equation in (3.1), with initial conditions given by $\ell\left(s_{1}\right)$, in the time interval $\left[s_{1}, s_{2}\right.$ ], where $s_{2}-\ell\left(s_{2}\right)=t_{1}$. Applying again (1.15) we can define $f$ on the interval $\left[t_{1}, t_{2}\right]$, where $t_{2}=s_{2}+\ell\left(s_{2}\right)$. Arguing as in Remark 1.12, we can deduce that $f \in C^{1,1}\left(\left[t_{1}, t_{2}\right]\right)$ and $f, \dot{f}$ are continuous at $t_{1}$. Formula (1.23) leads to a unique solution $u$ of problem (0.1)
defined in $\bar{\Omega}_{s_{2}} \cup\left\{(t, x): t \in\left[s_{2}, t_{2}\right], 0 \leq x \leq t_{2}-t\right\}$. By iterating this argument we construct two sequences $\left\{s_{i}\right\}$ and $\left\{t_{i}\right\}$, with $t_{i}<s_{i+1}<t_{i+1}$ and $t_{i+1}=s_{i+1}+\ell\left(s_{i+1}\right) \geq t_{i}+\ell_{0}$ and we extend progressively the definitions of $\ell$ and $f$ to the intervals $\left[0, s_{i}\right]$ and $\left[-\ell_{0}, t_{i}\right]$ respectively. Since $t_{i} \rightarrow+\infty$, we are able to find a unique solution $(u, \ell)$ to the coupled problem defined in $\Omega \times[0,+\infty)$. The inequality $0 \leq \dot{\ell}(t)<1$ follows easily from the equation (3.1).

Remark 3.2. We make some remarks on the role of conditions 1.27) in Theorem 3.1. (Recall that (1.27b) follows from (3.2).) When they are not satisfied, arguing as in the previous proof we see that $f \in \widetilde{C}^{0,1}\left(-\ell_{0},+\infty\right)$ and $\ell \in C^{0,1}(0,+\infty)$, and they are only piecewise $C^{1,1}$. Indeed, $\dot{f}$ may have discontinuities at times 0 and $\ell_{0}$ (and their subsequent times $\omega^{-1}(0), \omega^{-1}\left(\ell_{0}\right)$, etc., according to the previous construction). Such discontinuities generate forward and backward shock waves travelling with speed 1 and -1 , respectively, and represented by lines $R_{1}^{+}:=\{(t, t)$ : $\left.t \in\left[0, \varphi^{-1}(0)\right]\right\}$ and $S_{1}^{-}:=\left\{\left(t, \ell_{0}-t\right): t \in\left[0, \ell_{0}\right]\right\}$. At time $t=\varphi^{-1}(0), R_{1}^{+}$intersects the front of debonding, causing a discontinuity for $\dot{\ell}$; the forward shock wave is then reflected into a backward shock wave $R_{2}^{-}:=\left\{\left(t, \omega^{-1}(0)-t\right): t \in\left[\varphi^{-1}(0), \omega^{-1}(0)\right]\right\}$. Analogously, the backward shock wave $S_{1}^{-}$intersects the axis $x=0$ and it is transformed into a forward shock wave $S_{2}^{+}:=\left\{\left(t, t-\ell_{0}\right): t \in\left[\ell_{0}, \varphi^{-1}\left(\ell_{0}\right)\right]\right\}$. By iterating this argument we construct lines where the following Rankine-Hugoniot conditions for the derivatives of $u$ hold:

$$
\llbracket u_{x} \rrbracket+\llbracket u_{t} \rrbracket=0 \text { on } \bigcup_{i=1}^{\infty}\left(R_{2 i-1}^{+} \cup S_{2 i}^{+}\right) \text {and } \llbracket u_{x} \rrbracket-\llbracket u_{t} \rrbracket=0 \text { on } \bigcup_{i=0}^{\infty}\left(R_{2 i}^{-} \cup S_{2 i-1}^{-}\right),
$$

where $\llbracket \rrbracket \rrbracket$ denotes the difference between the values of the functions across the discontinuity line.
Remark 3.3. Under the assumptions of Theorem 3.1 we have the equality

$$
\begin{equation*}
\kappa\left(\ell_{0}\right)=G_{\dot{\ell}(0)}(0) \tag{3.3}
\end{equation*}
$$

Indeed, the formula for $\dot{\ell}(0)$ in the proof implies that, if $\dot{\ell}(0)>0$, we have

$$
u_{1}\left(\ell_{0}\right)+\dot{u}_{0}\left(\ell_{0}\right) \frac{2\left[-\frac{\dot{u}_{0}\left(\ell_{0}\right)}{2}+\frac{u_{1}\left(\ell_{0}\right)}{2}\right]^{2}-\kappa\left(\ell_{0}\right)}{2\left[-\frac{\dot{u}_{0}\left(\ell_{0}\right)}{2}+\frac{u_{1}\left(\ell_{0}\right)}{2}\right]^{2}+\kappa\left(\ell_{0}\right)}=0
$$

which implies

$$
\kappa\left(\ell_{0}\right)=\frac{1}{2}\left[\dot{u}_{0}\left(\ell_{0}\right)^{2}-u_{1}\left(\ell_{0}\right)^{2}\right]=G_{\dot{\ell}(0)}(0),
$$

where the last equality follows from (2.16) and 1.27b). If instead $\dot{\ell}(0)=0$, by analogous computations we find that

$$
\kappa\left(\ell_{0}\right)=\frac{1}{2} \dot{u}_{0}\left(\ell_{0}\right)^{2}=G_{0}(0),
$$

which concludes the proof of (3.3).
We now prove existence and uniqueness for the coupled system (0.1)\&(3.1) under weaker regularity assumptions on the data. More precisely, we assume

$$
\begin{equation*}
u_{0} \in C^{0,1}\left(\left[0, \ell_{0}\right]\right), \quad u_{1} \in L^{\infty}\left(0, \ell_{0}\right), \quad \text { and } w \in \widetilde{C}^{0,1}(0,+\infty) \tag{3.4}
\end{equation*}
$$

In Theorem 3.4 we assume that the local toughness $\kappa$ is constant, while in Theorem 3.5 we consider a nonconstant toughness. Since the arguments in the proof are different, we prefer to present both cases separately.

Theorem 3.4. Let $u_{0}, u_{1}$, and $w$ satisfy (1.6b) and (3.4) and let the local toughness $\kappa$ be a positive constant. Then, there exists a unique pair $(u, \ell) \in \widetilde{H}^{1}(\Omega) \times \widetilde{C}^{0,1}(0,+\infty)$ satisfying (0.1) \& (3.1). Moreover, one has $u \in \widetilde{C}^{0,1}(\Omega)$ and for every $T>0$ there exists $L_{T}<1$ such that

$$
\begin{equation*}
0 \leq \dot{\ell}(t) \leq L_{T} \quad \text { for a.e. } t \in(0, T) \tag{3.5}
\end{equation*}
$$

Proof. We define $f$ in $\left[-\ell_{0}, \ell_{0}\right]$ by 1.18 . Since our regularity assumptions imply only that $f \in C^{0,1}\left(\left[-\ell_{0}, \ell_{0}\right]\right)$, we now have to justify existence and uniqueness of a local solution to (3.1). This is done by reducing the problem to an autonomous equation, using the fact that $\kappa$ is constant. Set $z(t):=t-\ell(t)$. Then the Cauchy problem (3.1) reduces to

$$
\left\{\begin{array}{l}
\dot{z}(t)=F(z)  \tag{3.6}\\
z(0)=-\ell_{0}
\end{array}\right.
$$

where

$$
F(z):=1-\frac{\left(2 \dot{f}(z)^{2}-\kappa\right) \vee 0}{2 \dot{f}(z)^{2}+\kappa}
$$

Since $\dot{f}$ is bounded on $\left[-\ell_{0}, \ell_{0}\right]$, there exists a constant $c_{0} \in(0,1)$ such that $F(z) \geq c_{0}$ for a.e. $z \in\left[-\ell_{0}, \ell_{0}\right]$. The standard formula for the solution of autonomous Cauchy problems implies that, setting

$$
s_{1}=\int_{-\ell_{0}}^{\ell_{0}} \frac{\mathrm{~d} z}{F(z)}
$$

problem (3.6) has a unique solution $z \in C^{0,1}\left(\left[0, s_{1}\right]\right)$ and that this solution satisfies

$$
\int_{-\ell_{0}}^{z(t)} \frac{\mathrm{d} z}{F(z)}=t, \quad \text { for every } t \in\left[0, s_{1}\right]
$$

Notice that $s_{1}$ is the unique point such that $s_{1}-\ell\left(s_{1}\right)=\ell_{0}$. Since $\dot{\ell}(t)=1-\dot{z}(t)<1-c_{0}$, we have that $\omega(t)$ (see (1.3)) is bi-Lipschitz and thus, by the bounce formula (1.22), $f \in C^{0,1}\left(\left[t_{0}, t_{1}\right]\right)$, where $t_{0}=\ell_{0}$ and $t_{1}=\omega^{-1}\left(t_{0}\right)=s_{1}+\ell\left(s_{1}\right)$. Then one can argue iteratively imitating the proof of Theorem 3.1, without the part concerning the continuity of $\dot{f}$. We thus find a unique solution $(u, \ell)$ on $\Omega \times[0,+\infty)$ which now belongs to $\widetilde{C}^{0,1}(\Omega) \times \widetilde{C}^{0,1}(0,+\infty)$.

We extend this result to a wider class of local toughnesses.
Theorem 3.5. Let $u_{0}, u_{1}$, and $w$ satisfy (1.6b) and (3.4) and let $\kappa \in \widetilde{C}^{0,1}\left(\ell_{0},+\infty\right)$ with $c_{1} \leq$ $\kappa \leq c_{2}$. Then, there exists a unique pair $(u, \ell) \in \widetilde{H}^{1}(\Omega) \times \widetilde{C}^{0,1}(0,+\infty)$ satisfying (0.1) \& 3.1). Moreover, $u \in \widetilde{C}^{0,1}(\Omega)$ and for every $T>0$ there exists $L_{T}<1$ such that 3.5 is satisfied.
Proof. As in the proof of Theorem 3.4, we only have to study (3.1) in a first time interval $\left[0, s_{1}\right]$. Set $z(t)=t-\ell(t)$. We look for solutions to the system

$$
\left\{\begin{array}{l}
\dot{z}(t)=\frac{2 \kappa(t-z)}{2 \dot{f}(z)^{2}+\kappa(t-z)} \wedge 1 \\
z(0)=-\ell_{0}
\end{array}\right.
$$

Any solution must satisfy $\dot{z}>0$ a.e. and therefore $t \mapsto z(t)$ is invertible. The equation solved by $t(z)$ is

$$
\begin{equation*}
\frac{\mathrm{d} t}{\mathrm{~d} z}=\left(\frac{1}{2}+\frac{\dot{f}(z)^{2}}{\kappa(t-z)}\right) \vee 1=: \Phi(z, t) \tag{3.7}
\end{equation*}
$$

with initial condition $t\left(-\ell_{0}\right)=0$. Recalling that $\dot{f}$ is bounded in $\left[-\ell_{0}, \ell_{0}\right]$, it is easy to prove that $\Phi$ is locally Lipschitz in $t$, uniformly with respect to $z$.


Figure 4. A jump of the local toughness at $x_{1}$ may lead to a solution lingering at $x_{1}$ in a time interval $\left[\tau_{1}, \hat{\tau}_{1}\right]$

We can thus apply classical results of ordinary differential equations (see, e.g., [19, Theorem 5.3]) and get a unique solution $z \mapsto t(z)$ to (3.7). Then $z$ is found by inverting the function $t(z)$ and finally $\ell(t)=t-z(t)$ is the unique solution to (3.1) up to time $s_{1}=t\left(\ell_{0}\right)$, which is the unique point such that $s_{1}-\ell\left(s_{1}\right)=\ell_{0}$. Property (3.5) follows from the differential equation. The proof is concluded by an iterative argument based on the "bounce formula" (1.15) as for the previous theorems.

Remark 3.6. The previous result can be adapted to the case where $\kappa$ is piecewise Lipschitz. More precisely, we assume that there exist a finite or infinite sequence $\ell_{0}=x_{0}<x_{1}<x_{2}<\ldots$, without accumulation points, and a sequence $\kappa_{n}$ of Lipschitz functions on $\left[x_{n-1}, x_{n}\right]$ such that $\kappa(x)=\kappa_{n}(x)$ for $x \in\left[x_{n-1}, x_{n}\right)$. Using the arguments of Theorem 3.5, we can solve the coupled system for $(u, \ell)$ with $\kappa$ replaced by $\kappa_{1}$. It may happen that $\ell(t)<x_{1}$ for every $t$. In this case the problem is solved and the discontinuities play no role. Assume, in contrast, that there exists $\tau_{1}$ such that $\ell\left(\tau_{1}\right)=x_{1}$. To extend $\ell$ after this time, we solve the equation in (3.1) with $\kappa$ replaced by $\kappa_{2}$ and initial condition $\ell\left(\tau_{1}\right)=x_{1}$ and then we apply the iterative procedure of Theorem 3.5 with $\kappa$ replaced by $\kappa_{2}$ as long as $\ell(t)<x_{2}$. If there exists $\tau_{2}$ such that $\ell\left(\tau_{2}\right)=x_{2}$, then we iterate this argument using as local toughness $\kappa_{3}$.

Note that the equation may lead to a solution satisfying $\ell(t)=x_{1}$ for every $t \in\left[\tau_{1}, \hat{\tau}_{1}\right]$, for some $\hat{\tau}_{1}>\tau_{1}$. This happens if and only if $2 \dot{f}(t-\ell(t))^{2}-\kappa_{2}(\ell(t)) \leq 0$ for a.e. $t \in\left[\tau_{1}, \hat{\tau}_{1}\right]$, that is $G_{0}(t) \leq \kappa_{2}\left(x_{1}\right)$ for a.e. $t \in\left[\tau_{1}, \hat{\gamma}_{1}\right]$.

Particular cases of piecewise constant local toughnesses $\kappa$ have been studied in detail in [13, 26]. Our analysis proves the uniqueness of the solution obtained in those papers.
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