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Abstract. We study the lower semicontinuity in GSBV p(Ω; Rm) of a free discontinuity
functional F(u) that can be written as the sum of a crack term, depending only on

the jump set Su , and of a boundary term, depending on the trace of u on ∂Ω. We

give necessary and sufficient conditions on the integrands for the lower semicontinuity
of F . Moreover, we prove a relaxation result, which shows that the lower semicontinuous

envelope of F can still be represented as the sum of two integrals on Su and ∂Ω,

respectively.
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1. Introduction

In this paper we are interested in the study of free discontinuity functionals of the form

(1.1) G(u) :=
∫

Ω

W (x,∇u) dx+
∫

Ω

f(x, u) dx+
∫
Su

ψ(x, νu) dHn−1 +
∫
∂Ω

g(x, u) dHn−1 ,

where Ω is a bounded open subset of Rn , n ≥ 1, with Lipschitz boundary, u ∈ GSBV (Ω; Rm),
the space of generalized special functions of bounded variation, Su denotes the discontinuity
set of u , νu is the approximate unit normal vector to Su , and ∇u stands for the approximate
gradient of u (we refer to [2, 5] and Section 2 for definitions and notation).

In the framework of fracture mechanics, see for instance [10, 15], the functional (1.1)
represents the energy of an elastic body Ω, with a crack Su , subject to a displacement u and
to external volume and surface forces whose potentials are given by f and g , respectively.
In particular, W is the density of the stored elastic energy, while ψ stands for the energy
per unit surface needed to extend the crack.

As usual in elasticity, the equilibrium condition of such a body is expressed in terms of
the minimum problem

(1.2) min {G(u) : u ∈ GSBV (Ω; Rm)} .

To apply the direct method of the calculus of variations, we need to know the lower semi-
continuity properties of G .

Let us briefly discuss on the usual hypotheses on the volume terms of (1.1), see, e.g., [10,
Section 3]. We suppose that the bulk energy density W (x, ξ) is quasiconvex in ξ and satisfies
a p -growth condition for some p ∈ (1,+∞). These assumptions on W imply that in (1.1)
the approximate gradient ∇u is p -summable when G(u) < +∞ , thus the domain of G is
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actually GSBV p(Ω; Rm), a proper subspace of GSBV (Ω; Rm) (we refer to Section 2 for
the definition and some properties). Moreover, they guarantee that the volume term

W(u) :=
∫

Ω

W (x,∇u) dx

is lower semicontinuous with respect to the weak convergence in GSBV p(Ω; Rm) (we refer
to Section 2 for this notion of weak convergence and to [17, Theorem 1.2] for the proof).

With mild hypotheses on f , such as continuity with respect to the second variable and
a q -growth condition for some q ∈ (1,+∞), we may assume that the second volume term
in (1.1) is lower semicontinuous with respect to the same notion of convergence.

Therefore, to prove the existence of a solution to (1.2), we are led to study the lower
semicontinuity of the surface part of (1.1)

(1.3)
∫
Su

ψ(x, νu) dHn−1 +
∫
∂Ω

g(x, u) dHn−1 .

In this paper, we will consider a slightly more general free discontinuity functional of the
form

(1.4) F(u) :=
∫
Su\Σ

ψ(x, νu) dHn−1 +
∫

Σ

g(x, u+, u−) dHn−1 ,

where Σ is a prescribed orientable Lipschitz manifold of dimension n − 1 contained in Ω
with Hn−1(Σ) < +∞ , Hn−1(Σ \ Σ) = 0, and Hn−1((Σ ∩ Ω) ∩ ∂Ω) = 0, and u+ and u−

are the traces of u on the positive and negative side of Σ. To give a precise definition of F
when Σ ∩ ∂Ω 6= Ø, the function u is extended to 0 out of Ω, so that u+ and u− are well
defined Hn−1 -a.e. on Σ. The functional in (1.3) corresponds to the case Σ = ∂Ω.

In Section 3 we prove that F is lower semicontinuous with respect to the weak convergence
in GSBV p(Ω; Rm) under the following assumptions: ψ is a continuous function on Ω×Rn
such that

(1.5)
ψ(x, ·) is a norm on Rn for every x ∈ Ω ,

c1|ν| ≤ ψ(x, ν) ≤ c2|ν| for every (x, ν) ∈ Ω×Rn

for some 0 < c1 ≤ c2 , and g is a Borel function on Σ×Rm×Rm satisfying

(1.6) (s, t) 7→ g(x, s, t) is lower semicontinuous on Rm×Rm for every x ∈ Σ,

and, for Hn−1 -a.e. x ∈ Σ and every s, s′, t, t′ ∈ Rm ,

(1.7) g(x, s, t) ≤ g(x, s′, t) + ψ(x, νΣ(x)) and g(x, s, t) ≤ g(x, s, t′) + ψ(x, νΣ(x)) ,

where νΣ(x) denotes the unit normal to Σ at x .
We notice that the hypotheses (1.5) on ψ are quite standard and guarantee that

(1.8) Ψ(u) :=
∫
Su\Σ

ψ(x, νu) dHn−1 for u ∈ GSBV p(Ω; Rm)

is already lower semicontinuous. Indeed, this result has been obtained, for a more general
integrand, first in [3, 4] in the case of functions defined on Caccioppoli’s partitions, i.e.,
functions belonging to BV (Ω;T ) for some finite subset T of Rm , and then generalized
in [2, Theorem 3.7] to the space GSBV p(Ω; Rm).

The novelty of this paper, in comparison with [2, 3, 4], is the presence of an integral
over a fixed surface Σ which is not lower semicontinuous on its own because of the lack
of regularity of the function u near Σ. Indeed, we only know that the traces u+ and u−

of u on the two sides of Σ are measurable functions, but we do not have any continuity or
compactness property of the trace operator at our disposal, due to the presence of the jump
set. As a matter of fact, it could happen that, along a sequence uk converging to u weakly
in GSBV p(Ω; Rm), the jump set Suk approaches Σ as k → +∞ . In this case, we have no
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information on the convergence of the traces of uk . Condition (1.7) will allow us to control
the behavior of F along such sequences.

The proof of the lower semicontinuity theorem is divided into three steps. By the blow-up
technique introduced in [6, 13, 14] we first prove that

(1.9) F(u) ≤ lim inf
k
F(uk)

whenever uk converges to u pointwise and uk, u ∈ BV (Ω;T ) for some finite subset T of Rm
(see Theorem 3.7). We notice that, since the surface Σ is supposed to be only Lipschitz
regular, we have to slightly modify the usual choice of the blow-up sets. In Theorem 3.10 we
extend (1.9) by approximation to functions belonging to SBV p(Ω; Rm). The third step is a
truncation argument, which allows us to conclude in the general case u ∈ GSBV p(Ω; Rm).
In Theorem 3.11 we show that condition (1.7) is also necessary for the lower semicontinuity of
the functional F in GSBV p(Ω; Rm), provided that g is a Carathéodory function satisfying
the following properties:

there exists a ∈ L1(Σ)+ such that g(x, s, t) ≥ −a(x) for Hn−1-a.e. x ∈ Σ and
every s, t ∈ Rm ,(1.10)

g(·, s, t) ∈ L1(Σ) for every s, t ∈ Rm .(1.11)

We conclude Section 3 by proving that the minimum problem (1.2) admits a solution (The-
orem 3.12).

Finally, in Section 4 we prove a relaxation result for a functional F of the form (1.4), i.e.,
we give an integral representation formula for sc−F , defined as the greatest sequentially
weakly lower semicontinuous functional on GSBV p(Ω; Rm) which is less than or equal to F .
In (1.4) we still assume that ψ satisfies (1.5). As for g , instead of (1.6) and (1.7), we suppose
that g is a Carathéodory function such that g(x, ·, ·) is uniformly continuous on Rm×Rm ,
(1.10) holds, and, for every M > 0, g(x, s, t) ≤ aM (x) for Hn−1 -a.e. x ∈ Σ and every
s, t ∈ Rm with |s|, |t| ≤M , where aM ∈ L1(Σ).

In Theorem 4.3 we show that

sc−F(u) =
∫
Su\Σ

ψ(x, νu) dHn−1 +
∫

Σ

g12(x, u+, u−) dHn−1 ,

where, for (x, s, t) ∈ Σ×Rm×Rm , we have set

g12(x, s, t) := min
{
g1(x, s, t), inf

τ∈Rm
g1(x, s, τ) + ψ(x, νΣ(x))

}
,

g1(x, s, t) := min
{
g(x, s, t), inf

σ∈Rm
g(x, σ, t) + ψ(x, νΣ(x))

}
.

In this theorem the uniform continuity of g(x, ·, ·) is replaced by the weaker assumption of
continuity of g12(x, ·, ·).

Therefore, the relaxed functional sc−F is again of the form (1.4) and the density g12

on Σ is a Carathéodory function which satisfies properties (1.6) and (1.7). The mechanical
interpretation of this result is that, if the potential g of the surface force is too strong, it is
energetically more convenient to create a new crack near the surface Σ.

We conclude the paper with a relaxation result for the functional G introduced in (1.1).
More precisely, we characterize the functional sc−G , defined this time as the greatest lower
semicontinuous functional in Lq(Ω; Rm) which is less than or equal to G . We assume
that W (x, ξ) is quasiconvex and has a p -growth with respect to ξ , and that f(x, s) has
a q -growth with respect to s . In Theorem 4.5 we prove that

sc−G(u) =
∫

Ω

W (x,∇u) dx+
∫

Ω

f(x, u) dx+
∫
Su\Σ

ψ(x, νu) dHn−1+
∫

Σ

g12(x, u+, u−) dHn−1

if u ∈ GSBV p(Ω; Rm)∩Lq(Ω; Rm), and sc−G(u) = +∞ if u ∈ Lq(Ω; Rm)\GSBV p(Ω; Rm).



4 S. ALMI, G. DAL MASO, AND R. TOADER

If W (x, ξ) has linear growth with respect to ξ , a similar relaxation problem for the
functional ∫

Ω

W (x,∇u) dx+
∫

Σ

g(x, u+, u−) dHn−1 , u ∈W1,1(Ω \ Σ; Rm) ,

has been studied in [7] and leads to a functional defined on BV (Ω; Rm).

2. Preliminaries and notation

Throughout the paper Ln and Hn−1 denote the Lebesgue measure in Rn and the (n−1)-
dimensional Hausdorff measure, respectively. If p ∈ [1,+∞] and E is a measurable set, we
use the notation ‖ · ‖p or ‖ · ‖p,E for the Lp -norm on E with respect to Ln or Hn−1 ,
according to the context. Moreover, we denote by Hn−1bE the measure Hn−1 restricted
to E , which is defined by Hn−1bE (F ) := Hn−1(F ∩ E) for every measurable set F .

Definition 2.1. A subset Σ ⊆ Rn is said to be a Lipschitz manifold of dimension n− 1
with Lipschitz constant L if for every x ∈ Σ there exist a vector ξ(x) ∈ Sn−1 , an
(n−1)-dimensional rectangle ∆x contained in the hyperplane orthogonal to ξ(x) and pass-
ing through the origin, an interval Ix , and a Lipschitz function ϕx : ∆x → Ix with Lipschitz
constant L such that

{y + tξ(x) : y ∈ ∆x, t ∈ Ix} ∩ Σ = {y + ϕx(y)ξ(x) : y ∈ ∆x} .

If Σ is a Lipschitz manifold with Lipschitz constant L , for Hn−1 -a.e. x ∈ Σ there exists
a unit normal vector νΣ(x). The tangent space to Σ at x is then

(2.1) Tx(Σ) := {y ∈ Rn : y · νΣ(x) = 0} .

Definition 2.2. An orientable Lipschitz manifold is a pair (Σ, νΣ), where Σ is a Lipschitz
manifold of dimension n− 1 and Lipschitz constant L and νΣ : Σ→ Sn−1 is a Borel vector
field with the following properties:

• νΣ(x) is normal to Σ for Hn−1 -a.e. x ∈ Σ;
• for every x0 ∈ Σ there exist ξ(x0), ∆x0 , and Ix0 as in Definition 2.1 such that
νΣ(x) · ξ(x0) > 0 for Hn−1 -a.e. x ∈ {y + tξ(x0) : y ∈ ∆x0 , t ∈ Ix0} ∩ Σ.

If U is an open set in Rn with Lipschitz boundary, νU (x) denotes the inner unit normal
to U at x , which exists for Hn−1 -a.e. x ∈ ∂U . It is easy to see that (∂U, νU ) is an orientable
Lipschitz manifold.

A set Γ ⊆ Rn is said to be countably (Hn−1, n−1)-rectifiable if there exists a sequence Γj
of (n− 1)-dimensional C1 -manifolds such that Γ =

⋃
Γj up to an Hn−1 -negligible set. It

is well known that every countably (Hn−1, n − 1)-rectifiable set Γ admits an approximate
unit normal vector νΓ(x) for Hn−1 -a.e. x ∈ Γ (see, for instance, [11, Sections 3.2.14-16]).
Moreover, every Lipschitz manifold Σ is countably (Hn−1, n − 1)-rectifiable (see, e.g., [5,
Proposition 2.76]) and its approximate unit normal coincides Hn−1 -a.e. with the vector νΣ

considered above.
For every x ∈ Rn , every ξ ∈ Sn−1 , and every ρ > 0, on the hyperplane orthogonal to ξ

and passing through the origin we consider an (n − 1)-dimensional cube Qn−1
ρ,ξ (x) of side

length ρ and centered in the projection x−(x · ξ)ξ of x onto that hyperplane. Given C > 0,
we consider also the n -dimensional rectangle centered in x defined by

(2.2) RC
ρ,ξ(x) := {y + tξ : y ∈ Qn−1

ρ,ξ (x), |t− x · ξ| < Cρ} .

Moreover, we denote by Bρ(x) the n -dimensional open ball of radius ρ and center x .
Given a bounded open subset U of Rn , B(U) denotes the set of Borel subsets of U

and Mb(U) stands for the set of bounded Radon measures on U . For every µ, λ ∈Mb(U),
we denote by dµ/dλ the Radon-Nikodym derivative of µ with respect to λ .

Let u : U → Rm be a measurable function. We define the jump set Su of u as the set
of x ∈ U such that u does not have an approximate limit at x (see [5, Section 4.5]).
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The space BV (U ; Rm) of functions of bounded variation is the set of u ∈ L1(U ; Rm)
whose distributional gradient Du is a bounded Radon measure on U with values in the
space Mm×n of m×n matrices. Given u ∈ BV (U ; Rm), we can write Du = Dau + Dsu ,
where Dau is absolutely continuous and Dsu is singular with respect to Ln . The function u
is approximatively differentiable Ln -a.e. in U and its approximate gradient ∇u belongs to
L1(U ; Mm×n) and coincides Ln -a.e. in U with the density of Dau with respect to Ln .
Note that the jump set Su agrees with the complement of the set of Lebesgue points of u ,
up to an Hn−1 -negligible set. For all these notions we refer to [5, Sections 3.6 and 3.9].

The space SBV (U ; Rm) of special functions of bounded variation is defined as the set of
all u ∈ BV (U ; Rm) such that Dsu is concentrated on the jump set Su , i.e., |Dsu|(U \Su) =
0.

As usual, SBVloc(U ; Rm) denotes the space of functions which belong to SBV (U ′; Rm)
for every U ′ ⊂⊂ U .

For p ∈ (1,+∞), the space SBV p(U ; Rm) is the set of functions u ∈ SBV (U ; Rm)
with approximate gradient ∇u ∈ Lp(U ; Mm×n) and Hn−1(Su) < +∞ . We now give the
definition of weak convergence in SBV p(U ; Rm).

Definition 2.3. Let uk, u ∈ SBV p(U ; Rm) ∩ L∞(U ; Rm). The sequence uk converges
to u weakly in SBV p(U ; Rm) if uk → u pointwise Ln -a.e. in U , ∇uk ⇀ ∇u weakly
in Lp(U ; Mm×n), and ‖uk‖∞ and Hn−1(Suk) are uniformly bounded with respect to k .

The following compactness theorem is proved in [1].

Theorem 2.4. Let p ∈ (1,+∞) and let uk be a sequence in SBV p(U ; Rm) such that
‖uk‖∞ , ‖∇uk‖p , and Hn−1(Suk) are bounded uniformly with respect to k . Then there
exists a subsequence which converges weakly in SBV p(U ; Rm) .

This result is in general not enough for some applications since it requires an a pri-
ori bound on the L∞ -norm. To overcome this difficulty, we have to work in the larger
space GSBV (U ; Rm) of generalized special functions of bounded variation, defined as
the set of measurable functions u : U → Rm such that ϕ(u) ∈ SBVloc(U ; Rm) for every
ϕ ∈ C1(Rm; Rm) whose gradient has compact support. If u ∈ GSBV (U ; Rm), then the ap-
proximate gradient ∇u exists Ln -a.e. in U and the jump set Su is countably (Hn−1, n−1)-
rectifiable. Its approximate unit normal vector is denoted by νu .

In the case m = 1, we have that u ∈ GSBV (U ; R) if and only if Th(u) ∈ SBVloc(U ; R) for
every h ∈ N , where Th is the truncation function defined by Th(s) := min {max {s,−h}, h}
for s ∈ R (see for instance [5, Section 4.5]).

For p ∈ (1,+∞), we define GSBV p(U ; Rm) as the set of functions u ∈ GSBV (U ; Rm)
such that ∇u ∈ Lp(U ; Mm×n) and Hn−1(Su) < +∞ . In particular, if u ∈ GSBV p(U ; Rm),
then the function ϕ(u) belongs to SBV p(U ; Rm) ∩ L∞(U ; Rm) for every ϕ ∈ C1(Rm; Rm)
with supp(∇ϕ) ⊂⊂ Rm . We notice that GSBV p(U ; Rm) ∩ L∞(U ; Rm) = SBV p(U ; Rm) ∩
L∞(U ; Rm).

We now recall some basic properties of GSBV p(U ; Rm), which can be found in [5, Sec-
tion 4.5] and [10, Section 2].

Proposition 2.5. GSBV p(U ; Rm) is a vector space. A function u := (u1, . . . , um) : U →
Rm belongs to GSBV p(U ; Rm) if and only if each component ui belongs to GSBV p(U ; R) .

If U has a Lipschitz boundary, for every u ∈ GSBV p(U ; Rm) there exists a func-
tion ũ : ∂U → Rm such that, for Hn−1 -a.e. x ∈ ∂U , ũ(x) is the approximate limit of u
at x , and we write

(2.3) ũ(x) := ap lim
y→x
y∈U

u(y)

(see, e.g., [11, Section 2.9.12]). The function ũ is called the trace of u on ∂U .
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Remark 2.6. If (Σ, νΣ) is an orientable Lipschitz manifold of dimension n−1, with Σ ⊆ U ,
for every x ∈ Σ there exists an open neighborhood V of x contained in U such that V \Σ
has two connected components V + and V − , with Lipschitz boundaries and with νΣ(x)
pointing towards V + . For every function u ∈ GSBV p(U ; Rm) the traces on Σ ∩ V of the
restriction of u to V ± are denoted by u± . This allows us to define the traces u± of u
Hn−1 -a.e. on Σ.

We now recall the notion of weak convergence in GSBV p(U ; Rm).

Definition 2.7. Let uk, u ∈ GSBV p(U ; Rm). The sequence uk converges to u weakly
in GSBV p(U ; Rm) if uk → u pointwise Ln -a.e. in U , ∇uk ⇀ ∇u weakly in Lp(U ; Mm×n),
and Hn−1(Suk) is uniformly bounded with respect to k .

The following compactness theorem has been proved in [2] (see also [5, Section 4.5]).

Theorem 2.8. Let p ∈ (1,+∞) and let uk be a sequence in GSBV p(U ; Rm) such that
‖uk‖1 , ‖∇uk‖p , and Hn−1(Suk) are bounded uniformly with respect to k . Then there exists
a subsequence which converges weakly in GSBV p(U ; Rm) .

We recall a lower semicontinuity result in GSBV p(U ; Rm), proved in [17, Theorem 1.2].

Theorem 2.9. Let W : U ×Mm×n → R be a Carathéodory function such that

(2.4) W (x, ·) is quasiconvex for every x ∈ U ,

(2.5) a1|ξ|p − b1(x) ≤W (x, ξ) ≤ a2|ξ|p + b2(x) for every (x, ξ) ∈ U ×Mm×n

for some 1 < p < +∞ , 0 < a1 ≤ a2 , and b1, b2 ∈ L1(U) .
Then the functional W : GSBV p(U ; Rm)→ R defined by

(2.6) W(u) :=
∫
U

W (x,∇u) dx

is lower semicontinuous with respect to the weak convergence in GSBV p(U ; Rm) .

We say that E ⊆ Rn is a set of finite perimeter if the distributional gradient of its
characteristic function 1E is a bounded Radon measure on Rn . The essential boundary ∂∗E
of E is defined by

∂∗E :=
{
x ∈ Rn : lim sup

ρ↘0

Ln(Bρ(x) ∩ E)
ρn

> 0 and lim sup
ρ↘0

Ln(Bρ(x) \ E)
ρn

> 0
}
.

For Hn−1 -a.e. x ∈ ∂∗E , there exists the measure theoretical inner unit normal vector νE(x)
to E at x . We refer to [5, Sections 3.3 and 3.5] for further properties of sets of finite
perimeter.

We conclude this preliminary section with a simple lemma which will be useful in the
proof of Theorem 3.7.

Lemma 2.10. Let U be an open set with Lipschitz boundary and let E ⊆ U be a set of
finite perimeter. Let us set

trE := {x ∈ ∂U : 1̃E(x) = 1} ,

where 1̃E is the trace on ∂U of the restriction of 1E to U . Then trE = ∂U ∩ ∂∗E up to
an Hn−1 -negligible set.

Proof. We first notice that the trace of 1E on ∂U is either 1 or 0 for Hn−1 -a.e. x ∈ ∂U .
Therefore, for Hn−1 -a.e. x ∈ ∂U \ trE we have that 1̃E(x) = 0, hence, by definition of
trace,

(2.7) lim
ρ↘0

Ln(Bρ(x) ∩ E)
ρn

= lim
ρ↘0

1
ρn

∫
Bρ(x)∩U

1E(y) dy = 0 .
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This implies that ∂U ∩ ∂∗E ⊆ trE up to an Hn−1 -negligible set.
Viceversa, let x ∈ trE be such that the inner unit normal νU (x) to U at x exists. As

in (2.7), by the properties of the trace we have that

lim
ρ↘0

Ln(Bρ(x) ∩ (U \ E))
ρn

= lim
ρ↘0

1
ρn

∫
Bρ(x)∩U

|1E(y)− 1|dy = 0 .

From the previous equality and the properties of νU (x) we deduce that

(2.8) lim
ρ↘0

Ln(B+
ρ (x) \ E)
ρn

= 0 ,

where we have set
B+
ρ (x) :=

{
y ∈ Bρ(x) : (y − x) · νU (x) > 0

}
.

In view of (2.8) we obtain that

(2.9) lim sup
ρ↘0

Ln(Bρ(x) ∩ E)
Ln(Bρ(x))

≥ 1
2
.

Moreover, since E ⊆ U , by the properties of νU (x) we get

(2.10) lim sup
ρ↘0

Ln(Bρ(x) \ E)
Ln(Bρ(x))

≥ lim
ρ↘0

Ln(Bρ(x) \ U)
Ln(Bρ(x))

=
1
2
.

Inequalities (2.9) and (2.10) imply that x ∈ ∂U ∩ ∂∗E , and the proof is thus complete. �

3. Lower semicontinuity

In this section we prove a lower semicontinuity result for a free discontinuity functional
with a boundary term or, more in general, for a functional of the form (1.4). Let us introduce
the setting of the problem. Let Ω be a bounded open subset of Rn with Lipschitz bound-
ary, and let (Σ, νΣ) be an orientable Lipschitz manifold of dimension n − 1 and Lipschitz
constant L , with Σ ⊆ Ω and

(3.1) Hn−1(Σ) < +∞ , Hn−1(Σ \ Σ) = 0 , Hn−1((Σ ∩ Ω) ∩ ∂Ω) = 0 .

We consider two functions ψ : Ω×Rn → [0,+∞) and g : Σ×Rm×Rm → R with the
following properties:

(H1) ψ is continuous;
(H2) there exist 0 < c1 ≤ c2 such that

c1|ν| ≤ ψ(x, ν) ≤ c2|ν|

for every (x, ν) ∈ Ω×Rn ;
(H3) ψ(x, ·) is a norm on Rn for every x ∈ Ω;
(H4) g is a Borel function;
(H5) g(·, 0, 0) ∈ L1(Σ);
(H6) g(x, ·, ·) is lower semicontinuous for every x ∈ Σ;
(H7) for Hn−1 -a.e. x ∈ Σ and for every s, t, s′, t′ ∈ Rm

g(x, s, t) ≤ g(x, s′, t) + ψ(x, νΣ(x)) ,(3.2)
g(x, s, t) ≤ g(x, s, t′) + ψ(x, νΣ(x)) .(3.3)

Remark 3.1. If Σ = ∂Ω and g : ∂Ω×Rm → R satisfies

s 7→ g(x, s) is lower semicontinuous for every x ∈ Σ,
g(x, s) ≤ g(x, t) + ψ(x, νΩ(x)) for Hn−1-a.e. x ∈ Σ and every s, t ∈ Rm,

then (x, s, t) 7→ g(x, s+ t) fulfills (H6) and (H7).
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Remark 3.2. The inequalities (3.2) and (3.3) in (H7) are equivalent to

osc g(x, ·, t) ≤ ψ(x, νΣ(x)) and osc g(x, s, ·) ≤ ψ(x, νΣ(x)) ,

where for every function γ : Rm → R

osc γ := sup
s,t∈Rm

|γ(s)− γ(t)| = sup
s∈Rm

γ(s)− inf
s∈Rm

γ(s) .

Remark 3.3. Let us set

N± := {x ∈ Σ ∩ ∂Ω : νΣ(x) = ±νΩ(x)} .(3.4)

In view of our convention on the traces u± on Σ ∩ ∂Ω, it is not restrictive to assume that

(3.5)
if x ∈ N+, then g(x, s, t) = g(x, s, 0) for every s, t ∈ Rm,
if x ∈ N−, then g(x, s, t) = g(x, 0, t) for every s, t ∈ Rm.

For p ∈ (1,+∞), we consider the functionals F ,Ψ: GSBV p(Ω; Rm)→ R defined by (1.4)
and (1.8), respectively.

The finiteness of F(u) and Ψ(u) is an easy consequence of (H1)-(H7). For simplicity of
notation, from now on, if not necessary, we will not indicate the dependence of u± and νu
on the space variable x .

As we have already noticed in the Introduction, the lower semicontinuity of Ψ with
respect to the weak convergence in GSBV p(Ω; Rm) has been proved in [2, Theorem 3.7]
for a more general integrand. Here we are interested in the connection between the free
discontinuity term and the fixed surface integral in (1.4). In particular, in Theorem 3.4 we
prove that conditions (H1)-(H7) are sufficient for the lower semicontinuity of the functional F
in GSBV p(Ω; Rm). Viceversa, in Theorem 3.11 we show that (H7) is also a necessary
condition if g is a Carathéodory function.

We now state the main result of this section.

Theorem 3.4. Let p ∈ (1,+∞) and F be defined as in (1.4) with ψ and g satisfy-
ing (H1)-(H7). Then F is lower semicontinuous with respect to the weak convergence
in GSBV p(Ω; Rm) .

The strategy of the proof of Theorem 3.4 is the following: by the blow-up technique
developed in [13, 14] we first prove the lower semicontinuity property for functions belonging
to BV (Ω;T ) for some finite set T ⊆ Rm . Then we extend this result to SBV p(Ω; Rm) by
approximation and, finally, to GSBV p(Ω; Rm) by a simple truncation argument.

The following lemma shows that, in order to prove Theorem 3.4, it is not restrictive to
assume that g is a nonnegative Carathéodory function satisfying (H5) and (H7).

Lemma 3.5. There exists a sequence gλ : Σ×Rm×Rm → R of nonnegative Carathéodory
functions satisfying (H5) and (H7) such that gλ(x, ·, ·) is Lipschitz continuous with Lipschitz
constant λ , and, setting

Fλ(u) :=
∫
Su\Σ

ψ(x, νu) dHn−1 +
∫

Σ

gλ(x, u+, u−) dHn−1

for every u ∈ GSBV p(Ω; Rm) , the following property holds: if uk, u ∈ GSBV p(Ω; Rm)
satisfy

Fλ(u) ≤ lim inf
k
Fλ(uk) for every λ ,

then

(3.6) F(u) ≤ lim inf
k
F(uk) .
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Proof. For every (x, s, t) ∈ Σ×Rm×Rm and every λ ∈ N let

(3.7) gλ(x, s, t) := inf
σ,τ∈Rm

{g(x, σ, τ)− g(x, 0, 0) + 2c2 + λ|(s, t)− (σ, τ)|} ,

where c2 is the constant in (H2). Let us prove that gλ is a Carathéodory function. For
every s, t ∈ Rm and every c ∈ R , we have that

{x ∈ Σ : gλ(x, s, t) < c}
= {x ∈ Σ : ∃σ, τ ∈ Rm such that g(x, σ, τ)− g(x, 0, 0) + 2c2 + λ|(s, t)− (σ, τ)| < c}
= ΠΣ

(
{(x, σ, τ) ∈ Σ×Rm×Rm : g(x, σ, τ)− g(x, 0, 0) + 2c2 + λ|(s, t)− (σ, τ)| < c}

)
,

where ΠΣ : Σ×Rm×Rm → Σ denotes the projection onto Σ. Since g is Borel, applying
the projection theorem (see, e.g., [9, Proposition 8.4.4]), we get that the set {x ∈ Σ :
gλ(x, s, t) < c} is Hn−1 -measurable. Hence gλ(·, s, t) is Hn−1 -measurable for every s, t ∈
Rm . It is easy to see that for Hn−1 -a.e. x ∈ Σ the function gλ(x, ·, ·) is Lipschitz continuous
with Lipschitz constant λ , thus gλ is a Carathéodory function.

By (H2) and (H7) for g we have that gλ is nonnegative and satisfies (H7). The inequalities
0 ≤ gλ(x, 0, 0) ≤ 4c2 imply that gλ(·, 0, 0) ∈ L1(Σ). Since g(x, ·, ·) is lower semicontinuous
and gλ is the Yosida approximation of g(x, ·, ·)− g(x, 0, 0) + 2c2 , we have that gλ(x, s, t)↗
g(x, s, t)−g(x, 0, 0)+2c2 for every (x, s, t) ∈ Σ×Rm×Rm (see for instance [8, Section 1.3]).

Let uk, u be as in the statement of the lemma. Then, by definition of gλ and Fλ ,

(3.8) Fλ(u) ≤ lim inf
k
Fλ(uk) ≤ lim inf

k
F(uk)−

∫
Σ

g(x, 0, 0) dHn−1 + 2c2Hn−1(Σ) .

By the monotone convergence theorem, we get that

lim
λ
Fλ(u) = F(u)−

∫
Σ

g(x, 0, 0) dHn−1 + 2c2Hn−1(Σ) .

The previous equality, together with (3.8), implies (3.6). �

In the sequel, we will also need the following technical lemma, where RC
ρ,ξ(x) is defined

as in (2.2).

Lemma 3.6. Let g : Σ×Rm×Rm → R be a Carathéodory function satisfying proper-
ties (H5) and (H7). Then, for every C > 0 and for every compact subset K of Rm×Rm
we have that

(3.9) lim
ρ↘0

1
ρn−1

∫
Σ∩RCρ,ξ(x)

sup
(s,t)∈K

|g(y, s, t)− g(x, s, t)|dHn−1(y) = 0

for Hn−1 -a.e. x ∈ Σ and every ξ ∈ Sn−1 .

Proof. For every (x, δ) ∈ Σ× (0,+∞) we set

(3.10) ω(x, δ) := sup
(s,t),(σ,τ)∈K
|(s,t)−(σ,τ)|≤δ

|g(x, s, t)− g(x, σ, τ)| .

Then ω(x, δ)→ 0 as δ ↘ 0 for every x ∈ Σ such that g(x, ·, ·) is continuous on Rm×Rm .
Moreover, by properties (H2) and (H7), we have that ω(·, δ) ∈ L1(Σ) for every δ > 0.

Fix a sequence δk ↘ 0. For every k ∈ N , let (sk1 , t
k
1), . . . , (sklk , t

k
lk

) ∈ K satisfy

K ⊆
lk⋃
i=1

Bδk(ski , t
k
i ) ,

where, in this proof, Br(s, t) denotes the open ball in Rm×Rm of radius r and center (s, t).
Fix x ∈ Σ with the following properties: x is a Lebesgue point of ω(·, δk) and of g(·, ski , tki )

for every k and every i = 1, . . . , lk , ω(x, δk) → 0 as k → +∞ , and νΣ(x) is normal to Σ
at x . Note that these properties are satisfied by Hn−1 -a.e. x ∈ Σ.
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Finally, fix k ∈ N . For every (s, t) ∈ K , let js ∈ {1, . . . , lk} be such that |(s, t) −
(skjs , t

k
js

)| < δk . Then, for Hn−1 -a.e. y ∈ Σ we have that

|g(y, s, t)− g(x, s, t)| ≤ |g(y, s, t)− g(y, skjs , t
k
js)|+ |g(y, skjs , t

k
js)− g(x, skjs , t

k
js)|

+ |g(x, skjs , t
k
js)− g(x, s, t)|

≤ ω(y, δk) + sup
i=1,...,lk

|g(y, ski , t
k
i )− g(x, ski , t

k
i )|+ ω(x, δk) .

(3.11)

Inequality (3.11) implies that, for every ξ ∈ Sn−1 and every C > 0,

1
ρn−1

∫
Σ∩RCρ,ξ(x)

sup
(s,t)∈K

|g(y, s, t)− g(x, s, t)|dHn−1(y)

≤ 1
ρn−1

∫
Σ∩RCρ,ξ(x)

(ω(y, δk) + ω(x, δk)) dHn−1(y)

+
lk∑
i=1

1
ρn−1

∫
Σ∩RCρ,ξ(x)

|g(y, ski , t
k
i )− g(x, ski , t

k
i )|dHn−1(y) .

(3.12)

Since, by assumption, x ∈ Σ is a Lebesgue point of ω(·, δk) and of g(·, ski , tki ), passing to
the lim sup as ρ↘ 0 in (3.12) we obtain that for every k ∈ N

lim sup
ρ↘0

1
ρn−1

∫
Σ∩RCρ,ξ(x)

sup
(s,t)∈K

|g(y, s, t)− g(x,s, t)|dHn−1(y)

≤ 2Hn−1(Tx(Σ) ∩ RC
1,ξ(0))ω(x, δk) ,

(3.13)

where Tx(Σ) is the tangent space defined in (2.1). Passing to the limit as k → +∞ in (3.13)
we get (3.9). �

Let us introduce some notation which will be useful in the sequel. Let T be a finite
subset of Rm , U an open subset of Ω such that {x ∈ Ω : d(x,Σ ∪ ∂Ω) < η} ⊆ U for
some η > 0, and let Ω′ be a bounded smooth open subset of Rn such that Ω ⊂⊂ Ω′ . For
every u ∈ BV (U ;T ) := {v ∈ BV (U ; Rm) : v(x) ∈ T for Ln -a.e. x ∈ U } , its extension to 0
on Ω′ \ Ω is still denoted by u . We notice that U ′ := (Ω′ \ Ω) ∪ U is open and that this
extension belongs to BV (U ′;T ′), where T ′ := T ∪ {0} . For every B ∈ B(U ′) we set

(3.14) FU (u,B) :=
∫
U∩Su∩B\Σ

ψ(x, νu) dHn−1 +
∫

Σ∩B
g(x, u+, u−) dHn−1 ,

where, in the second integral, u± denote the traces on the two faces of Σ of u , according
to Remark 2.6.

Since ψ and g satisfy (H2), (H5), and (H7), we have that FU (u, ·) is a measure defined
on B(U ′). If, in addition, Hn−1(Su) < +∞ , in view of (3.1) FU (u, ·) belongs to Mb(U ′)
(this is always the case if u ∈ BV (U ;T ) for some finite set T ⊆ Rm ). Finally, we notice
that if g is nonnegative, then FU (u, ·) is nonnegative.

We are now ready to state the lower semicontinuity result on BV (U ;T ).

Theorem 3.7. Let ψ and g be functions satisfying (H1)-(H7). Assume in addition that g
is a nonnegative Carathéodory function. Let T be a finite subset of Rm and let U be an
open subset of Ω such that {x ∈ Ω : d(x,Σ ∪ ∂Ω) < η} ⊆ U for some η > 0 . Then

FU (u, U ∪ Σ) ≤ lim inf
k
FU (uk, U ∪ Σ)

for every uk, u ∈ BV (U ;T ) such that uk converges to u pointwise Ln -a.e. in U .

In order to prove Theorem 3.7, we need the following blow-up lemma.
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Lemma 3.8. Let ψ , g , T , U , η , uk , and u be as in Theorem 3.7 and let U ′ := (Ω′\Ω)∪U .
For every x ∈ Σ , let ξ(x) ∈ Sn−1 be as in Definition 2.2. Assume that FU (uk, U ∪ Σ) is
bounded and that FU (uk, ·) ⇀ µ weakly* in Mb(U ′) for some µ ∈Mb(U ′) . Then

(3.15)
dµ

dHn−1bΣ
(x) ≥ g(x, u+(x), u−(x))

for Hn−1 -a.e. x ∈ Σ , and

(3.16)
dµ

dHn−1b(Su \ Σ)
(x) ≥ ψ(x, νu(x))

for Hn−1 -a.e. x ∈ Su \ Σ .

Proof. Let us perform the blow-up on Σ. Let L > 0 be the Lipschitz constant of Σ
and Λ := L

√
n . Let x0 ∈ Σ be such that νΣ(x0) is normal to Σ at x0 and (H7) holds. We

introduce the simplified notation Rρ(x0) := RΛ
ρ,ξ(x0)(x0), Rρ := RΛ

ρ,ξ(x0)(0), and R±ρ (x0) :=
{y ∈ Rρ(x0) : (y − x0) · νΣ(x0) ≷ 0} , where RC

ρ,ξ(x) is defined in (2.2). We assume in
addition that x0 satisfies the following conditions:

x0 /∈ (Σ ∩ Ω) ∩ ∂Ω(3.17)

lim
ρ↘0

1
ρn−1

∫
Σ∩Rρ(x0)

|νΣ(x)− νΣ(x0)|dHn−1(x) = 0 ,(3.18)

lim
ρ↘0

1
ρn

∫
R±ρ (x0)

|u(x)− u±(x0)|dx = 0 ,(3.19)

there exists lim
ρ↘0

µ(Rρ(x0))
Hn−1bΣ (Rρ(x0))

=
dµ

dHn−1bΣ
(x0) ,(3.20)

lim
ρ↘0

1
ρn−1

∫
Σ∩Rρ(x0)

sup
s,t∈T

|g(x, s, t)− g(x0, s, t)|dHn−1(x) = 0 .(3.21)

We notice that conditions (3.17)-(3.21) are satisfied for Hn−1 -a.e. x0 ∈ Σ as a consequence
of the properties of the traces of BV functions, of hypotheses (3.1), of Lemma 3.6, and of
a generalized version of Besicovitch differentiation theorem (see [18] and [12, Sections 1.2.1-
1.2.2]).

Since νΣ(x0) is normal to Σ at x0 , we have that

(3.22) lim
ρ↘0

Hn−1bΣ (Rρ(x0))
ρn−1

= Hn−1(Tx0(Σ) ∩ R1) ,

where Tx0(Σ) is the tangent space defined in (2.1) and, according to the notation introduced
above, R1 = RΛ

1,ξ(x0)(0). Let

(3.23) γ(x0) := lim
ρ↘0

µ(Rρ(x0))
ρn−1

.

From (3.20) and (3.22) we get that the limit in (3.23) exists and

(3.24) γ(x0) = Hn−1(Tx0(Σ) ∩ R1) lim
ρ↘0

µ(Rρ(x0))
Hn−1bΣ (Rρ(x0))

.

Using the definition (3.23), we shall first express γ(x0) as limit of suitable rescalings of
the functional FU . Then we shall estimate γ(x0) from below using g , and finally we shall
deduce (3.15) thanks to (3.24).

By the weak*-convergence of FU (uk, ·) to µ , we have that

(3.25) FU (uk,Rρ(x0))→ µ(Rρ(x0))
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for every ρ > 0 out of an at most countable set. Thus, we can fix a sequence ρj ↘ 0 such
that Ω ∩ Rρj (x0) ⊆ U , (3.25) holds for every ρj , and

(3.26) lim
j

µ(Rρj (x0))
ρn−1
j

= γ(x0) .

Since Σ is a Lipschitz manifold with Lipschitz constant L , for j sufficiently large the
function ϕx0 of Definition 2.1 is well-defined and Lipschitz continuous on the (n − 1)-
dimensional cube Qn−1

ρj ,ξ(x0)(x0), with Lipschitz constant L . Let x̃ := x0 − (x0 · ξ(x0))ξ(x0)
be the center of Qn−1

ρj ,ξ(x0)(x0). Then, for every y ∈ Qn−1
ρj ,ξ(x0)(x0) we have that

(3.27) |ϕx0(y)− ϕx0(x̃)| ≤ L|y − x̃| ≤ Λ
2
ρj .

In view of the definition of the rectangle Rρj (x0), inequality (3.27) implies that

Rρj (x0) ∩ Σ = {y + ϕx0(y)ξ(x0) : y ∈ Qn−1
ρj ,ξ(x0)(x0)} .

We define

(3.28) A
ρj
± := {y + tξ(x0) : y ∈ Qn−1

ρj ,ξ(x0)(x0), |t− x0 · ξ(x0)| < Λρj , t ≷ ϕx0(y)} .

It is easy to see that Aρj+ and A
ρj
− are connected, have Lipschitz boundaries, and that νΣ(x)

points towards Aρj+ for Hn−1 -a.e. x ∈ Rρj (x0) ∩ Σ. Moreover, thanks to (3.17), it is not
restrictive to assume that if x0 ∈ Σ ∩ ∂Ω, then A

ρj
+ = Rρj (x0) ∩Ω and A

ρj
− = Rρj (x0) \Ω,

or viceversa, according to the orientation of νΩ(x0) with respect to νΣ(x0). Conversely,
if x0 ∈ Σ \ ∂Ω, we assume that Rρj (x0) ⊆ Ω.

It is now convenient to rescale FU to the rectangle R1 and, consequently, to define the
corresponding rescaled sets and functions: let Ωj := {y ∈ Rn : x0 + ρjy ∈ Ω} , Σj := {y ∈
Rn : x0 + ρjy ∈ Σ} ,

(3.29) A±j := {y ∈ Rn : x0 + ρjy ∈ A
ρj
± } ,

and ujk(y) := uk(x0 + ρjy) for y ∈ R1 , noticing that ujk(y) = 0 for y ∈ R1 \ Ωj . By the
change of variables x = x0 + ρjy with y ∈ R1 we have

FU (uk,Rρj (x0))
ρn−1
j

=
∫

Ωj∩S
u
j
k

∩R1\Σj

ψ(x0 + ρjy, νujk
(y)) dHn−1(y)

+
∫

Σj∩R1

g(x0 + ρjy, (u
j
k)+(y), (ujk)−(y)) dHn−1(y) = Fρj (ujk,R1) ,

(3.30)

where

Fρj (v,B) :=
∫

Ωj∩Sv∩B\Σj

ψ(x0 + ρjy, νv(y)) dHn−1(y) +
∫

Σj∩B
g(x0 + ρjy, v

+(y), v−(y)) dHn−1(y)

for every j ∈ N , every v ∈ BV (R1;T ′), and every B ∈ B(R1).
Let us introduce uj(y) := u(x0 + ρjy) and

(3.31) ux0(y) :=
{
u+(x0) if y ∈ R+

1 ,
u−(x0) if y ∈ R−1 ,

where we have set R±1 := {y ∈ R1 : y · νΣ(x0) ≷ 0} . By hypothesis, ujk → uj in L1(R1;T ′)
as k → +∞ and, by (3.19), uj → ux0 in L1(R1;T ′). Therefore, we can find a sequence
kj ↗ +∞ such that ujkj → ux0 in L1(R1;T ′) as j → +∞ and, by (3.25) and (3.30),

(3.32)

∣∣∣∣∣Fρj (ujkj ,R1)−
µ(Rρj (x0))

ρn−1
j

∣∣∣∣∣ < 1
j
.
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By (3.26) and (3.32) we get that

(3.33) γ(x0) = lim
j
Fρj (ujkj ,R1) .

Besides Fρj (v,B), it is convenient to consider also the functional Fρjx0 (v,B) defined by
“freezing” the value of the first argument of ψ and g at x0 :

Fρjx0
(v,B) :=

∫
Ωj∩Sv∩B\Σj

ψ(x0, νv) dHn−1 +
∫

Σj∩B
g(x0, v

+, v−) dHn−1

for every j ∈ N , every v ∈ BV (R1;T ′), and every B ∈ B(R1).
Equalities (3.21) and (3.33), together with the uniform continuity of ψ on Ω×Sn−1 ,

imply that

(3.34) γ(x0) = lim
j
Fρjx0

(ujkj ,R1) .

The next step of the proof is to show that, in order to give an estimate of γ(x0) in terms
of g , we can restrict ourselves to functions which are equal to u+(x0) or u−(x0) near ∂R1 .
To this end, let us define, for every j ∈ N , the functions

ux0
j (y) :=

{
u+(x0) if y ∈ A+

j ,

u−(x0) if y ∈ A−j ,

where A±j are introduced in (3.29). The difference between this definition and (3.31) is that
in (3.31) the interface is flat and coincides with Tx0(Σ)∩R1 , while here the interface is the
rescaled version Σj of Σ. It is clear that ux0

j ∈ BV (R1;T ′) and ux0
j → ux0 in L1(R1;T ′)

as j → +∞ .
Given ε > 0, we now modify the functions ujkj near ∂R1 in order to obtain new func-

tions vj in BV (R1;T ′) such that vj → ux0 in L1(R1;T ′), vj = ux0
j in a neighborhood

of ∂R1 , and

(3.35) lim sup
j

Fρjx0
(vj ,R1) ≤ lim

j
Fρjx0

(ujkj ,R1) + ε = γ(x0) + ε .

This will be done following the lines of an interpolation argument proposed in [3, Lemma 4.4].
To this aim, we consider the distance function d : T ′×T ′ → {0, 1} defined by d(i, j) := 1

for i, j ∈ T ′ with i 6= j and d(i, i) := 0. Let us fix 0 < r1 < r2 < 1 and a function
ϕ ∈ C∞(R1) such that 0 ≤ ϕ ≤ 1, ϕ = 1 in R1 \Rr2 , and ϕ = 0 in Rr1 . By Sard Lemma
and Coarea Formula, for every j we can find tj ∈ (0, 1) such that

∂{ϕ < tj} = {ϕ = tj} is C∞ ,(3.36)

Hn−1({ϕ = tj}) < +∞ ,(3.37)

Hn−1(Sujkj
∩ {ϕ = tj}) = Hn−1(Σj ∩ {ϕ = tj}) = 0 ,(3.38) ∫

{ϕ=tj}∩Rr2\Rr1

d(ux0
j , u

j
kj

) dHn−1 ≤
∫

Rr2\Rr1

d(ux0
j , u

j
kj

) |∇ϕ|dx ≤ C Ln({ux0
j 6= ujkj} ∩ Rr2\Rr1) ,(3.39)

where C := ‖∇ϕ‖∞ . For such a tj we set

vr1,r2j (x) :=

{
ujkj (x) if ϕ(x) < tj ,

ux0
j (x) if ϕ(x) ≥ tj .

Then vr1,r2j ∈ BV (R1;T ′), vr1,r2j = ux0
j in R1 \Rr2 , vr1,r2j = ujkj in Rr1 , and vr1,r2j → ux0

in L1(R1;T ′) as j → +∞ . By (3.37), Fρjx0 (vr1,r2j , ·) is a nonnegative bounded Radon
measure on R1 . Thus, to estimate Fρjx0 (vr1,r2j ,R1), we integrate separately on the sets
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{ϕ < tj} and {ϕ > tj} , and on the interface {ϕ = tj} . Taking into account (H2) and
(3.36)-(3.39), we get that

Fρjx0
(vr1,r2j ,R1) ≤ Fρjx0

(ujkj ,Rr2) + Fρjx0
(ux0
j ,R1\Rr1) + c2

∫
{ϕ=tj}∩Rr2\Rr1

d(ux0
j , u

j
kj

) dHn−1

≤ Fρjx0
(ujkj ,R1) + Fρjx0

(ux0
j ,R1\Rr1) + c2C Ln({ux0

j 6= ujkj} ∩ Rr2\Rr1) .

(3.40)

Since ujkj , u
x0
j converge to ux0 in L1(R1;T ′), passing to the lim sup as j → +∞ in (3.40)

we deduce that

(3.41) lim sup
j

Fρjx0
(vr1,r2j ,R1) ≤ lim sup

j

(
Fρjx0

(ujkj ,R1) + Fρjx0
(ux0
j ,R1 \ Rr1)

)
.

Obviously, ux0
j does not have jump points in R1 \ Σj . Hence, recalling that (Σ, νΣ) is an

orientable Lipschitz manifold, we have that

Fρjx0
(ux0
j ,R1 \ Rr1) =

∫
Σj∩R1\Rr1

g(x0, (ux0
j )+, (ux0

j )−) dHn−1

= g(x0, u
+(x0), u−(x0))Hn−1(Σj ∩ R1 \ Rr1) .

(3.42)

Since νΣ(x0) is normal to Σ at x0 , Hn−1(Σj ∩ R1 \ Rr1) → Hn−1(Tx0(Σ) ∩ R1 \ Rr1)
as j → +∞ . Therefore, given ε > 0, we can choose 0 < r1 < r2 < 1 such that

g(x0, u
+(x0), u−(x0)) lim

j
Hn−1(Σj ∩ R1 \ Rr1) < ε ,

and set vj := vr1,r2j . By (3.41) and (3.42), we get (3.35).
We now study the behavior of vj and Fρjx0 (vj , ·) on the interface between the sets {vj =

ux0
j } and {vj 6= ux0

j } . To this aim, we define, for every j ,

E±j := A±j ∩ {vj 6= ux0
j } .

Since vj , ux0
j ∈ BV (R1;T ′) and vj = ux0

j in a neighborhood of ∂R1 , the sets E±j have finite
perimeter and E±j ⊂⊂ R1 . We set also

trE±j := {y ∈ ∂A±j : 1̃E±j (y) = 1} .

By the definitions of A±j , of E±j , and of trE±j , for Hn−1 -a.e. x ∈ Σj \ trE±j we have
that

lim
r↘0

1
rn

∫
Br(x)∩A±j

|vj(y)− u±(x0)|dy = lim
r↘0

1
rn

∫
Br(x)∩E±j

|vj(y)− u±(x0)|dy

≤ c lim
r↘0

Ln(Br(x) ∩ E±j )
rn

= c lim
r↘0

1
rn

∫
Br(x)∩A±j

1E±j (y) dy = 0 ,
(3.43)

where c := 2 max{|s| : s ∈ T} . Equality (3.43) implies that for Hn−1 -a.e. x ∈ Σj \ trE±j
the traces v±j (x) on the two sides of Σj are equal to u±(x0), respectively.

We now prove that

(3.44)
∫
∂∗E±j \trE

±
j

νE±j
dHn−1 = ∓

∫
trE±j

νΣj dHn−1 .

By Lemma 2.10 and by the definition of vj , we have that, up to an Hn−1 -negligible set,

(3.45) trE±j = Σj ∩ ∂∗E±j .
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Since E±j have finite perimeter, we get that

(3.46)
∫
∂∗E±j

νE±j
dHn−1 = (D1E±j )(Rn) = 0 ,

where νE±j
are the inner unit normals to E±j . By the definitions of Aρj± and of A±j given

in (3.28)-(3.29), by Definition 2.2, and by the equality (3.45), for j large enough νE±j
= ±νΣj

Hn−1 -a.e. on trE±j . Hence, by (3.46) we have that

0 =
∫
∂∗E±j

νE±j
dHn−1 =

∫
∂∗E±j ∩Σj

νE±j
dHn−1 +

∫
∂∗E±j \Σj

νE±j
dHn−1

= ±
∫

trE±j

νΣj dHn−1 +
∫
∂∗E±j \trE

±
j

νE±j
dHn−1 ,

which implies (3.44).
From (3.18) we obtain that

(3.47) lim
j

∫
trE±j

|νΣj (y)− νΣ(x0)|dHn−1(y) ≤ lim
j

∫
Σj∩R1

|νΣj (y)− νΣ(x0)|dHn−1(y) = 0 .

Therefore, thanks to the continuity of ψ , to hypothesis (H3), and to equalities (3.44)
and (3.47), we get that

(3.48) lim
j

∣∣∣∣ψ(x0,

∫
trE±j

νΣj (y) dHn−1(y)
)
− ψ(x0, νΣ(x0))Hn−1(trE±j )

∣∣∣∣ = 0 ,

and, by Jensen inequality, for every j it holds

ψ
(
x0,

∫
trE±j

νΣj (y) dHn−1(y)
)

= ψ
(
x0,

∫
∂∗E±j \trE

±
j

νE±j
(y) dHn−1(y)

)
≤
∫
∂∗E±j \trE

±
j

ψ(x0, νE±j
(y)) dHn−1(y) =

∫
A±j ∩∂

∗E±j

ψ(x0, νE±j
(y)) dHn−1(y) ,

(3.49)

where in the last step we have used the equality ∂∗E±j \ trE±j = A±j ∩ ∂∗E
±
j .

We are now ready to estimate from below γ(x0) in terms of g(x0, u
+(x0), u−(x0)) and

then to conclude the blow-up argument on Σ. Recalling inequality (3.43) and the inclusions
∂∗E±j \ Σj ⊆ Svj ∩A±j ⊆ Svj ∩ R1 \ Σj , we can write (3.35) as

γ(x0) + ε ≥ lim sup
j

(∫
Ωj∩A+

j ∩∂
∗E+

j

ψ(x0, νE+
j

(y)) dHn−1(y)

+
∫

Ωj∩A+
j ∩(Svj \∂

∗E+
j )∩R1

ψ(x0, νvj (y)) dHn−1(y) +
∫

Ωj∩A−j ∩∂
∗E−j

ψ(x0, νE−j
(y)) dHn−1(y)

+
∫

Ωj∩A−j ∩(Svj \∂
∗E−j )∩R1

ψ(x0, νvj (y)) dHn−1(y) +
∫

trE+
j ∪trE−j

g(x0, v
+
j (y), v−j (y)) dHn−1(y)

+ g(x0, u
+(x0), u−(x0))Hn−1((Σj \ (trE+

j ∪ trE−j ) ∩ R1)
)
.

(3.50)
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Taking into account (3.48)-(3.43) and splitting the set trE+
j ∪ trE−j into the union of the

pairwise disjoint sets trE+
j \ trE−j , trE−j \ trE+

j , and trE+
j ∩ trE−j , from (3.50) we obtain

γ(x0) + ε ≥ lim sup
j

(
ψ(x0, νΣ(x0))(Hn−1(trE+

j ) +Hn−1(trE−j ))

+
∫

trE+
j \trE

−
j

g(x0, v
+
j (y), u−(x0))dHn−1(y) +

∫
trE−j \trE

+
j

g(x0, u
+(x0), v−j (y))dHn−1(y)

+
∫

trE+
j ∩trE−j

g(x0, v
+
j (y), v−j (y))dHn−1(y) + g(x0, u

+(x0), u−(x0))Hn−1((Σj\(trE+
j ∪trE−j )∩R1)

)
= lim sup

j

(
ψ(x0, νΣ(x0))

(
Hn−1(trE+

j \trE
−
j ) +Hn−1(trE−j \trE

+
j ) + 2Hn−1(trE+

j ∩trE−j )
)

+
∫

trE+
j \trE

−
j

g(x0, v
+
j (y), u−(x0))dHn−1(y) +

∫
trE−j \trE

+
j

g(x0, u
+(x0), v−j (y))dHn−1(y)

+
∫

trE+
j ∩trE−j

g(x0, v
+
j (y), v−j (y))dHn−1(y) + g(x0, u

+(x0), u−(x0))Hn−1((Σj\(trE+
j ∪trE−j ))∩R1)

)
.

Using (H7) in the previous inequality we get

γ(x0) + ε ≥ g(x0, u
+(x0), u−(x0)) lim sup

j
Hn−1(Σj ∩ R1)

= g(x0, u
+(x0), u−(x0))Hn−1(Tx0(Σ) ∩ R1) ,

(3.51)

where in the last equality we have used the fact that νΣ(x0) is normal to Σ at x0 . Passing
to the limit in (3.51) as ε↘ 0 we get

γ(x0) ≥ g(x0, u
+(x0), u−(x0))Hn−1(Tx0(Σ) ∩ R1)

for Hn−1 -a.e. x0 ∈ Σ. In view of (3.24) we have (3.15).
We already know that the functional

ΨU (v) :=
∫
U∩Sv

ψ(x, νv) dHn−1

is lower semicontinuous in BV (U ;T ) with respect to the pointwise convergence (see [2, 4]).
Now we show, using the blow-up technique, that (3.16) holds for Hn−1 -a.e. x ∈ Su \ Σ.
Indeed, let x ∈ Su \ Σ be such that

x /∈ Σ ,(3.52)

there exists the approximate unit normal vector νu(x) to Su at x,(3.53)

lim
ρ↘0

1
ρn−1

∫
Su∩Bρ(x)

|νu(y)− νu(x)|dHn−1(y) = 0 ,(3.54)

there exists lim
ρ↘0

µ(Bρ(x))
Hn−1(Bρ(x) ∩ (Su \ Σ))

=
dµ

dHn−1b(Su \ Σ)
(x) .(3.55)

We notice that properties (3.52)-(3.55) are satisfied by Hn−1 -a.e. x ∈ Su \ Σ as a conse-
quence of hypotheses (3.1), of well-known properties of BV functions, and of the Besicovitch
differentiation theorem.

Let ρj ↘ 0 be such that, for every j ∈ N , Bρj (x) ⊆ U \ Σ and FU (uk,Bρj (x)) →
µ(Bρj (x)) as k → +∞ . Then, in view of the continuity of ψ , of the definition (3.14) of FU ,
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and of conditions (3.52) and (3.54), we have

lim
ρ↘0

µ(Bρ(x))
Hn−1(Bρ(x) ∩ (Su \ Σ))

= lim
j

µ(Bρj (x))
Hn−1(Bρj (x) ∩ Su)

= lim
j

lim
k

FU (uk,Bρj (x))
Hn−1(Bρj (x) ∩ Su)

= lim
j

lim
k

ΨU (uk,Bρj (x))
Hn−1(Bρj (x) ∩ Su)

≥ lim
j

ΨU (u,Bρj (x))
Hn−1(Bρj (x) ∩ Su)

= ψ(x, νu(x)) ,

(3.56)

Since (3.55) holds, the previous inequality implies (3.16). This concludes the proof of the
lemma. �

We are now ready to prove Theorem 3.7.

Proof of Theorem 3.7. Let ψ , g , T , U , η , uk , u be as in the statement of the theorem,
and let U ′ := (Ω′ \ Ω) ∪ U , as in Lemma 3.8.

Assume that

(3.57) lim inf
k
FU (uk, U ∪ Σ) < +∞.

Up to a subsequence, we may suppose that the lim inf in (3.57) is a limit and that there
exists M > 0 such that FU (uk, U ∪ Σ) ≤ M . Then the sequence of nonnegative mea-
sures FU (uk, ·) is bounded in Mb(U ′). Therefore, there exists a nonnegative measure
µ ∈Mb(U ′) such that, up to a subsequence, FU (uk, ·) ⇀ µ weakly* in Mb(U ′).

Applying Lemma 3.8 and recalling the definition (3.14) of FU , we get that

FU (u, U ∪ Σ) =
∫
U∩Su\Σ

ψ(x, νu) dHn−1 +
∫

Σ

g(x, u+, u−) dHn−1 ≤ µ(U ∪ Σ) ≤ µ(U ′)

≤ lim inf
k
FU (uk, U ′) = lim inf

k
FU (uk, U ∪ Σ) ,

and the proof is thus concluded. �

Remark 3.9. We notice that, if we assume g to be symmetric on Rm×Rm , that is,
g(x, s, t) = g(x, t, s) for Hn−1 -a.e. x ∈ Σ and every s, t ∈ Rm , then the orientability
property given in Definition 2.2 is not needed to prove Theorem 3.7 and Lemma 3.8: indeed
in this case it is enough to assume Σ to be a Lipschitz manifold of dimension n− 1.

In the following theorem we prove the lower semicontinuity of the functional F with
respect to the weak convergence in SBV p(Ω; Rm), p ∈ (1,+∞).

Theorem 3.10. Let p ∈ (1,+∞) . Let ψ and g satisfy (H1)-(H7). Then the functional F
is lower semicontinuous with respect to the weak convergence in SBV p(Ω; Rm) .

Proof. Through this proof, the superscript j , with 1 ≤ j ≤ m , stands for the j -th compo-
nent of a vector in Rm .

Thanks to Lemma 3.5 we restrict our attention to the case of a nonnegative Carathéodory
function g .

We apply the approximation argument of [2, Theorem 3.3]. Let uk, u ∈ SBV p(Ω; Rm)
be such that uk converges to u weakly in SBV p(Ω; Rm). By Definition 2.3, we have that

(3.58) sup
k
‖uk‖∞ < +∞ , sup

k
‖∇uk‖p < +∞ , sup

k
Hn−1(Suk) < +∞ .

Hence, for the sake of simplicity, we may assume that uk takes values in (0, 1)m for every k .
Moreover, thanks to (3.58) and to hypotheses (3.1), (H2), (H5), and (H7), we have

(3.59) lim inf
k
F(uk) < +∞ .
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By the second inequality in (3.58) for every l ∈ N , l ≥ 1, we can find an open subset Al
of Ω such that ⋃

k∈N
Suk ∪ Su ⊆ Al , sup

k

∫
Al

|∇uk|dx < 2−l ,

and {x ∈ Ω : d(x,Σ ∪ ∂Ω) < ηl} ⊆ Al for some ηl > 0. We also set Bk,l := Al \ Suk .
Let us fix l ∈ N . By the Coarea Formula, for every k ∈ N , every i = 1, . . . , l , and every

j = 1, . . . ,m , we can find ξji,k such that

ξji,k ∈
(
i− 1
l

,
2i− 1

2l

]
,(3.60)

{x ∈ Ω : ujk(x) > ξji,k} is of finite perimeter,(3.61)

Ln({x ∈ Ω : ujk(x) = ξji,k}) = 0 ,(3.62)

Hn−1(Bk,l ∩ ∂∗{x ∈ Ω : ujk(x) > ξji,k})

≤ 2l
∫ i

l

i−1
l

Hn−1(Bk,l ∩ ∂∗{x ∈ Ω : ujk(x) > t}) dt ≤ 2l|Dulk|(Bk,l) .
(3.63)

We set also ξj0,k := 0 and ξjl+1,k := 1.
We denote by S the family of functions σ : {1, . . . ,m} → {0, . . . , l} . For every σ ∈ S we

define ηjσ := σ(j)/l and

(3.64)
Qσ,k := {s ∈ Rm : ξjσ(j),k < sj < ξjσ(j)+1,k for j = 1, . . . ,m} ,

Eσ,k := {x ∈ Ω : uk(x) ∈ Qσ,k} .

We notice that ησ ∈ Qσ,k and the sets {Eσ,k}σ∈S are pairwise disjoint and of finite perimeter
by (3.61).

For every k we define a piecewise constant function vk by

(3.65) vk(x) :=
{
ησ if x ∈ Eσ,k for some σ ∈ S,
0 otherwise .

If we set T := {ησ}σ∈S , from (3.61) we infer vk ∈ BV (Ω;T ). Moreover, by construction
of ησ and of vk , we have that ‖uk − vk‖∞,Ω ≤ 2m/l and ‖u±k − v

±
k ‖∞,Σ ≤ 2m/l .

We now estimate FAl(vk, Al ∪ Σ). Since Al \Bk,l ⊆ Suk , we get∫
Al∩Svk\(Bk,l∪Σ)

ψ(x, νvk) dHn−1 +
∫

Σ

g(x, v+
k , v

−
k ) dHn−1

≤
∫
Suk\Σ

ψ(x, νuk) dHn−1 +
∫

Σ

g(x, u+
k , u

−
k ) dHn−1 +

∫
Σ

ω
(
x,

2
√

2m
l

)
dHn−1 ,

(3.66)

where ω is a modulus of continuity defined as in (3.10) with K = [0, 1]m× [0, 1]m . We recall
that ω(·, δ)→ 0 in L1(Σ) as δ → 0. By (H2) and (3.63), on the set Bk,l we have∫

Svk∩Bk,l\Σ
ψ(x, νvk) dHn−1 ≤ c2Hn−1(Bk,l ∩ Svk) ≤ c2Hn−1

(
Bk,l ∩

⋃
σ∈S

∂∗Eσ,k

)

≤ c2
m∑
j=1

l∑
i=1

Hn−1(Bk,l ∩ ∂∗{x ∈ Ω : ujk(x) > ξji,k})

≤ 2c2l
m∑
j=1

|Dujk|(Bk,l) ≤ 2c2ml|Duk|(Bk,l) ≤ Cl21−l

(3.67)
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for some C > 0 independent of l . Summing up (3.66) and (3.67) and recalling defini-
tion (3.14) of FAl , we obtain

FAl(vk, Al ∪ Σ) =
∫
Al∩Svk\Σ

ψ(x, νvk) dHn−1 +
∫

Σ

g(x, v+
k , v

−
k ) dHn−1

≤
∫
Suk\Σ

ψ(x, νuk) dHn−1 +
∫

Σ

g(x, u+
k , u

−
k ) dHn−1

+
∫

Σ

ω
(
x,

2
√

2m
l

)
dHn−1 + Cl21−l

= F(uk) +
∫

Σ

ω
(
x,

2
√

2m
l

)
dHn−1 + Cl21−l .

(3.68)

Assumptions (3.1) and (H2), together with inequalities (3.59) and (3.68), imply that

sup
k
Hn−1(Svk ∩Al) < +∞ .

Hence vk satisfies the hypotheses of the compactness Theorem 2.4 in SBV (Al; Rm): there
exists wl ∈ SBV (Al; Rm) such that, up to a subsequence, vk → wl pointwise Ln -a.e. in Al .
Moreover, wl ∈ BV (Al;T ). Thus, we are in a position to apply Theorem 3.7 on Al :

FAl(wl, Al ∪ Σ) ≤ lim inf
k
FAl(vk, Al ∪ Σ)

≤ lim inf
k
F(uk) +

∫
Σ

ω
(
x,

2
√

2m
l

)
dHn−1 + Cl21−l .

(3.69)

Since uk → u and vk → wl pointwise Ln -a.e. in Al , we have that

(3.70) ‖wl − u‖∞,Al ≤ 2m/l and ‖w±l − u
±‖∞,Σ ≤ 2m/l .

In addition, for every σ ∈ S there exists Eσ,l of finite perimeter such that

wl =
∑
σ∈S

ησ 1Eσ,l .

Up to a subsequence, we may assume that

(3.71) ξji,k → ξji ∈
[ i− 1

l
,

2i− 1
2l

]
.

We define the cube
Qσ := {s ∈ Rm : ξjσ(j) < sj < ξjσ(j)+1} .

By the pointwise convergence of uk to u and by (3.60), (3.64), (3.65), and (3.71), it is easy
to see that Ln(Eσ,l \ u−1(Qσ)) = 0. Thus, up to a negligible set, we have

(3.72) Eσ,l ⊆ Al ∩ u−1(Qσ) .

We now pass to the limit as l → +∞ . For every ε > 0, let l0 ∈ N be such that
diam(Qσ) < ε/3 for every σ ∈ S and every l ≥ l0 . Then, for Hn−1 -a.e. x ∈ Su such that
|u+(x)− u−(x)| > ε we have that the sets

{y ∈ Ω : |u(y)− u+(x)| < ε/3} and {y ∈ Ω : |u(y)− u−(x)| < ε/3}

have density 1/2 at x . Therefore, from (3.72) we deduce that, up to an Hn−1 -negligible
set,

(3.73) Sε := {x ∈ Su : |u+(x)− u−(x)| > ε} ⊆ Al ∩ Swl .
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In view of (3.73), we have that νu = ±νwl Hn−1 -a.e. in Sε for every l ≥ l0 , and, by (3.70),
‖w±l − u±‖∞,Σ → 0 as l→ +∞ . Thus, recalling (3.69) and applying Fatou Lemma, we get∫

Sε\Σ
ψ(x, νu) dHn−1 +

∫
Σ

g(x, u+, u−) dHn−1

≤ lim inf
l

∫
Sε\Σ

ψ(x, νwl) dHn−1 + lim inf
l

∫
Σ

g(x,w+
l , w

−
l ) dHn−1

≤ lim inf
l
FAl(wl, Al ∪ Σ) ≤ lim inf

k
F(uk) .

(3.74)

Since Sε ↗ Su , we conclude the proof of the theorem by passing to the limit in (3.74)
as ε↘ 0. �

We now conclude with the proof of Theorem 3.4.

Proof of Theorem 3.4. Let us assume that g is a nonnegative Carathéodory function such
that, for Hn−1 -a.e. x ∈ Σ, g(x, ·, ·) is Lipschitz continuous with Lipschitz constant λ > 0.
Let uk, u ∈ GSBV p(Ω; Rm) be such that uk converges to u weakly in GSBV p(Ω; Rm) and
lim infk F(uk) < +∞ .

By Proposition 2.5, for every h, k ∈ N we have that Th(uk) := (Th(u1
k), . . . , Th(umk )) ∈

SBV p(Ω; Rm) ∩ L∞(Ω; Rm). By definition of Th and by the weak convergence of uk in
GSBV p(Ω; Rm), for every h the sequences {Th(uk)}k and {∇(Th(uk))}k are bounded
in L∞(Ω; Rm) and in Lp(Ω; Mm×n), respectively. Moreover, STh(uk) ⊆ Suk for every h, k ∈
N . Therefore, by the compactness Theorem 2.4, we deduce that Th(uk) converges to Th(u)
weakly in SBV p(Ω; Rm) as k → +∞ .

Let h ∈ N be fixed. We now construct a new function gh : Σ×Rm×Rm → R such
that 0 ≤ gh ≤ g and gh satisfies (H4)-(H7). For every x ∈ Σ and every s, t ∈ Rm we set

gh(x, s, t) :=



g(x, s, t) if |s|, |t| < h ,

inf
σ∈Rm

g(x, σ, t) if |s| ≥ h, |t| < h ,

inf
τ∈Rm

g(x, s, τ) if |s| < h, |t| ≥ h ,

inf
σ,τ∈Rm

g(x, σ, τ) if |s|, |t| ≥ h .

It is clear that 0 ≤ gh ≤ g . Let us prove that gh satisfies properties (H4)-(H7). By
construction, gh is a Borel function and gh(·, 0, 0) = g(·, 0, 0) ∈ L1(Σ), hence (H4) and (H5)
hold.

To prove (H6) we consider two sequences sj , tj ∈ Rm converging to s and t , respectively.
By definition of gh and by the continuity of g(x, ·, ·), there is only one non-trivial alternative:

|sj |, |s| ≥ h and |tj |, |t| < h .

In this case, by the Lipschitz continuity of g(x, ·, ·) we have that for Hn−1 -a.e. x ∈ Σ and
every τ, τ ′ ∈ Rm ∣∣∣ inf

σ∈Rm
g(x, σ, τ)− inf

σ∈Rm
g(x, σ, τ ′)

∣∣∣ ≤ λ|τ − τ ′| ,
which implies that

lim
j
gh(x, sj , tj) = lim

j
inf
σ∈Rm

g(x, σ, tj) = inf
σ∈Rm

g(x, σ, t) = gh(x, s, t) .

This concludes the proof of (H6).
To prove (3.2), we fix s, s′, t ∈ Rm and distinguish between the cases |t| < h and |t| ≥ h .

If |t| < h , since g satisfies (H7) we have that, for Hn−1 -a.e. x ∈ Σ,

(3.75) gh(x, s, t) ≤ g(x, s, t) ≤ inf
σ∈Rm

g(x, σ, t) + ψ(x, νΣ(x)) ≤ gh(x, s′, t) + ψ(x, νΣ(x)) .
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Otherwise, if |t| ≥ h ,

gh(x, s, t) ≤ inf
τ∈Rm

g(x, s, τ) ≤ inf
σ,τ∈Rm

g(x, σ, τ) + ψ(x, νΣ(x))

≤ gh(x, s′, t) + ψ(x, νΣ(x)) .
(3.76)

Thanks to (3.75) and (3.76), we get that gh satisfies (3.2). Inequality (3.3) can be proved
in the same way. Therefore, gh fulfills property (H7).

Finally, it is easy to see that for Hn−1 -a.e. x ∈ Σ, every s, t ∈ Rm , and every h ∈ N

(3.77) gh(x, s, t) = gh(x, Th(s), Th(t)) .

Let us define the functional Fh : GSBV p(Ω; Rm)→ R by

Fh(v) :=
∫
Sv\Σ

ψ(x, νv) dHn−1 +
∫

Σ

gh(x, v+, v−) dHn−1 .

Since ψ and gh satisfy (H1)-(H7), we can apply Theorem 3.10 to Fh . Hence, in view of the
weak convergence of Th(uk) to Th(u) in SBV p(Ω; Rm), we get that

(3.78) Fh(Th(u)) ≤ lim inf
k
Fh(Th(uk)) .

As a consequence of (3.77), of the inclusion STh(uk) ⊆ Suk , and of the inequality gh ≤ g ,
we have that Fh(Th(uk)) ≤ F(uk) for every h, k . Thus, from (3.78) we deduce that

(3.79)
∫
STh(u)\Σ

ψ(x, νu) dHn−1 +
∫

Σ

gh(x, u+, u−) dHn−1 ≤ lim inf
k
F(uk) .

Since gh(·, u+, u−) ↗ g(·, u+, u−) pointwise Hn−1 -a.e. in Σ and STh(u) ↗ Su , passing
to the limit in (3.79) as h→ +∞ we obtain

F(u) ≤ lim inf
k
F(uk) ,

which concludes the proof of the theorem in the particular case of a nonnegative Carathéodo-
ry function g with g(x, ·, ·) Lipschitz continuous with Lipschitz constant λ . The general
case follows by Lemma 3.5. �

We now show that condition (H7) is also necessary for the lower semicontinuity of the
functional F , provided that g : Σ×Rm×Rm → R is a Carathéodory function satisfying
the following properties:

(H8) there exists a ∈ L1(Σ)+ such that g(x, s, t) ≥ −a(x) for Hn−1 -a.e. x ∈ Σ and
every s, t ∈ Rm ;

(H9) g(·, s, t) ∈ L1(Σ) for every s, t ∈ Rm .

Theorem 3.11. Let ψ satisfy (H1)-(H3) and let g be a Carathéodory function such that
(3.5), (H8), and (H9) hold. Let F : GSBV p(Ω; Rm)→ R be the functional defined in (1.4).
Assume that F is lower semicontinuous with respect to the weak convergence in GSBV p(Ω; Rm) .
Then ψ and g fulfill property (H7).

Proof. Let L > 0 be the Lipschitz constant of Σ and Λ := L
√
n . Let us prove that g

satisfies the inequality (3.2) on Σ∩Ω. Let x0 ∈ Σ∩Ω be such that νΣ(x0) is normal to Σ
at x0 , and let ξ(x0) ∈ Sn−1 be as in Definition 2.2. As in the proof of Lemma 3.8, we set
Rρ(x0) := RΛ

ρ,ξ(x0)(x0), where RC
ρ,ξ(x) is defined in (2.2). In particular, for ρ sufficiently

small we may suppose that Rρ(x0) ⊆ Ω, that Hn−1(Σ∩∂Rρ(x0)) = 0, that the function ϕx0

of Definition 2.1 is well-defined and Lipschitz continuous on the (n − 1)-dimensional cube
Qn−1
ρ,ξ(x0)(x0), and that

Rρ(x0) ∩ Σ = {y + ϕx0(y)ξ(x0) : y ∈ Qn−1
ρ,ξ(x0)(x0)} .
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We assume in addition that x0 satisfies the following conditions:

x0 is a Lebesgue point for g(·, σ, τ) for every σ, τ ∈ Qm ,(3.80)

g(x0, ·, ·) is continuous on Rm×Rm ,(3.81)

lim
ρ↘0

1
ρn−1

∫
Rρ(x0)∩Σ

|νΣ(x)− νΣ(x0)|dHn−1(x) = 0 .(3.82)

We notice that properties (3.80)-(3.82) are satisfied for Hn−1 -a.e. x0 ∈ Σ ∩ Ω.
We define the sets Aρ± as in (3.28). For every k ∈ N we set

Σk := (Rρ(x0) ∩ Σ) + 1
k ξ(x0) =

{
y +

(
ϕx0(y) + 1

k

)
ξ(x0) : y ∈ Qn−1

ρ,ξ(x0)(x0)
}
,(3.83)

and

(3.84) Aρ,k+ :=
{
y + tξ(x0) : y ∈ Qn−1

ρ,ξ(x0)(x0), ϕx0(y) + 1
k < t < x0 · ξ(x0) + Λρ

}
.

It is easy to see that for k large enough we have Σk, A
ρ,k
+ ⊆ Aρ+ and

(3.85) νΣk(x) = ±νΣ

(
x− 1

k ξ(x0)
)

for Hn−1 a.e. x ∈ Σk .
Let us fix three distinct points s, s′, t ∈ Qm \ {0} . We introduce the functions

(3.86) uk(x) :=


s′ if x ∈ Aρ+ \A

ρ,k
+ ,

s if x ∈ Aρ,k+ ,

t if x ∈ Aρ− ,
0 if x ∈ Ω \ Rρ(x0) ,

u(x) :=


s if x ∈ Aρ+ ,
t if x ∈ Aρ− ,
0 if x ∈ Ω \ Rρ(x0) .

It is clear that uk, u ∈ GSBV p(Ω; Rm) and that uk converges to u weakly in GSBV p(Ω; Rm)
as k → +∞ . Moreover,

(3.87) Suk = ∂Rρ(x0) ∪ Σk ∪ (Σ ∩ Rρ(x0)) and Su = ∂Rρ(x0) ∪ (Σ ∩ Rρ(x0)) .

Thanks to the lower semicontinuity of the functional F , to hypothesis (H3), and to (3.85)-
(3.87), we have that∫

∂Rρ(x0)

ψ(x, νRρ(x0)) dHn−1 +
∫

Rρ(x0)∩Σ

g(x, s, t) dHn−1 +
∫

Σ\Rρ(x0)

g(x, 0, 0) dHn−1

= F(u) ≤ lim inf
k
F(uk) = lim inf

k

∫
Σk

ψ
(
x, νΣ

(
x− 1

k ξ(x0)
))

dHn−1

+
∫
∂Rρ(x0)

ψ(x, νRρ(x0)) dHn−1 +
∫

Rρ(x0)∩Σ

g(x, s′, t) dHn−1 +
∫

Σ\Rρ(x0)

g(x, 0, 0) dHn−1 .

(3.88)

Therefore, by the change of coordinates y = x− 1
k ξ(x0) and taking into account the uniform

continuity of ψ on Ω×Sn−1 , from (3.88) we get∫
Rρ(x0)∩Σ

g(x, s, t) dHn−1

≤ lim inf
k

∫
Rρ(x0)∩Σ

ψ
(
x+ 1

k ξ(x0), νΣ(x)
)

dHn−1 +
∫

Rρ(x0)∩Σ

g(x, s′, t) dHn−1

=
∫

Rρ(x0)∩Σ

ψ(x, νΣ(x)) dHn−1 +
∫

Rρ(x0)∩Σ

g(x, s′, t) dHn−1 .

(3.89)
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Dividing (3.89) by ρn−1 and passing to the limit as ρ↘ 0, thanks to properties (3.80)-(3.82)
and to (H1), we obtain that

(3.90) g(x0, s, t) ≤ g(x0, s
′, t) + ψ(x0, νΣ(x0))

for every triple of distinct points s, s′, t ∈ Qm \ {0} . By density and by (3.81), we conclude
that g satisfies (3.2) for Hn−1 -a.e. x ∈ Σ ∩ Ω. To prove the same result for Hn−1 -a.e.
x ∈ Σ ∩ ∂Ω, we use a similar argument and take into account (3.5). The proof of (3.3) is
analogous. �

We conclude this section with an existence result whose proof follows directly from The-
orems 2.9 and 3.4. Let W : Ω×Mm×n → R satisfy (2.4) and (2.5), and let f : Ω×Rm → R
be a Carathéodory function such that

(3.91) a3|s|q − b3(x) ≤ f(x, s) ≤ a4|s|q + b4(x) for a.e. x ∈ Ω and every s ∈ Rm

for some 1 < q < +∞ , 0 < a3 ≤ a4 , and b3, b4 ∈ L1(Ω).
We define the functional G : Lq(Ω; Rm)→ R by

(3.92) G(u) :=
∫

Ω

W (x,∇u) dx+
∫

Ω

f(x, u) dx+
∫
Su\Σ
ψ(x, νu) dHn−1 +

∫
Σ

g(x, u+, u−) dHn−1

for every u ∈ GSBV p(Ω; Rm) ∩ Lq(Ω; Rm), and G(u) := +∞ otherwise in Lq(Ω; Rm).
From a mechanical point of view, according to [15, 16], the functional G is the energy of an
elastic body Ω, with a crack Su , subject to a displacement u . Indeed, the first two volume
integrals in (3.92) represent the stored elastic energy and the work done by the volume
forces, while the two surface contributions stand for the energy spent in order to create a
jump surface Su and the work done by the surface forces acting on Σ, respectively.

In the following theorem we state an existence result for the minimum problem

(3.93) min {G(u) : u ∈ Lq(Ω; Rm)} .

Theorem 3.12. Let ψ and g satisfy (H1)-(H7). Let W : Ω×Mm×n → R satisfy (2.4)
and (2.5), and let f : Ω×Rm → R be a Carathéodory function such that (3.91) holds. Then
the minimum problem (3.93) admits a solution.

Proof. The proof is based on the direct method of the calculus of variations. Let uk ∈
Lq(Ω; Rm) be a minimizing sequence for (3.93). Then uk ∈ GSBV p(Ω; Rm) and, by
hypotheses (2.4), (2.5), (3.1), (H1)-(H7), and (3.91), we have that ‖uk‖q , ‖∇uk‖p , and
Hn−1(Suk) are bounded uniformly with respect to k . By the compactness Theorem 2.8,
there exists u ∈ GSBV p(Ω; Rm)∩Lq(Ω; Rm) such that, up to a subsequence, uk converges
to u weakly in GSBV p(Ω; Rm).

Applying Theorems 2.9 and 3.4, and the Fatou Lemma, we get that

G(u) ≤ lim inf
k
G(uk) ,

thus u is a solution of (3.93). �

Remark 3.13. Theorem 3.12 is the starting point for the study of problems of quasi-static
evolution of brittle fractures in nonlinear elasticity, with energies involving also a boundary
term as it has been done in [10]. Indeed, we remark that, in the case Σ = ∂Ω, the novelty
of our result is that we allow the jump set to reach the boundary of Ω, while in [10, Section
3] an unbreakable part was introduced in a neighborhood of the Neumann part of ∂Ω, in
order to prevent this situation.
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4. Relaxation result

In this section we give a relaxation result for functionals of the form (1.4) in GSBV p .
Let us be more precise on the setting of the problem. Let Ω be a bounded open sub-

set of Rn with Lipschitz boundary, let (Σ, νΣ) be an orientable Lipschitz manifold of di-
mension n − 1 and Lipschitz constant L with Σ ⊆ Ω and such that (3.1) holds. We
consider a function ψ : Ω×Rn → [0,+∞) satisfying properties (H1)-(H3), and a function
g : Σ×Rm×Rm → R such that:

(A1) g is Borel measurable;
(A2) g(x, ·, ·) is continuous on Rm×Rm for every x ∈ Σ;
(A3) there exists a ∈ L1(Σ)+ such that g(x, s, t) ≥ −a(x) for Hn−1 -a.e. x ∈ Σ and

every s, t ∈ Rm ;
(A4) for every M > 0 there exists aM ∈ L1(Σ) such that g(x, s, t) ≤ aM (x) for Hn−1 -a.e.

x ∈ Σ and every s, t ∈ Rm with |s|, |t| ≤M .
In the statement and in the proof of Theorem 4.3 we will use the following functions

g1(x, s, t) := min
{
g(x, s, t), inf

σ∈Rm
g(x, σ, t) + ψ(x, νΣ(x))

}
,(4.1)

g2(x, s, t) := min
{
g(x, s, t), inf

τ∈Rm
g(x, s, τ) + ψ(x, νΣ(x))

}
,(4.2)

g12(x, s, t) := min
{
g1(x, s, t), inf

τ∈Rm
g1(x, s, τ) + ψ(x, νΣ(x))

}
,(4.3)

g21(x, s, t) := min
{
g2(x, s, t), inf

σ∈Rm
g2(x, σ, t) + ψ(x, νΣ(x))

}
.(4.4)

We will prove in Lemma 4.2 that g12 = g21 . In Theorem 4.3 we need the additional
hypothesis

(A5) g12(x, ·, ·) is continuous on Rm×Rm for every x ∈ Σ.
Note that (A5) is not a consequence of (A2). Indeed, there are easy examples where g1

and g12 are not even lower semicontinuous. However, if g(x, ·, ·) is uniformly continuous
on Rm×Rm for every x ∈ Σ, then the functions g1(x, ·, ·), g2(x, ·, ·), g12(x, ·, ·), g21(x, ·, ·)
are uniformly continuous on Rm×Rm for every x ∈ Σ.

Remark 4.1. If (3.5) holds, it is easy to see that for every s, t ∈ Rm

g1(x, s, t) = g1(x, s, 0) and g2(x, s, t) = g(x, s, 0) if x ∈ N+ ,
g1(x, s, t) = g(x, 0, t) and g2(x, s, t) = g2(x, 0, t) if x ∈ N− ,
g12(x, s, t) = g21(x, s, t) = g1(x, s, 0) if x ∈ N+ ,
g12(x, s, t) = g21(x, s, t) = g2(x, 0, t) if x ∈ N− ,

where N± are as in (3.4).

In the following lemma we discuss some properties of the functions introduced in (4.1)-
(4.4).

Lemma 4.2. Assume (A1)-(A4). Then the functions g1 ,g2 ,g12 ,g21 : Σ×Rm×Rm → R
are Borel measurable and satisfy the inequalities

g1, g2, g12, g21 ≥ −a ,(4.5)
g1, g2, g12, g21 ≤ g .(4.6)

Moreover, for every x ∈ Σ they are upper semicontinuous with respect to (s, t) . Finally, g12

and g21 fulfill property (H7) and

(4.7) g12(x, s, t) = g21(x, s, t) = sup
γ∈Γg

γ(x, s, t) ,

where Γg is the set of all functions γ : Σ×Rm×Rm → R satisfying (H7) and such that
γ ≤ g .
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Proof. Since for every x ∈ Σ the function g(x, ·, ·) is upper semicontinuous on Rm×Rm ,
we have that

g1(x, s, t) := min
{
g(x, s, t), inf

σ∈Qm
g(x, σ, t) + ψ(x, νΣ(x))

}
.

Since g is also Borel measurable, this implies that g1 is Borel measurable and, for every x ∈
Σ, g1(x, ·, ·) is upper semicontinuous. The same argument applies to g2 , g12 , g21 . The
inequalities (4.5) and (4.6) follow immediately from (A3) and (4.1)-(4.4).

Let us prove that g12 fulfills property (H7). By definitions (4.1) and (4.2), it is easy to see
that g1 satisfies (3.2) and g12 satisfies (3.3). Therefore, for every x ∈ Σ and every s, s′, t ∈
Rm , the following inequalities hold:

g12(x, s, t) ≤ g1(x, s, t) ≤ g1(x, s′, t) + ψ(x, νΣ(x)) ,(4.8)

g12(x, s, t) ≤ inf
τ∈Rm

g1(x, s, τ) + ψ(x, νΣ(x)) ≤ inf
τ∈Rm

g1(x, s′, τ) + 2ψ(x, νΣ(x)) .(4.9)

From (4.2), (4.8), and (4.9), we infer that g12 satisfies (3.2), which completes the proof
of (H7). A similar argument can be used for g21 .

We now prove (4.7). To this end, we first check that

(4.10) g1(x, s, t) = sup
γ∈Γ1

g

γ(x, s, t) ,

where Γ1
g is the set of all functions γ : Σ×Rm×Rm → R satisfying (3.2) for every x ∈ Σ

and such that γ ≤ g . Let G1(x, s, t) be the right-hand side of (4.10). Since g1 satisfies (3.2)
and g1 ≤ g , we have that g1 ≤ G1 . Conversely, let γ ∈ Γ1

g . Then

γ(x, s, t) ≤ inf
σ∈Rm

γ(x, σ, t) + ψ(x, νΣ(x)) ≤ inf
σ∈Rm

g(x, σ, t) + ψ(x, νΣ(x))

for every x ∈ Σ and every s, t ∈ Rm . Since γ ≤ g , the previous inequality implies
that γ ≤ g1 . Taking the supremum for γ ∈ Γ1

g , we deduce that G1 ≤ g1 . Since the
opposite inequality has already been proved, we have that (4.10) holds. With the same
argument it is possible to show that

(4.11) g2(x, s, t) = sup
γ∈Γ2

g

γ(x, s, t) ,

where Γ2
g is the set of all functions γ : Σ×Rm×Rm → R satisfying (3.3) for every x ∈ Σ

and such that γ ≤ g .
Since g12 satisfies (H7) and g12 ≤ g , we have that

(4.12) g12(x, s, t) ≤ sup
γ∈Γg

γ(x, s, t) .

For the converse inequality, let us fix γ ∈ Γg and let G(x, s, t) be the right-hand side
of (4.12). Then, in view of (4.10), we have that γ ≤ g1 and

(4.13) γ(x, s, t) ≤ inf
τ∈Rm

γ(x, s, τ) + ψ(x, νΣ(x)) ≤ inf
τ∈Rm

g1(x, s, τ) + ψ(x, νΣ(x))

for every x ∈ Σ and every s, t ∈ Rm . In view of (4.13) we get that γ ≤ g12 . Thus, G ≤ g12 ,
which, together with (4.12), gives g12 = G . In the same way, using (4.11), we can show
that g21 = G , and this concludes the proof of the lemma. �

Given p ∈ (1,+∞), we define the functional F : GSBV p(Ω; Rm)→ R as in (1.4) and the
functional sc−F : GSBV p(Ω; Rm) → R as the greatest sequentially lower semicontinuous
functional on GSBV p(Ω; Rm) which is less than or equal to F . We are now ready to state
the main theorem of this section.

Theorem 4.3. Let ψ and g satisfy (H1)-(H3), (A1)-(A5), and (3.5). Then we have

(4.14) sc−F(u) =
∫
Su\Σ

ψ(x, νu) dHn−1 +
∫

Σ

g12(x, u+, u−) dHn−1
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for every u ∈ GSBV p(Ω; Rm) .

For what follows, it is convenient to define the functionals F12,F1 : GSBV p(Ω; Rm)→ R
by

F12(u) :=
∫
Su\Σ

ψ(x, νu) dHn−1 +
∫

Σ

g12(x, u+, u−) dHn−1 ,(4.15)

F1(u) :=
∫
Su\Σ

ψ(x, νu) dHn−1 +
∫

Σ

g1(x, u+, u−) dHn−1 ,(4.16)

for every u ∈ GSBV p(Ω; Rm). The functional F1 is “intermediate” between F and F12

and will be used in the proof of Theorem 4.3.
In order to prove Theorem 4.3 we need the following approximation lemma.

Lemma 4.4. Let r ∈ [1,+∞) . Then for every u ∈ SBV p(Ω; Rm) ∩ L∞(Ω; Rm) and
every ε > 0 there exists v ∈ SBV p(Ω; Rm) ∩ L∞(Ω; Rm) such that

‖v − u‖r,Ω < ε , ‖∇v −∇u‖p,Ω < ε ,(4.17)

Hn−1(Sv) < Hn−1(Su) + 4Hn−1(Σ) + ε ,(4.18)

F(v) < F12(u) + ε .(4.19)

Proof. Let us set Σ′ :=
(
Σ \ (Σ ∩ Ω)

)
∪ (Σ ∩ Ω). In view of hypotheses (3.1), we have

(4.20) Hn−1(Σ \ Σ′) = 0 .

Moreover, Σ′ is open in the relative topology of Σ.
By Definition 2.2 and by Lindelöff theorem, there exists a sequence of points xi ∈ Σ′

and corresponding (n− 1)-dimensional rectangles ∆xi , intervals Ixi , vectors ξ(xi) ∈ Sn−1 ,
and Lipschitz functions ϕxi : ∆xi → Ixi such that the following conditions hold, where, for
simplicity of notation, we have set Vi := {y + tξ(xi) : y ∈ ∆xi , t ∈ Ixi} :

Vi ∩ Σ = {y + ϕxi(y)ξ(xi) : y ∈ ∆xi} ,(4.21)

νΣ(x) · ξ(xi) has constant sign for x ∈ Vi ∩ Σ ,(4.22)

Σ′ ⊆
⋃
i∈N
{y + ϕxi(y)ξ(xi) : y ∈ ∆xi} ,(4.23)

Vi ∩ Σ ⊂⊂ Ω or Vi ∩ Σ ⊂⊂ Σ′ ∩ ∂Ω .(4.24)

As in the proof of Lemma 3.8, we define

(4.25) A±i := {y + tξ(xi) : y ∈ ∆xi , t ∈ Ixi , t ≷ ϕxi(y)} .

Therefore, for every i ∈ N , Σ splits the set Vi into two disjoint connected open subsets A+
i

and A−i , with νΣ(x) pointing towards A+
i for Hn−1 -a.e. x ∈ Vi ∩ Σ.

Let u be as in the statement of the lemma. We set

(4.26) Bg1 :=
{
x ∈ Σ′ : g1(x, u+(x), u−(x)) > inf

τ∈Rm
g1(x, u+(x), τ) + ψ(x, νΣ(x))

}
,

where g1 is defined in (4.1). Clearly, Bg1 is an Hn−1 -measurable subset of Σ′ . By Re-
mark 4.1, we have that Bg1 ∩ ∂Ω ⊆ N− , where the set N− is defined in (3.4). This implies
that νΣ(x) = −νΩ(x) for Hn−1 -a.e. x ∈ Bg1 ∩ ∂Ω. Therefore, from (4.24) and (4.25) we
deduce that

(4.27) Hn−1(Vi ∩Bg1 ∩ ∂Ω) > 0 =⇒ νΣ = −νΩ Hn−1 -a.e. in Vi ∩ Σ and A−i ⊆ Ω.

Moreover, by (4.2), (4.20), and (4.26), for Hn−1 -a.e. x ∈ Σ we have

(4.28) g12(x, u+(x), u−(x)) =

{
g1(x, u+(x), u−(x)) if x ∈ Σ \Bg1 ,
inf
τ∈Rm

g1(x, u+(x), τ) + ψ(x, νΣ(x)) if x ∈ Bg1 .
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Given ε > 0, our first aim is to construct a new function w ∈ SBV p(Ω; Rm)∩L∞(Ω; Rm)
such that

‖w − u‖r,Ω <
ε

2
, ‖∇w −∇u‖p,Ω <

ε

2
,(4.29)

Hn−1(Sw) < Hn−1(Su) + 2Hn−1(Σ) +
ε

2
,(4.30)

F1(w) < F12(u) +
ε

2
,(4.31)

where F1 is defined in (4.16). Roughly speaking, the idea of the proof of (4.29)-(4.31) is
to construct a sort of copy of the “bad” set Bg1 inside Ω near Σ. This modified version
of Bg1 will be part of the jump set of the new function w which will be constructed in
such a way that w = u far from Bg1 , w+ = u+ on Σ, and g1(x,w+(x), w−(x)) is close
to infτ∈Rm g1(x, u+(x), τ) for x ∈ Bg1 .

We now start our construction. Let us fix an auxiliary parameter δ > 0 which will be
chosen at the end of the proof in order to get (4.29)-(4.31) and (4.17)-(4.19). Given an
enumeration {qj}j∈N of Qm , for every j we define

(4.32) Bjg1 :=
{
x ∈ Bg1 : g1(x, u+(x), qj) < inf

τ∈Rm
g1(x, u+(x), τ) + δ

}
\
j−1⋃
l=1

Blg1 .

The sets {Bjg1}j∈N are pairwise disjoint Hn−1 -measurable subsets of Σ′ such that Bg1 =⋃
j B

j
g1 . By taking suitable intersections with the sets Vi and their complements, it is

not restrictive to assume that for every j there exists ij ∈ N such that Bjg1 ⊆ Vij and
Bjg1 ∩ Vl = Ø for l 6= ij .

The next step is to approximate Bg1 with the union of a finite number of relatively
open subsets of Σ′ . Let us set M := ‖u‖∞,Ω . Since {Bjg1}j∈N are pairwise disjoint and
Hn−1(Σ) < +∞ , we can find N ∈ N such that

(4.33) Hn−1
( ⋃
j>N

Bjg1

)
< δ ,

∫
S
j>N Bjg1

adHn−1 < δ ,

∫
S
j>N Bjg1

aM dHn−1 < δ .

where a, aM ∈ L1(Σ) have been defined in (A3) and (A4), respectively.
For every j ∈ {1, . . . , N} , we choose a compact set Kj ⊆ Σ′ such that Kj ⊆ Bjg1 and

(4.34) Hn−1(Bjg1 \Kj) <
δ

2j
,

∫
Bjg1
\Kj

adHn−1 <
δ

2j
,

∫
Bjg1
\Kj

aM dHn−1 <
δ

2j
.

Let us set M̃ := max{M, q1, . . . , qN} , where qj are associated to each Bjg1 through
definition (4.32). Since Hn−1bΣ is a bounded Radon measure, we can find a family {Uj}Nj=1

of relatively open subsets of Σ such that the following conditions hold, where ∂ΣUj denotes
the boundary of Uj in the relative topology of Σ:

Kj ⊆ Uj ⊂⊂ Vij ∩ Σ , U l ∩ U j for l 6= j,(4.35)

Hn−1(Uj \Kj) <
δ

2j
,

∫
Uj\Kj

adHn−1 <
δ

2j
,

∫
Uj\Kj

afM dHn−1 <
δ

2j
(4.36)

Hn−2(∂ΣUj) < +∞ ,(4.37)

where afM ∈ L1(Σ) has been defined in (A4).
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We now move each Uj inside Ω \Σ by translation. Let j ∈ {1, . . . , N} be fixed. Thanks
to (4.24), (4.25), (4.27), and (4.35), we may choose ηj > 0 such that

(4.38) Uj − ζξ(xij ) ⊆ A−ij and Uj − ζξ(xij ) ⊂⊂ Vij ∩ Ω for every ζ ∈ (0, ηj ] .

Moreover, by the uniform continuity of ψ on Ω×Sn−1 and by (4.37), we may assume that:

sup
x∈Uj

|ψ(x− ηjξ(xij ), νΣ(x))− ψ(x, νΣ(x))| ≤ δ

2j
,(4.39)

2jηj ∈
(

0, δ min
{

1,
1
|qj |r

,
1

Hn−2(∂ΣUj)

})
.(4.40)

We denote by Cj the open “cylinders”

(4.41) Cj :=
⋃

ζ∈(0,ηj)

(Uj − ζξ(xij )) .

By possibly changing ηj , by (4.38) we may assume that

Cj ⊆ A−ij ∩ Ω ,(4.42)

{Uj − ηjξ(xij )}Nj=1 are pairwise disjoint,(4.43)

{Cj}Nj=1 are pairwise disjoint,(4.44)

‖u‖r,Cj <
δ

2j
and ‖∇u‖p,Cj <

δ

2j
.(4.45)

Moreover, if
Lj :=

⋃
ζ∈(0,ηj)

(∂Uj − ζξ(xij ))

is the lateral surface of the cylinder Cj , by (4.40) we have that

(4.46) Hn−1
( N⋃
j=1

Lj

)
≤

N∑
j=1

ηj Hn−2(∂ΣUj) <
N∑
j=1

δ

2j
< δ .

Note that the trasversality condition νΣ(x) · ξ(xij ) > 0 for Hn−1 -a.e. x ∈ Uj implies that

(4.47) ∂Cj = Uj ∪ (Uj − ηjξ(xij )) ∪ Lj .

We are now ready to define the function w ∈ SBV p(Ω; Rm) ∩ L∞(Ω; Rm) satisfying
inequalities (4.29)-(4.31). For every x ∈ Ω, we set

(4.48) w(x) :=


qj if x ∈ Cj for some j ∈ {1, . . . , N},

u(x) if x ∈ Ω \
N⋃
j=1

Cj .

By definition, ‖w‖∞,Ω = M̃ , ∇w ∈ Lp(Ω; Mm×n), and

(4.49) Sw ⊆ Su ∪ Σ ∪
N⋃
j=1

(
Lj ∪ (Uj − ηjξ(xij ))

)
,

thus, by (4.35) and (4.46), we get that

Hn−1(Sw) ≤ Hn−1(Su) +Hn−1(Σ) +Hn−1
( N⋃
j=1

Uj − ηjξ(xij )
)

+Hn−1
( N⋃
j=1

Lj

)
< Hn−1(Su) + 2Hn−1(Σ) + δ .

(4.50)
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Estimate (4.50) implies that Hn−1(Sw) < +∞ , hence w ∈ SBV p(Ω; Rm) ∩ L∞(Ω; Rm).
Thanks to (4.40), (4.41), (4.45), and (4.48), we have that, for some cr > 0 independent
of δ ,

‖w − u‖r,Ω =
N∑
j=1

‖qj − u‖r,Cj ≤
N∑
j=1

|qj | (Ln(Cj))1/r + ‖u‖r,Cj

<

N∑
j=1

|qj | η1/r
j (Hn−1(Uj))1/r + δ ≤

N∑
j=1

( δ
2j
)1/r

(Hn−1(Σ))1/r + δ

< crδ
1/r + δ ,

(4.51)

and

(4.52) ‖∇w −∇u‖p,Ω =
N∑
j=1

‖∇u‖p,Cj < δ .

We now have to estimate F1(w) in terms of F(u). Let us start with the the jump term
in F1(w). Since Uj ⊆ Σ for every j = 1, . . . , N , for Hn−1 -a.e. x ∈ Uj − ηjξ(xij ) we have

νCj (x) = νΣ(x+ ηjξ(xij )) ,

which implies that

(4.53) νw(x) = ±νΣ(x+ ηjξ(xij )) for Hn−1 -a.e. x ∈ Sw ∩ (Uj − ηjξ(xij )).

Moreover, it is clear that

(4.54)
νw(x) = ±νCj (x) for Hn−1-a.e. x ∈ Sw ∩ Lj ,
νw(x) = ±νu(x) for Hn−1-a.e. x ∈ Sw ∩ Su.

Therefore, thanks to (H3), (4.49), (4.53), and (4.54), we deduce that∫
Sw\Σ
ψ(x, νw) dHn−1 ≤

∫
Su\Σ
ψ(x, νu) dHn−1 +

∫
SN
j=1 Lj

ψ(x, νCj ) dHn−1

+
N∑
j=1

∫
Uj−ηjξ(xij )

ψ(x, νΣ(x+ ηjξ(xij ))) dHn−1 .

(4.55)

Hypothesis (H2) on ψ and inequality (4.46) imply that

(4.56)
∫

SN
j=1 Lj

ψ(x, νCj ) dHn−1 ≤ c2Hn−1
( N⋃
j=1

Lj

)
< c2δ .

By (4.35), (4.39), and by the change of variables y = x+ ηjξ(xij ) in the last term of (4.55),
we obtain that

N∑
j=1

∫
Uj−ηjξ(xij )

ψ(x, νΣ(x+ ηjξ(xij ))) dHn−1(x) =
N∑
j=1

∫
Uj

ψ(y − ηjξ(xij ), νΣ(y)) dHn−1(y)

≤
N∑
j=1

∫
Uj

ψ(y, νΣ) dHn−1 + δHn−1(Σ) .

(4.57)

By (4.35), we can split the sum in the right-hand side of (4.57) in the following way:

N∑
j=1

∫
Uj

ψ(x, νΣ) dHn−1 =
N∑
j=1

∫
Kj

ψ(x, νΣ) dHn−1 +
N∑
j=1

∫
Uj\Kj

ψ(x, νΣ) dHn−1 .(4.58)



30 S. ALMI, G. DAL MASO, AND R. TOADER

In view of (H2) and of (4.36) and recalling that the sets Kj are pairwise disjoint and
contained in Bg1 , (4.58) becomes

N∑
j=1

∫
Uj

ψ(x, νΣ) dHn−1 ≤
∫

SN
j=1Kj

ψ(x, νΣ) dHn−1 + c2 δ ≤
∫
Bg1

ψ(x, νΣ) dHn−1 + c2 δ .(4.59)

Therefore, collecting inequalities (4.55)-(4.57), and (4.59), we get that the jump term in
F1(w) can be controlled from above by∫

Sw\Σ
ψ(x, νw) dHn−1

≤
∫
Su\Σ

ψ(x, νu) dHn−1 +
∫
Bg1

ψ(x, νΣ) dHn−1 + δ (2c2 +Hn−1(Σ)) .
(4.60)

Finally, we give an estimate of the integral over Σ of F1(w). We first split it into the
contribution on

⋃N
j=1Kj and on Σ \

⋃N
j=1Kj :

(4.61)
∫

Σ

g1(x,w+, w−) dHn−1 =
∫

SN
j=1Kj

g1(x,w+, w−) dHn−1 +
∫

Σ\
SN
j=1Kj

g1(x,w+, w−) dHn−1 .

We notice that by (4.25) and (4.42), for every j = 1, . . . , N and for Hn−1 -a.e. x ∈ Uj the
unit normal νΣ(x) to Σ at x points outside Cj . Thus, by (4.48), we have that w−(x) = qj
for Hn−1 -a.e. x ∈ Uj . Moreover, since w = u in Ω \

⋃N
j=1 Cj ,

(4.62) w+ = u+ for Hn−1 -a.e. x ∈ Σ.

Therefore, recalling that the sets Kj are pairwise disjoint, we can write the first integral in
the right-hand side of (4.61) as

(4.63)
∫

SN
j=1Kj

g1(x,w+, w−) dHn−1 =
N∑
j=1

∫
Kj

g1(x, u+, qj) dHn−1 .

Taking into account definition (4.32) of the sets Bjg1 , the inclusion Kj ⊆ Bjg1 , and
inequalities (4.5), (4.33), and (4.34), we can continue (4.63) in the following way:∫

SN
j=1Kj

g1(x,w+, w−) dHn−1 ≤
N∑
j=1

∫
Kj

inf
τ∈Rm

g1(x, u+, τ) dHn−1 + δHn−1(Kj)

≤
∫

SN
j=1 B

j
g1

inf
τ∈Rm

g1(x, u+, τ) dHn−1 +
∫

SN
j=1 B

j
g1
\Kj

a dHn−1 + δHn−1(Σ)

≤
∫
Bg1

inf
τ∈Rm

g1(x, u+, τ) dHn−1 +
∫

S
j>N Bjg1

a dHn−1 + δ(Hn−1(Σ) + 1)

≤
∫
Bg1

inf
τ∈Rm

g1(x, u+, τ) dHn−1 + δ (Hn−1(Σ) + 2) .

(4.64)

We now consider the last term in (4.61). By (4.35), (4.37), and (4.48), we have that w− =
u− Hn−1 -a.e. on Σ \

⋃N
j=1 Uj . Thus, by (4.62), we obtain∫

Σ\
SN
j=1Kj

g1(x,w+, w−) dHn−1 =
∫

Σ\
SN
j=1 Uj

g1(x,w+, w−) dHn−1 +
∫

SN
j=1 Uj\Kj

g1(x,w+, w−) dHn−1

=
∫

Σ\
SN
j=1 Uj

g1(x, u+, u−) dHn−1 +
∫

SN
j=1 Uj\Kj

g1(x, u+, qj) dHn−1 .

(4.65)
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In view of (A4), (4.5), (4.6), and of (4.33)-(4.36), inequality (4.65) becomes∫
Σ\

SN
j=1Kj

g1(x,w+, w−) dHn−1 ≤
∫

Σ\
SN
j=1 Uj

g1(x, u+, u−) dHn−1 +
∫

SN
j=1 Uj\Kj

afM dHn−1

<

∫
Σ\

SN
j=1Kj

g1(x, u+, u−) dHn−1 +
∫

SN
j=1 Uj\Kj

a dHn−1 + δ

<

∫
Σ\

SN
j=1 B

j
g1

g1(x, u+, u−) dHn−1 +
∫

SN
j=1 B

j
g1
\Kj

aM dHn−1 + 2δ

<

∫
Σ\Bg1

g1(x, u+, u−) dHn−1 +
∫

S
j>N Bjg1

aM dHn−1 + 3δ <
∫

Σ\Bg1

g1(x, u+, u−) dHn−1 + 4δ .

(4.66)

Therefore, (4.61), (4.64), and (4.66) imply that∫
Σ

g1(x,w+, w−) dHn−1 <

∫
Σ\Bg1

g1(x, u+, u−) dHn−1

+
∫
Bg1

inf
τ∈Rm

g1(x, u+, τ) dHn−1 + δ (Hn−1(Σ) + 4) .
(4.67)

Collecting inequalities (4.60) and (4.67) and using (4.28) in the last equality, we obtain
that, for some c > 0 independent of δ ,

F1(w) =
∫
Sw\Σ

ψ(x, νw) dHn−1 +
∫

Σ

g1(x,w+, w−) dHn−1

<

∫
Su\Σ
ψ(x, νu) dHn−1 +

∫
Bg1

ψ(x, νΣ) dHn−1 +
∫

Σ\Bg1

g1(x, u+, u−) dHn−1

+
∫
Bg1

inf
τ∈Rm

g1(x, u+, τ) dHn−1 + cδ = F12(u) + cδ .

(4.68)

Choosing 0 < δ < ε/2 such that cδ < ε/2 and crδ
1/r + δ < ε/2 in estimates (4.50), (4.51),

(4.52), and (4.68), we deduce (4.29)-(4.31).
If we repeat the above argument replacing u and Bg1 of (4.26) with the function w and

the set
Bg : =

{
x ∈ Σ′ : g(x,w+(x), w−(x)) > inf

σ∈Rm
g(x, σ, w−(x)) + ψ(x, νΣ(x))

}
=
{
x ∈ Σ′ : g(x, u+(x), w−(x)) > inf

σ∈Rm
g(x, σ, w−(x)) + ψ(x, νΣ(x))

}
,

we are able to construct a new function v ∈ SBV p(Ω; Rm) ∩ L∞(Ω; Rm) such that:

‖v − w‖r,Ω <
ε

2
, ‖∇v −∇w‖p,Ω <

ε

2
,

Hn−1(Sv) < Hn−1(Sw) + 2Hn−1(Σ) +
ε

2
,

F(v) < F1(w) +
ε

2
.

The previous inequalities, together with (4.29)-(4.31), imply that v satisfies (4.17)-(4.19).
This concludes the proof of the lemma. �

Proof of Theorem 4.3. By the hypotheses of the theorem and by Lemma 4.2, the functions ψ
and g12 satisfy hypotheses (H1)-(H7). Hence, from Theorem 3.4 we deduce that the func-
tional F12 defined in (4.15) is lower semicontinuous with respect to the weak convergence
in GSBV p(Ω; Rm). Since g12 ≤ g , we have that F12 ≤ F . Thus, by definition of sc−F ,
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we easily get that F12 ≤ sc−F on GSBV p(Ω; Rm). Therefore, we only need to show the
converse inequality, that is,

(4.69) sc−F(u) ≤ F12(u) for every u ∈ GSBV p(Ω; Rm).

Let us first prove (4.69) for u ∈ SBV p(Ω; Rm) ∩ L∞(Ω; Rm). To this end, we need
to construct a recovery sequence for u . Applying Lemma 4.4, we can find a sequence
vk ∈ SBV p(Ω; Rm) ∩ L∞(Ω; Rm) such that vk converges to u weakly in GSBV p(Ω; Rm)
and

(4.70) F(vk) < F12(u) +
1
k

for every k .

Passing to the lim inf as k → +∞ in (4.70) we get

sc−F(u) ≤ lim inf
k

sc−F(vk) ≤ lim inf
k
F(vk) ≤ F12(u) .

This concludes the proof of (4.69) for u ∈ SBV p(Ω; Rm) ∩ L∞(Ω; Rm).
Let us now consider u ∈ GSBV p(Ω; Rm). Given a function ϕ ∈ C∞c (Rm; Rm) with

ϕ(s) = s if |s| ≤ 1, we can approximate u in GSBV p(Ω; Rm) with the sequence ϕk(u) ∈
SBV p(Ω; Rm)∩L∞(Ω; Rm), where we have set ϕk(s) := kϕ(s/k). Clearly, ϕk(u) converges
to u pointwise Ln -a.e. in Ω and ∇ϕk(u) → ∇u in Lp(Ω; Mm×n). Moreover, Sϕk(u) ⊆ Su
for every k . Hence, by Definition 2.7, ϕk(u) converges to u weakly in GSBV p(Ω; Rm) and

(4.71) lim sup
k

∫
Sϕk(u)\Σ

ψ(x, νϕk(u)) dHn−1 ≤
∫
Su\Σ

ψ(x, νu) dHn−1 .

Recalling that ϕk ∈ C∞c (Rm; Rm), we have that ϕk(u)± = ϕk(u±) Hn−1 -a.e. in Σ.
Therefore, since g12 is a Carathéodory function, we get that g12(x, ϕk(u)+(x), ϕk(u)−(x))→
g12(x, u+(x), u−(x)) for Hn−1 -a.e. x ∈ Σ. Thanks to hypothesis (A4) and to inequali-
ties (4.5) and (4.6) of Lemma 4.2, we can apply the dominated convergence theorem to
deduce that

(4.72) lim
k

∫
Σ

g12(x, ϕk(u)+, ϕk(u)−) dHn−1 =
∫

Σ

g12(x, u+, u−) dHn−1 .

Collecting (4.71) and (4.72), we get that

sc−F(u) ≤ lim inf
k

sc−F(ϕk(u)) ≤ lim sup
k

F12(ϕk(u)) ≤ F12(u) ,

which concludes the proof of (4.69) in the general case.
�

We conclude this section with a generalization of Theorem 4.3 which takes into account
also the presence of volume terms. Let q ∈ (1,+∞), let W : Ω×Mm×n → R satisfy (2.4)
and (2.5), and let f : Ω×Rm → R be a Carathéodory function such that (3.91) holds.
We consider the functional G : Lq(Ω; Rm) → R defined as in (3.92). With the same nota-
tion used before, sc−G denotes the greatest sequentially lower semicontinuous functional
on Lq(Ω; Rm) which is less than or equal to G . Moreover, we define

G12(u) :=
∫

Ω

W (x,∇u) dx+
∫

Ω

f(x, u) dx+
∫
Su\Σ
ψ(x, νu) dHn−1 +

∫
Σ

g12(x, u+, u−) dHn−1

for u ∈ GSBV p(Ω; Rm)∩Lq(Ω; Rm). We extend G12 to +∞ in Lq(Ω; Rm)\GSBV p(Ω; Rm).

Theorem 4.5. Let ψ and g satisfy (H1)-(H3), (A1)-(A5), and (3.5). Then the function-
als sc−G and G12 coincide on Lq(Ω; Rm) .

Proof. By (4.6) of Lemma 4.2, G12 ≤ G . Recalling that g12 satisfies properties (H4)-
(H7), from Theorems 2.9 and 3.4 and from the hypotheses on f we deduce that G12 is
sequentially lower semicontinuous in Lq(Ω; Rm). Thus G12 ≤ sc−G . By Lemma 4.4 and
by the hypotheses on the volume densities W and f , we get also the opposite inequality
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in SBV p(Ω; Rm)∩L∞(Ω; Rm). The conclusion follows by the truncation argument used in
the last part of the proof of Theorem 4.3. �
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