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Abstract. We consider the dynamic evolution of a linearly elastic-perfectly plastic thin

plate subject to a purely vertical body load. As the thickness of the plate goes to zero, we
prove that the three-dimensional evolutions converge to a solution of a certain reduced

model. In the limiting model admissible displacements are of Kirchhoff-Love type. More-

over, the motion of the body is governed by an equilibrium equation for the stretching
stress, a hyperbolic equation involving the vertical displacement and the bending stress,

and a rate-independent plastic flow rule. Some further properties of the reduced model

are also discussed.

1. Introduction

Thin structures, such as beams, plates, or shells, are ubiquitous in the real world. A pre-
cise understanding of the laws governing their motion is therefore crucial in a large number
of applications in mechanics and in civil engineering. From a mathematical point of view,
the rigorous derivation of lower dimensional models for thin structures can be performed
starting from their three-dimensional counterparts by using Γ-convergence techniques. This
approach has been successfully applied to the stationary case: for instance, in the framework
of nonlinear elasticity, to plates [18, 19, 23], beams [3, 29, 30, 32, 33], and shells [17, 24, 25].
We refer to [8] for the classical results in the framework of linearised elasticity. More recently,
the Γ-convergence approach has been adapted to the evolutionary setting, as well: in non-
linear elastodynamics [1, 2], crack evolution [6, 16], plasticity [11, 26, 27], and delamination
problems [28].

The subject of this paper is the rigorous derivation of a dynamic evolution model for a
thin plate in perfect plasticity. The framework is that of small strain plasticity with additive
decomposition for the strain field. The quasistatic case was treated in [11].

Let ω ⊂ R2 be a domain with a C2 boundary and let h > 0. We consider a plate, whose
reference configuration is given by the set

Ωh := ω × (−h2 ,
h
2 ).

Here ω represents the mid-surface of the plate, while the parameter h denotes its thickness.
The plate is assumed to be made of a homogeneous and isotropic material, whose elastic
behaviour is linear and whose plastic response follows the Prandtl-Reuss law of perfect
plasticity.

In this framework the dynamic evolution problem can be formulated as follows. Let uh(s)
be the displacement field at time s and let Euh(s) be the symmetric gradient of uh(s). The
linearised strain Euh(s) is decomposed as the sum of two symmetric matrices: the elastic
strain eh(s) and the plastic strain ph(s). In the modelling of plastic behaviour of metals
plastic deformation is usually assumed to be volume preserving: for this reason, we assume
ph(s, x) to be a deviatoric matrix for every x ∈ Ωh and every time s. We further suppose
that the evolution is driven by a purely vertical time-dependent body load fh(s) and by a
time-dependent boundary displacement wh(s) prescribed on a portion Γd,h := γd ×

(
−h2 ,

h
2

)
of the lateral boundary of the plate. The dynamic evolution problem consists in finding a
triplet (uh, eh, ph) such that the following conditions hold for every s ≥ 0:

Key words and phrases. Perfect plasticity, thin plates, Prandtl-Reuss plasticity, dynamic evolution, func-
tions of bounded deformation.
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(d1) kinematic admissibility: Euh(s) = eh(s) + ph(s) in Ωh and uh(s) = wh(s) on Γd,h;

(d2) constitutive equation: σh(s) := Ceh(s) in Ωh, where σh(s) is the stress field at time
s and C is the elasticity tensor;

(d3) equation of motion: üh(s)− div σh(s) = fh(s)e3 in Ωh and σh(s)ν∂Ωh
= 0 on ∂Ωh \

Γd,h, where ν∂Ωh
is the outer unit normal to ∂Ωh;

(d4) stress constraint: (σh)D(s) ∈ K in Ωh, where (σh)D is the deviatoric part of σh and
K is a convex and compact set in the space of deviatoric matrices M3×3

D ;

(d5) flow rule: ṗh(s, x) belongs to the normal cone to K at (σh)D(s, x) for every x ∈ Ωh.

Under suitable assumptions on the data, existence and uniqueness of solutions to system
(d1)–(d5) has been proved in [5] and recently revisited in [7]. The natural setting for solutions
is the space BD(Ωh) of functions with bounded deformation on Ωh for the displacement uh,
the space L2(Ωh;M3×3

sym) for the elastic strain eh, and the space Mb(Ωh∪Γd,h;M3×3
D ) of M3×3

D -
valued bounded Radon measures on Ωh ∪ Γd,h for the plastic strain ph. From a mechanical
point of view this formulation is consistent with the well known fact that displacements in
perfect plasticity can develop jump discontinuities along so-called slip-surfaces, on which
plastic strain concentrates. Furthermore, the Dirichlet boundary condition on Γd,h has to be
relaxed and takes the form

ph(s) = (wh(s)− uh(s))� ν∂Ωh
H2 on Γd,h,

where H2 denotes the two-dimensional Hausdorff measure and � is the symmetrised tensor
product. The mechanical interpretation of this condition is the following: if the prescribed
boundary displacement is not attained at time s, a plastic slip develops at the boundary
with a strength proportional to wh(s)− uh(s).

Because of the weak regularity of ph (ph and ṗh are only measures in the space variable),
the meaning of condition (d5) has to be clarified. In [5] this issue is overcome by expressing
(d5) as a variational inequality involving only the stress variable σh and the velocity u̇h. In
[7] the authors replace condition (d5) by its equivalent form

(d5)′ maximum dissipation principle: H(ṗh(s)) = (σh)D(s) : ṗh(s) in Ωh,

where H(ξ) := supη∈K ξ : η is the support function of K. The advantage of condition (d5)′,
compared to (d5), is that one can give a meaning to the equality in (d5)′ in a measure setting.
This relies on a notion of duality beween stresses and plastic strains that was introduced in
[22] and further developed in [9, 15]. However, the definition of the duality requires some
regularity of ∂Ωh and of the relative boundary of Γd,h in ∂Ωh. Since in our framework ∂Ωh
has only Lipschitz regularity, we prefer not to dwell on duality and we formulate (d5) as an
energy inequality:

(d5)′′ energy inequality: for every 0 ≤ t1 ≤ t2

Qh(eh(t2)) +
1

2
‖u̇h(t2)‖2L2 +

∫ t2

t1

Hh(ṗh(s)) ds

≤ Qh(eh(t1)) +
1

2
‖u̇h(t1)‖2L2 +

∫ t2

t1

∫
Ωh

(σh(s) : Eẇh(s) + üh(s) · ẇh(s)) dx ds

+

∫ t2

t1

∫
Ωh

fh(s)e3 · (u̇h(s)− ẇh(s)) dx ds,

where

Qh(eh(s)) :=
1

2

∫
Ωh

Ceh(s, x) : eh(s, x) dx

is the stored elastic energy at time s, while Hh(ṗh(s)) is the plastic dissipation potential
at time s, defined according to the theory of convex functions of measure (see Section 2.2).
When the stress-strain duality is defined and (d1)–(d4) are satisfied, one can prove that
conditions (d5)′ and (d5)′′ are in fact equivalent. For the reader’s convenience the proof of the
existence for system (d1)–(d4) and (d5)′′ is sketched in Section 3. In view of the subsequent
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analysis, a particular attention is paid to the dependence of the involved quantities on the
thickness parameter h.

Existence of a dynamic evolution (uh, eh, ph) in Ωh is therefore established for every
h > 0. Our main goal is to study the asymptotic behaviour of (uh, eh, ph), as h tends to 0,
and characterise its limit as a solution of a suitable limiting problem. This is the object of
Section 4.

To discuss the limiting behaviour of (uh, eh, ph) it is convenient to rescale Ωh to a domain
Ω independent of h and to rescale time by setting t := hs. According to this change of
variables, we define the rescaled displacement uh on [0,+∞)× Ω as

uh(t, x) :=
(
uh( th , (x

′, hx3)) · eα , huh( th , (x
′, hx3)) · e3

)
for x = (x′, x3), α = 1, 2. (1.1)

The spatial scaling of uh is consistent with that of dimension reduction problems in lin-
earised elasticity. In particular, the ratio of order h between the vertical and the tangential
displacements can be rigorously justified starting from nonlinear elasticity, under the small
strain assumption [19]. Note, however, that in linearised elasticity the problem is invariant
under further scalings of uh, while this is not the case in plasticity, because of the different
homogeneity of the elastic energy and the dissipation potential. The scaling (1.1) is the
correct one to see both elastic and plastic contributions in the limit as h→ 0 (see also [11]).

The time scaling of uh is also consistent with the results in the context of elasticity (see,
e.g., [1]): oscillations in Ωh occur at a slow time scale, so that a time scaling is needed to
observe oscillations in the limit as h→ 0.

The scaling for eh and ph is chosen in such a way that the rescaled triplet (uh(t), eh(t), ph(t))
still satisfies the additive decomposition Euh(t) = eh(t) + ph(t) in Ω for every t. Finally, we
perform the same scaling as in (1.1) on the boundary datum wh, while for the body load we
set

fh(t, x) := 1
hfh( th , (x

′, hx3)).

In Theorem 4.1 we prove that, under suitable assumptions on the initial data and on
the rescaled boundary condition and body load, the rescaled triplets (uh(t), eh(t), ph(t))
converge, up to subsequences, to a limiting triplet (u(t), e(t), p(t)) for every time t ≥ 0.

We now describe the conditions satisfied by the limiting triplet. For every t ≥ 0 we have

(d1)r reduced kinematic admissibility: u(t) is a Kirchhoff-Love displacement, that is,

u(t, x) = (ūα(t, x′)− x3∂αu3(t, x′), u3(t, x′)) for x = (x′, x3), α = 1, 2,

where ū(t) ∈ BD(ω) and u3(t) ∈ BH(ω), the space of functions with bounded
Hessian. The strains e(t) and p(t) satisfy

Eu(t) = e(t) + p(t) in Ω, p(t) = (w(t)− u(t))� ν∂ΩH2 on Γd,

ei3(t) = 0 in Ω, pi3(t) = 0 in Ω ∪ Γd, i = 1, 2, 3.

We note that the averaged tangential displacement ū(t) may have jump discontinuities,
while, because of the embedding of BH(ω) into C(ω), the normal displacement u3(t) is
continuous, but its gradient may have jump discontinuities. In particular, the discontinuity
sets of u(t), that is, the limiting slip surfaces, are vertical surfaces. Condition (d1)r does not
imply, in general, that e(t) and p(t) are affine with respect to x3. However, they admit the
following decomposition:

e(t) = ē(t) + x3ê(t) + e⊥(t), p(t) = p̄(t)⊗ L1 + p̂(t)⊗ x3L1 − e⊥(t),

where ē(t), ê(t) ∈ L2(ω;M2×2
sym), e⊥(t) ∈ L2(Ω;M2×2

sym), p̄(t), p̂(t) ∈Mb(ω ∪ γd;M2×2
sym) satisfy

Eū(t) = ē(t) + p̄(t) in ω, p̄(t) = (w̄(t)− ū(t))� ν∂ωH1 on γd,

and

−D2u3(t) = ê(t) + p̂(t) in ω, p̂(t) = (∇u3(t)−∇w3(t))� ν∂ωH1 on γd.
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Moreover, the vertical displacement u3(t) attains the boundary conditions u3(t) = w3(t)
on γd. Here, w̄(t) and w3(t) are the Kirchhoff-Love components of the limiting displacement
w(t).

Since the component e⊥(t) has in general a non trivial dependence on the variable x3,
the limiting problem has a genuinely three-dimensional nature and cannot be reduced to a
purely two-dimensional setting. This feature was already observed in the quasistatic case
[11] and is in contrast with the purely elastic case, see [31].

In addition, the limiting triplet (u(t), e(t), p(t)) satisfies the following conditions for every
t ≥ 0:

(d2)r reduced constitutive equation: σ(t) := Cre(t) in Ω, where Cr is the reduced elasticity
tensor, which is defined through a suitable minimisation formula (see (2.10));

(d3)r equations of motion: setting

f̄(t, x′) =

∫ 1/2

−1/2

f(t, x) dx3,

we have

div σ̄(t) = 0 in ω, ü3(t)− 1
12div div σ̂(t) = f̄(t) in ω,

with corresponding Neumann boundary conditions on ∂ω \ γd;
(d4)r reduced stress constraint: σ(t) ∈ Kr in Ω, where Kr := ∂Hr(0) is the subdifferential

of the reduced dissipation potential Hr (whose expression is given in (2.12) through
a minimisation formula) at 0;

(d5)r reduced maximum dissipation principle: Hr(ṗ(t)) = σ(t) : ṗ(t) in Ω.

In (d3)r we denoted the limiting vertical body load by f .
Condition (d5)r has to be interpreted in a weak sense, as it is the case for condition (d5)′

in the three-dimensional problem. More precisely, we write (d5)r as

Hr(ṗ(t)) = 〈σ(t), ṗ(t)〉r ,

where the left-hand side is defined using the theory of convex functions of measures, while
the right-hand side involves an ad-hoc notion of “reduced” stress-strain duality, introduced
in [11, Section 7] for the study of the quasistatic case. We refer to Section 2 for the definition
of the duality, as well as for a precise kinematic description of the reduced model.

We note that the stretching component σ̄(t) and the bending component σ̂(t) of the
stress decouple in the equations of motion (d3)r, while the whole stress σ(t) is involved
in the stress constraint (d4)r and in the maximum dissipation principle (d5)r. Thus, the
component σ⊥(t) will in general play a role in satisfying these two conditions, leading to a
non trivial dependence of the solutions on the thickness variable x3. As mentioned earlier,
this behaviour is not peculiar of the dynamic case, but was already observed in the quasistatic
case. Indeed, an explicit example in [12, Section 5] shows that the yielding threshold may
be reached at different times along the vertical fibers of the plate, thus giving rise to a
solution with σ⊥ 6= 0. The emergence of this multiyield behaviour was also observed in [21],
where a formal asymptotic expansion of small strain oscillations in an elastoplastic plate
with hardening was considered.

The proof of Theorem 4.1 is based on two main steps: first we deduce suitable compactness
estimates for the three-dimensional evolutions, and then we pass to the limit in the equations
via Γ-convergence arguments. Compactness estimates are obtained from the energy inequal-
ity (d5)′′ and from some a posteriori regularity estimates for the three-dimensional problem
(see (3.8) and (3.9)). Clearly the dependence of these inequalities on h is crucial in order
to obtain meaningful bounds. While the behaviour of the energy inequality under scaling
is relatively straightforward, dealing with the a posteriori estimate is more delicate. At this
stage it is essential to have a purely vertical body load. Once these bounds are established,
compactness is granted via Ascoli-Arzelà Theorem.
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To pass to the limit in the equations, we cannot rely directly on Γ-convergence techniques,
because of the inertial terms. However, the key ideas of the proof are borrowed by this theory.
More precisely, to deduce the limiting equations of motion we construct suitable sequences
of test functions for the three-dimensional problems. This is reminiscent of the recovery
sequence construction in Γ-convergence. To pass to the limit in (d5)′′ we apply the Γ-liminf
inequality satisfied by Qr and Hr. Once we have a limiting energy inequality, condition (d5)r
follows by using the reduced stress-strain duality and its properties.

The last section of the paper is devoted to the study of some properties of solutions
to the limiting system (d1)r–(d5)r. In Proposition 5.1 we prove uniqueness of the normal
displacement and of the elastic strain. This does not ensures uniqueness of the solution to
the limiting problem. Indeed, in Proposition 5.2 we show that for “tangential” initial and
boundary data system (d1)r–(d5)r reduces to a two-dimensional quasistatic evolution, whose
solutions are not unique (see, e.g., [34]).

2. Preliminaries

2.1. Mathematical preliminaries.

Measures. The Lebesgue measure on Rn is denoted by Ln and the (n − 1)-dimensional
Hausdorff measure by Hn−1. Given a Borel set B ⊂ Rn and a finite dimensional Hilbert
space X, Mb(B;X) denotes the space of bounded Borel measures on B with values in X,
endowed with the norm ‖µ‖Mb

:= |µ|(B), where |µ| ∈ Mb(B;R) is the variation of the
measure µ. For every µ ∈ Mb(B;X) we consider the Lebesgue decomposition µ = µa + µs,
where µa is absolutely continuous with respect to the Lebesgue measure Ln and µs is singular
with respect to Ln. If µs = 0, we always identify µ with its density with respect to Ln. If the
relative topology of B is locally compact, by Riesz Representation Theorem Mb(B;X) can be
identified with the dual of C0(B;X), which is the space of continuous functions ϕ : B → X
such that the set {ϕ ≥ ε} is compact for every ε > 0. The weak∗ topology of Mb(B;X) is
defined using this duality. The duality between measures and continuous functions, as well
as between other pairs of spaces, according to the context, is denoted by 〈·, ·〉.

Matrices. The space of n× n symmetric matrices is denoted by Mn×n
sym and is endowed with

the euclidean scalar product ξ : ζ :=
∑
i,j ξijζij . The orthogonal complement of the subspace

RIn×n spanned by the identity matrix In×n is the subspace Mn×n
D of all symmetric matrices

with zero trace. For every ξ ∈Mn×n
sym , we obtain the orthogonal decomposition

ξ = ξD +
1

n
(tr ξ)In×n,

where ξD ∈Mn×n
D is the deviatoric part of ξ. The symmetrised tensor product a� b of two

vectors a, b ∈ Rn is the symmetric matrix with entries (a� b)ij = 1
2 (aibj + ajbi).

Functions with bounded deformation. Let U ⊂ Rn be an open set. The space BD(U) of func-
tions with bounded deformation is the space of all u ∈ L1(U ;Rn), whose symmetric gradient
(in the sense of distributions) Eu := 1

2 (Du+DuT ) belongs to the space Mb(U ;Mn×n
sym ). It is

easy to see that BD(U) is a Banach space with the norm

‖u‖BD := ‖u‖L1 + ‖Eu‖Mb
.

We say that a sequence (uk)k converges to u weakly∗ in BD(U) if uk ⇀ u weakly in
L1(U ;Rn) and Euk ⇀ Eu weakly∗ in Mb(U ;Mn×n

sym ). Every bounded sequence in BD(U) has
a weakly∗ converging subsequence. Moreover, if U is bounded and has a Lipschitz boundary,
then BD(U) can be continuously embedded in Ln/(n−1)(U ;Rn) and compactly embedded
in Lp(U ;Rn) for every p < n/(n − 1). Moreover, every function u ∈ BD(U) has a trace,
still denoted by u, which belongs to L1(∂U ;Rn), and if Γ is a nonempty open subset of ∂U ,
there exists a constant C > 0, depending on U and Γ, such that

‖u‖BD ≤ C(‖u‖L1(Γ) + ‖Eu‖Mb
).

For the general properties of BD(U) we refer to [35].
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Functions with bounded Hessian. The space BH(U) of functions with bounded Hessian is
the space of all functions u ∈ W 1,1(U), whose Hessian D2u (in the sense of distributions)
belongs to Mb(U ;Mn×n

sym ). It is easy to see that BH(U) is a Banach space endowed with the
norm

‖u‖BH := ‖u‖W 1,1 + ‖D2u‖Mb
.

If U has the cone property, then BH(U) coincides with the space of functions in L1(U)
whose Hessian belongs to Mb(U ;Mn×n

sym ). If U is bounded and has a Lipschitz boundary,

BH(U) can be embedded into W 1,n/(n−1)(U). If U is bounded and has a C2 boundary, then
for every function u ∈ BH(U) one can define the traces of u and ∇u, still denoted by u and
∇u: they satisfy u ∈ W 1,1(∂U), ∇u ∈ L1(∂U ;Rn), and ∂u

∂τ = ∇u · τ ∈ L1(∂U) for every τ

tangent vector to ∂U . If in addition n = 2, then BH(U) embeds into C(U), which is the
space of continuous functions on U . For the general properties of BH(U) we refer to [13].

Lipschitz functions with values in a Banach space. Let T > 0 and let X be the dual of a
separable Banach space. We denote by Lip([0, T ];X) the space of Lipschitz functions on
[0, T ] with values in X. If f ∈ Lip([0, T ];X), then the weak∗ limit

ḟ(t) := w∗- lim
s→t

f(s)− f(t)

s− t
(2.1)

exists for a.e. t ∈ [0, T ] (see, e.g., [9, Theorem 7.1]). If in addition X is separable, then for
every f ∈ Lip([0, T ];X) the limit in (2.1) is actually in the strong topology of X, the map

t 7→ ḟ(t) is measurable by Pettis Theorem, and

Lip([0, T ];X) = W 1,∞([0, T ];X).

2.2. Mechanical preliminaries: the three-dimensional problem. In this section we
describe the setting of the three-dimensional problem.

The reference configuration. Let h > 0 and let ω ⊂ R2 be a domain (that is, an open,
connected, and bounded set) with a C2 boundary. We consider a thin plate whose reference
configuration is given by

Ωh := ω × (−h2 ,
h
2 ).

We set Ω := Ω1 and for x ∈ Ω we write x = (x′, x3), where x′ ∈ ω and x3 ∈ (−1/2, 1/2).
We suppose that the boundary of ω is partitioned into two disjoint open sets γd, γn (which
are the Dirichlet and the Neumann part of ∂ω, respectively) and their common boundary
∂|∂ωγd, that is,

∂ω = γd ∪ γn ∪ ∂|∂ωγd.
We assume that ∂|∂ωγd = {P1, P2}, where P1 and P2 are two points of ∂ω. Moreover, we

define Γd,h := γd × (−h2 ,
h
2 ) and Γn,h := ∂Ωh \ Γd,h. We also set Γd := Γd,1 and Γn := Γn,1.

We will denote the outer unit normal to ∂Ωh and to ∂ω by ν∂Ωh
and by ν∂ω, respectively.

The stored elastic energy. Let C be the three-dimensional elasticity tensor, considered as a
symmetric positive definite linear operator C : M3×3

sym →M3×3
sym, and let Q : M3×3

sym → [0,+∞)
be the quadratic form associated with C, defined by

Q(ξ) :=
1

2
Cξ : ξ for every ξ ∈M3×3

sym.

It turns out that there exists two positive constants αC and βC, with αC ≤ βC, such that

αC|ξ|2 ≤ Q(ξ) ≤ βC|ξ|2 for every ξ ∈M3×3
sym. (2.2)

These inequalities imply that

|Cξ| ≤ 2βC|ξ| for every ξ ∈M3×3
sym. (2.3)

It is convenient to introduce the quadratic form Qh : L2(Ωh;M3×3
sym)→ [0,+∞) given by

Qh(e) :=

∫
Ωh

Q(e(x)) dx
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for every e ∈ L2(Ωh;M3×3
sym). It describes the stored elastic energy of a configuration of Ωh,

whose elastic strain is e. Since Qh is a convex functional, it is lower semicontinuous with
respect to the weak convergence of L2(Ωh;M3×3

sym). We set Q := Q1.

The plastic dissipation. Let K be a convex and compact set in M3×3
D , whose boundary ∂K

is interpreted as the yield surface. We assume that there exist two positive constants rK and
RK , with rK ≤ RK , such that

B(0, rK) ⊂ K ⊂ B(0, RK), (2.4)

where B(0, r) := {ξ ∈ M3×3
D : |ξ| ≤ r}. The support function of K, which represents the

three-dimensional plastic dissipation potential, is the function H : M3×3
D → R given by

H(ξ) := sup
τ∈K

ξ : τ for every ξ ∈M3×3
D .

It is easy to see that H is convex, positively 1-homogeneous, and satisfies the triangle
inequality. Moreover, by (2.4) one deduces that

rK |ξ| ≤ H(ξ) ≤ RK |ξ| for every ξ ∈M3×3
D . (2.5)

From standard convex analysis we also have that the set K coincides with the subdifferential
∂H(0) of H at 0.

Let µ ∈Mb(Ωh ∪Γd,h;M3×3
D ) and let dµ/d|µ| be the Radon-Nikodým derivative of µ with

respect to its variation |µ|. According to the theory of convex functions of measures (see
[20]), we define the nonnegative Radon measure Hh(µ) as

Hh(µ)(B) :=

∫
B

H
( dµ
d|µ|

)
d|µ|

for every Borel set B ⊂ Ωh ∪ Γd,h. We also consider the functional

Hh : Mb(Ωh ∪ Γd,h;M3×3
D )→ [0,+∞)

defined by

Hh(µ) := Hh(µ)(Ωh ∪ Γd,h).

One can prove (see, e.g., [35, Chapter II, Section 4]) that

Hh(µ) = sup
{∫

Ωh∪Γd,h

τ : dµ : τ ∈ C0(Ωh ∪ Γd,h;M3×3
D ), τ(x) ∈ K for a.e. x ∈ Ωh ∪ Γd,h

}
.

From this characterisation it is clear that Hh is lower semicontinuous with respect to the
weak∗ convergence of Mb(Ωh ∪ Γd,h;M3×3

D ).

We also define the total variation of a function µ : [0, T ] → Mb(Ωh ∪ Γd,h;M3×3
D ) in an

interval [a, b] ⊂ [0, T ] as

Vh(µ; a, b) := sup
{ N∑
j=1

‖µ(sj)− µ(sj−1)‖Mb
: a = s0 ≤ s1 ≤ · · · ≤ sN = b, N ∈ N

}
,

and the dissipation of µ in [a, b] as

Dh(µ; a, b) := sup
{ N∑
j=1

Hh(µ(sj)− µ(sj−1)) : a = s0 ≤ s1 ≤ · · · ≤ sN = b, N ∈ N
}
.

It follows from (2.5) that

rKVh(µ; a, b) ≤ Dh(µ; a, b) ≤ RKVh(µ; a, b).

Moreover, if µ is absolutely continuous on [a, b] with values in Mb(Ωh ∪ Γd,h;M3×3
D ), then

one has

Dh(µ; a, b) =

∫ b

a

Hh(µ̇(s)) ds (2.6)

(see [9, Theorem 7.1]). We set H := H1, V := V1, and D := D1.
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Kinematic admissibility. Given a boundary datum w ∈ H1(Ωh;R3), we define the class
Ah(w) of admissible displacements and strains, as the set of all triplets (u, e, p) ∈ BD(Ωh)×
L2(Ωh;M3×3

sym)×Mb(Ωh ∪ Γd,h;M3×3
D ) such that

Eu = e+ p in Ωh, p = (w − u)� ν∂Ωh
H2 on Γd,h.

We set A(w) := A1(w) for every w ∈ H1(Ω;R3).

The trace of stresses. We recall that, if σ ∈ L2(Ωh;M3×3
sym) with div σ ∈ L2(Ωh;R3), we can

define the trace [σν∂Ωh
] ∈ H−1/2(∂Ωh;R3) of its normal component through the formula

〈[σν∂Ωh
], ϕ〉 :=

∫
Ωh

σ : Eϕdx+

∫
Ωh

div σ · ϕdx

for every ϕ ∈ H1(Ωh;R3). In the following we say that [σν∂Ωh
] = 0 on Γn,h if 〈[σν∂Ωh

], ϕ〉 = 0
for every ϕ ∈ H1(Ωh;R3) with ϕ = 0 on Γd,h.

2.3. Mechanical preliminaries: the reduced problem. In this section we introduce the
setting of the limiting problem.

The reduced stored elastic energy. Let M : M2×2
sym →M3×3

sym be the operator given by

Mξ :=

 ξ11 ξ12 λ1(ξ)
ξ12 ξ22 λ2(ξ)
λ1(ξ) λ2(ξ) λ3(ξ)

 for every ξ ∈M2×2
sym, (2.7)

where the triplet (λ1(ξ), λ2(ξ), λ3(ξ)) is the unique solution of the minimum problem

min
λi∈R

Q

ξ11 ξ12 λ1

ξ12 ξ22 λ2

λ1 λ2 λ3

 .

We observe that (λ1(ξ), λ2(ξ), λ3(ξ)) can be characterised as the unique solution of the linear
system

CMξ :

 0 0 ζ1
0 0 ζ2
ζ1 ζ2 ζ3

 = 0 (2.8)

for every ζi ∈ R, i = 1, 2, 3. This implies that M is a linear map and

(CMξ)i3 = (CMξ)3i = 0 for every i = 1, 2, 3. (2.9)

Let Qr : M2×2
sym → R be the quadratic form given by

Qr(ξ) := Q(Mξ) for every ξ ∈M2×2
sym.

It follows from (2.2) that

αC|ξ|2 ≤ Qr(ξ) ≤ βC|ξ|2 for every ξ ∈M2×2
sym.

We define the reduced elasticity tensor as the linear operator Cr : M2×2
sym →M3×3

sym given by

Crξ := CMξ for every ξ ∈M2×2
sym. (2.10)

Note that we can always identify Crξ with an element of M2×2
sym in view of (2.9). Moreover,

by (2.8) we have

Crξ : ζ = Crξ :

ζ11 ζ12 0
ζ12 ζ22 0
0 0 0

 for every ξ ∈M2×2
sym, ζ ∈M3×3

sym. (2.11)

This implies that

Qr(ξ) =
1

2
Crξ :

ξ11 ξ12 0
ξ12 ξ22 0
0 0 0

 for every ξ ∈M2×2
sym.
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Finally, we introduce the functional Qr : L2(Ω;M2×2
sym)→ [0,+∞), defined as

Qr(e) :=

∫
Ω

Qr(e(x)) dx

for every e ∈ L2(Ω;M2×2
sym). It describes the reduced elastic energy of a configuration, whose

elastic strain is e.

The reduced plastic dissipation. In the reduced problem the plastic dissipation potential is
given by the function Hr : M2×2

sym → [0,+∞), defined as

Hr(ξ) := min
λi∈R

H

ξ11 ξ12 λ1

ξ12 ξ22 λ2

λ1 λ2 − (ξ11 + ξ22)

 (2.12)

for every ξ ∈ M2×2
sym. From the properties of H it follows that Hr is convex, positively

1-homogeneous, and satisfies

rK |ξ| ≤ Hr(ξ) ≤
√

3RK |ξ| for every ξ ∈M2×2
sym.

The set Kr := ∂Hr(0) represents the set of admissible stresses in the reduced problem and
can be characterised as follows:

ξ ∈ Kr ⇔

ξ11 ξ12 0
ξ12 ξ22 0
0 0 0

− 1

3
(tr ξ)I3×3 ∈ K, (2.13)

(see [11, Section 3.2]).
For every µ ∈Mb(Ω ∪ Γd;M2×2

sym) we define the functional

Hr(µ) :=

∫
Ω∪Γd

Hr

( dµ
d|µ|

)
d|µ|.

We also define the reduced dissipation of a function µ : [0, T ] → Mb(Ω ∪ Γd;M2×2
sym) in an

interval [a, b] ⊂ [0, T ] as

Dr(µ; a, b) := sup
{ N∑
j=1

Hr(µ(sj)− µ(sj−1)) : a = s0 ≤ s1 ≤ · · · ≤ sN = b, N ∈ N
}
.

If µ is absolutely continuous on [a, b] with values in Mb(Ω ∪ Γd;M2×2
sym), then

Dr(µ; a, b) =

∫ b

a

Hr(µ̇(s)) ds. (2.14)

Reduced kinematic admissibility. We introduce the set KL(Ω) of Kirchhoff-Love displace-
ments, defined as

KL(Ω) := {u ∈ BD(Ω) : (Eu)i3 = 0, i = 1, 2, 3}.
We note that u ∈ KL(Ω) if and only if u3 ∈ BH(ω) and there exists ū ∈ BD(ω) such that

uα(x) = ūα(x′)− x3∂αu3(x′) for x = (x′, x3) ∈ Ω, α = 1, 2.

We call ū, u3 the Kirchhoff-Love components of u.
Given a prescribed displacement w ∈ H1(Ω;R3) ∩KL(Ω), we introduce the set AKL(w)

of Kirchhoff-Love admissible triplets, defined as the class of all triplets

(u, e, p) ∈ KL(Ω)× L2(Ω;M3×3
sym)×Mb(Ω ∪ Γd;M3×3

sym)

such that
Eu = e+ p in Ω, p = (w − u)� ν∂ΩH2 on Γd,

ei3 = 0 in Ω, pi3 = 0 in Ω ∪ Γd, i = 1, 2, 3.

The linear space {ξ ∈ M3×3
sym : ξi3 = 0, i = 1, 2, 3} is isomorphic to M2×2

sym. Thus, in the

following, given (u, e, p) ∈ AKL(w), we will always identify e with a function in L2(Ω;M2×2
sym)

and p with a measure in Mb(Ω ∪ Γd;M2×2
sym).
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The following closure property holds.

Lemma 2.1. Let (wn)n be a sequence in H1(Ω;R3)∩KL(Ω) and let (un, en, pn) ∈ AKL(wn)
be a sequence of admissible triplets. Assume that un ⇀ u weakly∗ in BD(Ω), en ⇀ e weakly
in L2(Ω;M2×2

sym), pn ⇀ p weakly∗ in Mb(Ω ∪ Γd;M2×2
sym), and wn ⇀ w weakly in H1(Ω;R3).

Then (u, e, p) ∈ AKL(w).

Proof. The result easily follows by adapting the proof of [9, Lemma 2.1]. �

We now give a characterisation of the class of Kirchhoff-Love admissible triplets. To this
purpose, we introduce the following definitions.

Definition 2.2. Let f ∈ L2(Ω;M2×2
sym). We denote by f̄ , f̂ ∈ L2(ω;M2×2

sym) and by f⊥ ∈
L2(Ω;M2×2

sym) the following orthogonal components (in the sense of L2(Ω;M2×2
sym)) of f :

f̄(x′) :=

∫ 1
2

− 1
2

f(x′, x3) dx3, f̂(x′) := 12

∫ 1
2

− 1
2

x3f(x′, x3) dx3

for a.e. x′ ∈ ω, and

f⊥(x) := f(x)− f̄(x′)− x3f̂(x′)

for a.e. x ∈ Ω. We call f̄ the zeroth order moment of f and f̂ the first order moment of f .

Definition 2.3. Let q ∈Mb(Ω∪ Γd;M2×2
sym). We denote by q̄, q̂ ∈Mb(ω ∪ γd;M2×2

sym) and by

q⊥ ∈Mb(Ω ∪ Γd;M2×2
sym) the following measures:∫

ω∪γd
ϕ : dq̄ :=

∫
Ω∪Γd

ϕ : dq,

∫
ω∪γd

ϕ : dq̂ := 12

∫
Ω∪Γd

x3ϕ : dq

for every ϕ ∈ C0(ω ∪ γd;M2×2
sym), and

q⊥ := q − q̄ ⊗ L1 − q̂ ⊗ x3L1,

where ⊗ denotes the usual product of measures. We call q̄ the zeroth order moment of q and
q̂ the first order moment of q.

With these definitions at hand one can easily prove the following characterisation of the
class AKL(w).

Proposition 2.4. Let w ∈ H1(Ω;R3) ∩KL(Ω) and let (u, e, p) ∈ KL(Ω)× L2(Ω;M2×2
sym)×

Mb(Ω∪Γd;M2×2
sym). Then (u, e, p) ∈ AKL(w) if and only if the following three conditions are

satisfied:

(i) Eū = ē+ p̄ in ω and p̄ = (w̄ − ū)� ν∂ωH1 on γd;

(ii) D2u3 = −(ê+ p̂) in ω, u3 = w3 on γd, and p̂ = (∇u3 −∇w3)� ν∂ωH1 on γd;

(iii) p⊥ = −e⊥ in Ω and p⊥ = 0 on Γd.

Proof. The statement easily follows from the definition of moments and from the formula
(Eu)αβ = (Eū)αβ − x3∂

2
αβu3 for α, β = 1, 2. �

Stress-strain duality. In the reduced model, we shall consider the set Σ(Ω) of admissible
stresses, defined as

Σ(Ω) := {σ ∈ L∞(Ω;M2×2
sym) : div σ̄ ∈ L2(ω;R2), div div σ̂ ∈ L2(ω)}.

For every σ ∈ Σ(Ω) we can define the trace [σ̄ν∂ω] ∈ L∞(∂ω;R2) of its zeroth order moment
normal component as

〈[σ̄ν∂ω], ψ〉 :=

∫
ω

σ̄ : Eψ dx′ +

∫
ω

div σ̄ · ψ dx′ (2.15)

for every ψ ∈W 1,1(ω;R2). Note that, since σ̄ ∈ L∞(ω;M2×2
sym) and W 1,1(ω;R2) embeds into

L2(ω;R2), all terms at the right-hand side of (2.15) are well defined.
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Let T (W 2,1(ω)) be the space of all traces of functions in W 2,1(ω) and let (T (W 2,1(ω)))′

be its dual space. For every σ ∈ Σ(Ω) we can define the traces b0(σ̂) ∈ (T (W 2,1(ω)))′ and
b1(σ̂) ∈ L∞(∂ω) of its first order moment as

−〈b0(σ̂), ψ〉+
〈
b1(σ̂),

∂ψ

∂ν∂ω

〉
:=

∫
ω

σ̂ : D2ψ dx′ −
∫
ω

ψ div div σ̂ dx′ (2.16)

for every ψ ∈ W 2,1(ω). Note that the right-hand side of (2.16) is well defined since σ̂ ∈
L∞(ω;M2×2

sym).

If σ̂ ∈ C2(ω,M2×2
sym), one can prove that

b0(σ̂) = div σ̂ · ν∂ω +
∂

∂τ∂ω
(σ̂τ∂ω · ν∂ω) ,

b1(σ̂) = σ̂ν∂ω · ν∂ω,
where τ∂ω is the tangent vector to ∂ω.

Since [σ̄ν∂ω] ∈ L∞(∂ω;R2), the expression [σ̄ν∂ω] = 0 on γn has a clear meaning. The
same applies to b1(σ̂). As for b0(σ̂), in the following we say that b0(σ̂) = 0 on γn if 〈b0(σ̂), ψ〉 =
0 for every ψ ∈W 2,1(ω) with ψ = 0 on γd.

We also consider the space of admissible plastic strains ΠΓd
(Ω), which is the set of all

measures p ∈Mb(Ω ∪ Γd;M2×2
sym) for which there exists (u, e, w) ∈ BD(Ω)× L2(Ω;M2×2

sym)×
(H1(Ω;R3) ∩KL(Ω)) such that (u, e, p) ∈ AKL(w).

For every σ ∈ Σ(Ω) and ξ ∈ BD(ω) we define the distribution [σ̄ : Eξ] on ω as

〈[σ̄ : Eξ], ϕ〉 := −
∫
ω

ϕdiv σ̄ · ξ dx′ −
∫
ω

σ̄ : (∇ϕ� ξ) dx′

for every ϕ ∈ C∞c (ω). It follows from [22, Theorem 3.2] that [σ̄ : Eξ] ∈ Mb(ω) and its
variation satisfies

|[σ̄ : Eξ]| ≤ ‖σ̄‖L∞ |Eξ| in ω.

Given σ ∈ Σ(Ω) and p ∈ ΠΓd
(Ω), we define the measure [σ̄ : p̄] ∈Mb(ω ∪ γd) as

[σ̄ : p̄] :=

{
[σ̄ : Eū]− σ̄ : ē in ω,

[σ̄ν∂ω] · (w̄ − ū)H1 on γd.

For every σ ∈ Σ(Ω) and v ∈ BH(ω) we define the distribution [σ̂ : D2v] on ω as

〈[σ̂ : D2v], ψ〉 :=

∫
ω

ψv div div σ̂ dx′ − 2

∫
ω

σ̂ : (∇v �∇ψ) dx′ −
∫
ω

vσ̂ : D2ψ dx′

for every ψ ∈ C∞c (ω). From [14, Proposition 2.1] it follows that [σ̂ : D2v] ∈ Mb(ω) and its
variation satisfies

|[σ̂ : D2v]| ≤ ‖σ̂‖L∞ |D2v| in ω.

Given σ ∈ Σ(Ω) and p ∈ ΠΓd
(Ω), we define the measure [σ̂ : p̂] ∈Mb(ω ∪ γd) as

[σ̂ : p̂] :=

−[σ̂ : D2u3]− σ̂ : ê in ω,

b1(σ̂)
∂(u3 − w3)

∂ν∂ω
H1 on γd.

We are now in a position to introduce a duality between Σ(Ω) and ΠΓd
(Ω). For every

σ ∈ Σ(Ω) and p ∈ ΠΓd
(Ω) we define the measure [σ : p]r ∈Mb(Ω ∪ Γd) as

[σ : p]r := [σ̄ : p̄]⊗ L1 +
1

12
[σ̂ : p̂]⊗ L1 − σ⊥ : e⊥.

We also introduce the duality pairings

〈σ̄, p̄〉 := [σ̄ : p̄](ω ∪ γd), 〈σ̂, p̂〉 := [σ̂ : p̂](ω ∪ γd)

and

〈σ, p〉r := [σ : p]r(Ω ∪ Γd) = 〈σ̄, p̄〉+
1

12
〈σ̂, p̂〉 −

∫
Ω

σ⊥ : e⊥ dx. (2.17)



12 G.B. MAGGIANI AND M.G. MORA

One can show (see [11, Proposition 7.8]) that

Hr(p) = sup
{
〈σ, p〉r : σ ∈ Σ(Ω), σ(x) ∈ Kr for a.e. x ∈ Ω

}
. (2.18)

Finally, the following integration by parts formula holds (see [12, Proposition 3.5]).

Proposition 2.5. Let σ ∈ Σ(Ω), w ∈ H1(Ω;R3) ∩KL(Ω), and (u, e, p) ∈ AKL(w). Then∫
Ω∪Γd

ϕd[σ : p]r +

∫
Ω

ϕσ : (e− Ew) dx

= −
∫
ω

σ̄ : (∇ϕ� (ū− w̄)) dx′ −
∫
ω

div σ̄ · ϕ(ū− w̄) dx′

+

∫
γn

[σ̄ν∂ω] · ϕ(ū− w̄) dH1 +
1

12

∫
ω

σ̂ : (u3 − w3)D2ϕdx′

+
1

6

∫
ω

σ̂ : (∇ϕ� (∇u3 −∇w3)) dx′ − 1

12

∫
ω

ϕ(u3 − w3)div div σ̂ dx′

+
1

12
〈b0(σ̂), ϕ(u3 − w3)〉 − 1

12

∫
γn

b1(σ̂)
∂(ϕ(u3 − w3))

∂ν∂ω
dH1

for every ϕ ∈ C2(ω).

3. Existence of three-dimensional dynamic evolutions

In this section we adapt the existence result [5, Theorem 1.3] of a dynamic evolution
for perfectly plastic bodies to the context of a thin plate. Indeed, in view of the dimension
reduction analysis of the next section, it is crucial to understand the dependence of all the
involved quantities on the thickness parameter h.

We start by describing the assumptions on the data of the problem.

Forces. We assume the applied body loads to be purely vertical and with the following
regularity:

fh ∈W 1,1
loc ([0,+∞);L2(Ωh)). (3.1)

We assume there are no traction forces on the Neumann part of the boundary Γn,h.

Boundary displacement. On Γd,h we prescribe a boundary displacement

wh ∈ H2
loc([0,+∞);H1(Ωh;R3)) ∩W 3,1

loc ([0,+∞);L2(Ωh;R3)). (3.2)

Initial data. Let

(u0,h, e0,h, p0,h) ∈ Ah(wh(0)) ∩ (H1(Ωh;R3)× L2(Ωh;M3×3
sym)× L2(Ωh;M3×3

D )),

v0,h ∈ H1(Ωh;R3),
(3.3)

be the initial data. Setting σ0,h := Ce0,h, we assume that

−div σ0,h = fh(0)e3 in Ωh, [σ0,hν∂Ωh
] = 0 on Γn,h, (σ0,h)D ∈ K a.e. in Ωh, (3.4)

and

v0,h = ẇh(0) on Γd,h. (3.5)

Theorem 3.1. Assume (3.1)– (3.5). Then there exists a triplet (uh, eh, ph), with

uh ∈W 2,∞
loc ([0,+∞);L2(Ωh;R3)) ∩ Liploc([0,+∞);BD(Ωh)),

eh ∈W 1,∞
loc ([0,+∞);L2(Ωh;M3×3

sym)), ph ∈ Liploc([0,+∞);Mb(Ωh ∪ Γd,h;M3×3
D )),

satisfying the following system of equations:

(i) kinematic admissibility: (uh(t), eh(t), ph(t)) ∈ Ah(wh(t)) for every t ≥ 0;

(ii) initial conditions: (uh(0), eh(0), ph(0)) = (u0,h, e0,h, p0,h) and u̇h(0) = v0,h;

(iii) stress constraint: (σh)D(t) ∈ K a.e. in Ωh for every t ≥ 0, where σh(t) := Ceh(t);



A DYNAMIC EVOLUTION MODEL FOR PERFECTLY PLASTIC PLATES 13

(iv) equation of motion: for a.e. t ≥ 0{
üh(t)− div σh(t) = fh(t)e3 in Ωh,

[σh(t)ν∂Ωh
] = 0 on Γn,h;

(3.6)

(v) energy inequality: for every 0 ≤ t1 ≤ t2

Qh(eh(t2)) +
1

2
‖u̇h(t2)‖2L2 +

∫ t2

t1

Hh(ṗh(s)) ds ≤ Qh(eh(t1)) +
1

2
‖u̇h(t1)‖2L2

+

∫ t2

t1

∫
Ωh

(σh(s) : Eẇh(s)+üh(s)·ẇh(s)) dx ds+

∫ t2

t1

∫
Ωh

fh(s) ((u̇h)3(s)−(ẇh)3(s)) dx ds.

(3.7)

Moreover, the following estimates hold:

• there exists a constant C > 0, independent of h, such that

‖üh‖L∞([0,t];L2) + ‖ėh‖L∞([0,t];L2) ≤ C(‖Ev0,h‖L2 + ‖ḟh‖L1([0,t];L2)

+ ‖...wh‖L1([0,t];L2) + ‖ẅh‖L∞([0,t];L2) +
√
t ‖Eẅh‖L2([0,t];L2)) (3.8)

for every t > 0;

• there exists a constant C ′ > 0, independent of h, such that

‖ph(t2)− ph(t1)‖Mb
≤ C ′

(
‖eh‖L∞([0,T ];L2)‖eh(t2)− eh(t1)‖L2

+ ‖u̇h‖L∞([0,T ];L2)‖u̇h(t2)− u̇h(t1)‖L2 + ‖eh‖L∞([0,T ];L2)

∫ t2

t1

‖Eẇh(t)‖L2 dt

+ ‖üh‖L∞([0,T ];L2)

∫ t2

t1

‖ẇh(t)‖L2 dt+ ‖u̇h − ẇh‖L∞([0,T ];L2)

∫ t2

t1

‖fh(t)‖L2 dt
)

(3.9)

for every T > 0 and every t1, t2 ∈ [0, T ].

Remark 3.2. The energy inequality (v) formally corresponds to the inequality∫
Ωh∪Γd,h

(σh)D(t) : ṗh(t) dx ≥ Hh(ṗh(t)) (3.10)

for a.e. t ≥ 0. Indeed, it is enough to choose t1 = t and t2 = t + δ in (v), divide the
inequality by δ, and pass to the limit as δ tends to zero. Using the kinematic admissibility
ėh(t) = Eu̇h(t)−ṗh(t), integration by parts, and (3.6), eventually yield (3.10). Note, however,
that the left-handside of (3.10) is in general not well defined, since (σh)D(t) ∈ L∞(Ωh;M3×3

D )

and ṗh(t) ∈Mb(Ωh ∪ Γd,h;M3×3
D ).

The formal equivalence of (v) and (3.10) suggests that (v) contains all the relevant in-
formation stored in the Prandtl-Reuss flow rule (see equation (d5)′ in the introduction).
Indeed, the converse inequality

(σh)D(t) : ṗh(t) ≤ Hh(ṗh(t)) in Ωh ∪ Γd,h

is an immediate consequence of (iii) and of the definition of Hh (if the left-handside is well
defined). Moreover, as we will see in the proof of Theorem 4.1, condition (v) is enough to
recover the limiting flow rule in the dimension reduction analysis of next section.

If the stress-strain duality in the sense of [22, 9, 15] is defined, the formal arguments
above can be rigorously justified; thus, one can show that any solution to (i)–(v) satisfies
condition (3.7) with an equality and this energy equality is equivalent to the Prandtl-Reuss
flow rule (see, e.g., [7]). In this case uniqueness of solutions for the system (i)–(v) can also
be proved by standard methods.
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Proof of Theorem 3.1. We give here only a sketch of the proof (all the details can be found
in [5, Theorem 1.3] or in [7, Theorem 4.1] in a slightly different setting). In order to simplify
the notation we omit the dependence of the fields on h. Moreover, we denote the space
{u ∈ H1(Ω;R3) : u = 0 on Γd} by H1

Γd
(Ω;R3) and its dual by H−1

Γd
(Ω;R3).

We first prove existence for a visco-elastic regularisation of the problem. We start by
regularising the initial velocities. More precisely, let ε > 0 and let vε0 ∈ H1(Ω;R3) be the
solution of the boundary value problem

−εdivEvε0 + vε0 = v0 in Ω,

vε0 = ẇ(0) on Γd,

[Evε0ν∂Ω] = 0 on Γn.

(3.11)

The standard theory of linear elliptic equations gives

vε0 → v0 in H1(Ω;R3)

and

ε divEvε0 → 0 in L2(Ω;R3).

Using a time-discretisation procedure and arguing exactly as in [7, Theorem 3.1], one can
prove the existence and uniqueness of a triplet (uε, eε, pε), with

uε ∈ H1
loc([0,+∞);H1(Ω;R3)) ∩W 1,∞

loc ([0,+∞);L2(Ω;R3)) ∩H2
loc([0,+∞);H−1

Γd
(Ω;R3)),

eε ∈ H1
loc([0,+∞);L2(Ω;M3×3

sym)), pε ∈ H1
loc([0,+∞);L2(Ω;M3×3

D )),

satisfying the following conditions:

• kinematic admissibility: (uε(t), eε(t), pε(t)) ∈ A(w(t)) for every t ≥ 0;

• initial conditions: (uε(0), eε(0), pε(0)) = (u0, e0, p0) and u̇ε(0) = vε0;

• stress constraint: (σε)D(t) ∈ K a.e. in Ω for every t ≥ 0, where σε(t) := Ceε(t);
• equation of motion: for every t ≥ 0 and every ϕ ∈ L2(0, t;H1

Γd
(Ω;R3))∫ t

0

〈üε(s), ϕ(s)〉 ds+

∫ t

0

∫
Ω

(σε(s) + εEu̇ε(s)) : Eϕ(s) dx ds =

∫ t

0

∫
Ω

f(s)ϕ3(s) dx ds; (3.12)

• flow rule: for a.e. t ≥ 0

H(ṗε(t)) = (σε)D(t) : ṗε(t) a.e. in Ω. (3.13)

We now prove the following bound: for every t > 0

‖üε‖2L∞([0,t];L2) + ‖ėε‖2L∞([0,t];L2) + ε‖Eüε‖2L2([0,t];L2) ≤ C(ε2‖divEvε0‖2L2 + ‖Evε0‖2L2

+ ‖ḟ‖2L1([0,t];L2) + ‖...w‖2L1([0,t];L2) + ‖ẅ‖2L∞([0,t];L2) + (ε+ t)‖Eẅ‖2L2([0,t];L2)), (3.14)

where C > 0 is a constant independent of t and h.
To prove (3.14), we extend continuously the fields involved by setting for s < 0

uε(s) = u0 + svε0, w(s) = w(0) + sẇ(0), eε(s) = e0, pε(s) = p0, f(s) = f(0).

We introduce the time incremental quotient

Dδa(t) :=
a(t)− a(t− δ)

δ
.

Let T > 0, t ∈ (0, T ], and δ > 0. Using the equation of motion, for every test function
ϕ ∈ L2([0, t+ δ];H1

Γd
(Ω;R3)) we have (3.12) and∫ t+δ

δ

〈üε(s− δ), ϕ(s)〉 ds+

∫ t+δ

δ

∫
Ω

(σε(s− δ) + εEu̇ε(s− δ)) : Eϕ(s) dx ds

=

∫ t+δ

δ

∫
Ω

f(s− δ)ϕ3(s) dx ds.
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Subtracting (3.12) from the previous equation and choosing ϕ = 1
δχ(0,t)D

δ(u̇ε − ẇ) yield∫ t

0

〈Dδ(üε − ẅ)(s), Dδ(u̇ε − ẇ)(s)〉 ds+

∫ t

0

∫
Ω

Dδ(σε + εEu̇ε)(s) : DδE(u̇ε − ẇ)(s) dx ds

+

∫ t

0

∫
Ω

Dδẅ(s) ·Dδ(u̇ε − ẇ)(s) dx ds−
∫ t

0

∫
Ω

Dδf(s)Dδ((u̇ε)3 − ẇ3)(s) dx ds

=
1

δ

∫ δ

0

∫
Ω

f(0)Dδ((u̇ε)3 − ẇ3)(s) dx ds

−1

δ

∫ δ

0

∫
Ω

(σ0(s) + εEvε0(s)) : DδE(u̇ε − ẇ)(s) dx ds.

Integrating by parts, the right-hand side can be rewritten as

1

δ

∫ δ

0

∫
Ω

f(0)Dδ((u̇ε)3 − ẇ3)(s) dx ds+
1

δ

∫ δ

0

∫
Ω

div(σ0(s) + εEvε0(s)) ·Dδ(u̇ε − ẇ)(s) dx ds

−1

δ

∫ δ

0

〈[(σ0(s) + εEvε0(s))ν∂Ω], Dδ(u̇ε − ẇ)(s)〉 ds

=
ε

δ

∫ δ

0

∫
Ω

divEvε0(s) ·Dδ(u̇ε − ẇ)(s) dx ds ≤ ε ‖divEvε0‖L2‖Dδ(u̇ε − ẇ)‖L∞([0,T ];L2),

where the equality follows from (3.4) and (3.11). We now focus on the term∫ t

0

∫
Ω

Dδσε(s) : DδEu̇ε(s) dx ds.

Using the kinematic admissibility Eu̇ε = ėε + ṗε a.e. in [0,+∞)×Ω, we have that for every
τ ∈ L2([0, t+ δ];L2(Ω;M3×3

sym))∫ t

0

∫
Ω

Eu̇ε(s) : τ(s) dx ds =

∫ t

0

∫
Ω

ėε(s) : τ(s) dx ds+

∫ t

0

∫
Ω

ṗε(s) : τ(s) dx ds

and∫ t+δ

δ

∫
Ω

Eu̇ε(s− δ) : τ(s) dx ds =

∫ t+δ

δ

∫
Ω

ėε(s− δ) : τ(s) dx ds

+

∫ t+δ

δ

∫
Ω

ṗε(s− δ) : τ(s) dx ds.

Testing the difference of the two previous equations by τ = 1
δχ(0,t)D

δσε, we obtain∫ t

0

∫
Ω

DδEu̇ε(s) : Dδσε(s) dx ds

=

∫ t

0

∫
Ω

Dδ ėε(s) : Dδσε(s) dx ds+

∫ t

0

∫
Ω

Dδṗε(s) : Dδ(σε)D(s) dx ds

−1

δ

∫ δ

0

∫
Ω

Evε0 : Dδσε(s) dx ds

≥ Q(Dδeε(t))−
1

δ

∫ δ

0

∫
Ω

Evε0 : Dδσε(s) dx ds,

where we used that Dδeε(0) = 0 and∫ t

0

∫
Ω

Dδṗε(s) : Dδ(σε)D(s) dx ds ≥ 0
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as a consequence of the stress constraint and of the flow rule (3.13). Since Dδ(u̇ε−ẇ)(0) = 0,
applying the Holder inequality we deduce

1

2
‖Dδ(u̇ε − ẇ)(t)‖2L2 +Q(Dδeε(t)) + ε‖DδEu̇ε‖2L2([0,t];L2)

≤ ε ‖divEvε0‖L2‖Dδ(u̇ε − ẇ)‖L∞([0,T ];L2) + 2βC‖Evε0‖L2‖Dδeε‖L∞([0,T ];L2)

+ ‖Dδf‖L1([0,T ];L2)‖Dδ((u̇ε)3 − ẇ3)‖L∞([0,T ];L2)

+
(
2βC
√
t‖Dδeε‖L∞([0,T ];L2) + ε‖DδEu̇ε‖L2([0,T ];L2)

)
‖DδEẇ‖L2([0,T ];L2)

+ ‖Dδ(u̇ε − ẇ)‖L∞([0,T ];L2)‖Dδẅ‖L1([0,T ];L2)

for every T > 0 and t ∈ [0, T ]. By Young inequality and passing to the limit as δ tends to 0,
we obtain (3.14).

As a consequence of (3.14), we deduce, in particular, that uε ∈W 2,∞
loc ([0,+∞);L2(Ω;R3)),

so that the equation of motion (3.12) can be written in the strong formulation{
üε(t)− div(σε(t) + εEu̇ε(t)) = f(t)e3 in Ω,

[(σε(t) + εEu̇ε(t))ν∂Ω] = 0 on Γn
(3.15)

for a.e. t ≥ 0.
We now discuss how to pass to the limit, as ε → 0. Arguing as in [7, Proposition 4.3],

from the equation of motion and the flow rule we obtain the following energy balance:

Q(eε(t)) +
1

2
‖u̇ε(t)‖2L2 +

∫ t

0

H(ṗε(s)) ds+ ε

∫ t

0

∫
Ω

|Eu̇ε(s)|2 dx ds = Q(e0) +
1

2
‖vε0‖2L2

+

∫ t

0

∫
Ω

((σε(s)+εEu̇ε(s)) : Eẇ(s)+üε(s)·ẇ(s)) dx ds+

∫ t

0

∫
Ω

f(s) ((u̇ε)3(s)−ẇ3(s)) dx ds

(3.16)

for every ε > 0 and every t > 0. Combining this inequality with (3.14) and using Ascoli-
Arzelà and Helly Theorem, we deduce the existence of

u ∈W 2,∞
loc ([0,+∞);L2(Ω;R3)) ∩BVloc([0,+∞);BD(Ω)),

e ∈W 1,∞
loc ([0,+∞);L2(Ω;M3×3

sym)), p ∈ BVloc([0,+∞);Mb(Ω ∪ Γd;M3×3
D ))

such that, up to subsequences,

uε(t) ⇀ u(t) weakly∗ in BD(Ω), u̇ε(t) ⇀ u̇(t) weakly in L2(Ω;R3),

eε(t) ⇀ e(t) weakly in L2(Ω;M3×3
sym), pε(t) ⇀ p(t) weakly∗ in Mb(Ω ∪ Γd;M3×3

D )
(3.17)

for every t ∈ [0, T ]. From these convergences we immediately deduce that (u, e, p) satisfies
conditions (i)–(iii). By (3.16) we have that εEu̇ε → 0 strongly in L2

loc([0,+∞);L2(Ω;M3×3
sym)).

Since üε ⇀ ü weakly∗ in L∞loc([0,+∞);L2(Ω;R3)), we can pass to the limit in the weak
formulation of (3.15) and, thus, deduce condition (iv).

Taking the difference of the equations of motion (3.15) and (3.6) and testing by u̇ε − ẇ
on [0, t]× Ω, one can prove (see [7, Lemma 4.5]) that

u̇ε → u̇ strongly in L∞loc([0,+∞);L2(Ω;R3)),

eε → e strongly in L∞loc([0,+∞);L2(Ω;R3)).
(3.18)

We now write the energy balance (3.16) between two times t1 ≤ t2 and using the previous
convergences and the lower semicontinuity of the elastic energy and of the dissipation, we
obtain

Q(e(t2)) +
1

2
‖u̇(t2)‖2L2 +D(p; t1, t2) ≤ Q(e(t1)) +

1

2
‖u̇(t1)‖2L2

+

∫ t2

t1

∫
Ω

(σ(s) : Eẇ(s) + ü(s) · ẇ(s)) dx ds+

∫ t2

t1

∫
Ω

f(s) (u̇3(s)− ẇ3(s)) dx ds. (3.19)
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Let T > 0. Using the inequality

rK‖p(t2)− p(t1)‖Mb
≤ D(p; t1, t2)

in (3.19), we deduce that

rK‖p(t2)−p(t1)‖Mb
≤ 2βC‖e‖L∞([0,T ];L2)‖e(t2)−e(t1)‖L2+‖u̇‖L∞([0,T ];L2)‖u̇(t2)−u̇(t1)‖L2

+ 2βC‖e‖L∞([0,T ];L2)

∫ t2

t1

‖Eẇ(t)‖L2 dt+ ‖ü‖L∞([0,T ];L2)

∫ t2

t1

‖ẇ(t)‖L2 dt

+ ‖u̇3 − ẇ3‖L∞([0,T ];L2)

∫ t2

t1

‖f(t)‖L2 dt (3.20)

for every t1, t2 ∈ [0, T ] with t1 ≤ t2. Hence, p is locally Lipschitz continuous on [0,+∞)
with values in Mb(Ω∪Γd;M3×3

D ), inequality (3.9) is satisfied, and (3.19) gives condition (v).
Using the kinematic admissibility, one can prove that u is locally Lipschitz continuous on
[0,+∞) with values in BD(Ω). Finally, inequality (3.8) easily follows from (3.14). �

4. Convergence of dynamic evolutions

In this section we discuss the convergence of three-dimensional dynamic evolutions, when
the parameter h tends to 0. As it is usual in dimension reduction problems, we perform
a change of variable in order to set the problem on a fixed domain Ω. We also perform a
rescaling of the time variable (as done, e.g., in [1] in the context of nonlinear elasticity). We
thus consider the change of variable φh : Ω→ Ωh given by

φh(x) := (x′, hx3)

for every x = (x′, x3) ∈ Ω. We define the linear operator Λh : M3×3
sym →M3×3

sym as

Λhξ :=

 ξ11 ξ12
1
hξ13

ξ12 ξ22
1
hξ23

1
hξ13

1
hξ23

1
h2 ξ33


for every ξ ∈M3×3

sym.
Let t 7→ (uh(t), eh(t), ph(t)) be a dynamic evolution in Ωh with boundary datum wh, force

term fh, and initial conditions (u0,h, e0,h, p0,h) and v0,h, as in Theorem 3.1. We associate
with it an h-rescaled dynamic evolution in Ω, defined as follows:

t 7→ (uh(t), eh(t), ph(t)) ∈ BD(Ω)× L2(Ω;M3×3
sym)×Mb(Ω ∪ Γd;M3×3

sym),

where for every t ≥ 0 and a.e. x ∈ Ω

uhα(t, x) := (uh)α
(
t
h , φh(x)

)
α = 1, 2, uh3 (t, x) := h(uh)3

(
t
h , φh(x)

)
,

eh(t, x) := Λ−1
h eh

(
t
h , φh(x)

)
,

and for every t ≥ 0

ph(t) := 1
hΛ−1

h φ#
h ph

(
t
h

)
.

Here φ#
h q ∈Mb(Ω ∪ Γd;M3×3

D ) denotes the pull-back measure of q, defined as∫
Ω∪Γd

ψ : dφ#
h q :=

∫
Ωh∪Γd,h

ψ ◦ φ−1
h : dq

for every ψ ∈ C0(Ω ∪ Γd;M3×3
D ). Finally, we rescale the boundary datum wh as

whα(t, x) := (wh)α
(
t
h , φh(x)

)
α = 1, 2, wh3 (t, x) := h(wh)3

(
t
h , φh(x)

)
for every t ≥ 0 and a.e. x ∈ Ω, and the vertical force fh as

fh(t, x) := 1
hfh

(
t
h , φh(x)

)
for every t ≥ 0 and a.e. x ∈ Ω.

The rescaled triplet satisfies the following conditions:
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• kinematic admissibility: for every t ≥ 0 we have

Euh(t) = eh(t) + ph(t) in Ω, ph(t) = (wh(t)− uh(t))� ν∂ΩH2 on Γd,

ph11(t) + ph22(t) + 1
h2 p

h
33(t) = 0 in Ω ∪ Γd;

(4.1)

• stress constraint: σhD(t) ∈ K a.e. in Ω for every t ≥ 0, where σh(t) := CΛhe
h(t);

• equation of motion: for a.e. t ≥ 0
(
h2ühα(t)

üh3 (t)

)
− div Λhσ

h(t) = fh(t)e3 in Ω,

[Λhσ
h(t)ν∂Ω] = 0 on Γn;

(4.2)

• energy inequality: for every 0 ≤ t1 ≤ t2

Q(Λhe
h(t2))+

1

2

∥∥∥(hu̇hα(t2)
u̇h3 (t2)

)∥∥∥2

L2
+

∫ t2

t1

H(Λhṗ
h(s)) ds ≤ Q(Λhe

h(t1))+
1

2

∥∥∥(hu̇hα(t1)
u̇h3 (t1)

)∥∥∥2

L2

+

∫ t2

t1

∫
Ω

(
σh(s) : ΛhEẇ

h(s) +

(
hühα(s)
üh3 (s)

)
·
(
hẇhα(s)
ẇh3 (s)

))
dx ds

+

∫ t2

t1

∫
Ω

fh(s) (u̇h3 (s)− ẇh3 (s)) dx ds. (4.3)

We now state the assumptions on the rescaled data of the problem.

Forces. We consider a sequence of vertical loads (fh) ⊂W 1,1
loc ([0,+∞);L2(Ω)) such that for

every T > 0 there exists a constant C(T ) > 0 for which

‖fh‖W 1,1([0,T ];L2) ≤ C(T ) (4.4)

for every h > 0. We also assume that there exists f ∈ L∞loc([0,+∞);L2(Ω)) such that

fh(t)→ f(t) strongly in L2(Ω) (4.5)

for every t ≥ 0.

Boundary displacements. We consider a sequence of boundary displacements

(wh) ⊂ H2
loc([0,+∞);H1(Ω;R3)) ∩W 3,1

loc ([0,+∞);L2(Ω;R3)) (4.6)

such that for every T > 0 there exists a constant C(T ) > 0 for which∥∥∥(hẇhα
ẇh3

)∥∥∥
W 2,1([0,T ];L2)

+ ‖ΛhEwh‖H2([0,T ];L2) ≤ C(T ) (4.7)

for every h > 0. We assume that for every t ≥ 0

wh(t) ⇀ w(t) weakly in L2(Ω;R3), (4.8)

ΛhEẇ
h(t)→ η(t) strongly in L2(Ω;M3×3

sym), (4.9)

and (
hẇhα
ẇh3

)
→ ẇ3e3 strongly in L1

loc([0,+∞);L2(Ω;R3)) (4.10)

for some w ∈ H2
loc([0,+∞);H1(Ω;R3)∩KL(Ω)) and some η ∈ H1

loc([0,+∞);L2(Ω;M3×3
sym)).
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Initial data. We fix a triplet (uh0 , e
h
0 , p

h
0 ) ∈ H1(Ω;R3)×L2(Ω;M3×3

sym)×L2(Ω;M3×3
sym) satisfying

the kinematic admissibility conditions (4.1) and an initial velocity vh0 ∈ H1(Ω;R3) such that,
setting σh0 := CΛhe

h
0 , we have

−div Λhσ
h
0 = fh(0)e3 in Ω, [Λhσ

h
0 ν∂Ω] = 0 on Γn, (σh0 )D ∈ K a.e. in Ω, (4.11)

and

vh0 = ẇh(0) on Γd (4.12)

for every h > 0. Moreover, we suppose that(
h(vh0 )α
(vh0 )3

)
→ v0e3 strongly in L2(Ω;R3), (4.13)

Λhe
h
0 → ẽ0 strongly in L2(Ω;M3×3

sym), (4.14)

‖ΛhEvh0 ‖L2 + ‖Λhph0‖Mb
≤ C (4.15)

for some v0 ∈ H1(Ω;R3), ẽ0 ∈ L2(Ω;M3×3
sym), and some constant C independent of h.

We are now in a position to state the main result of this paper.

Theorem 4.1. Assume (4.4)– (4.15) and let (uh, eh, ph) be an h-rescaled dynamic evolution
for the boundary datum wh, the force term fh, and the initial data (uh0 , e

h
0 , p

h
0 ) and vh0 . Then

there exists a map t 7→ (u(t), e(t), p(t)) of class

Liploc([0,+∞);KL(Ω)× L2(Ω;M3×3
sym)×Mb(Ω ∪ Γd;M3×3

sym))

with u3 ∈W 2,∞
loc ([0,+∞);L2(ω)), such that, up to subsequences,

uh(t) ⇀ u(t) weakly∗ in BD(Ω), (4.16)

u̇h3 (t)→ u̇3(t) strongly in L2(Ω), (4.17)

eh(t)→ e(t) strongly in L2(Ω;M3×3
sym), (4.18)

Λhe
h(t)→Me(t) strongly in L2(Ω;M3×3

sym), (4.19)

ph(t) ⇀ p(t) weakly∗ in Mb(Ω ∪ Γd;M3×3
sym) (4.20)

for every t ≥ 0. The map t 7→ (u(t), e(t), p(t)) satisfies the following system of equations:

(i) kinematic admissibility: (u(t), e(t), p(t)) ∈ AKL(w(t)) for every t ≥ 0;

(ii) initial conditions: (u(0), e(0), p(0)) = (u0, e0, p0) and u̇3(0) = (v0)3, where uh0 ⇀ u0

weakly∗ in BD(Ω), eh0 → e0 strongly in L2(Ω;M3×3
sym), and ph0 ⇀ p0 weakly∗ in

Mb(Ω ∪ Γd;M3×3
sym) (these limits exist, up to subsequences);

(iii) stress constraint: σ(t) ∈ Kr a.e. in Ω for every t ≥ 0, where σ(t) := Cre(t);

(iv) equations of motion: for every t ≥ 0{
div σ̄(t) = 0 in ω,

[σ̄(t)ν∂ω] = 0 on γn,
(4.21)

and for a.e. t ≥ 0 {
ü3(t)− 1

12div div σ̂(t) = f̄(t) in ω,

b0(σ̂(t)) = b1(σ̂(t)) = 0 on γn,
(4.22)

where

f̄(x′) :=

∫ 1/2

−1/2

f(x′, x3) dx3 for a.e. x′ ∈ ω;

(v) flow rule: for a.e. t ≥ 0

Hr(ṗ(t)) = 〈σ(t), ṗ(t)〉r . (4.23)

Proof. The proof of Theorem 4.1 is subdivided into six steps.
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Step 1: Compactness estimates. We first deduce some a priori estimates.
Writing the estimate (3.8) on [0, t/h] and performing the scaling, we obtain∥∥∥(hühα

üh3

)∥∥∥
L∞([0,t];L2)

+ ‖Λhėh‖L∞([0,t];L2) ≤ C
(
‖ΛhEvh0 ‖L2 + ‖ḟh‖L1([0,t];L2)

+
∥∥∥(h...

whα...
wh3

)∥∥∥
L1([0,t];L2)

+
∥∥∥(hẅhα

ẅh3

)∥∥∥
L∞([0,t];L2)

+
√
t ‖ΛhEẅh‖L2([0,t];L2)

)
for every t > 0. By the assumptions on the data we deduce that for every T > 0 there exists
a constant C(T ) > 0, depending on T but independent of h, such that∥∥∥(hühα

üh3

)∥∥∥
L∞([0,T ];L2)

+ ‖Λhėh‖L∞([0,T ];L2) ≤ C(T ). (4.24)

We now write the rescaled energy inequality (4.3) with t1 = 0 and t2 ∈ [0, t]. By (2.2) and
(2.3) we have

αC‖Λheh‖2L∞([0,t];L2) +
1

2

∥∥∥(hu̇hα
u̇h3

)∥∥∥2

L∞([0,t];L2)
≤ βC‖Λheh0‖2L2 +

1

2

∥∥∥(h(vh0 )α
(vh0 )3

)∥∥∥2

L2

+ 2βC‖Λheh‖L∞([0,t];L2)

∫ t

0

‖ΛhEẇh(s)‖L2 ds+
∥∥∥(hühα

üh3

)∥∥∥
L∞([0,t];L2)

∫ t

0

∥∥∥(hẇhα
ẇh3

)∥∥∥
L2
ds

+ (‖u̇h3‖L∞([0,t];L2) + ‖ẇh3‖L∞([0,t];L2))

∫ t

0

‖fh(s)‖L2 ds.

By the Cauchy inequality, the assumptions on the data and (4.24), we deduce that for every
T > 0 there exists a constant C(T ) > 0, depending on T but independent of h, such that

‖Λheh‖L∞([0,T ];L2) +
∥∥∥(hu̇hα

u̇h3

)∥∥∥
L∞([0,T ];L2)

≤ C(T ). (4.25)

Finally, we perform the scaling in (3.9) and by (4.24) and (4.25) we get

‖Λhph(t2)−Λhp
h(t1)‖Mb

≤ C(T )
(
‖Λheh(t2)−Λhe

h(t1)‖L2 +
∥∥∥(hu̇hα(t2)− hu̇hα(t1)

u̇h3 (t2)− u̇h3 (t1)

)∥∥∥
L2

+

∫ t2

t1

‖ΛhEẇh(t)‖L2 dt+

∫ t2

t1

∥∥∥(hẇhα(t)
ẇh3 (t)

)∥∥∥
L2
dt+

∫ t2

t1

‖fh(t)‖L2 dt
)

(4.26)

for every T > 0 and every t1, t2 ∈ [0, T ].
We now deduce some compactness properties for the triplets (uh, eh, ph), as h → 0. By

(4.24), (4.25), and the Ascoli-Arzelà Theorem we infer the existence of

e, ẽ ∈W 1,∞
loc ([0,+∞);L2(Ω;M3×3

sym))

with eαβ = ẽαβ for α, β = 1, 2 and ei3 = 0 for i = 1, 2, 3, such that, up to subsequences,

eh(t) ⇀ e(t) weakly in L2(Ω;M3×3
sym), (4.27)

Λhe
h(t) ⇀ ẽ(t) weakly in L2(Ω;M3×3

sym) (4.28)

for every t ≥ 0. Moreover, by (4.24) and (4.26) the functions Λhp
h are equi-Lipschitz con-

tinuous in time with values in Mb(Ω ∪ Γd;M3×3
D ). Therefore, again by the Ascoli-Arzelà

Theorem and by (4.15) there exist

p ∈ Liploc([0,+∞);Mb(Ω ∪ Γd;M3×3
sym)), p̃ ∈ Liploc([0,+∞);Mb(Ω ∪ Γd;M3×3

D )),

with pαβ = p̃αβ for α, β = 1, 2 and pi3 = 0 for i = 1, 2, 3, such that, up to subsequences,

ph(t) ⇀ p(t) weakly∗ in Mb(Ω ∪ Γd;M3×3
sym), (4.29)

Λhp
h(t) ⇀ p̃(t) weakly∗ in Mb(Ω ∪ Γd;M3×3

D ) (4.30)

for every t ≥ 0.
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We now prove the weak∗ compactness in BD(Ω) of the sequence of displacements (uh).
Since γd is open in ∂ω, there exists an open set A ⊂ R2 such that γd = A ∩ ∂ω. Let
Ω′ := (ω ∪A)× (− 1

2 ,
1
2 ). By (4.7) and (4.8) we have that

Ewh(t) ⇀ Ew(t) weakly in L2(Ω;M3×3
sym) (4.31)

for every t ≥ 0. Thus, for every t ≥ 0 we can extend wh(t) and w(t) to Ω′ in such a way
that wh(t) ⇀ w(t) weakly in L2(Ω′;R3) and Ewh(t) ⇀ Ew(t) weakly in L2(Ω′;M3×3

sym) for
every t ≥ 0.

We now extend the triplets (uh, eh, ph) to Ω′ by setting

uh(t) := wh(t) in Ω′ \ Ω, eh(t) := Ewh(t) in Ω′ \ Ω, ph(t) := 0 in Ω′ \ (Ω ∪ Γd)

and we note that Euh(t) = eh(t) + ph(t) in Ω′. Similarly, we set

e(t) := Ew(t) in Ω′ \ Ω, p(t) := 0 in Ω′ \ (Ω ∪ Γd).

By (4.27) and (4.29) we deduce that eh(t) ⇀ e(t) weakly in L2(Ω′;M3×3
sym) and ph(t) ⇀ p(t)

weakly∗ in Mb(Ω
′;M3×3

sym), for every t ≥ 0. Thus,

Euh(t) = eh(t) + ph(t) ⇀ e(t) + p(t) weakly∗ in Mb(Ω
′;M3×3

sym).

Since uh(t) = wh(t) in Ω′ \ Ω and wh(t) is bounded in L2(Ω′;R3), the Korn-Poincaré in-
equality implies that the sequence (uh(t)) is uniformly bounded in BD(Ω′). Consequently,
there exist u(t) ∈ BD(Ω′) and a subsequence uhj (t) such that uhj (t) ⇀ u(t) weakly∗ in
BD(Ω′). Since

u(t) = w(t) in Ω′ \ Ω and Eu(t) = e(t) + p(t) in Ω′,

the Korn-Poincaré inequality ensures that the limit u(t) is uniquely determined. Therefore,
the whole sequence converges in Ω′ and in particular,

uh(t) ⇀ u(t) weakly∗ in BD(Ω) (4.32)

for every t ≥ 0.
Since ei3(t) = pi3(t) = 0, it is easy to see that

(u(t), e(t), p(t)) ∈ AKL(w(t))

for every t ≥ 0. Moreover, u ∈ Liploc([0,+∞);KL(Ω)), owing to the time regularity of e, p,
and w, and as a consequence of Lemma 2.1,

(u̇(t), ė(t), ṗ(t)) ∈ AKL(ẇ(t)) (4.33)

for a.e. t ≥ 0.
Finally, combining (4.24), (4.25), (4.32), together with the Ascoli-Arzelà Theorem, we

conclude that

u3 ∈W 2,∞
loc ([0,+∞);L2(Ω))

and

hu̇hα(t) ⇀ 0 weakly in L2(Ω) for α = 1, 2, (4.34)

u̇h3 (t) ⇀ u̇3(t) weakly in L2(Ω) (4.35)

for every t ≥ 0. Moreover, we also have that

hu̇hα ⇀ 0 weakly∗ in W 1,∞([0, T ];L2(Ω)) for α = 1, 2, (4.36)

u̇h3 ⇀ u̇3 weakly∗ in W 1,∞([0, T ];L2(Ω)) (4.37)

for every T > 0.
The previous arguments also prove that, up to subsequences, uh0 ⇀ u0 weakly∗ in BD(Ω),

eh0 → e0 strongly in L2(Ω;M3×3
sym), and ph0 ⇀ p0 weakly∗ in Mb(Ω ∪ Γd;M3×3

sym), for some
(u0, e0, p0) ∈ AKL(w(0)), and the initial conditions are satisfied.
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Step 2: Identification of the limiting elastic strain. We claim that

ẽ(t) = Me(t) (4.38)

for every t ≥ 0, where ẽ satisfies (4.28) and M is the operator defined in (2.7).
We first show that (4.38) holds for a.e. t ≥ 0. Owing to (2.8), this is equivalent to prove

that for a.e. t ≥ 0

Cẽ(t, x) :

 0 0 λ1

0 0 λ2

λ1 λ2 λ3

 = 0

for every λi ∈ R and a.e. x ∈ Ω. Let (a, b) ⊂ (− 1
2 ,

1
2 ) and let U ⊂ ω be an open set. Let

(`n) ⊂ C1([− 1
2 ,

1
2 ]) and (λin) ⊂ C1

c (ω) be two sequences such that `′n → χ(a,b) strongly in

L4(− 1
2 ,

1
2 ) and λin → λiχU strongly in L4(ω) for every i = 1, 2, 3, as n→∞.

We define

φhn(t, x) := ψ(t)

2hλ1
n(x′)`n(x3)

2hλ2
n(x′)`n(x3)

h2λ3
n(x′)`n(x3)

 ,

where ψ ∈ L2(0,+∞). Testing (4.2) by φhn yields∫ +∞

0

∫
Ω

(
h2ühα(t)
üh3 (t)

)
· φhn(t) dx dt+

∫ +∞

0

∫
Ω

CΛhe
h(t) : ΛhEφ

h
n(t) dx dt

=

∫ +∞

0

∫
Ω

fh(t)(φhn)3(t) dx dt.

Owing to (4.25), (4.28), (4.36), and (4.37), we can pass to the limit as h → 0 and then, as
n→ +∞. This yields∫ +∞

0

∫
U×(a,b)

ψ(t)Cẽ(t, x) :

 0 0 λ1

0 0 λ2

λ1 λ2 λ3

 dx dt = 0.

Since the sets (a, b), U and the function ψ are arbitrary, we deduce that for a.e. t ≥ 0
ẽ(t) = Me(t) a.e. in Ω. Since ẽ and Me are continuous functions of time, this implies (4.38).

This argument also proves that ẽ0 = Me0, where ẽ0 is the limit in (4.14).

Step 3: Equations of motions. Let T > 0. Let ϕ ∈ L2([0, T ];KL(Ω)∩H1(Ω;R3)) with ϕ = 0
on Γd. We test the rescaled equation of motion (4.2) by ϕ on [0, T ]× Ω. This yields∫ T

0

∫
Ω

(
h2ühα(t)
üh3 (t)

)
· ϕ(t) dx dt+

∫ T

0

∫
Ω

CΛhe
h(t) : Eϕ(t) dx dt =

∫ T

0

∫
Ω

fh(t)ϕ3(t) dx dt,

where we used that ΛhEϕ(t) = Eϕ(t) since ϕ(t) ∈ KL(Ω). As a consequence of (4.25),
(4.28), (4.36), and (4.37), we can pass to the limit in the previous equation and obtain∫ T

0

∫
ω

ü3(t) · ϕ3(t) dx′ dt+

∫ T

0

∫
Ω

σ(t) :

(
Eϕ̄(t)− x3D

2ϕ3(t) 0
0 0

)
dx dt

=

∫ T

0

∫
ω

f̄(t)ϕ3(t) dx′ dt, (4.39)

where σ(t) := Cre(t) = CMe(t).
By choosing ϕ = (ϕ̄, 0) with ϕ̄ ∈ L2([0, T ];H1(ω;R2)), ϕ̄(t) = 0 on γd, in (4.39) we

deduce that ∫ T

0

∫
ω

σ̄(t) : Eϕ̄(t) dx′ dt = 0.

This implies that for a.e. t ≥ 0 ∫
ω

σ̄(t) : Eϕ̄ dx′ = 0
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for every ϕ̄ ∈ H1(ω;R2), ϕ̄ = 0 on γd. The continuity of σ̄ with respect to time implies that
the above equation is actually satisfied for every t ≥ 0. By [11, Lemma 7.10-(i)] we conclude
that

div σ̄(t) = 0 in ω, [σ̄(t)ν∂ω] = 0 on γn

for every t ≥ 0.
We now choose ϕ in (4.39) of the form ϕ = ϕ3e3, with ϕ3 ∈ L2([0, T ];H2(ω)), ϕ3(t) = 0

and ∇ϕ3(t) = 0 on γd and obtain∫ T

0

∫
ω

ü3(t)ϕ3(t) dx′ dt− 1

12

∫ T

0

∫
ω

σ̂(t) : D2ϕ3(t) dx′ dt =

∫ T

0

∫
ω

f̄(t)ϕ3(t) dx′ dt.

By [11, Lemma 7.10-(ii)] this implies that

ü3(t)− 1

12
div div σ̂(t) = f̄(t) in [0,+∞)× ω,

together with the corresponding Neumann boundary conditions.

Step 4: Stress constraint. We recall that (CΛhe
h)D(t) ∈ K a.e. in Ω for every t ≥ 0 and

every h. Since CΛhe
h(t) ⇀ σ(t) weakly in L2(Ω;M3×3

sym) for every t ≥ 0 and K is a closed
and convex set, we have that σD(t) ∈ K a.e. in Ω. By (2.13) this is equivalent to saying that
σ(t) ∈ Kr a.e. in Ω for every t ≥ 0.

Step 5: Flow rule. We first observe that

Hr(ṗ(t)) ≥ 〈σ(t), ṗ(t)〉r (4.40)

for a.e. t ≥ 0. This follows from (2.18) combined with the fact that σ(t) ∈ Kr a.e. in Ω for
every t ≥ 0. Moreover, as a consequence of Proposition 2.5, (4.21), (4.22), and (4.33), we
have that

〈σ(t), ṗ(t)〉r =

∫
Ω

σ(t) : (Eẇ(t)− ė(t)) dx− 1

12

∫
ω

div div σ̂(t)(u̇3(t)− ẇ3(t)) dx′

=

∫
Ω

σ(t) : (Eẇ(t)− ė(t)) dx+

∫
ω

(f̄(t)− ü3(t))(u̇3(t)− ẇ3(t)) dx′ (4.41)

for a.e. t ≥ 0.
On the other hand, we can pass to the limit in the rescaled energy inequality arguing as

follows. By (4.30), the lower semicontinuity of the dissipation and the definition of Dr, it
turns out that

Dr(p; 0, T ) ≤ lim inf
h→0

D(Λhp
h; 0, T )

for every T > 0. Combining this inequality with the regularity of p, (2.6), and (2.14), we
have that ∫ T

0

Hr(ṗ(t)) dt ≤ lim inf
h→0

∫ T

0

H(Λhṗ
h(t)) dt (4.42)

for every T > 0. We now write the rescaled energy inequality (4.3) with t1 = 0 and t2 = T .
Using the lower semicontinuity of Q, the definition of Qr, and the assumptions on the data
(4.7) and (4.9)–(4.14), we deduce that

Qr(e(T )) +
1

2
‖u̇3(T )‖2L2 +

∫ T

0

Hr(ṗ(t)) dt ≤ Qr(e(0)) +
1

2
‖u̇3(0)‖2L2

+

∫ T

0

∫
Ω

(
Cre(t) : Eẇ(t) + ü3(t)ẇ3(t)

)
dx dt+

∫ T

0

∫
ω

f̄(t) (u̇3(t)− ẇ3(t)) dx′ dt (4.43)

for every T > 0. Here we used that ηαβ(t) = Ewαβ(t) by (4.9) and (4.31). By the time
regularity of e and u, inequality (4.43) can be rewritten as∫ T

0

Hr(ṗ(t)) dt ≤
∫ T

0

∫
Ω

σ(t) : (Eẇ(t)−ė(t)) dx dt+
∫ T

0

∫
ω

(f̄(t)−ü3(t))(u̇3(t)−ẇ3(t)) dx′ dt.
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Hence, by (4.41) ∫ T

0

Hr(ṗ(t)) dt ≤
∫ T

0

〈σ(t), ṗ(t)〉r dt. (4.44)

Combining the above inequality with (4.40), we deduce the flow rule (4.23).
We also note, for future references, that the flow rule implies that the inequality in (4.44)

is actually an equality. Therefore, by (4.41) inequality (4.43) is an equality, as well. In other
words, the following energy balance holds:

Qr(e(T )) +
1

2
‖u̇3(T )‖2L2 +

∫ T

0

Hr(ṗ(t)) dt = Qr(e(0)) +
1

2
‖u̇3(0)‖2L2

+

∫ T

0

∫
Ω

Cre(t) : Eẇ(t) dx dt+

∫ T

0

∫
ω

(
ü3(t)ẇ3(t) + f̄(t) (u̇3(t)− ẇ3(t))

)
dx′ dt (4.45)

for every T > 0.

Step 6: Strong convergence of the stress and the velocity. We conclude the proof by showing
the strong convergence of the sequences (u̇h3 (t)), (eh(t)), and (Λhe

h(t)).
By (4.3), (4.45), and the assumptions on the data we have

lim sup
h→0

{
Q(Λhe

h(T )) +
1

2

∥∥∥(hu̇hα(T )
u̇h3 (T )

)∥∥∥2

L2
+

∫ T

0

H(Λhṗ
h(t)) dt

}
≤ Qr(e(0)) +

1

2
‖u̇3(0)‖2L2 +

∫ T

0

∫
Ω

σ(t) : Eẇ(t) dx dt

+

∫ t

0

∫
ω

(ü3(t)ẇ3(t) + f̄(t)(u̇3(t)− ẇ3(t)) dx′ dt

= Qr(e(T )) +
1

2
‖u̇3(T )‖2L2 +

∫ T

0

Hr(ṗ(t)) dx dt.

Recalling (4.42) and

Qr(e(T )) ≤ lim inf
h→0

Q(Λhe
h(T )), ‖u̇3(T )‖2L2 ≤ lim inf

h→0
‖u̇h3 (T )‖2L2 ,

the inequality above implies that u̇h3 (t)→ u̇3(t) strongly in L2(Ω) and

Q(Λhe
h(t))→ Qr(e(t)) = Q(Me(t))

for every t ≥ 0. Since

Q(Λhe
h(t)−Me(t)) = Q(Λhe

h(t)) +Q(Me(t))−
∫

Ω

CΛhe
h(t) : Me(t) dx,

equations (4.28) and (4.38) imply that

lim
h→0
Q(Λhe

h(t)−Me(t)) = 0

for every t ≥ 0. Hence, by (2.2) we conclude that Λhe
h(t)→Me(t) strongly in L2(Ω;M3×3

sym)

for every t ≥ 0. As an immediate consequence, we deduce that eh(t) → e(t) strongly in
L2(Ω;M3×3

sym) for every t ≥ 0.
This concludes the proof of Theorem 4.1. �

5. Some properties of the reduced model

In this section we collect some results about uniqueness for the reduced dynamic model,
that has been derived in the previous section. We first prove uniqueness of the vertical
displacement, of the elastic strain, and of some components of the plastic strain.

Proposition 5.1. Let t 7→ (u(t), e(t), p(t)) be a reduced dynamic evolution, that is, a solution
to the system (i)-(v) in Theorem 4.1. Then the vertical displacement u3, the elastic strain
e, and the plastic strain components p̂ and p⊥ are unique.
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Proof. Let (u, e, p) and (v, η, q) be two solutions. Let σ(t) := Cre(t) and τ(t) := Crη(t).
Subtracting the two equations of motion for u3 and v3 leads to

ü3(t)− v̈3(t)− 1

12
div div (σ̂(t)− τ̂(t)) = 0 in ω

for a.e. t ≥ 0. Multiplying this equation by u̇3(t)− v̇3(t) and integrating on [0, T ]× ω yields∫ T

0

∫
ω

(ü3(t)− v̈3(t))(u̇3(t)− v̇3(t)) dx′ dt

− 1

12

∫ T

0

∫
ω

div div (σ̂(t)− τ̂(t))(u̇3(t)− v̇3(t)) dx′ dt = 0. (5.1)

Since u̇3(0) = v̇3(0), we have∫ T

0

∫
ω

(ü3(t)− v̈3(t))(u̇3(t)− v̇3(t)) dx′ dt =
1

2
‖u̇3(T )− v̇3(T )‖2L2 . (5.2)

On the other hand, by Proposition 2.5, (4.21), and (4.22), we obtain

− 1

12

∫ T

0

∫
ω

div div (σ̂(t)− τ̂(t))(u̇3(t)− v̇3(t)) dx′ dt

=

∫ T

0

∫
Ω

(σ(t)− τ(t)) : (ė(t)− η̇(t)) dx dt+

∫ T

0

〈σ(t)− τ(t), ṗ(t)− q̇(t)〉r dt, (5.3)

where we have also used that (u̇(t) − v̇(t), ė(t) − η̇(t), ṗ(t) − q̇(t)) ∈ AKL(0) for a.e. t ≥ 0.
Since e(0) = η(0), we have∫ T

0

∫
Ω

(σ(t)− τ(t)) : (ė(t)− η̇(t)) dx dt = Qr(e(T )− η(T )). (5.4)

Moreover, using the flow rule, (2.18), and the fact that τ(t) ∈ Kr a.e. in Ω, we infer that

〈σ(t)− τ(t), ṗ(t)〉r ≥ 0

for a.e. t ≥ 0. Similarly,

〈τ(t)− σ(t), q̇(t)〉r ≥ 0

for a.e. t ≥ 0. Summing up the previous inequalities and integrating in time yields∫ T

0

〈σ(t)− τ(t), ṗ(t)− q̇(t)〉r dt ≥ 0. (5.5)

Gathering (5.1)–(5.5) we deduce that

1

2
‖u̇3(T )− v̇3(T )‖2L2 +Qr(e(T )− η(T )) ≤ 0.

By (2.2) we conclude that u̇3 = v̇3, hence u3 = v3, and that e = η. Finally, by Proposition 2.4
we deduce that p̂ = q̂ and p⊥ = q⊥. �

The following proposition gives a two-dimensional characterisation of the reduced dy-
namic evolution model for a specific choice of the data.

Proposition 5.2. For every t ≥ 0 let

w(t, x) =

(
w̄(t, x′)

0

)
for a.e. x ∈ Ω,

where w̄ ∈ H2
loc([0,+∞);H1(ω;R2)). Let (u0, e0, p0) ∈ AKL(w(0)) be of the form

u0(x) =

(
ū0(x′)

0

)
, e0(x) = ē0(x′) for a.e. x ∈ Ω, p0 = p̄0 ⊗ L1.
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Then a map t 7→ (u(t), e(t), p(t)) is a reduced dynamic evolution, that is, a solution to
(i)-(v) in Theorem 4.1, with boundary datum w, force term f̄ = 0, and initial conditions
(u(0), e(0), p(0)) = (u0, e0, p0) and u̇3(0) = 0, if and only if

u(t, x) =

(
ū(t, x′)

0

)
, e(t, x) = ē(t, x′) for a.e. x ∈ Ω, p(t) = p̄(t)⊗ L1 (5.6)

for every t ≥ 0, where

t 7→ (ū(t), ē(t), p̄(t)) ∈ BD(ω)× L2(ω;M2×2
sym)×Mb(ω ∪ γd;M2×2

sym)

satisfies the following conditions:

(a) Eū(t) = ē(t) + p̄(t) in ω, p̄(t) = (w̄(t)− ū(t))� ν∂ωH1 on γd for every t ≥ 0;

(b) (u(0), e(0), p(0)) = (u0, e0, p0);

(c) σ̄(t) ∈ Kr a.e. in ω for every t ≥ 0;

(d) for every t ≥ 0 {
div σ̄(t) = 0 in ω,

[σ̄(t)ν∂ω] = 0 on γn;

(e) Hr( ˙̄p(t)) = 〈σ̄(t), ˙̄p(t)〉 for a.e. t ≥ 0.

Proof. Assume that t 7→ (u(t), e(t), p(t)) is a reduced dynamic evolution with the given
data. We have to prove that (5.6) and (a)–(e) are satisfied. To do this we argue as in [11,
Proposition 7.16]. The theory of convex functions of measure ensures that

Hr(ṗ(t)) = Hr(ṗa(t)) +Hr(ṗs(t)). (5.7)

By the Fubini-Tonelli Theorem and the Jensen inequality we have

Hr(ṗa(t)) =

∫
ω∪γd

∫ 1
2

− 1
2

Hr( ˙̄pa(t) + x3
˙̂pa(t)− ė⊥(t)) dx3 dx

′

≥
∫
ω∪γd

Hr

(∫ 1
2

− 1
2

( ˙̄pa(t) + x3
˙̂pa(t)− ė⊥(t)) dx3

)
dx′

= Hr( ˙̄pa(t)) (5.8)

for a.e. t ≥ 0. Let λ(t) := | ˙̄ps(t)| + | ˙̂ps(t)| for a.e. t ≥ 0. Then the measure ˙̄ps(t) + x3
˙̂ps(t)

is absolutely continuous with respect to λ(t) for every x3 ∈ (− 1
2 ,

1
2 ). Thus, by the Radon-

Nikodým Theorem we can write

ṗs(t) =
(d ˙̄ps(t)

dλ(t)
+ x3

d ˙̂ps(t)

dλ(t)

)
λ(t)

gen.
⊗ L1,

where
gen.
⊗ denotes the generalised product of measures (see, e.g., [4, Definition 2.27]). By

the Fubini-Tonelli Theorem and the Jensen inequality, we obtain

Hr(ṗs(t)) =

∫
ω∪γd

∫ 1
2

− 1
2

Hr

(d ˙̄ps(t)

dλ(t)
+ x3

d ˙̂ps(t)

dλ(t)

)
dx3 dλ(t)

≥
∫
ω∪γd

Hr

(∫ 1
2

− 1
2

(d ˙̄ps(t)

dλ(t)
+ x3

d ˙̂ps(t)

dλ(t)

)
dx3

)
dλ(t)

= Hr( ˙̄ps(t)) (5.9)

for a.e. t ≥ 0. Combining (5.7)–(5.9), we conclude that

Hr(ṗ(t)) ≥ Hr( ˙̄pa(t)) +Hr( ˙̄ps(t)) = Hr( ˙̄p(t)) (5.10)

for a.e. t ≥ 0.
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On the other hand, by (2.17), (2.18), (4.22), (4.23), and Proposition 2.5, we deduce that

Hr(ṗ(t)) = 〈σ(t), ṗ(t)〉r = 〈σ̄(t), ˙̄p(t)〉+
1

12
〈σ̂(t), ˙̂p(t)〉 −

∫
Ω

σ⊥(t) : ė⊥(t) dx

≤ Hr( ˙̄p(t))−
∫

Ω

σ⊥(t) : ė⊥(t) dx− 1

12

∫
ω

σ̂(t) : ˙̂e(t) dx′ −
∫
ω

u̇3(t)ü3(t) dx′.

(5.11)

Here we used that w3(t) = 0 and f̄(t) = 0 for every t ≥ 0.
Therefore, by (5.10) we have∫

Ω

σ⊥(t) : ė⊥(t) dx+
1

12

∫
ω

σ̂(t) : ˙̂e(t) dx′ +

∫
ω

u̇3(t)ü3(t) dx′

=
d

dt

(
Qr(e⊥(t)) +

1

12
Qr(ê(t)) +

1

2
‖u̇3(t)‖2L2

)
≤ 0

for a.e. t ≥ 0. Integrating with respect to time, this inequality yields

Qr(e⊥(t)) +
1

12
Qr(ê(t)) +

1

2
‖u̇3(t)‖2L2 ≤ Qr(e⊥(0)) +

1

12
Qr(ê(0)) +

1

2
‖u̇3(0)‖2L2 = 0.

Since u3(0) = 0, this implies that u3 = 0 and ê = e⊥ = 0. By Proposition 2.4 we deduce
that p̂ = p⊥ = 0. In other words, (5.6) is satisfied.

Condition (a) follows immediately from Proposition 2.4, (b) is straightforward, and (d)
follows from (4.21). Since σ(t) ∈ Kr a.e. in Ω, it is easy to check that σ̄(t) ∈ Kr a.e. in ω,
that is, (c) holds. Finally, (5.11) and (5.10) yield (e).

Conversely, if t 7→ (u(t), e(t), p(t)) is of the form (5.6) and conditions (a)–(e) are satisfied,
it is trivial to check that t 7→ (u(t), e(t), p(t)) is a reduced dynamic evolution. �

Remark 5.3. The previous proposition suggests that, in general, one cannot expect unique-
ness for the components ū and p̄ of a reduced dynamic evolution. Indeed, Proposition 5.2
shows that for some specific choice of the data the reduced dynamic evolution coincides
with a two-dimensional quasistatic model, for which uniqueness of displacement and plastic
strain in general fails (see, e.g., [34]).
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