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## Introduction

In the last centuries, partial differential equations have been used to model many physical problems: the Navier-Stokes and Euler equations in fluid dynamics, the Boltzmann and Vlasov equations in statistical mechanics, the Schrodinger equation in quantum physics, and many other PDEs concerning, for instance, material science or meteorology. The richness of mathematical structure in these equations is always reason of surprise.

As a motivating example, we introduce the Vlasov-Poisson system. It describes the evolution of particles under their self-consistent electric or gravitational field. It is the continuous counterpart of the $N$-body problem, which describes the motion of $N$ mass points under the influence of their mutual attraction governed by Newton's law of gravity. The $N$-body problem has applications in astronomy and plasma physics; for instance, it describes the solar system or the motion of galaxies. In the gravitational models, each element of unit mass with position $x$ and velocity $v$ obeys the equation

$$
\left\{\begin{array}{l}
\dot{x}=v \\
\dot{v}=-\partial_{x} V_{t}(x),
\end{array}\right.
$$

where $V_{t}(x)$ is the gravitational potential depending on time $t$ and position $x$. Collisions between different masses are considered as an extremely unlikely event and are therefore neglected. Since the number of involved elements in a galaxy can be of order $10^{10}-10^{12}$, the galaxy is described in the Vlasov-Poisson system in a statistical way rather than keeping track of each mass point. For this reason, we introduce the quantity $f_{t}(x, v)$, which describes the distribution of particles with given position $x$ and velocity $v$ at time $t$. The density $f_{t}$ solves a first order conservation law on phase space

$$
\begin{equation*}
\partial_{t} f_{t}+v \cdot \nabla_{x} f_{t}-\nabla_{x} V_{t} \cdot \nabla_{v} f_{t}=0 \quad \text { in }(0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d}, \tag{1}
\end{equation*}
$$

whose characteristics are the equations of motion of a single test particle. In turn, the gravitational potential $V_{t}$ is obtained from the physical density

$$
\begin{equation*}
\rho_{t}(x)=\int_{\mathbb{R}^{d}} f_{t}(x, v) d v \quad \text { in }(0, \infty) \times \mathbb{R}^{d} \tag{2}
\end{equation*}
$$

by solving the Poisson equation

$$
\begin{equation*}
-\Delta V_{t}=\sigma \rho_{t} \quad \text { in } \mathbb{R}^{d}, \quad \lim _{\text {iii }} \quad V_{t}(x)=0 . \tag{3}
\end{equation*}
$$

Here, $\sigma \in\{ \pm 1\}$ distinguishes the gravitational (attractive) and the electrostatic (repulsive) problem.

The nonlinear system of partial differential equations (1), (2), and (3) has a transport structure: indeed it can be rewritten as

$$
\begin{equation*}
\partial_{t} f_{t}+\boldsymbol{b}_{t} \cdot \nabla_{x, v} f_{t}=0 \tag{4}
\end{equation*}
$$

where the vector field $\boldsymbol{b}_{t}(x, v)=\left(v, E_{t}(x)\right): \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{2 d}$ is coupled to $f_{t}$ via the relation $E_{t}=\sigma c_{d} \rho_{t} *\left(x /|x|^{d}\right)$ and $c_{d}$ is a dimensional constant. Indeed, the force field $E_{t}$ is obtained as $-\nabla_{x} V_{t}$ and $V_{t}$ can be written as the convolution of $\rho_{t}$ with a singular kernel by solving (3). Since the vector field is divergence free, it can be also rewritten as a continuity equation

$$
\begin{equation*}
\partial_{t} f_{t}+\nabla_{x, v} \cdot\left(\boldsymbol{b}_{t} f_{t}\right)=0 \tag{5}
\end{equation*}
$$

Solutions of (5), when considering a fixed vector field $\boldsymbol{b}$, turn out to be obtained by flowing the initial datum $f_{0}$ along the characteristics of the vector field $\boldsymbol{b}$. The deep connection between the transport/continuity equation (Eulerian point of view) and the notion of flow (Lagrangian point of view) is one of the most fascinating aspects of this theory. It is the basis of many results regarding the continuity equation and the flows even in a nonsmooth setting, starting from the fundamental papers of DiPerna and Lions [DPL1] and Ambrosio [A1].

Many questions regarding the Vlasov-Poisson equation are nowadays little understood and some of them are deeply related to the dual, Lagrangian and Eulerian, nature of the equation. One of the main open problems in statistical mechanics is, for instance, the rigorous derivation of the equation. It amounts in proving that, when a sequence of configurations with finitely many particles approximates a continuous initial distribution of particles, the solutions of the approximate systems converge to the solution of the Vlasov-Poisson equation. As well as the Boltzmann equation, the Vlasov equation has been rigorously derived only under restrictive smallness assumptions on the time of observation, the total mass of matter, or the distance of the distribution function to equilibrium. Moreover, all derivations of the Vlasov equation assume that the interaction at small scales is either smooth or not too singular.

As we saw above, the Vlasov-Poisson equation can be seen as a transport equation in the phase space, coupled with a PDE which determines the gravitational field in terms of the distribution of particles. The main scope of our thesis is a further step in understanding some aspects of the interaction between transport equations and PDEs. More precisely, we consider the following problems, which regard the DiPerna-Lions theory and the regularity of degenerate elliptic equations, together with the analysis of the interaction between these points of view in models coming from mathematical physics.

- The Di Perna-Lions and Ambrosio theory for flows of non-smooth vector fields: We develop a local version of the DiPerna-Lions theories for ODE's, providing a complete analogy with the Cauchy-Lipschitz theory. More precisely, we prove existence and
uniqueness of a maximal regular flow for non-smooth vector fields using only local regularity and summability assumptions on the vector field, in analogy with the classical theory, which uses only local regularity assumptions.
- The quantitative estimates for the ODE: They constitute a different approach to the DiPerna-Lions theory, this time relying on a priori estimates on solutions of the ODE rather than on the connection between Lagrangian and Eulerian structure. We apply these estimates in the Eulerian setting to obtain renormalized solutions of the continuity equation with a linear source term; this equation is not easily covered by the methods of DiPerna and Lions.
- The regularity of very degenerate elliptic equations: This problem comes from a model in traffic dynamic and it is a variant of the optimal transport problem, which takes into account congestion effects in the transportation. It leads to different equivalent formulations; they employ in one case some concepts related to flows of vector fields, in another case the minimization of a variational integral, where the convexity of the integrand degenerates on a full convex set. We are interested in the regularity of solutions.
- The Vlasov-Poisson system: This equation, introduced above, couples the transport structure in the phase space (namely, the space of positions and velocities of particles) with the Laplace equation, which describes the force field. The existence of classical solutions is limited to dimensions $d \leq 3$ under strong assumptions on the initial data, while weak solutions are known to exist under milder conditions. However, in the setting of weak solutions it is unclear whether the Eulerian description provided by the equation physically corresponds to a Lagrangian evolution of the particles. Through general tools concerning the Lagrangian structure of transport equations with non-smooth vector fields, we show that weak solutions of Vlasov-Poisson are Lagrangian and we obtain global existence of weak solutions under minimal assumptions on the initial data.
- The semigeostrophic system: It was introduced in meteorology to describe atmospheric/ocean flows. After a suitable change of variable, it has a dual version which couples a transport equation with a nonlinear elliptic PDE, namely the MongeAmpère equation. We study the problem of existence of distributional solutions to the original system.

In the following, we give a quick overview on all these problems and an outline of the thesis' content, postponing a more detailed mathematical and bibliographical description of the single problems to the beginning of each chapter. The results in this thesis are the final outcome of several collaborations developed during the PhD studies and have been presented in a series of papers, already published or submitted.

Flows of non-smooth vector fields Given a vector field $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ we consider the ordinary differential equation

$$
\left\{\begin{array}{l}
\partial_{t} \boldsymbol{X}(t, x)=\boldsymbol{b}(t, \boldsymbol{X}(t, x)) \quad \forall t \in(0, T)  \tag{6}\\
\boldsymbol{X}(0, x)=x
\end{array}\right.
$$

which is strictly related (via the method of characteristics) to the continuity equation

$$
\left\{\begin{array}{l}
\partial_{t} u+\nabla \cdot(\boldsymbol{b} u)=0 \quad \text { in }(0, T) \times \mathbb{R}^{d}  \tag{7}\\
u_{0}=\bar{u} \quad \text { given },
\end{array}\right.
$$

where $u:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$. If the vector field $\boldsymbol{b}$ is Lipschitz with respect to space uniformly in time, the Cauchy-Lipschitz theory and classical PDE arguments provide existence and uniqueness of a solution to (6) and (7). In their fundamental papers, exploiting the connection between (6) and (7), Di Perna and Lions [DPL4] and Ambrosio [A1] proved existence and uniqueness of a so called regular lagrangian flow, namely a certain solution to (6), even in the case of Sobolev and $B V$ vector fields. However, the Cauchy-Lipschitz theory is not only pointwise but also purely local, meaning that existence and uniqueness for small intervals of time depend only on local regularity properties of the vector fields $\boldsymbol{b}_{t}(x)$. On the other hand, not only the DiPerna-Lions theory is an almost everywhere theory (and this really seems to be unavoidable) but also the existence results for the flow depend on global in space growth estimates on $|\boldsymbol{b}|$, the most typical one being

$$
\frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} \in L^{1}\left((0, T) ; L^{1}\left(\mathbb{R}^{d}\right)\right)+L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)
$$

which prevent the trajectories of the flow from blowing up in finite time. In Chapter 2, based on a joint work [ACF1] with Ambrosio and Figalli, under purely local and natural assumptions on the vector field, we prove existence of a unique maximal regular flow $\boldsymbol{X}(t, x)$, defined up to a maximal time $T_{\boldsymbol{X}}(x)$ which is positive $\mathscr{L}^{d}$-a.e. in $\mathbb{R}^{d}$, with

$$
\limsup _{t \rightarrow T_{\boldsymbol{X}}(x)}|\boldsymbol{X}(t, x)|=\infty \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in \mathbb{R}^{d} \text { such that } T_{\boldsymbol{X}}(x)<T
$$

We then study, in Chapter 3, the natural semigroup and stability properties of this object; finally we analyze the blow-up of the maximal regular flow $\boldsymbol{X}(\cdot, x)$ at the maximal time $T_{\boldsymbol{X}}(x)$. Surprisingly enough, indeed, the proper blow up of trajectories, namely

$$
\lim _{t \rightarrow T_{\boldsymbol{X}}(x)}|\boldsymbol{X}(t, x)|=\infty \quad \text { for } \mathscr{L}^{d_{-a}} \text { a.e. } x \in \mathbb{R}^{d} \text { such that } T_{\boldsymbol{X}}(x)<T
$$

happens only under a global bound on the divergence of $\boldsymbol{b}$, whereas there are counterexamples if only local bounds are assumed.

Quantitative estimates for the continuity equation Another aspect of the theory of regular lagrangian flows are the so called "quantitative estimates", developed in the Lagrangian case (namely, for solutions of (6)) by Ambrosio, Lecumberry, and Maniglia [ALM], Crippa and De Lellis [CrDe]. This theory allows to prove uniqueness and stability of flows, in an independent way with respect to the analysis of the solutions to the continuity equation. More precisely, the fundamental a-priori estimate is the following: given a small parameter $\delta>0$, if $\boldsymbol{X}_{1}$ and $\boldsymbol{X}_{2}$ are the flows of two vector fields $\boldsymbol{b}_{1}$ and $\boldsymbol{b}_{2}$ we consider the functional

$$
\Phi_{\delta}(t):=\int_{\mathbb{R}^{d}} \log \left(1+\frac{\left|\boldsymbol{X}_{1}(t, x)-\boldsymbol{X}_{2}(t, x)\right|^{2}}{\delta}\right) d x,
$$

whose time derivative is bounded independently on $\delta$ under suitable assumptions on the vector fields. A similar functional can be employed also in the Eulerian setting to estimate the distance of two solutions of the continuity equation (7). This approach is followed in a joint work with Crippa and Spirito $[\mathbf{C C S}]$, presented in Chapter 5, where we consider (7) with a non-smooth vector field and a linear source term, called damping term (although its sign may be either positive or negative), namely a right-hand side of the form cu with $c:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$. In their fundamental paper [DPL4], DiPerna and Lions proved that, when $c$ is bounded in space and time, the equation is well posed in the class of distributional solutions and the solution is transported by suitable characteristics of the vector field. Thanks to the quantitative estimates for the solution of the continuity equation, existence and uniqueness of solutions holds under more general assumptions on the data, for instance, assuming only integrability of the damping term.

Regularity of degenerate elliptic PDEs In Chapter 6 and 7 we study the gradient regularity of local minimizers of the functional

$$
\begin{equation*}
\int_{\Omega} \mathcal{F}(\nabla u)+f u, \tag{8}
\end{equation*}
$$

where we are given a bounded open subset $\Omega$ of $\mathbb{R}^{d}$, a convex function $\mathcal{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ which exhibits a large degeneracy set, and an integrable function $f: \Omega \rightarrow \mathbb{R}$. Our model function is

$$
\begin{equation*}
\mathcal{F}(v)=\frac{1}{p}(|v|-1)_{+}^{p} \quad \forall v \in \mathbb{R}^{d}, \tag{9}
\end{equation*}
$$

so that the degeneracy set is the entire unit ball. This problem comes from a model by Beckmann $[\mathrm{Be}]$, where, given an urban area where people move from home to work, the optimal traffic flow $\sigma$ solves the minimum problem

$$
\begin{equation*}
\min \left\{\int_{\Omega} \mathcal{F}^{*}(\sigma): \sigma \in L^{p^{\prime}}(\Omega), \nabla \cdot \sigma=f, \sigma \cdot \nu_{\partial \Omega}=0\right\} . \tag{10}
\end{equation*}
$$

Here, $\mathcal{F}^{*}$ denotes the convex conjugate of the function $\mathcal{F}$; by the choice of $\mathcal{F}$ in (9), we have that

$$
\mathcal{F}^{*}(\sigma)=|\sigma|+\frac{1}{p^{\prime}}|\sigma|^{p^{\prime}} \quad \forall \sigma \in \mathbb{R}^{d}
$$

where $p^{\prime}$ satisfies $1 / p+1 / p^{\prime}=1$. The function $\mathcal{F}$ is chosen so that its convex conjugate $\mathcal{F}^{*}$ has more than linear growth at infinity (so to avoid "congestion") and satisfies $\liminf _{w \rightarrow 0}\left|\nabla \mathcal{F}^{*}(w)\right|>0$ (which means that moving in an empty street has a nonzero cost).

Problem 10 is equivalent to the problem of minimizing the energy (8) with the particular choice of $\mathcal{F}$ given by (9). The unique optimal minimizer $\bar{\sigma}$ in problem (10) turns out to be exactly $\nabla \mathcal{F}(\nabla u)$, where $\mathcal{F}$ is defined by (9). The continuity of $\bar{\sigma}$ is meaningful in terms of traffic models, as shown in [CJS]. Indeed, one can consider measures on the space of possible paths and select an optimal measure which satisfies a Wardrop equilibrium principle: no traveler wants to change his path, provided all the other ones keep the same strategy. According to this optimal measure, every path is a geodesic with respect to a metric on $\Omega$ of the form $g(|\bar{\sigma}(x)|) I d$ (where $g(t)=1+t^{p-1}$ is the so-called "congestion function"), which is defined in terms of the optimal traffic distribution itself. The continuity of $\bar{\sigma}$ and, therefore, of the metric allows to set and study the geodesic problem in the usual sense.

In order to understand the regularity of minimizers of functionals as in (8), we first recall that, when $\nabla^{2} \mathcal{F}$ is uniformly elliptic, namely there exist $\lambda, \Lambda>0$ such that $\lambda I d \leq$ $\nabla^{2} \mathcal{F} \leq \Lambda I d$, the regularity results of $u$ rely on De Giorgi theorem and Schauder estimates. If the ellipticity of $\mathcal{F}$ degenerates at only one point, then several results are still available. For instance, in the model case of the $p$-Laplace equation, that is when $\mathcal{F}(v)=|v|^{p}$ and $f=0$, the $C^{1, \alpha}$ regularity of $u$ has been proved by Uraltseva for $p \geq 2$, initiating a wide literature.

With the choice of $\mathcal{F}$ in (9), the Lipschitz regularity of a local minimizer $u$ follows by standard techniques $[\mathbf{F F M}]$, since the equation is the classical $p$-Laplace equation when the gradient is large. In general no more regularity than $L^{\infty}$ can be expected on $\nabla u$. Indeed, when $\mathcal{F}$ is given by (6.5) and $f$ is identically 0 , every 1 -Lipschitz function is a global minimizer of (6.4). However, in Chapters 6 and 7 , based on joint works with Figalli [CF1, CF2] we prove the continuity of $\nabla \mathcal{F}(\nabla u)$, extending a previous result of Santambrogio and Vespri [SV] which holds only in dimension 2.

The Vlasov-Poisson system The structure of transport equation hidden in the nonlinear Vlasov-Poisson system, presented at the beginning of this Introduction, has been exploited in a huge literature, in order to obtain existence and uniqueness of classical solutions, namely, solutions where all the relevant derivatives exist. The first existence results were obtained in dimension 1 by Iordanskii [Io], in dimension 2 by Ukai and Okabe [UO], in dimension 3 for small data by Bardos and Degond [BD], and for symmetric initial data in $[\mathbf{B a}, \mathbf{W o}, \mathbf{H o}, \mathbf{S c}]$. Finally, in 1989 Pfaffelmöser $[\mathbf{P f}]$ and Lions and Perthame $[\mathbf{L P}]$ were able to prove global existence of classical solutions starting from general data. Moreover, the uniqueness problem has been addressed under more restrictive assumptions on the initial datum in $[\mathbf{L P}]$ and $[\mathbf{L o 3}]$, and both proofs employ the Lagrangian flow associated to the solution, which is regular enough under a global bound on the space density.

In recent years, an interesting direction of research in the context of the Vlasov-Poisson system is given by the analysis of existence, uniqueness and properties of weak solutions.

In particular, when one drops the assumption of boundedness of the initial density (this assumption is preserved along solutions thanks to the transport structure of the equation) and assumes only that $f_{t} \in L^{1}\left(\mathbb{R}^{2 d}\right)$, the term $E_{t} f_{t}$ appearing in the equation is not even locally integrable. For this reason, Di Perna and Lions [DPL1] introduced the concept of renormalized solution, which is equivalent to the notion of weak (distributional) solution under suitable integrability assumptions on $f_{t}$. In this context, DiPerna and Lions announced global existence of solutions when the total energy is finite and $f_{0} \log \left(1+f_{0}\right) \in$ $L^{1}\left(\mathbb{R}^{2 d}\right)$.

In the setting of weak solutions, due to the low regularity of the density and of the vector field, it is unclear whether the Eulerian description provided by the equation physically corresponds to a Lagrangian evolution of the particles. In Chapter 8 (based on a joint work with Ambrosio and Figalli [ACF2]), we investigate this problem and we apply the general tools developed in Chapter 4 to prove that the Lagrangian structure holds even in the context of weak/renormalized solutions. We obtain also global existence of weak solutions under minimal assumptions on the initial data and improve the result in [DPL1], dropping the hypothesis $f_{0} \log \left(1+f_{0}\right) \in L^{1}\left(\mathbb{R}^{2 d}\right)$ and assuming only the finiteness of energy.

The semigeostrophic system The semigeostrophic system models athmosperic/ocean flows on large scales. The problem can be described in the case of periodic solutions in $\mathbb{R}^{2}$, namely on the 2-dimensional torus $\mathbb{T}^{2}$

$$
\begin{cases}\partial_{t} \nabla P_{t}(x)+\left(u_{t}(x) \cdot \nabla\right) \nabla P_{t}(x)=J\left(\nabla P_{t}(x)-x\right) & (x, t) \in \mathbb{T}^{2} \times(0, \infty)  \tag{11}\\ \nabla \cdot u_{t}(x)=0 & (x, t) \in \mathbb{T}^{2} \times[0, \infty) \\ P_{0}(x)=P^{0}(x) & x \in \mathbb{T}^{2}\end{cases}
$$

where $P^{0}$ is the initial datum, $J \in \mathbb{R}^{2 \times 2}$ is a rotation matrix, $u_{t}$ represents the velocity, and $\nabla P_{t}$ is related to the pressure of the fluid.

Energetic considerations show that it is natural to assume the convexity of the function $P_{t}(x)$. The system (11) has a dual formulation obtained with a change of variable

$$
\left\{\begin{array}{l}
\partial_{t} \rho_{t}+\nabla \cdot\left(U_{t} \rho_{t}\right)=0 \\
U_{t}(x)=J\left(x-\nabla P_{t}^{*}(x)\right) \\
\rho_{t}=\left(\nabla P_{t}\right)_{\sharp} \mathscr{L}_{\mathbb{T}^{2}} \\
P_{0}(x)=p^{0}(x)+|x|^{2} / 2,
\end{array}\right.
$$

where $P_{t}^{*}$ is the convex conjugate of $P_{t}$. The existence of dual solutions was proved in 1998 by Benamou and Brenier [BB], and, starting from the lagrangian solutions of the dual equation, in $[\mathbf{C u F e}]$ the authors managed to build a very weak solution of (11) of lagrangian type, by reversing the change of variables. The formal expression for the velocity $u_{t}$ of the original system, given a solution $\left(P_{t}, \rho_{t}\right)$ of the dual system, is given by

$$
\begin{equation*}
u_{t}(x):=\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\nabla P_{t}(x)\right)+\left[\nabla^{2} P_{t}^{*}\right]\left(\nabla P_{t}(x)\right) J\left(\nabla P_{t}(x)-x\right) \tag{12}
\end{equation*}
$$

However, the existence of distributional solutions to (11) stayed as an open problem due to the low regularity of the change of variable, since a priori $\nabla^{2} P_{t}^{*}$ is only a matrix-valued measure and one needs also differentiability in time of $\nabla P_{t}^{*}$ to give a meaning to (12). The existence of Eulerian solutions is shown in joint works with Ambrosio, De Philippis, and Figalli [ACDF1, ACDF2], thanks to the recent regularity results on solutions of the Monge-Ampère equation [DF3], and it is the content of Chapter 9.

In the final part of this introduction, we outline other works developed during the PhD that present some common underlying ideas and techniques with the ones outlined above in this introduction.

Regularity of double phase variational problems Degenerate elliptic problems arise also to model strongly anisotropic materials. Given $\Omega \subset \mathbb{R}^{d}, d \geq 2$, we are here interested in the regularity of local minimizers $u: \Omega \rightarrow \mathbb{R}$ of a class of variational integrals whose model is given by the functional

$$
\begin{equation*}
\mathcal{P}(w):=\int_{\Omega}\left(|D w|^{p}+a(x)|D w|^{q}\right) d x \tag{13}
\end{equation*}
$$

which is naturally defined on $W^{1,1}(\Omega)$, where

$$
1<p<q, \quad 0 \leq a \in C^{0, \alpha}(\Omega), \quad \alpha \in(0,1] .
$$

The functional $\mathcal{P}$ belongs to the class of functionals with non-standard growth conditions, which have been widely studied in recent years. These are integral functionals of the type

$$
w \mapsto \int_{\Omega} f(x, D w) d x
$$

where the integrand $f: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfies unbalanced polynomial growth conditions of the type

$$
|z|^{p} \lesssim f(x, z) \lesssim|z|^{q}+1 \quad \text { for every } z \in \mathbb{R}^{d} .
$$

In (13), the coefficient $a(x)$ describes the geometry of a composite, made of two different materials, with power hardening of rate $p$ and $q$, respectively. From the mathematical viewpoint, the integrand of (13) switches between two different types (phases) of elliptic behaviors according to the coefficient $a(\cdot)$. Since $a$ interacts directly with the ellipticity of the problem, the presence of $x$ is not any longer a perturbation, and this has direct consequences on the regularity of minimizers. More precisely, the regularity of the minimizer holds if the gap between the exponents $p$ and $q$ is controlled in terms of the regularity of $a$ by

$$
\begin{equation*}
q \leq p+\alpha . \tag{14}
\end{equation*}
$$

This condition is sharp, as shown in the counterexample in [ELM]. In [CM2], Mingione and I proved that bounded local minimizers of (13) under the assumption (14) have Hölder continuous gradients, namely $\nabla u \in C^{0, \beta}$ for some $\beta>0$. Boundedness is a rather common
feature since it for instance follows by maximum principle when considering solutions of Dirichlet problems involving a bounded boundary datum $u_{0} \in L^{\infty}(\Omega) \cap W^{1, p}(\Omega)$. In a companion paper [CM1] we prove that the same regularity holds also in the case of unbounded local minimizers, but this time we assume a different relation between the exponents $p, q$ and the regularity of $a$ :

$$
q<p+\frac{\alpha p}{n}
$$

The proofs in [CM1, CM2] rely on many different technical tools, going from the $p$ harmonic approximation lemma to a fractional Caccioppoli inequality. A common underlying idea is to consider, at each scale, namely on every ball $B_{R} \subset \Omega$, an alternative according to the fact that

$$
\sup _{x \in B_{R}} \frac{a(x)}{R^{\alpha}} \leq M
$$

holds or not, for a threshold $M$ to be chosen. If it holds, then at this fixed scale we are in the $p$-phase and we compare our minimizer to a solution of the $p$-Laplace equation in the same ball. Otherwise, we are in the $(p, q)$-phase and the solution is compared to the solution of a functional like (13) with frozen coefficient $a(\cdot)=a_{0}$. The regularity for the frozen problem has been studied in $[\mathbf{L i}]$.

Many questions arise from the results presented above. For instance, in collaboration with Baroni and Mingione [BCM1, BCM2], we see that Harnack inequalities, in analogy with the results of $[\mathbf{D T}]$, hold also for minimizers of double phase integrals and that the regularity theory developed in [CM1] can be generalized to different ellipticity types. In particular, we consider a functional of the type

$$
\mathcal{P}_{l n}(w):=\int_{\Omega}\left[|D w|^{p}+a(x)|D w|^{p} \ln (1+|D w|)\right] d x
$$

and correspondingly, the coefficient $a$ is allowed to have a logarithmic modulus of continuity in order to obtain the Hölder continuity of the minimizer.

Optimal transport with Coulomb cost In some recent papers, Buttazzo, De Pascale and Gori-Giorgi [BDG] and Cotar, Friesecke and Klüppelberg [CFK] consider a mathematical model for the strong interaction limit of the density functional theory (DFT). In particular, the model for the minimal interaction of N electrons is formulated in terms of a multimarginal Monge transport problem. Let $c:\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathbb{R}$ be the Coulomb cost function

$$
\begin{equation*}
c\left(x_{1}, \ldots, x_{N}\right)=\sum_{1 \leq i<j \leq N} \frac{1}{\left|x_{i}-x_{j}\right|} \quad \forall\left(x_{1}, \ldots, x_{N}\right) \in\left(\mathbb{R}^{d}\right)^{N} \tag{15}
\end{equation*}
$$

$\rho \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ be a given probability measure on $\mathbb{R}^{d}$, and $\mathcal{T}(\rho)$ be the set of transport maps $\mathcal{T}(\rho)=\left\{T: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}\right.$ Borel : $\left.T_{\sharp} \rho=\rho\right\}$, where $T_{\sharp} \rho$ represents the pushforward measure of the measure $\rho$ through the Borel map $T$. We consider the Monge multimarginal problem

$$
(M)=\inf \left\{\int_{\mathbb{R}^{d}} c\left(x, T_{2}(x), \ldots, T_{N}(x)\right) d \mu(x): T_{2}, \ldots, T_{N} \in \mathcal{T}(\rho)\right\}
$$

and its cyclical version

$$
\left(M_{c y c l}\right)=\inf \left\{\int_{\mathbb{R}^{d}} c\left(x, T(x), \ldots, T^{(N-1)}(x)\right) d \mu(x): T \in \mathcal{T}(\rho), T^{(N)}=I d\right\}
$$

which is meaningful since the cost function is symmetric. Following the standard theory of optimal transport, we introduce the set of transport plans

$$
\Pi(\rho)=\left\{\gamma \in \mathcal{P}\left(\mathbb{R}^{d N}\right): \pi_{\sharp}^{i} \gamma=\rho, i=1, \ldots, N\right\},
$$

where $\pi^{i}:\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathbb{R}^{d}$ are the projections on the $i$-th component for $i=1, \ldots, N$, and the Kantorovich multimarginal problem

$$
(K)=\min \left\{\int_{\left(\mathbb{R}^{d}\right)^{N}} c\left(x_{1}, \ldots, x_{N}\right) d \gamma\left(x_{1}, \ldots, x_{N}\right): \gamma \in \Pi(\rho)\right\}
$$

where, in contrast with $(M)$, we allow the splitting of mass. To every $(N-1)$-uple of transport maps $T_{2}, \ldots, T_{N} \in \mathcal{T}(\rho)$ we associate the transport plan

$$
\gamma=\left(I d, T_{2}, \ldots, T_{N}\right)_{\sharp} \rho \in \Pi(\rho) .
$$

We remark that the existence of an optimal transport plan, namely a minimizer of $(K)$, follows from the lower semicontinuity of the cost, from the linearity of the cost of a plan $\gamma$ with respect to $\gamma$ and from the fact that the admissible plans form a tight subset of the set of measures on $\left(\mathbb{R}^{d}\right)^{N}$. In a joint paper with Di Marino $[\mathbf{C D}]$, under the sharp assumption that $\rho$ is non-atomic, we prove that $(K)=(M)=\left(M_{c y c l}\right)$. In particular, if an optimal transport map exists, it has the cyclical structure that appears in $\left(M_{c y c l}\right)$. This result reduces the optimization problem $(K)$ over measures on $\mathbb{R}^{N d}$ to the problem $\left(M_{c y c l}\right)$ over functions on $\mathbb{R}^{N}$ and is useful in deriving numerical methods to compute the value of $(K)$. In a companion paper [CDD], joint work with Di Marino and De Pascale, we address the problem of existence of optimal transport maps in dimension $d=1$, providing an explicit construction of the optimal map. For $N=2$, in any dimension, existence follows from the standard optimal transport theory (see $[\mathbf{V i}]$ ) since the so called "twist condition" is formally satisfied by the Coulomb cost (15). In the multimarginal case $N \geq 3$, there is no general theory for the existence of optimal maps and the construction in [CDD] heavily relies on the assumption $d=1$. The generalization of this result to higher dimensions is open.

Geometric characterizations of rigidity in symmetrization inequalities and nonlocal perimeters Symmetrization inequalities are among the most basic tools of the Calculus of Variations. They include the Polya-Szego inequality for the Dirichlet energy, the Steiner symmetrization and its analogous in the Gaussian setting, named Ehrhard symmetrization, which is a well-known tool in Probability Theory, arising in the study of geometric variational problems in Gauss space.

The study of their equality cases plays a fundamental role in the explicit characterization of minimizers, thus in the computation of optimal constants in geometric and
functional inequalities. Although it is usually easy to derive useful necessary conditions for equality cases, the analysis of rigidity of equality cases (that is, the situation when every set realizing equality in the given symmetrization inequality turns out to be symmetric) is a much subtler issue. Sufficient conditions for rigidity have been known, and largely used, in the case of the Polya-Szego inequality for the Dirichlet energy [BZ], and of Steiner inequality for perimeter [CCF]. However, these sufficient conditions fail to be also necessary: for example, the one proposed in [CCF] fails to characterize rigidity even in the class of polyhedra in $\mathbb{R}^{3}$. A preliminary analysis of some examples indicates that, in order to formulate geometric conditions which could possibly be suitable for characterizing rigidity, one needs a measure-theoretic notion which describes when a Borel set "disconnects" another Borel set. This notion, called essential connectedness, was first introduced in a joint paper with Cagnetti, De Philippis, and Maggi [CCDM1] and it is inspired by the notion of indecomposable current adopted in Geometric Measure Theory (see [Fe, 4.2.25]). It allows to formulate in its terms a simple geometric condition that characterizes rigidity in Ehrhard inequality for Gaussian perimeter. The same notion can be employed, together with a fine analysis of the differentiability properties of the barycenter function of a set of finite perimeter whose sections are segments, to provide various characterizations of rigidity in Steiner inequality for Euclidean perimeter. This was done in collaboration with Cagnetti, De Philippis, and Maggi [CCDM2].

## Chapter 1

## Preliminary results

The aim of this Chapter is twofold. On one side, we give an overview on the classical results regarding flows of vector fields, the regularity of degenerate elliptic PDEs and, in particular, the Monge-Ampère equation. These results and ideas will be fundamental for the development of all the subsequent chapters. On the other side, we present the classical theory according to a point of view that will be useful in the rest of this thesis, showing refinements of the known theorems that suit the subsequent discussions.

### 1.1 An overview on flows of vector fields

Given a vector field $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ we consider the ordinary differential equation

$$
\left\{\begin{array}{l}
\partial_{t} \boldsymbol{X}(t, x)=\boldsymbol{b}_{t}(\boldsymbol{X}(t, x)) \quad \forall t \in(0, T)  \tag{1.1}\\
\boldsymbol{X}(0, x)=x,
\end{array}\right.
$$

In the smooth setting, namely when $\boldsymbol{b}$ is locally Lipschitz with respect to the space variable, existence and uniqueness of a solution to (1.1) is guaranteed by the Cauchy-Lipschitz theorem.

Theorem 1.1 (Cauchy-Lipschitz). Let $T>0, \boldsymbol{b} \in L^{1}\left((0, T) ; \operatorname{Lip}_{\mathrm{loc}}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right)$. Then for every $x \in \mathbb{R}^{d}$ there exists a unique maximal solution $\boldsymbol{X}(\cdot, x)$ of (1.1) defined in a nonempty maximal existence time $\left[0, T_{\boldsymbol{X}}(x)\right)$. Moreover, the map $T_{\boldsymbol{X}}$ is lower semicontinuous, for every $x \in \mathbb{R}^{d}$ such that $T_{\boldsymbol{X}}(x)<T$ the trajectory $\boldsymbol{X}(\cdot, x)$ blows up properly, namely

$$
\lim _{t \rightarrow T_{\boldsymbol{X}}(x)}|\boldsymbol{X}(t, x)|=\infty,
$$

and the map $\boldsymbol{X}(t, \cdot)$ is locally Lipschitz in space on its finiteness domain.
The ODE (1.1) is strictly related (via the method of characteristics) to the transport equation

$$
\left\{\begin{array}{cc}
\partial_{t} u+\boldsymbol{b} \cdot \nabla u=0 & \text { in }(0, T) \times \mathbb{R}^{d}  \tag{1.2}\\
u_{0}=\bar{u} & \text { given. } \\
1
\end{array}\right.
$$

Indeed, if $u$ is a smooth solution of $(1.2)$ and $x \in \mathbb{R}^{d}$, we have

$$
\begin{aligned}
\frac{d}{d t} u_{t}(\boldsymbol{X}(t, x)) & =\partial_{t} u_{t}(\boldsymbol{X}(t, x))+\partial_{t} \boldsymbol{X}(t, x) \cdot \nabla u_{t}(\boldsymbol{X}(t, x)) \\
& =\partial_{t} u_{t}(\boldsymbol{X}(t, x))+\boldsymbol{b}_{t}(\boldsymbol{X}(t, x)) \cdot \nabla u_{t}(\boldsymbol{X}(t, x))=0,
\end{aligned}
$$

so that $u$ is constant along the characteristics of $\boldsymbol{b}$. Hence, given an initial datum $u_{0}=\bar{u}$, we expect

$$
u_{t}(x)=\bar{u}\left(\boldsymbol{X}(t, \cdot)^{-1}(x)\right)
$$

to be a solution of the transport equation, and this can be easily checked by direct computation. In the last thirty years, a huge effort has been made in order to develop a theory of flows of vector fields in the non-smooth setting, in view of applications to physical systems. In the following, we precise the meaning of the ODE (1.1) and of the continuity and transport equation in a non-smooth setting. The continuity equation is

$$
\left\{\begin{array}{l}
\partial_{t} u+\nabla \cdot(\boldsymbol{b} u)=0 \quad \text { in }(0, T) \times \mathbb{R}^{d}  \tag{1.3}\\
u_{0}=\bar{u} \text { given, }
\end{array}\right.
$$

where $u:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$; in the case of a divergence-free vector field, it is equivalent to the transport equation (1.2). We mostly use standard notation, denoting by $\mathscr{L}^{d}$ the Lebesgue measure in $\mathbb{R}^{d}$, and by $f_{\#} \mu$ the push-forward of a Borel nonnegative measure $\mu$ under the action of a Borel map $f$, namely $f_{\#} \mu(B)=\mu\left(f^{-1}(B)\right)$ for any Borel set $B$ in the target space. We denote by $\mathcal{B}\left(\mathbb{R}^{d}\right)$ the family of all Borel sets in $\mathbb{R}^{d}$. In the family of positive finite measures in an open set $\Omega$, we will consider both the weak topology induced by the duality with $C_{b}(\Omega)$ that we will call narrow topology, and the weak topology induced by $C_{c}(\Omega)$. Also, $\mathscr{M}_{+}\left(\mathbb{R}^{d}\right)$ will denote the space of finite Borel measures on $\mathbb{R}^{d}$, while $\mathscr{P}\left(\mathbb{R}^{d}\right)$ denotes the space of probability measures.

In the non-smooth setting, given a Borel vector field $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, an integral curve $\gamma:[0, T] \rightarrow \mathbb{R}^{d}$ of the equation $\partial_{t} \gamma=\boldsymbol{b}_{t}(\gamma)$ (see (1.1)) is an absolutely continuous curve in $A C\left([0, T] ; \mathbb{R}^{d}\right)$ which satisfies the previous ODE for almost every $t \in[0, T]$. The continuity equation is intended in distributional sense, according to the following definition.
Definition 1.2 (Distributional solutions). A family $\left\{\mu_{t}\right\}_{t \in[0, T]}$ of locally finite signed measures on $\mathbb{R}^{d}$ such that $\boldsymbol{b}_{t} \mu_{t}$ is a locally finite measure is a solution of the continuity equation if it solves

$$
\partial_{t} \mu_{t}+\nabla \cdot\left(\boldsymbol{b}_{t} \mu_{t}\right)=0
$$

in the sense of distributions, namely for every $\phi \in C_{c}^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left[\partial_{t} \phi_{t}(x)+\nabla_{x} \phi_{t}(x) \cdot \boldsymbol{b}_{t}(x)\right] d \mu_{t}(x) d t=0 .
$$

The family $\left\{\mu_{t}\right\}_{t \in[0, T]}$ is a solution of the continuity equation with initial datum $\mu_{0}$ if for every $\phi \in C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{d}\right)$

$$
\int_{\mathbb{R}^{d}} \phi_{0}(x) \mu_{0}(x)+\int_{0}^{T} \int_{\mathbb{R}^{d}}\left[\partial_{t} \phi_{t}(x)+\nabla_{x} \phi_{t}(x) \cdot \boldsymbol{b}_{t}(x)\right] d \mu_{t}(x) d t=0 .
$$

When we consider possibly singular measures $\mu_{t}$, the vector field $\boldsymbol{b}_{t}$ has to be defined pointwise and not only $\mathscr{L}^{d}$-a.e., since the product $\boldsymbol{b}_{t} \mu_{t}$ is sensitive to modifications of $\boldsymbol{b}_{t}$ in $\mathscr{L}^{d}$-negligible sets. In the following, in particular with Sobolev or BV vector fields, we will often consider only measures $\mu_{t}$ which are absolutely continuous with respect to $\mathscr{L}^{d}$, so everything is well posed and does depend only on the equivalence class of $\boldsymbol{b}$ in $L_{\mathrm{loc}}^{1}\left((0, T) \times \mathbb{R}^{d}\right)$.

If we consider a function $\beta \in C^{1}(\mathbb{R})$ and we multiply the transport equation (1.2) by $\beta^{\prime}(u)$, we see that, if $u$ is a smooth solution of the transport equation, so is $\beta(u)$. The previous observation is encoded in the following definition.

Definition 1.3 (Renormalized solutions). Let $\boldsymbol{b} \in L_{\mathrm{loc}}^{1}\left((0, T) ; L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right)$ be a vector field with $\operatorname{div} \boldsymbol{b} \in L_{\mathrm{loc}}^{1}\left((0, T) ; L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right)$. Let $u \in L_{\mathrm{loc}}^{\infty}\left((0, T) ; L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{d}\right)\right)$ and assume that, in the sense of distributions, there holds

$$
\begin{equation*}
c:=\partial_{t} u+\boldsymbol{b} \cdot \nabla u \in L_{\mathrm{loc}}^{1}\left((0, T) ; L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right) \tag{1.4}
\end{equation*}
$$

Then, $u$ is a renormalized solution of (1.4) if for every $\beta \in C^{1}(\mathbb{R}) \cap L^{\infty}(\mathbb{R})$

$$
\partial_{t} \beta(u)+\boldsymbol{b} \cdot \nabla \beta(u)=c \beta^{\prime}(u)
$$

in the sense of distributions. Analogously, we say that $u$ is a renormalized solution starting from a Borel function $u_{0}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ if

$$
\int_{\mathbb{R}^{d}} \phi_{0}(x) \beta\left(u_{0}(x)\right) d x+\int_{0}^{T} \int_{\mathbb{R}^{d}}\left[\partial_{t} \phi_{t}(x)+\nabla \phi_{t}(x) \cdot \boldsymbol{b}_{t}(x)\right] \beta\left(u_{t}(x)\right) d x d t=0
$$

for all $\phi \in C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{d}\right)$ and all $\beta \in C^{1} \cap L^{\infty}(\mathbb{R})$.
The renormalization property describes a property of solutions of a wide class of PDEs related to the transport equation (1.2); for this reason, we will introduce in the following Chapters a few definitions of renormalized solutions that capture better the features of each single problem. The renormalization property can be also used to give a meaning to equation (1.3) when the boundedness (or even the integrability) of $u$ is not any more assumed as an assumption. Indeed, although the product $\boldsymbol{b}_{t} u_{t}$ may not even be locally integrable if $\boldsymbol{b}_{t} \in L_{\mathrm{loc}}^{1}\left((0, T) \times \mathbb{R}^{d}\right)$ and $u_{t} \in L_{\mathrm{loc}}^{1}\left((0, T) \times \mathbb{R}^{d}\right)$, the term $\boldsymbol{b}_{t} \beta\left(u_{t}\right)$ appearing in (5.11) is always locally integrable. This will be used in Chapter 8 to give a general notion of solution to the Vlasov-Poisson equation and in Chapter 5 for the continuity equation with an integrable damping term (see Definition 8.1 and 5.3 respectively).

If the vector field $\boldsymbol{b}$ is not assumed to be smooth, namely locally Lipschitz in space, but only Sobolev or BV, easy one dimensional examples show that the uniqueness of trajectories of the ODE 1.1 fails. For instance, if we consider the autonomous vector field $\boldsymbol{b}(x)=\sqrt{|x|}, x \in \mathbb{R}$, then we have many solutions of the ODE, which start from $x_{0}=-c^{2}<0$, reach the origin in time $2 c$, stay at the origin for any time $T \geq 0$, and continue as $(t-T-2 c)^{2}$.

However, one can still associate to the vector field $\boldsymbol{b}$ a notion of flow, made of a selection of trajectories of the ODE. Among all possible selections, we prefer the ones that do not allow for concentration, as presented in the following definition.

Definition 1.4. Let $T>0$ and $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ a Borel, locally integrable vector field. We say that the Borel map $\boldsymbol{X}: \mathbb{R}^{d} \times[0, T] \rightarrow \mathbb{R}^{d}$ is a regular Lagrangian flow of $\boldsymbol{b}$ if the following two properties hold:
(i) for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}, \boldsymbol{X}(\cdot, x) \in A C\left([0, T] ; \mathbb{R}^{d}\right)$ and solves the $\operatorname{ODE} \dot{x}(t)=\boldsymbol{b}_{t}(x(t))$ $\mathscr{L}^{1}$-a.e. in $(0, T)$, with the initial condition $\boldsymbol{X}(0, x)=x$;
(ii) there exists a constant $C=C(\boldsymbol{X})$ satisfying $\boldsymbol{X}(t, \cdot)_{\#} \mathscr{L}^{d} \leq C \mathscr{L}^{d}$ for every $t \in[0, T]$.

It can be easily checked that the definition of regular Lagrangian flow depends on the equivalence class of $\boldsymbol{b}$ in $L_{\mathrm{loc}}^{1}\left((0, T) \times \mathbb{R}^{d}\right)$ rather then on the pointwise values of $\boldsymbol{b}$.

The well-celebrated papers of DiPerna and Lions [DPL4] and Ambrosio [A1] provide existence and uniqueness of the regular Lagrangian flow assuming local Sobolev or $B V$ regularity of $\boldsymbol{b}$, boundedness of the distributional divergence div $\boldsymbol{b}$, and some growth conditions on $\boldsymbol{b}$.

Theorem 1.5. Let $\boldsymbol{b} \in L^{1}\left((0, T) ; B V_{\mathrm{loc}}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right)$ be a vector field that satisfies the bound on the divergence $(\operatorname{div} \boldsymbol{b})_{-} \in L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ and the growth condition

$$
\frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} \in L^{1}\left((0, T) ; L^{1}\left(\mathbb{R}^{d}\right)\right)+L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)
$$

Then there exists a unique regular Lagrangian flow $\boldsymbol{X}$ of $\boldsymbol{b}$.
The previous theorem has been extended to different classes of vector fields; some of them are listed in Remark 1.9 below. Thanks to the existence and uniqueness of a regular lagrangian flow, it is possible to define the notion of Lagrangian solution for the continuity and transport equation. These are solutions obtained by flowing the initial datum according to the regular lagrangian flow of $\boldsymbol{b}$.

The proof of the previous theorem is based on the interaction between the PDE point of view on the continuity equation and the lagrangian techniques. In the following two sections, we present two key ideas behind Theorem 1.5, which in turn will be fundamental in order to develop a local version of Theorem 1.5.

### 1.2 A bridge between Lagrangian and Eulerian solutions: the superposition principle

This section is devoted to the so called "superposition principle", which encodes the connection between the Eulerian and the Lagrangian formulation of the continuity equation, namely between nonnegative distributional solutions of the PDE and solutions transported by a set of (possibly branching) curves. The aim of Section 1.3 is, then, to show that, under more restrictive assumptions on the vector field, this set of curves is given exactly by the flow of $\boldsymbol{b}$.

### 1.2 A bridge between Lagrangian and Eulerian solutions: the superposition principle

Let us fix $T \in(0, \infty)$ and consider a weakly continuous family $\mu_{t} \in \mathscr{M}_{+}\left(\mathbb{R}^{d}\right), t \in[0, T]$, solving in the sense of distributions the continuity equation

$$
\frac{d}{d t} \mu_{t}+\nabla \cdot\left(\boldsymbol{b}_{t} \mu_{t}\right)=0 \quad \text { in }(0, T) \times \mathbb{R}^{d}
$$

for a Borel vector field $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, locally integrable with respect to the spacetime measure $\mu_{t} d t$. When we restrict ourselves to probability measures $\mu_{t}$, then weak and narrow continuity w.r.t. $t$ are equivalent; analogously, we may equivalently consider compactly supported test functions $\varphi(t, x)$ in the weak formulation of the continuity equation, or functions with bounded $C^{1}$ norm whose support is contained in $I \times \mathbb{R}^{d}$ with $I \Subset(0, T)$. If $J \subset \mathbb{R}$ is an interval and $t \in J$, we denote by $e_{t}: C\left(J ; \mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{d}$ the evaluation map at time $t$, namely $e_{t}(\eta):=\eta(t)$ for any continuous curve $\eta: J \rightarrow \mathbb{R}^{d}$.

We now recall the so-called superposition principle. We prove it under the general assumption that $\mu_{t}$ may a priori vanish for some $t \in[0, T]$, but satisfies (1.5); we see in Remark 1.7 that this assumption implies that there is no mass loss, namely $\mu_{t}\left(\mathbb{R}^{d}\right)=$ $\mu_{0}\left(\mathbb{R}^{d}\right)$ for every $t \in[0, T]$. Remark 1.7 allows the reduction of the superposition principle, as stated below, to [AC1, Theorem 12], which presents the same result assuming that the family $\mu_{t}$ is made of probability measures. We mention also [AGS1, Theorem 8.2.1], where a proof is presented in the even more special case of $L^{p}$ integrability on $\boldsymbol{b}$ for some $p>1$

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|\boldsymbol{b}_{t}(x)\right|^{p} d \mu_{t}(x) d t<\infty
$$

The superposition principle will play a role in the proof of the comparison principle stated in Proposition 1.11, in the blow-up criterion of Theorem 3.13 and in Theorem 4.9, where a completely local version of the superposition principle is presented.

Theorem 1.6 (Superposition principle and approximation). Let $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a Borel vector field. Let $\mu_{t} \in \mathscr{M}_{+}\left(\mathbb{R}^{d}\right), 0 \leq t \leq T$, with $\mu_{t}$ weakly continuous in $[0, T]$ solution to the equation $\frac{d}{d t} \mu_{t}+\operatorname{div}\left(\boldsymbol{b} \mu_{t}\right)=0$ in $(0, T) \times \mathbb{R}^{d}$, with

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}} \frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} d \mu_{t}(x) d t<\infty \tag{1.5}
\end{equation*}
$$

Then there exists $\boldsymbol{\eta} \in \mathscr{M}_{+}\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right)$ satisfying:
(i) $\boldsymbol{\eta}$ is concentrated on absolutely continuous curves $\eta$ in $[0, T]$, solving the $O D E \dot{\eta}=$ $\boldsymbol{b}_{t}(\eta) \mathscr{L}^{1}$-a.e. in $(0, T)$;
(ii) $\mu_{t}=\left(e_{t}\right)_{\#} \boldsymbol{\eta}$ (so, in particular, $\mu_{t}\left(\mathbb{R}^{d}\right)=\mu_{0}\left(\mathbb{R}^{d}\right)$ ) for all $t \in[0, T]$.

Moreover, there exists a family of measures $\mu_{t}^{R} \in \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)$, narrowly continuous in $[0, T]$, solving the continuity equation and supported on $\bar{B}_{R}$, such that $\mu_{t}^{R} \uparrow \mu_{t}$ as $R \rightarrow \infty$ for all $t \in[0, T]$.

Remark 1.7. We show that, if $\mu_{t}$ and $\boldsymbol{b}_{t}$ are taken as in Theorem 1.6 then $\mu_{t}$ does not loose or gain mass, namely

$$
\begin{equation*}
\mu_{t}\left(\mathbb{R}^{d}\right)=\mu_{0}\left(\mathbb{R}^{d}\right) \quad \forall t \in[0, T] . \tag{1.6}
\end{equation*}
$$

Indeed, let $R \geq 1$ and $\chi_{R} \in C_{c}^{\infty}\left(B_{3 R}\right)$ be a cut-off function with $0 \leq \chi_{R} \leq 1, \chi_{R} \equiv 1$ on a neighborhood of $B_{R}$ and $\left|\nabla \chi_{R}\right| \leq \chi_{B_{3 R} \backslash B_{R}}$. Since $\mu_{t}$ solves the continuity equation and since $1 / R \leq 4 /(1+|x|)$ for $|x| \in B_{3 R} \backslash B_{R}$, we have

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{d}} \chi_{R} d \mu_{0}-\int_{\mathbb{R}^{d}} \chi_{R} d \mu_{t}\right| & \leq \int_{0}^{T}\left|\frac{d}{d t} \int_{\mathbb{R}^{d}} \chi_{R} d \mu_{t}\right| d t \\
& =\int_{0}^{T}\left|\int_{B_{3 R} \backslash B_{R}} \boldsymbol{b}_{t} \cdot \nabla \chi_{R} d \mu_{t}\right| d t \\
& \leq \frac{1}{R} \int_{0}^{T} \int_{B_{3 R} \backslash B_{R}}\left|\boldsymbol{b}_{t}\right| d \mu_{t} d t \\
& \leq 4 \int_{0}^{T} \int_{B_{3 R} \backslash B_{R}} \frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} d \mu_{t}(x) d t .
\end{aligned}
$$

Hence we deduce that

$$
\begin{equation*}
\mu_{0}\left(B_{R}\right)-\mu_{t}\left(B_{3 R}\right) \leq \int_{\mathbb{R}^{d}} \chi_{R} d \mu_{0}-\int_{\mathbb{R}^{d}} \chi_{R} d \mu_{t} \leq 4 \int_{0}^{T} \int_{B_{3 R} \backslash B_{R}} \frac{\left|b_{t}(x)\right|}{1+|x|} d \mu_{t}(x) d t \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{t}\left(B_{R}\right)-\mu_{0}\left(B_{3 R}\right) \leq \int_{\mathbb{R}^{d}} \chi_{R} d \mu_{t}-\int_{\mathbb{R}^{d}} \chi_{R} d \mu_{0} \leq 4 \int_{0}^{T} \int_{B_{3 R} \backslash B_{R}} \frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} d \mu_{t}(x) d t \tag{1.8}
\end{equation*}
$$

Letting $R \rightarrow \infty$ in (1.7) and (1.8), the right-hand sides converge to 0 by (1.5) and we find (1.6).

The proof of the superposition principle, as stated in Theorem 1.6, can be found in [AC1, Theorem 12], once Remark 1.7 is taken into account. The proof is based on a clever regularization argument: we consider a family of convolution kernels $\left\{\rho_{\varepsilon}\right\}_{\varepsilon \in(0,1)}$, having integral 1 and supported on the whole $\mathbb{R}^{d}$, and we define

$$
\mu_{t}^{\varepsilon}:=\mu_{t} * \rho^{\varepsilon}, \quad \boldsymbol{b}^{\varepsilon}:=\frac{\left(\boldsymbol{b} \mu_{t}\right) * \rho^{\varepsilon}}{\mu_{t} * \rho^{\varepsilon}} .
$$

We call $\boldsymbol{X}^{\varepsilon}$ the flow of the vector field $\boldsymbol{b}^{\varepsilon}$, so that $\mu^{\varepsilon}$ solves the continuity equation and it is transported by $\boldsymbol{X}^{\varepsilon}$, since $\boldsymbol{b}^{\varepsilon}$ satisfies some local Lipschitz bounds, uniformly in time. Then, we define $\boldsymbol{\eta}^{\varepsilon} \in \mathscr{M}\left(A C\left([0, T] ; \mathbb{R}^{d}\right)\right)$ as the law under $\mu_{0}^{\varepsilon}$ of the map $x \mapsto \boldsymbol{X}^{\varepsilon}(\cdot, x)$, namely $\boldsymbol{\eta}^{\varepsilon}:=\boldsymbol{X}^{\varepsilon}(\cdot, x)_{\#} \mu_{0}^{\varepsilon}$. Assumption (1.5) (which holds uniformly also for $\boldsymbol{b}^{\varepsilon}$ and $\mu^{\varepsilon}$ ) allows to conclude that the sequence $\boldsymbol{\eta}^{\varepsilon}$ is tight and hence it converges to some $\boldsymbol{\eta}$ (up to subsequences). Finally, one can show that

$$
\int \frac{\left|\eta(t)-x-\int_{0}^{t} \boldsymbol{b}_{s}(\eta(s)) d s\right|}{1+\max _{[0, T]}|\eta|} d \boldsymbol{\eta}(\eta)=0 \quad \text { for every } t \in[0, T],
$$

which proves that $\boldsymbol{\eta}$ is concentrated on integral curves of $\boldsymbol{b}$.
The last statement in Theorem 1.6 can simply be obtained by restricting $\boldsymbol{\eta}$ to the class of curves contained in $\bar{B}_{R}$ for all $t \in[0, T]$ to obtain positive finite measures $\boldsymbol{\eta}^{R} \leq \boldsymbol{\eta}$ which satisfy $\boldsymbol{\eta}^{R} \uparrow \boldsymbol{\eta}$, and then defining $\mu_{t}^{R}:=\left(e_{t}\right)_{\#} \boldsymbol{\eta}^{R}$.

### 1.3 Uniqueness of bounded solutions of the continuity equation

In Section 1.2 we saw that, under very general assumptions, nonnegative distributional solutions of the continuity equation are transported by a set of curves. The aim of this section is to exploit the connection between the well posedness of the continuity equation and the fact that solutions of the continuity equation are lagrangian, namely, are transported by the flow of $\boldsymbol{b}$. In particular, we show in Theorem 1.12 that, if the vector field $\boldsymbol{b}$ satisfies a local uniqueness property of solutions of the continuity equation, then the disintegration of every representation of a bounded distributional solution with respect to the evaluation at time 0 gives a family of deltas, which in turn represent the regular lagrangian flow.

Given a closed interval $I \subset \mathbb{R}$ and an open set $\Omega \subset \mathbb{R}^{d}$, let us define the class $\mathcal{L}_{I, \Omega}$ of all nonnegative functions which are essentially bounded, nonnegative, and compactly supported in $\Omega$ :

$$
\begin{equation*}
\mathcal{L}_{I, \Omega}:=L^{\infty}\left(I ; L_{+}^{\infty}(\Omega)\right) \cap\{w: \operatorname{supp} w \text { is a compact subset of } I \times \Omega\} . \tag{1.9}
\end{equation*}
$$

We say that $\rho \in \mathcal{L}_{I, \Omega}$ is weakly* continuous if there is a representative $\rho_{t}$ with $t \mapsto \rho_{t}$ continuous in $I$ w.r.t. the weak* topology of $L^{\infty}(\Omega)$. Notice that, in the class $\mathcal{L}_{I, \Omega}$, weak $^{*}$ continuity of $\rho$ is equivalent to the narrow continuity of the corresponding measures $\mu_{t}:=\rho_{t} \mathscr{L}^{d} \in \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)$.

For $T \in(0, \infty)$ we are given a Borel vector field $\boldsymbol{b}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$ satisfying:
$(\mathrm{a}-\Omega) \int_{0}^{T} \int_{\Omega^{\prime}}|\boldsymbol{b}(t, x)| d x d t<\infty$ for any $\Omega^{\prime} \Subset \Omega ;$
(b- $\Omega$ ) for any nonnegative $\bar{\rho} \in L_{+}^{\infty}(\Omega)$ with compact support in $\Omega$ and any closed interval $I=[a, b] \subset[0, T]$, the continuity equation

$$
\frac{d}{d t} \rho_{t}+\operatorname{div}\left(\boldsymbol{b} \rho_{t}\right)=0 \quad \text { in }(a, b) \times \Omega
$$

has at most one weakly* continuous solution $I \ni t \mapsto \rho_{t} \in \mathcal{L}_{I, \Omega}$ with $\rho_{a}=\bar{\rho}$.
Remark 1.8. Theorem 1.5 holds also if the local regularity of $\boldsymbol{b}$, namely the hypothesis $\boldsymbol{b} \in L^{1}\left((0, T) ; B V_{\text {loc }}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right.$ ), is substituted by assumptions (a-R्R ) and (b- $\left.\mathbb{R}^{d}\right)$. This can be seen from the proof of Theorem 1.5 and will be clear after the discussion in Chapter 2.

Remark 1.9. Assumption (b- $\Omega$ ) is known to be true in many cases. The following list does not pretend to be exhaustive:

- Sobolev vector fields [DPL4], $B V$ vector fields whose divergence is a locally integrable function in space $[\mathbf{B o}, \mathbf{C L} 1, \mathbf{C L} 2, \mathbf{A 1}]$, some classes of vector fields of bounded deformation $[\mathbf{A C M}]$;
- vector fields $\boldsymbol{B}(x, y)=\left(\boldsymbol{b}_{1}(x, y), \boldsymbol{b}_{2}(x, y)\right)$ with different regularity w.r.t. $x$ and $y[\mathbf{L L}, \mathbf{L e r}] ;$
- two-dimensional Hamiltonian vector fields $[\mathbf{A B C}]$ (within this class, property (b- $\Omega$ ) has been characterized in terms of the so-called weak Sard property);
- vector fields arising from the convolution of $L^{1}$ functions with singular integrals $[\mathbf{B C} 1, \mathbf{B C} 2]$. In this case, the authors proved uniqueness of the regular lagrangian flow associated to $\boldsymbol{b}$; we outline in the next remark how to obtain the eulerian uniqueness property (b- $\Omega$ ) following their argument.
- vector fields with a particular structure, one of whose components is obtained from the convolution of a finite measure with a singular kernel [BBC1] (see also Section 1.4).

Remark 1.10. Under the assumptions on the vector field $\boldsymbol{b}$ considered in [BC2], the authors proved in $[\mathbf{B C} 2$, Theorem 6.2] the uniqueness of the lagrangian flow. In their key estimate, the authors take two regular lagrangian flows $\boldsymbol{X}$ and $\boldsymbol{Y}$, provide an upper and lower bound for the quantity

$$
\begin{equation*}
\Phi_{\delta}(t):=\int \log \left(1+\frac{|\boldsymbol{X}(t, x)-\boldsymbol{Y}(t, x)|}{\delta}\right) d x \quad t \in[0, T] \tag{1.10}
\end{equation*}
$$

in terms of a parameter $\delta>0$, and eventually let $\delta \rightarrow 0$. To show that property (b- $\Omega$ ) holds, we consider two nonnegative bounded solutions of the continuity equation with the same initial datum which are compactly supported in $[a, b] \times \Omega$. By Theorem 1.6 there exist $\boldsymbol{\eta}^{1}, \boldsymbol{\eta}^{2} \in \mathscr{P}\left(C\left([a, b] ; \mathbb{R}^{d}\right)\right)$ which are concentrated on absolutely continuous solutions $\eta \in A C([a, b] ; \Omega)$ of the ODE $\dot{\eta}=\boldsymbol{b}(t, \eta) \mathscr{L}^{1}$-a.e. in $(a, b)$, and satisfy $\left(e_{t}\right)_{\#} \boldsymbol{\eta}^{i} \leq C \mathscr{L}^{d}$ for any $t \in[a, b], i=1,2$. Moreover, we have that $\left(e_{a}\right)_{\#} \boldsymbol{\eta}^{1}=\left(e_{a}\right)_{\#} \boldsymbol{\eta}^{2}$. Given $\delta>0$, we consider the quantity

$$
\begin{equation*}
\Psi_{\delta}(t):=\int_{\Omega} \iint \log \left(1+\frac{|\gamma(t)-\eta(t)|}{\delta}\right) d \boldsymbol{\eta}_{x}^{1}(\gamma) d \boldsymbol{\eta}_{x}^{2}(\eta) d\left[\left(e_{a}\right)_{\#} \boldsymbol{\eta}^{1}\right](x) \quad t \in[a, b], \tag{1.11}
\end{equation*}
$$

where $\boldsymbol{\eta}_{x}^{1}, \boldsymbol{\eta}_{x}^{2}$ are the disintegrations of $\boldsymbol{\eta}^{1}$ and $\boldsymbol{\eta}^{2}$ with respect to the map $e_{a}$. Since $\boldsymbol{\eta}^{1}$ and $\boldsymbol{\eta}^{2}$ are concentrated on curves in $C([a, b] ; \Omega)$, to show that $\boldsymbol{\eta}^{1}=\boldsymbol{\eta}^{2}$ we can neglect the behavior of $\boldsymbol{b}$ outside $\Omega$. Following the same computations of $[\mathbf{B C 2}]$ with the functional (1.11) instead of (1.10), we show that $\boldsymbol{\eta}_{x}^{1}=\boldsymbol{\eta}_{x}^{2}$ for $\left(e_{a}\right)_{\#} \boldsymbol{\eta}^{1}$-a.e. $x \in \Omega$ and this implies the validity of property $(\mathrm{b}-\Omega)$.

More recently, these well-posedness results have also been extended to vector fields in infinite-dimensional spaces (see [AF] and the bibliography therein). It is interesting to observe that the uniqueness assumption in (b- $\Omega$ ) actually implies the validity of a comparison principle.

Proposition 1.11 (Comparison principle). If ( $a-\Omega$ ) and ( $b-\Omega$ ) are satisfied, then the following implication holds:

$$
\rho_{0}^{1} \leq \rho_{0}^{2} \quad \Longrightarrow \quad \rho_{t}^{1} \leq \rho_{t}^{2} \quad \forall t \in[0, T]
$$

for all weakly* continuous solutions of (1.3) in the class $\mathcal{L}_{[0, T], \Omega}$.
Proof. Let $\boldsymbol{\eta}^{i}$ be representing $\mu_{t}^{i}:=\rho_{t}^{i} \mathscr{L}^{d}$ according to Theorem 1.6, and let $\boldsymbol{\eta}_{x}^{i}$ be the conditional probability measures induced by $e_{0}$, that is

$$
\int F(\eta) d \boldsymbol{\eta}^{i}=\int_{\mathbb{R}^{d}}\left(\int F(\eta) d \boldsymbol{\eta}_{x}^{i}\right) d \mu_{0}^{i}(x) \quad \forall F: C\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow \mathbb{R} \text { bounded }
$$

or (in a compact form) $\boldsymbol{\eta}^{i}(d \eta)=\int \boldsymbol{\eta}_{x}^{i}(d \eta) d \mu_{0}^{i}(x)$. Defining

$$
\tilde{\boldsymbol{\eta}}(d \eta):=\int \boldsymbol{\eta}_{x}^{2} d \mu_{0}^{1}(x), \quad \tilde{\mu}_{t}:=\left(e_{t}\right)_{\#} \tilde{\boldsymbol{\eta}}
$$

because $\mu_{0}^{1} \leq \mu_{0}^{2}$, we get $\tilde{\boldsymbol{\eta}} \leq \boldsymbol{\eta}^{2}$. Moreover, the densities of measures $\tilde{\mu}_{t}$ and $\mu_{t}^{1}$ provide two elements in $\mathcal{L}_{[0, T], \Omega}$, solving the continuity equation with the same initial condition $\mu_{0}^{1}$. Therefore assumption (b- $\Omega$ ) gives $\tilde{\mu}_{t}=\mu_{t}^{1}$ for all $t \in[0, T]$, and $\mu_{t}^{1}=\tilde{\mu}_{t}=\left(e_{t}\right)_{\#} \tilde{\boldsymbol{\eta}} \leq$ $\left(e_{t}\right)_{\#} \boldsymbol{\eta}^{2}=\mu_{t}^{2}$ for all $t \in[0, T]$, as desired.

Theorem 1.12. Assume that $\boldsymbol{b}$ satisfies $(a-\Omega)$ and $(b-\Omega)$, and let $\boldsymbol{\lambda} \in \mathscr{P}\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right)$ satisfy:
(i) $\boldsymbol{\lambda}$ is concentrated on

$$
\left\{\eta \in A C([0, T] ; \Omega): \dot{\eta}(t)=\boldsymbol{b}_{t}(\eta(t)) \text { for } \mathscr{L}^{1} \text {-a.e. } t \in(0, T)\right\}
$$

(ii) there exists $C_{0} \in(0, \infty)$ such that

$$
\begin{equation*}
\left(e_{t}\right)_{\#} \boldsymbol{\lambda} \leq C_{0} \mathscr{L}^{d} \quad \forall t \in[0, T] \tag{1.12}
\end{equation*}
$$

Then the conditional probability measures $\boldsymbol{\lambda}_{x}$ induced by the map $e_{0}$ are Dirac masses for $\left(e_{0}\right)_{\# \boldsymbol{\lambda}} \boldsymbol{\lambda}$-a.e. $x$; equivalently, there exist curves $\eta_{x} \in A C([0, T] ; \Omega)$ solving the Cauchy problem $\dot{\eta}=\boldsymbol{b}_{t}(\eta)$ with the initial condition $\eta(0)=x$, satisfying

$$
\boldsymbol{\lambda}=\int \delta_{\eta_{x}} d\left[\left(e_{0}\right)_{\#} \boldsymbol{\lambda}\right](x)
$$

The simplest situation where the thesis of Theorem 1.12 does not hold is given by a measure $\boldsymbol{\lambda}$ such that, for a set of positive measure $A \subseteq \mathbb{R}^{d}$ of initial positions, there are two integral curves of $\boldsymbol{b}, \boldsymbol{X}(\cdot, x)$ and $\boldsymbol{Y}(\cdot, x)$ on which $\boldsymbol{\lambda}_{x}$ is concentrated, and the measure $\boldsymbol{\lambda}_{x}$ weights them equally. Up to reducing the set $A$, we may assume that all the trajectories $\boldsymbol{X}(\cdot, x)$ and $\boldsymbol{Y}(\cdot, x)$ starting from $A$ live in a compact set and, after some time $t_{0}>0$, the two sets $\boldsymbol{X}\left(t_{0}, A\right)$ and $\boldsymbol{Y}\left(t_{0}, B\right)$ are disjoint (see Figure 1.3). Hence, the two solutions obtained by flowing the initial datum $\left(e_{0}\right)_{\#} \boldsymbol{\lambda}\llcorner A$ according to $\boldsymbol{X}$ and $\boldsymbol{Y}$ are concentrated on disjoint sets at time $t_{0}$. This contradicts the well-posedness of the continuity equation.
[]


Figure 1.1: The trajectories $\boldsymbol{X}(\cdot, x)$ and $\boldsymbol{Y}(\cdot, x)$ on which a certain $\boldsymbol{\lambda}$ may be concentrated.

Proof of Theorem 1.12. Let $\left\{A_{n}\right\}_{n \in \mathbb{N}}$ be an increasing family of open subsets of $\Omega$ whose union is $\Omega$, with $A_{n} \Subset A_{n+1} \Subset \Omega$ for every $n$. Possibly considering the restriction of $\boldsymbol{\lambda}$ to the sets

$$
\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta(t) \in \bar{A}_{n} \text { for every } t \in[0, T]\right\}
$$

it is not restrictive to assume that $\boldsymbol{\lambda}$ is concentrated on a family $\Gamma$ of curves satisfying $\bigcup_{\eta \in \Gamma} \eta([0, T]) \Subset \Omega$. Then, using the uniqueness assumption for uniformly bounded and compactly supported solutions to the continuity equation, the result follows from the decomposition procedure of [AC1, Theorem 18] (notice that the latter slightly improves the original argument of [A1, Theorem 5.4], where comparison principle for the continuity equation was assumed, see also Proposition 1.11 and its proof). For the sake of completeness, we describe briefly the idea of the argument. By contradiction, we assume that $\boldsymbol{\lambda}_{x}$ are not Dirac masses in a set of $\left(e_{0}\right)_{\#} \boldsymbol{\lambda}$ positive measure. Hence we can find $t_{0} \in(0, T]$, two disjoint Borel sets $E, E^{\prime} \subseteq \mathbb{R}^{d}$, and a Borel set $C$ with $\left[\left(e_{0}\right)_{\#} \boldsymbol{\lambda}\right](C)>0$, such that

$$
\boldsymbol{\lambda}_{x}\left(\left\{\gamma: \gamma\left(t_{0}\right) \in E\right\}\right) \boldsymbol{\lambda}_{x}\left(\left\{\gamma: \gamma\left(t_{0}\right) \in E^{\prime}\right\}\right)>0 \quad \forall x \in C
$$

and more precisely

$$
\begin{equation*}
0<\frac{\boldsymbol{\lambda}_{x}\left(\left\{\gamma: \gamma\left(t_{0}\right) \in E\right\}\right)}{\boldsymbol{\lambda}_{x}\left(\left\{\gamma: \gamma\left(t_{0}\right) \in E^{\prime}\right\}\right)} \leq M \quad \forall x \in C \tag{1.13}
\end{equation*}
$$

for some $M>0($ see $[\mathbf{A C 1}$, Lemma 16]). Setting $f(x)$ the ratio in (1.13), we introduce

$$
\boldsymbol{\lambda}^{1}:=\boldsymbol{\lambda}\left\llcorner\left\{\gamma: \gamma(0) \in C, \gamma\left(t_{0}\right) \in E\right\}, \quad \boldsymbol{\lambda}^{2}:=f(\gamma(0)) \boldsymbol{\lambda}\left\llcorner\left\{\gamma: \gamma(0) \in C, \gamma\left(t_{0}\right) \in E^{\prime}\right\}\right.\right.
$$

The measures $\left(e_{t}\right)_{\#} \boldsymbol{\lambda}^{1}$ and $\left(e_{t}\right)_{\#} \boldsymbol{\lambda}^{2}$ are the two bounded distributional solutions of the continuity equation with the same initial datum (by the definition of $f$ ), hence they should coincide by our assumption on the vector field. On the other hand, $\left(e_{t_{0}}\right)_{\#} \boldsymbol{\lambda}^{1}$ and $\left(e_{t_{0}}\right)_{\#} \boldsymbol{\lambda}^{2}$ are orthogonal, and this gives a contradiction.

Remark 1.13. The assumption (b- $\Omega$ ) is purely local, as it is proved in Section 2.3. Moreover, it could be reformulated in terms of a local uniqueness property of regular
lagrangian flows: for any $t_{0} \geq 0, x_{0} \in \Omega$ there exists $\varepsilon:=\varepsilon\left(t_{0}, x_{0}\right)>0$ such that for any Borel set $B \subset B_{\varepsilon}\left(x_{0}\right) \subset \Omega$ and any closed interval $I=[a, b] \subset\left[t_{0}-\varepsilon, t_{0}+\varepsilon\right] \cap[0, T]$, there exists at most one regular lagrangian flow in $B \times[a, b]$ with values in $B_{\varepsilon}\left(x_{0}\right)$ (see Definition 2.1).

Indeed, (b- $\Omega$ ) implies the local uniqueness of regular lagrangian flows by Theorem 1.12 applied to $\boldsymbol{\lambda}=\frac{1}{2} \int_{B}\left(\delta_{\boldsymbol{X}(\cdot, x)}+\delta_{\boldsymbol{Y}(\cdot, x)}\right) d \mathscr{L}^{d}(x)$, where $\boldsymbol{X}$ and $\boldsymbol{Y}$ are regular lagrangian flows in $B \times[a, b]$; on the other hand, we obtain the converse implication through the superposition principle. This approach has the advantage to state the assumptions and the results of Chapter 2, 3, and 4, and only in terms of the lagrangian point of view on the continuity equation. On the other hand, in concrete examples it is usually easier to verify assumption (b- $\Omega$ ) than the corresponding lagrangian formulation.

### 1.4 Uniqueness for the continuity equation and singular integrals

In this section we deal with uniqueness of solutions to the continuity equation when the gradient of the vector field is given by the singular integral of a time dependent family of measures. This kind of vector fields appear when considering weak solutions of the Vlasov-Poisson system, as in Chapter 8. The theorem is a minor variant of a result by Bohun, Bouchut, and Crippa [BBC1] (see also [BC2], where the uniqueness is proved for vector fields whose gradient is the singular integral of an $L^{1}$ function). We give the proof of the theorem under the precise assumptions that we need later on, since [BBC1] deals with globally defined regular flows (hence the authors need to assume global growth conditions on the vector field), whereas here we present a local version of such result.

Theorem 1.14. Let $\boldsymbol{b}:(0, T) \times \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{2 d}$ be given by $\boldsymbol{b}_{t}(x, v)=\left(\boldsymbol{b}_{1 t}(v), \boldsymbol{b}_{2 t}(x)\right)$, where

$$
\boldsymbol{b}_{1} \in L^{\infty}\left((0, T) ; W_{\mathrm{loc}}^{1, \infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right), \quad \boldsymbol{b}_{2 t}=K * \rho_{t}
$$

with $\rho \in L^{\infty}\left((0, T) ; \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)\right)$ and $K(x)=x /|x|^{d}$.
Then $\boldsymbol{b}$ satisfies (b) of Section 3.5, namely the uniqueness of bounded, compactly supported, nonnegative, distributional solutions of the continuity equation.

Proof. To simplify the notation we give the proof in the case of autonomous vector fields, but the same computations work for the general statement.

It is enough to show that, given $B_{R} \subset \mathbb{R}^{d}$ and $\boldsymbol{\eta} \in \mathscr{P}\left(C\left([0, T] ; B_{R} \times B_{R}\right)\right)$ concentrated on integral curves of $\boldsymbol{b}$ and such that $\left(e_{t}\right)_{\#} \boldsymbol{\eta} \leq C_{0} \mathscr{L}^{d}$ for all $t \in[0, T]$, the disintegration $\boldsymbol{\eta}_{x}$ of $\boldsymbol{\eta}$ with respect to the map $e_{0}$ is a Dirac delta for $e_{0 \#} \boldsymbol{\eta}$-a.e. $x$. Indeed, any two nonnegative, bounded, compactly supported, distributional solutions with the same initial datum $\bar{\rho}$ can be represented through the superposition principle (see Theorem 1.6 or [AC1, Theorem 12]) by $\boldsymbol{\eta}_{1}, \boldsymbol{\eta}_{2} \in \mathscr{P}\left(C\left([0, T] ; B_{R} \times B_{R}\right)\right)$. Hence, setting $\boldsymbol{\eta}=\left(\boldsymbol{\eta}_{1}+\boldsymbol{\eta}_{2}\right) / 2$, if we can prove that $\boldsymbol{\eta}_{x}$ is a Dirac delta for $\bar{\rho}$-a.e. $x$ we deduce that $\left(\boldsymbol{\eta}_{1}\right)_{x}=\left(\boldsymbol{\eta}_{2}\right)_{x}=\boldsymbol{\eta}_{x}$ for $\bar{\rho}$-a.e. $x$, thus $\boldsymbol{\eta}_{1}=\boldsymbol{\eta}_{2}$.

To show that $\boldsymbol{\eta}_{x}$ is a Dirac delta for $e_{0 \# \boldsymbol{\eta}} \boldsymbol{\eta}$-a.e. $x$, let us consider the function

$$
\Phi_{\delta, \zeta}(t):=\iiint \log \left(1+\frac{\left|\gamma^{1}(t)-\eta^{1}(t)\right|}{\zeta \delta}+\frac{\left|\gamma^{2}(t)-\eta^{2}(t)\right|}{\delta}\right) d \boldsymbol{\eta}_{x}(\gamma) d \boldsymbol{\eta}_{x}(\eta) d \bar{\rho}(x)
$$

where $\delta, \zeta \in(0,1)$ are small parameters to be chosen later, $t \in[0, T], \bar{\rho}:=\left(e_{0}\right)_{\#} \boldsymbol{\eta}$, and we use the notation $\gamma(t)=\left(\gamma^{1}(t), \gamma^{2}(t)\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$. It is clear that $\Phi_{\delta, \zeta}(0)=0$.

Let us define the probability measure $\mu \in \mathscr{P}\left(\mathbb{R}^{d} \times C\left([0, T] ; \mathbb{R}^{d}\right)^{2}\right)$ by $d \mu(x, \eta, \gamma):=$ $d \boldsymbol{\eta}_{x}(\eta) d \boldsymbol{\eta}_{x}(\gamma) d \bar{\rho}(x)$, and assume by contradiction that $\boldsymbol{\eta}_{x}$ is not a Dirac delta for $\bar{\rho}$-a.e. $x$. This means that there exists a constant $a>0$ such that

$$
\iiint\left(\int_{0}^{T} \min \{|\gamma(t)-\eta(t)|, 1\} d t\right) d \mu(x, \eta, \gamma) \geq a
$$

By Fubini's Theorem this implies that there exists a time $t_{0} \in(0, T]$ such that

$$
\iiint \min \left\{\left|\gamma\left(t_{0}\right)-\eta\left(t_{0}\right)\right|, 1\right\} d \mu(x, \eta, \gamma) \geq \frac{a}{T}
$$

Since the integrand is bounded by 1 and the measure $\mu$ has mass 1 , this means that the set

$$
A:=\left\{(x, \eta, \gamma): \min \left\{\left|\gamma\left(t_{0}\right)-\eta\left(t_{0}\right)\right|, 1\right\} \geq \frac{a}{2 T}\right\}
$$

has $\mu$-measure at least $a /(2 T)$. Then, assuming without loss of generality that $a \leq 2 T$, this implies that $\left|\gamma\left(t_{0}\right)-\eta\left(t_{0}\right)\right| \geq a /(2 T)$ for all $(x, \eta, \gamma) \in A$, hence

$$
\begin{align*}
\Phi_{\delta, \zeta}\left(t_{0}\right) & \geq \iiint_{A} \log \left(1+\frac{\left|\gamma^{1}\left(t_{0}\right)-\eta^{1}\left(t_{0}\right)\right|}{\zeta \delta}+\frac{\left|\gamma^{2}\left(t_{0}\right)-\eta^{2}\left(t_{0}\right)\right|}{\delta}\right) d \mu(x, \eta, \gamma)  \tag{1.14}\\
& \geq \frac{a}{2 T} \log \left(1+\frac{a}{2 \delta T}\right)
\end{align*}
$$

We now want to show that this is impossible.
Computing the time derivative of $\Phi_{\delta, \zeta}$ we see that

$$
\begin{equation*}
\frac{d \Phi_{\delta, \zeta}}{d t}(t) \leq \int_{\mathbb{R}^{d}} \iint\left(\frac{\left|\boldsymbol{b}_{1}\left(\gamma^{2}(t)\right)-\boldsymbol{b}_{1}\left(\eta^{2}(t)\right)\right|}{\zeta\left(\delta+\left|\gamma^{2}(t)-\eta^{2}(t)\right|\right)}+\frac{\zeta\left|\boldsymbol{b}_{2}\left(\gamma^{1}(t)\right)-\boldsymbol{b}_{2}\left(\eta^{1}(t)\right)\right|}{\zeta \delta+\left|\gamma^{1}(t)-\eta^{1}(t)\right|}\right) d \mu(x, \eta, \gamma) \tag{1.15}
\end{equation*}
$$

By our assumption on $\boldsymbol{b}_{1}$, the first summand is easily estimated using the Lipschitz regularity of $\boldsymbol{b}_{1}$ in $B_{R}$ :

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \iint \frac{\left|\boldsymbol{b}_{1}\left(\gamma^{2}(t)\right)-\boldsymbol{b}_{1}\left(\eta^{2}(t)\right)\right|}{\zeta\left(\delta+\left|\gamma^{2}(s)-\eta^{2}(s)\right|\right)} d \mu(x, \eta, \gamma) \leq \frac{\left\|\nabla \boldsymbol{b}_{1}\right\|_{L^{\infty}\left(B_{R}\right)}}{\zeta} \tag{1.16}
\end{equation*}
$$

To estimate the second integral we show that for some constant $C$, which depends only on $d,|\rho|\left(\mathbb{R}^{d}\right)$ and $R$, one has

$$
\begin{equation*}
\iiint \frac{\zeta\left|K * \rho\left(\gamma^{1}(t)\right)-K * \rho\left(\eta^{1}(t)\right)\right|}{\zeta \delta+\left|\gamma^{1}(t)-\eta^{1}(t)\right|} d \mu(x, \eta, \gamma) \leq C \zeta\left(1+\log \left(\frac{C}{\zeta \delta}\right)\right) \tag{1.17}
\end{equation*}
$$

To this end, we first recall the definition of weak $L^{p}$ norm of a $\mu$-measurable function $f: X \rightarrow \mathbb{R}$ in a measure space $(X, \mu)$ :

$$
\left\|\|f\|_{M^{p}(X, \mu)}:=\sup \left\{\lambda \mu(\{|f|>\lambda\})^{1 / p}: \lambda>0\right\}\right.
$$

By [BC2, Proposition 4.2 and Theorem 3.3(ii)], there exists a modified maximal operator $\tilde{M}$, which associates to every function of the form $D K * \sigma, \sigma \in \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)$, the function $\tilde{M}(D K * \sigma) \in L^{1}\left(\mathbb{R}^{d}\right)$ with the following properties: there exists a set $L$ with $\mathscr{L}^{d}(L)=0$ such that

$$
\begin{equation*}
|K * \sigma(x)-K * \sigma(y)| \leq C[\tilde{M}(D K * \sigma)(x)+\tilde{M}(D K * \sigma)(y)]|x-y| \quad \forall x, y \in \mathbb{R}^{d} \backslash L \tag{1.18}
\end{equation*}
$$

and the weak- $L^{1}$ estimate

$$
\begin{equation*}
\|\tilde{M}(D K * \rho)\|_{M^{1}\left(B_{R}\right)} \leq C|\rho|\left(\mathbb{R}^{d}\right) \tag{1.19}
\end{equation*}
$$

holds with a constant $C$ which depends only on $d$ and $R$. Applying (1.18), we see that

$$
\begin{equation*}
\iiint \frac{\left|K * \rho\left(\gamma^{1}(t)\right)-K * \rho\left(\eta^{1}(t)\right)\right|}{\zeta \delta+\left|\gamma^{1}(t)-\eta^{1}(t)\right|} d \mu \leq \int g_{t}(x, \eta, \gamma) d \mu \tag{1.20}
\end{equation*}
$$

where

$$
\begin{aligned}
g_{t}(x, \eta, \gamma):=\min \{ & C \tilde{M}(D K * \rho)\left(\gamma^{1}(t)\right)+C \tilde{M}(D K * \rho)\left(\eta^{1}(t)\right), \\
& \left.\frac{|K * \rho|\left(\gamma^{1}(t)\right)+|K * \rho|\left(\eta^{1}(t)\right)}{\zeta \delta}\right\}
\end{aligned}
$$

Let us fix $p:=\frac{d}{d-1 / 2} \in\left(1, \frac{d}{d-1}\right)$, so that $|K| \in L_{\text {loc }}^{p}\left(\mathbb{R}^{d}\right)$. The last term in (1.20) can be estimated thanks to the following interpolation inequality (see [BC2, Lemma 2.2])

$$
\left\|g_{t}\right\|_{L^{1}(\mu)} \leq \frac{p}{p-1}\left|\left\|g_{t} \mid\right\|_{M^{1}(\mu)}\left(1+\log \left(\frac{\left\|\left|g_{t}\right|\right\|_{M^{p}(\mu)}}{\left\|\left|g_{t}\right|\right\|_{M^{1}(\mu)}}\right)\right)\right.
$$

Then, the first term in the right-hand side above can be estimated using our assumption $\left(e_{t}\right)_{\#} \boldsymbol{\eta} \leq C_{0} \mathscr{L}^{d}$ and (1.19):

$$
\begin{aligned}
\left\|\mid g_{t}\right\| \|_{M^{1}(\mu)} & \leq 2\left|\left\|\tilde{M}(D K * \rho)\left(\eta^{1}(t)\right) \mid\right\|_{M^{1}(\mu)}\right. \\
& =2\left|\left\|\tilde{M}(D K * \rho)\left(\eta^{1}(t)\right) \mid\right\|_{M^{1}(\boldsymbol{\eta})}\right. \\
& =2 \mid\|\tilde{M}(D K * \rho)(x)\| \|_{M^{1}\left(B_{R} \times B_{R}, e_{t \#} \boldsymbol{\eta}\right)} \\
& \leq 2 C_{0}\| \| \tilde{M}(D K * \rho)(x)\| \|_{M^{1}\left(B_{R} \times B_{R}, \mathscr{L}^{2 d}\right)} \\
& \leq 2 C_{0} \mathscr{L}^{d}\left(B_{R}\right)\left|\|\tilde{M}(D K * \rho)(x) \mid\|_{M^{1}\left(B_{R}, \mathscr{L}^{d}\right)}\right. \\
& \leq 2 C_{0} C \mathscr{L}^{d}\left(B_{R}\right)|\rho|\left(\mathbb{R}^{d}\right) .
\end{aligned}
$$

Similarly, the second term in the right hand side can be estimated using $\left(e_{t}\right)_{\#} \boldsymbol{\eta} \leq C_{0} \mathscr{L}^{d}$ and Young's inequality:

$$
\begin{aligned}
\left\|\mid g_{t}\right\| \|_{M^{p}(\mu)} & \leq 2(\zeta \delta)^{-1}\left\|(K * \rho)\left(\eta^{1}(t)\right)\right\|_{L^{p}(\mu)}=2(\zeta \delta)^{-1}\left\|(K * \rho)\left(\eta^{1}(t)\right)\right\|_{L^{p}(\eta)} \\
& \leq 2 C_{0}(\zeta \delta)^{-1}\|(K * \rho)(x)\|_{L^{p}\left(B_{R} \times B_{R}\right)} \leq 2 C_{0}(\zeta \delta)^{-1} \mathscr{L}^{d}\left(B_{R}\right)\|(K * \rho)\|_{L^{p}\left(B_{R}\right)} \\
& \leq 2 C_{0}(\zeta \delta)^{-1} \mathscr{L}^{d}\left(B_{R}\right)\|K\|_{L^{p}\left(B_{R}\right)}|\rho|\left(\mathbb{R}^{d}\right) \\
& \leq C(\zeta \delta)^{-1}
\end{aligned}
$$

where $C$ depends on $d, R$, and $|\rho|\left(\mathbb{R}^{d}\right)$. Combining these last estimates with (1.20), we obtain (1.17).

Then, using (1.15), (1.16), and (1.17), we deduce that

$$
\frac{d \Phi_{\delta, \zeta}}{d t}(t) \leq \frac{C}{\zeta}+C \zeta+C \zeta \log \left(\frac{C}{\zeta \delta}\right)
$$

for some constant $C$ depending only on $d, R,|\rho|\left(\mathbb{R}^{d}\right)$, and $\left\|\nabla b_{1}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$. Integrating with respect to time in $\left[0, t_{0}\right]$, we find that

$$
\Phi_{\delta, \zeta}\left(t_{0}\right) \leq C t_{0}\left(\frac{1}{\zeta}+\zeta+\zeta \log \left(\frac{C}{\zeta}\right)+\zeta \log \left(\frac{1}{\delta}\right)\right) .
$$

Choosing first $\zeta>0$ small enough in order to have $C t_{0} \zeta<a /(2 T)$ and then letting $\delta \rightarrow 0$, we find a contradiction with (1.14), which concludes the proof.

### 1.5 Optimal transport

In this section we present the basic optimal transport tools that are needed in order to build physical solutions of the semigeostrophic system, as we will do in Chapter 9. We refer to $[\mathbf{V i}, \mathbf{A m G i}]$ for a presentation of the topic and to $[\mathbf{G u}]$ for the regularity theory of the related Monge-Ampère equation.

Given two probability measures $\mu, \nu \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ we consider all transport maps $T$ that "move $\mu$ onto $\nu$ ", namely that satisfy the relation $T_{\#} \mu=\nu$. Among these maps, we look for the minimizers for the Monge problem

$$
\begin{equation*}
\inf \left\{\int_{\mathbb{R}^{d}}|x-S(x)|^{2} d \mu(x): S_{\sharp} \mu=\nu\right\} . \tag{1.21}
\end{equation*}
$$

A natural relaxation of this problem is the one where we move $\mu$ onto $\nu$ and we allow the splitting of mass. In other words, we consider as transport plan every $\gamma \in \mathscr{P}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ with $\left(\pi_{1}\right)_{\sharp} \gamma=\mu$ and $\left(\pi_{2}\right)_{\sharp \gamma}=\nu$ (here $\pi_{1}$ and $\pi_{2}$ are, respectively, the projections on the first and second factor).

The relaxed minimization problem, due to Kantorovich, is

$$
\begin{equation*}
\min \left\{\int_{\mathbb{R}^{2 d}}|x-y|^{2} d \gamma(x, y): \gamma \in \mathscr{P}\left(\mathbb{R}^{2 d}\right),\left(\pi_{1}\right)_{\sharp} \gamma=\mu,\left(\pi_{2}\right)_{\sharp} \gamma=\nu\right\}, \tag{1.22}
\end{equation*}
$$

A fundamental result of Brenier says that, under mild assumptions on the initial and final measures, the unique optimizer for problem (1.22) is given by a map, which can be represented as the gradient of a convex function.
Theorem 1.15 (Brenier). Let $\mu, \nu \in \mathscr{P}\left(\mathbb{R}^{d}\right)$ with $\mu \ll \mathscr{L}^{d}$ and

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|x|^{2} d \mu(x)+\int_{\mathbb{R}^{d}}|y|^{2} d \nu(y)<\infty . \tag{1.23}
\end{equation*}
$$

Then there exists a unique minimizer $\gamma$ in (1.22). Moreover the plan $\gamma$ is induced by the gradient of a convex function $u$, that is $\gamma=(\operatorname{Id} \times \nabla u)_{\sharp \mu}$ and thus $\nabla u$ is also a solution to (1.21).

If we assume the function $\nabla u$ of the previous theorem to be a smooth diffeomorphism between two smooth densities $\rho_{1} d x$ and $\rho_{2} d x$, by the change of variable formula we see that for every test function $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$

$$
\int_{\mathbb{R}^{d}} \varphi(\nabla u(x)) \rho_{1}(x) d x=\int_{\mathbb{R}^{d}} \varphi(y) \rho_{2}(y) d y=\int_{\mathbb{R}^{d}} \varphi(\nabla u(x)) \rho_{2}(\nabla u(x)) \operatorname{det} \nabla^{2} u(x) d x .
$$

Hence, $u$ solves the Monge-Ampère equation

$$
\operatorname{det} \nabla^{2} u=\frac{\rho_{1}}{\rho_{2} \circ \nabla u} \quad \text { in } \mathbb{R}^{d} .
$$

When the function $u$ is simply convex, without any smoothness assumption, one may consider different notions of solution of the Monge-Ampère equation. We give here the definition of Aleksandrov solution, which is a key concept in order to study the regularity of optimal maps.

In order to introduce this notion, we consider a convex domain $\Omega \subseteq \mathbb{R}^{d}$ and a convex function $u: \Omega \rightarrow \mathbb{R}$; we recall that the subdifferential of $u$ is given by

$$
\partial u(x)=\left\{p \in \mathbb{R}^{n}: u(y) \geq u(x)+p \cdot(y-x) \forall y \in \Omega\right\}
$$

and we define the Monge-Ampère measure of $u$ as

$$
\begin{equation*}
\mu_{u}(E)=\mathscr{L}^{d}(\partial u(E))=\mathscr{L}^{d}\left(\bigcup_{x \in E} \partial u(x)\right) \quad \text { for every set } E \subset \Omega, \tag{1.24}
\end{equation*}
$$

where $\mathscr{L}^{d}$ denotes in the previous formula the Lebesgue outer measure. The main properties of the Monge-Ampère measure are the following:

- if $u \in C^{2}(\Omega)$, the Area Formula implies $\mu_{u}=\operatorname{det} \nabla^{2} u \mathscr{L}^{d}$;
- the restriction of $\mu_{u}$ to the Borel $\sigma$-algebra is a measure;
- the absolutely continuous part of $\mu_{u}$ with respect to the Lebesgue measure is given by $\frac{d \mu_{u}}{d \mathscr{L}^{d}}=\operatorname{det} \nabla^{2} u^{1}$.

[^0]Thanks to these properties, we can give the following definition.
Definition 1.16. Given an open convex set $\Omega$ and a Borel measure $\mu$ on $\Omega$, a convex and continuous function $u: \Omega \rightarrow \mathbb{R}$ is said an Aleksandrov solution to the Monge-Ampère equation

$$
\operatorname{det} \nabla^{2} u=\mu,
$$

if $\mu=\mu_{u}$ as Borel measures.
We finally mention that an important connection between the optimal transport problem and the theory of flows of vector fields is given by the Benamou-Brenier formula. Under the assumptions of Theorem 1.15, we can consider the optimal map $\nabla u$; the optimal cost between $\mu$ and $\nu$ can be found by looking at all vector fields which move $\mu$ onto $\nu$ and then minimizing the kinetic energy of this "dynamical transport plan"

$$
\int_{\mathbb{R}^{d}}|x-\nabla u(x)|^{2} d \mu(x)=\min \left\{\int_{0}^{1} \int_{\mathbb{R}^{d}}\left|\boldsymbol{v}_{t}\right|^{2} d \rho_{t}: \partial_{t} \rho_{t}+\nabla \cdot\left(\boldsymbol{v}_{t} \rho_{t}\right)=0, \rho_{0}=\mu, \rho_{1}=\nu\right\} .
$$

In the next two subsections we give more precise statements on the 2-dimensional torus $\mathbb{T}^{2}$, which are suitable for the application in Chapter 9.

### 1.5.1 Existence and uniqueness of optimal transport maps on the torus

The following theorem can be found in $[\mathbf{C o}]$.
Theorem 1.17 (Existence of optimal maps on $\mathbb{T}^{2}$ ). Let $\mu$ and $\nu$ be $\mathbb{Z}^{2}$-periodic Radon measures on $\mathbb{R}^{2}$ such that $\mu\left([0,1)^{2}\right)=\nu\left([0,1)^{2}\right)=1$ and $\mu=\rho \mathscr{L}^{2}$ with $\rho>0$ almost everywhere. Then there exists a unique (up to an additive constant) convex function $P: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that $(\nabla P)_{\sharp} \mu=\nu$ and $P-|x|^{2} / 2$ is $\mathbb{Z}^{2}$-periodic. Moreover

$$
\begin{align*}
& \nabla P(x+h)=\nabla P(x)+h \quad \text { for a.e. } x \in \mathbb{R}^{2}, \forall h \in \mathbb{Z}^{2},  \tag{1.25}\\
& |\nabla P(x)-x| \leq \operatorname{diam}\left(\mathbb{T}^{2}\right)=\frac{\sqrt{2}}{2} \quad \text { for a.e. } x \in \mathbb{R}^{2} . \tag{1.26}
\end{align*}
$$

In addition, if $\mu=\rho \mathscr{L}^{2}, \nu=\sigma \mathscr{L}^{2}$, and there exist constants $0<\lambda \leq \Lambda<\infty$ such that $\lambda \leq \rho, \sigma \leq \Lambda$, then $P$ is a strictly convex Alexandrov solution of

$$
\operatorname{det} \nabla^{2} P(x)=f(x), \quad \text { with } f(x)=\frac{\rho(x)}{\sigma(\nabla P(x))}
$$

Proof. Existence of $P$ follows from [Co]. To prove uniqueness we observe that, under our assumption, also the convex conjugate $p^{*}(y):=P^{*}(y)-|y|^{2} / 2$ is $\mathbb{Z}^{2}$-periodic. Hence, since

$$
P(x)=\sup _{y \in \mathbb{R}^{2}} x \cdot y-P^{*}(y),
$$

we get that the function $p(x):=P(x)-|x|^{2} / 2$ satisfies

$$
\begin{aligned}
p(x) & =\sup _{y \in \mathbb{R}^{2}}\left(-\frac{|y-x|^{2}}{2}-P^{*}(y)+\frac{|y|^{2}}{2}\right) \\
& =\sup _{y \in\left[0,\left.1\right|^{2}\right.} \sup _{h \in \mathbb{Z}^{2}}\left(-\frac{|y+h-x|^{2}}{2}-p^{*}(y+h)\right) \\
& =\sup _{y \in \mathbb{T}^{2}}\left(-\frac{d_{\mathbb{T}^{2}}^{2}(x, y)}{2}-p^{*}(y)\right),
\end{aligned}
$$

where $d_{\mathbb{T}^{2}}$ is the quotient distance on the torus, and we used that $p^{*}(y)$ is $\mathbb{Z}^{2}$-periodic. This means that the function $p$ is $d_{\mathbb{T}^{2}}^{2}$-convex, and that $p^{*}$ is its $d_{\mathbb{T}^{2}}^{2}$-transform (compare with [Vi, Chapter 5]). Hence $\nabla P=I d+\nabla p: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ is the unique ( $\mu$-a.e.) optimal transport map sending $\mu$ onto $\nu([\mathbf{M c C}$, Theorem 9$]$ ), and since $\rho>0$ almost everywhere this uniquely characterizes $P$ up to an additive constant. Finally, all the other properties of $P$ follow from $[\mathbf{C o}]$.

### 1.5.2 Regularity of optimal transport maps on the torus

Theorem 1.17 can be combined with the regularity results for strictly convex Alexandrov solutions of the Monge-Ampère equation (see [Ca1, Ca2, Ca3, Co, DF3, GT]), which are completely local and therefore work in $\mathbb{R}^{d}$ as well as on the torus. The main regularity results are summarized in the next theorem.

Theorem 1.18 (Space regularity of optimal maps on $\mathbb{T}^{2}$ ). Let $\mu=\rho \mathscr{L}^{2}, \nu=\sigma \mathscr{L}^{2}$ be $\mathbb{Z}^{2}$ periodic Radon measures on $\mathbb{R}^{2}$ such that $\mu\left([0,1)^{2}\right)=\nu\left([0,1)^{2}\right)=1$, let $0<\lambda \leq \Lambda<\infty$ such that $\lambda \leq \rho, \sigma \leq \Lambda$, and let $P$ be as in Theorem 1.17 with $\int_{\mathbb{T}^{2}} P d x=0$. Then:
(i) $P \in C^{1, \beta}\left(\mathbb{T}^{2}\right)$ for some $\beta=\beta(\lambda, \Lambda) \in(0,1)$, and there exists a constant $C=C(\lambda, \Lambda)$ such that

$$
\|P\|_{C^{1, \beta}} \leq C
$$

(ii) $P \in W^{2,1}\left(\mathbb{T}^{2}\right)$, more precisely for any $k \in \mathbb{N}$ there exists a constant $C=C(\lambda, \Lambda, k)$ such that

$$
\int_{\mathbb{T}^{2}}\left|\nabla^{2} P\right| \log _{+}^{k}\left|\nabla^{2} P\right| d x \leq C
$$

and there exist a constant $C=C(\lambda)$ and an exponent $\gamma_{0}=\gamma_{0}(\lambda)>1$ such that

$$
\begin{equation*}
\int_{\mathbb{T}^{2}}\left|\nabla^{2} P\right|^{\gamma_{0}} d x \leq C . \tag{1.27}
\end{equation*}
$$

(iii) If $\rho, \sigma \in C^{k, \alpha}\left(\mathbb{T}^{2}\right)$ for some $k \in \mathbb{N}$ and $\alpha \in(0,1)$, then $P \in C^{k+2, \alpha}\left(\mathbb{T}^{2}\right)$ and there exists a constant $C=C\left(\lambda, \Lambda,\|\rho\|_{C^{k, \alpha}},\|\sigma\|_{C^{k, \alpha}}\right)$ such that

$$
\|P\|_{C^{k+2, \alpha}} \leq C
$$

Moreover, there exist two positive constants $c_{1}$ and $c_{2}$, depending only on $\lambda, \Lambda$, $\|\rho\|_{C^{0, \alpha}}$, and $\|\sigma\|_{C^{0, \alpha}}$, such that

$$
c_{1} I d \leq \nabla^{2} P(x) \leq c_{2} I d \quad \forall x \in \mathbb{T}^{2}
$$

### 1.6 A few glimpses of classical regularity theory for elliptic equations

The aim of this section is to give the basic setting and the fundamental tools for the development of Chapters 6 and 7 , which deal with the regularity theory of local minimizers of certain variational integrals. To this end, we first provide a general introduction to some aspects of the classical regularity theory. We also focus on some useful ideas and lemmas, that will be employed in Chapters 6 and 7 .

As in the setting of Hilbert's XIX problem, given an open set $\Omega \subseteq \mathbb{R}^{d}$, a convex function $\mathcal{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}$, and an integrable function $f: \Omega \rightarrow \mathbb{R}$, we consider local minimizers $u: \Omega \rightarrow \mathbb{R}$ of the functional

$$
\begin{equation*}
\int_{\Omega} \mathcal{F}(\nabla u)+f u \tag{1.28}
\end{equation*}
$$

whose Euler-Lagrange equation can be written as

$$
\begin{equation*}
\nabla \cdot(\nabla \mathcal{F}(\nabla u))=f \quad \text { in } \Omega \tag{1.29}
\end{equation*}
$$

or equivalently $\partial_{i}\left(\partial_{i} \mathcal{F}(\nabla u)\right)=f$ (here and in the following we use the Einstein's summation convention, omitting the summation sign).

Given bounded, measurable coefficients $a_{i j}$ and an integrable function $g: \Omega \rightarrow \mathbb{R}$, we also consider solutions of the equation

$$
\begin{equation*}
\partial_{i}\left(a_{i j} \partial_{j} v\right)=\partial_{i} g^{i} \quad \text { in } \Omega \tag{1.30}
\end{equation*}
$$

(notice that the partial derivatives $\partial_{e} u$ of the solution of (1.29) formally solve this kind of equation, where the coefficients $a_{i j}$ are taken to be $\partial_{i j} \mathcal{F}$, as it can be easily seen differentiating the Euler-Lagrange equation with respect to $\partial_{e}$ ).

The fundamental result of De Giorgi says that any solution to a uniformly elliptic operator is locally Hölder continuous.

Theorem 1.19 (De Giorgi-Nash-Moser). Let $\Lambda, \lambda>0, q>d,\left(a_{i j}\right)_{i, j=1, \ldots, d}: B_{1} \rightarrow \mathbb{R}^{d \times d}$ be measurable coefficients with

$$
\lambda I \leq\left(a_{i j}(x)\right) \leq \Lambda I \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in B_{1}
$$

Let $g \in L^{q}\left(B_{1} ; \mathbb{R}^{d}\right)$ and let $v \in W^{1,2}\left(B_{1}\right)$ be a distributional solution of (1.30).
Then there exist constants $\alpha:=\alpha(d, \lambda, \Lambda) \in(0,1)$ and $C:=C(d, \lambda, \Lambda)>0$ such that

$$
\|v\|_{C^{\alpha}\left(B_{1 / 2}\right)} \leq C\|v\|_{L^{2}\left(B_{1}\right)}
$$

For the sake of completeness, we also mention the regularity result of Schauder, which assumes some regularity of the coefficients and of the right-hand side.

Theorem 1.20 (Schauder). Let $\lambda>0, k \in \mathbb{N} \cup\{0\}, \alpha \in(0,1),\left(a_{i j}\right)_{i, j=1, \ldots, d} \in C^{k, \alpha}\left(B_{1} ; \mathbb{R}^{d \times d}\right)$ be such that

$$
\lambda I \leq\left(a_{i j}(x)\right) \quad \text { for every } x \in B_{1}
$$

Let $g \in C^{k, \alpha}\left(B_{1} ; \mathbb{R}^{d}\right)$ and let $v \in W^{1,2}\left(B_{1}\right)$ be a distributional solution of (1.30). Then $v \in C^{k+1, \alpha}\left(B_{1 / 2}\right)$.

By the previous results, it follows that any minimizer of $(1.28)$ is of class $C_{\mathrm{loc}}^{\infty}(\Omega)$ as soon as we assume $\mathcal{F}, f \in \mathcal{C}^{\infty}(\Omega)$ and

$$
\lambda I \leq \nabla^{2} \mathcal{F}(x) \leq \Lambda I \quad \text { for any } x \in \Omega
$$

for some $0<\lambda<\Lambda<\infty$.
To conclude this introductory section, we recall the validity of weak Harnack inequalities for supersolutions of elliptic equations (see [GT, Theorem 8.18]) that will play a crucial role in the proof of Lemma 6.10. A function $v \in W_{\mathrm{loc}}^{1,2}(\Omega)$ is said to be a distributional supersolution of (1.30) if for every smooth, nonnegative, compactly supported test function $\varphi \in C_{c}^{\infty}(\Omega)$, we have

$$
\int_{\Omega} a_{i j}(x) \partial_{j} v(x) \partial_{i} \varphi(x) d x \leq \int_{\Omega} g^{i}(x) \partial_{i} \varphi(x) d x
$$

Theorem 1.21. Let $\Lambda, \lambda>0, q>d, r>0$, let $a_{i j}$ be measurable coefficients with

$$
\lambda I \leq\left(a_{i j}(x)\right) \leq \Lambda I \quad \text { for any } x \in B_{r}
$$

and let $g \in L^{q}\left(B_{r} ; \mathbb{R}^{d}\right)$. Let $v \in W^{1,2}\left(B_{r}\right)$ be a nonnegative supersolution of

$$
\begin{equation*}
\partial_{i}\left(a_{i j}(x) \partial_{j} v\right) \leq \partial_{i} g^{i} \quad \text { in } B_{r} \tag{1.31}
\end{equation*}
$$

Then there exists a constant $c_{0}:=c_{0}(d, \lambda, \Lambda)>0$ such that

$$
\inf \left\{v(x): x \in B_{r / 4}\right\} \geq c_{0} f_{B_{r / 2}} v(x) d x-r^{1-d / q}\|g\|_{L^{q}\left(B_{r}\right)}
$$

### 1.6.1 The $p$-laplacian

When the ellipticity condition on the hessian of $\mathcal{F}$ fails at one point, several regularity results for local minimizers of (1.28) are still available. For instance, we consider the model case is given by the $p$-Dirichlet energy, that is

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{p}+f u \tag{1.32}
\end{equation*}
$$

whose Euler-Lagrange equation reads as

$$
\begin{equation*}
p \nabla \cdot\left(|\nabla u|^{p-2} \nabla u\right)=f \quad \text { in } \Omega \tag{1.33}
\end{equation*}
$$

The $C^{1, \alpha}$ regularity of any local minimizer $u$ (even in the vectorial case) has been proved in a series of papers by Uraltseva [ $\mathbf{U r}$ ], Uhlenbeck [ $\mathbf{U h}$ ], and Evans $[\mathbf{E v}]$ for $p \geq 2$, and by Lewis $[\mathbf{L e w}]$ and Tolksdorff $[\mathbf{T o}]$ for $p>1$ (see also [DiB, Wa]). Notice that in this case the equation is uniformly elliptic outside the origin.

Theorem 1.22. Let $p \in(1, \infty), q>d, g \in L^{q}\left(B_{1}\right)$ and let $u \in W^{1, p}(\Omega)$ be a local minimizer of (1.28). Then we have that $u \in C^{1, \alpha}\left(B_{1 / 2}\right)$ for some $\alpha>0$.

One cannot expect, in general, more than Hölder continuity of the gradient of local minimizers of (1.32). Indeed, the function $u(x)=|x|^{1+\alpha}$, whose gradient is $\nabla u(x)=|x|^{\alpha} x$, satisfies

$$
p \nabla \cdot\left(|\nabla u|^{p-2} \nabla u\right)=p \nabla \cdot\left(|x|^{(p-1) \alpha-1} x\right)=((p-1) \alpha-1+n)|x|^{(p-1) \alpha-1}
$$

Hence, if we choose $\alpha=(p-1)^{-1}, u$ solves the Euler-Lagrange equation (1.33) with $f=n$, hence it is a local minimizer of (1.32), but it is not twice differentiable at the origin for $p>2$.

### 1.6.2 The non-variational problem

The following lemma concerns elliptic equations in non-divergence form

$$
\begin{equation*}
a_{i j} \partial_{i j} u=f \quad \text { in } B_{1} \tag{1.34}
\end{equation*}
$$

Although it could be stated for non-smooth viscosity supersolutions of the equation above, for simplicity we state it as an a priori estimate on smooth solutions.

Theorem 1.23 (Alexandroff-Bakelman-Pucci estimate). Let $\Lambda, \lambda>0,\left(a_{i j}\right)_{i, j=1, \ldots, d} \in$ $C\left(B_{1} ; \mathbb{R}^{d \times d}\right)$ be such that

$$
\lambda I \leq\left(a_{i j}(x)\right) \leq \Lambda I \quad \text { for every } x \in B_{1}
$$

Let $g \in C\left(B_{1}\right)$ and let $u \in C^{2}\left(B_{1}\right)$ be a supersolution of (1.34) such that $u \geq 0$ on $\partial B_{1 / 2}$.
Then, denoting by $\Gamma_{u}$ the convex envelope of $u$, namely the largest non-positive convex function in $B_{1}$ that lies below $u$ in $B_{1 / 2}$, there exists a constant $C:=C(d, \Lambda, \lambda)$ such that

$$
\sup _{B_{1 / 2}}\left(u_{-}\right)^{d} \leq C \int_{\left\{x \in B_{1}: u=\Gamma_{u}\right\}}\left(f_{+}\right)^{d} d x
$$

### 1.6.3 A few basic lemmas

In this section we present two classical criteria to prove the Hölder regularity of a function (or of its gradient).

Given a locally integrable function $u: \mathbb{R}^{d} \rightarrow \mathbb{R}$, we denote its average on $B_{r}(x)$ by

$$
(u)_{B_{r}(x)}=f_{B_{r}(x)} u(y) d y=\frac{1}{\left|B_{r}(x)\right|} f_{B_{r}(x)} u(y) d y
$$

and its mean oscillation in $B_{r}(x)$ by

$$
f_{B_{r}(x)}\left|u(y)-(u)_{B_{r}(x)}\right| d y
$$

The first result exploits the classical equivalence between Hölder spaces and Campanato spaces; the proof can be found in [Gi, Theorem 1.3, section III].

Lemma 1.24 (Campanato's description of Hölder continuity). Let $M>0, \alpha \in(0,1)$, and $u \in L^{2}\left(B_{1}\right)$ be a function. Let us assume that for every $x \in B_{1 / 2}$ and $r \in[0,1 / 2)$ we have

$$
\left(f_{B_{r}(x)}\left|u-(u)_{B_{r}(x)}\right|^{2}\right)^{1 / 2} \leq M r^{\alpha}
$$

Then $u \in C^{0, \alpha}\left(B_{1 / 2}\right)$ and $[u]_{C^{0, \alpha}\left(B_{1 / 2}\right)} \leq c M$ for some constant $c:=c(d)$.
The following lemma is a classical description of $C^{1, \alpha}$ regularity of a function and was used, for instance, in the context of the regularity theory of minimal surfaces. Its proof can be found in [CNS, Section 1] or [DF3, Lemma 3.1] (under the assumption that $u$ is also convex).
Lemma 1.25. Let $\alpha \in(0,1], M>0, \rho \in(0,1 / 2)$. Let $u: B_{1} \rightarrow \mathbb{R}$ be a Lipschitz function such that for every $x \in B_{1 / 2}$ there exists $A_{x} \in \mathbb{R}^{d}$ such that the plane passing through $x$ and of slope $A_{x}$ well approximates $u$

$$
\left|u(y)-u(x)-A_{x} \cdot(y-x)\right| \leq M|y-x|^{1+\alpha} \quad \forall y \in B_{\rho}(x)
$$

Then $u \in C^{1, \alpha}\left(B_{1 / 2}\right)$ and $[\nabla u]_{C^{0, \alpha}\left(B_{1 / 2}\right)} \leq c M$ for some constant $c:=c(d)$.

## Chapter 2

## Maximal regular flows for non-smooth vector fields

Given a vector field $\boldsymbol{b}_{t}(x)$ in $\mathbb{R}^{d}$, the theory of DiPerna-Lions, introduced in the seminal paper [DPL4], provides existence and uniqueness of the flow (in the almost everywhere sense, with respect to Lebesgue measure $\mathscr{L}^{d}$ ) under weak regularity assumptions on $\boldsymbol{b}$, for instance when $\boldsymbol{b}_{t}(\cdot)$ is Sobolev [DPL4] or $B V[\mathbf{A 1}]$ and satisfies global bounds on the divergence. In this respect, this theory could be considered as a weak Cauchy-Lipschitz theory for ODE's. This analogy is confirmed by many global existence results, by a kind of Lusin type approximation of DiPerna-Lions flows by Lipschitz flows [ACM, CrDe], and even by differentiability properties of the flow [LL]. However, this analogy is presently not perfect, and the main aim of this Chapter is to fill this gap.

Indeed, the Cauchy-Lipschitz theory is not only pointwise but also purely local, whereas the DiPerna-Lions theory is an almost everywhere theory and relies on global in space growth estimates on $|\boldsymbol{b}|$, like

$$
\begin{equation*}
\frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} \in L^{1}\left((0, T) ; L^{1}\left(\mathbb{R}^{d}\right)\right)+L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right) . \tag{2.1}
\end{equation*}
$$

This is in contrast with the fact that the so-called "renormalization property", which plays a key role in the theory, seems to depend only on local properties of $\boldsymbol{b}$, because it deals with distributional solutions to a continuity/transport equation with a source term: as a matter of fact, it is proved using only local regularity properties of $\boldsymbol{b}$.

Given an open set $\Omega \subset \mathbb{R}^{d}$, in this Chapter we consider vector fields $\boldsymbol{b}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$ satisfying only the local integrability property $\int_{0}^{T} \int_{\Omega^{\prime}}|\boldsymbol{b}| d x d t<\infty$ for all $\Omega^{\prime} \Subset \Omega$, a local one-sided bound on the distributional divergence, and the property that the continuity equation with velocity $\boldsymbol{b}$ is well-posed in the class of nonnegative bounded and compactly supported functions in $\Omega$. Some of these assumptions have already been introduced in Section 1.3 and, as illustrated in Remark 1.9, the last assumption is fulfilled in many cases of interest and it is known to be deeply linked to the uniqueness of the flow; in addition, building on the superposition principle (Theorem 1.6), it is proved in Section 2.3 that even this assumption is purely local, as well as the other two ones concerning integrability and
bounds on divergence.
Under these three assumptions we prove existence of a unique maximal regular flow $\boldsymbol{X}(t, x)$ in $\Omega$, defined up to a maximal time $T_{\Omega, \boldsymbol{X}}(x)$ which is positive $\mathscr{L}^{d}$-a.e. in $\Omega$, with

$$
\begin{equation*}
\limsup _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)} V_{\Omega}(\boldsymbol{X}(t, x))=\infty \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in\left\{T_{\Omega, \boldsymbol{X}}<T\right\} . \tag{2.2}
\end{equation*}
$$

Here $V_{\Omega}: \Omega \rightarrow[0, \infty)$ is a given continuous "confining potential", namely with $V(x) \rightarrow \infty$ as $x \rightarrow \partial \Omega$; hence, (2.2) is a synthetic way to state that, for any $\Omega^{\prime} \Subset \Omega, \boldsymbol{X}(t, x)$ is not contained in $\Omega^{\prime}$ for $t$ close to $T_{\Omega, \boldsymbol{X}}(x)$.

In our axiomatization, which parallels the one of [A1] and slightly differs from the one of the DiPerna-Lions theory (being only based on one-sided bounds on divergence and independent of the semigroup property), "maximal" refers to (2.2), while "regular" means the existence of constants $C\left(\Omega^{\prime}, \boldsymbol{X}\right)$ such that

$$
\begin{equation*}
\int_{\Omega^{\prime} \cap\left\{\boldsymbol{h}_{\Omega^{\prime}}>t\right\}} \phi(\boldsymbol{X}(t, x)) d x \leq C\left(\Omega^{\prime}, \boldsymbol{X}\right) \int_{\mathbb{R}^{d}} \phi(y) d y \quad \text { for all } \phi \in C_{c}\left(\mathbb{R}^{d}\right) \text { nonnegative } \tag{2.3}
\end{equation*}
$$

for all $t \in[0, T], \Omega^{\prime} \Subset \Omega$, where $\mathrm{h}_{\Omega^{\prime}}(x) \in\left[0, T_{\Omega, \boldsymbol{X}}(x)\right]$ is the first time that $\boldsymbol{X}(\cdot, x)$ hits $\mathbb{R}^{d} \backslash \Omega^{\prime}$. Under global bounds on the divergence, (2.3) can be improved to

$$
\begin{equation*}
\int_{\Omega \cap\left\{T_{\Omega, \boldsymbol{X}}>t\right\}} \phi(\boldsymbol{X}(t, x)) d x \leq C_{*} \int_{\mathbb{R}^{d}} \phi(y) d y \quad \text { for all } \phi \in C_{c}\left(\mathbb{R}^{d}\right) \text { nonnegative } \tag{2.4}
\end{equation*}
$$

for all $t \in[0, T]$, but many structural properties can be proved with (2.3) only.
Uniqueness of the maximal regular flow follows basically from the "probabilistic" techniques developed in [A1], which allow one to transfer uniqueness results at the level of the PDE (the continuity equation), here axiomatized, into uniqueness results at the level of the ODE. Existence follows by analogous techniques; the main new difficulty here is that even if we truncate $\boldsymbol{b}$ by multiplying it by a $C_{c}^{\infty}(\Omega)$ cut-off function, the resulting vector field has not divergence in $L^{\infty}$ (just $L^{1}$, actually, when $\left|\boldsymbol{b}_{t}\right| \notin L_{\text {loc }}^{\infty}(\Omega)$ ), hence the standard theory is not applicable. Hence, several new ideas and techniques need to be introduced to handle this new situation. These results are achieved in Section 2.2.

Besides existence and uniqueness, we discuss in the next chapter the natural semigroup and stability properties of maximal regular flows, as well as the proper blow up of trajectories. The concepts introduced in this Chapter, together with their properties described in Chapter 3 and 4, will be applied in Chapter 8 to describe the lagrangian structure of weak solutions of the Vlasov-Poisson equation and to prove existence of weak solutions with $L^{1}$ summability of the initial datum.

### 2.1 Regular flow, hitting time, maximal flow

Definition 2.1 (Local regular flow). Let $B \in \mathcal{B}\left(\mathbb{R}^{d}\right), \tau>0$, and $\boldsymbol{b}:(0, \tau) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ Borel. We say that $\boldsymbol{X}:[0, \tau] \times B \rightarrow \mathbb{R}^{d}$ is a local regular flow starting from $B$ (relative to b) up to $\tau$ if the following two properties hold:
(i) for $\mathscr{L}^{d}$-a.e. $x \in B, \boldsymbol{X}(\cdot, x) \in A C\left([0, \tau] ; \mathbb{R}^{d}\right)$ and solves the $\operatorname{ODE} \dot{x}(t)=\boldsymbol{b}_{t}(x(t))$ $\mathscr{L}^{1}$-a.e. in $(0, \tau)$, with the initial condition $\boldsymbol{X}(0, x)=x$;
(ii) there exists a constant $C=C(\boldsymbol{X})$ satisfying $\boldsymbol{X}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\llcorner B) \leq C \mathscr{L}^{d}\right.$.

In the previous definition, as long as the image of $[0, \tau] \times B$ through $\boldsymbol{X}$ is contained in an open set $\Omega$, it is not necessary to specify the vector field $\boldsymbol{b}$ outside $\Omega$. By Theorem 1.12 we obtain a consistency result of the local regular flows with values in $\Omega$ in the intersection of their domains.

Lemma 2.2 (Consistency of local regular flows). Assume that $\boldsymbol{b}$ satisfies ( $a-\Omega$ ) and ( $b-\Omega$ ). Let $\boldsymbol{X}_{i}$ be local regular flows starting from $B_{i}$ up to $\tau_{i}, i=1$, 2 , with $\boldsymbol{X}_{i}\left(\left[0, \tau_{i}\right] \times B_{i}\right) \subset \Omega$. Then

$$
\begin{equation*}
\boldsymbol{X}_{1}(\cdot, x) \equiv \boldsymbol{X}_{2}(\cdot, x) \quad \text { in }\left[0, \tau_{1} \wedge \tau_{2}\right], \text { for } \mathscr{L}^{d}-\text { a.e. } x \in B_{1} \cap B_{2} \tag{2.5}
\end{equation*}
$$

Proof. Take $B \subset B_{1} \cap B_{2}$ Borel with $\mathscr{L}^{d}(B)$ finite, and apply Theorem 1.12 with $T=\tau_{1} \wedge \tau_{2}, m=d$, and

$$
\boldsymbol{\lambda}:=\frac{1}{2} \int\left(\delta_{\boldsymbol{X}_{1}(\cdot, x)}+\delta_{\boldsymbol{X}_{2}(\cdot, x)}\right) d \mathscr{L}_{B}^{d}(x)
$$

where $\mathscr{L}_{B}^{d}$ is the normalized Lebesgue measure on $B$.
If we consider a smooth vector field $\boldsymbol{b}$ in a domain $\Omega$, a maximal flow of $\boldsymbol{b}$ in $\Omega$ would be given by the trajectories of $\boldsymbol{b}$ until they hit the boundary of $\Omega$. In order to deal at the same time with bounded and unbounded domains (including the case $\Omega=\mathbb{R}^{d}$ ) we introduce a continuous potential function $V_{\Omega}: \Omega \rightarrow[0, \infty)$ satisfying

$$
\begin{equation*}
\lim _{x \rightarrow \partial \Omega} V_{\Omega}(x)=\infty \tag{2.6}
\end{equation*}
$$

meaning that for any $M>0$ there exists $K \Subset \Omega$ with $V_{\Omega}>M$ on $\Omega \backslash K$ (in particular, when $\Omega=\mathbb{R}^{d}, V_{\Omega}(x) \rightarrow \infty$ as $\left.|x| \rightarrow \infty\right)$. For instance, an admissible potential is given by $V_{\Omega}(x)=\max \left\{\left[\operatorname{dist}\left(x, \mathbb{R}^{d} \backslash \Omega\right)\right]^{-1},|x|\right\}$.
Definition 2.3 (Hitting time in $\Omega$ ). Let $\tau>0, \Omega \subset \mathbb{R}^{d}$ open and $\eta:[0, \tau) \rightarrow \mathbb{R}^{d}$ continuous. We define the hitting time of $\eta$ in $\Omega$ as

$$
\mathrm{h}_{\Omega}(\eta):=\sup \left\{t \in[0, \tau): \max _{[0, t]} V_{\Omega}(\eta)<\infty\right\}
$$

with the convention $\mathrm{h}_{\Omega}(\eta)=0$ if $\eta(0) \notin \Omega$.
It is easily seen that this definition is independent of the choice of $V_{\Omega}$, that $\mathrm{h}_{\Omega}(\eta)>0$ whenever $\eta(0) \in \Omega$, and that

$$
\begin{equation*}
\mathrm{h}_{\Omega}(\eta)<\tau \quad \Longrightarrow \quad \limsup _{t \uparrow \mathrm{~h}_{\Omega}(\eta)} V_{\Omega}(\eta(t))=\infty \tag{2.7}
\end{equation*}
$$

Using $V_{\Omega}$ we can also define the concept of maximal regular flow, where "regular" refers to the local bounded compression condition (2.8).

Definition 2.4 (Maximal regular flow in an open set $\Omega$ ). Let $\boldsymbol{b}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$ be a Borel vector field. We say that a Borel map $\boldsymbol{X}$ is a maximal regular flow relative to $\boldsymbol{b}$ in $\Omega$ if there exists a Borel map $T_{\Omega, \boldsymbol{X}}: \Omega \rightarrow(0, T]$ such that $\boldsymbol{X}(t, x)$ is defined in the set $\left\{(t, x): t<T_{\Omega, \boldsymbol{X}}(x)\right\}$ and the following properties hold:
(i) for $\mathscr{L}^{d}$-a.e. $x \in \Omega, \boldsymbol{X}(\cdot, x) \in A C_{\mathrm{loc}}\left(\left[0, T_{\Omega, \boldsymbol{X}}(x)\right) ; \mathbb{R}^{d}\right)$, and solves the $\mathrm{ODE} \dot{x}(t)=$ $\boldsymbol{b}_{t}(x(t)) \mathscr{L}^{1}$-a.e. in $\left(0, T_{\Omega, \boldsymbol{X}}(x)\right)$, with the initial condition $\boldsymbol{X}(0, x)=x$;
(ii) for any $\Omega^{\prime} \Subset \Omega$ there exists a constant $C\left(\Omega^{\prime}, \boldsymbol{X}\right)$ such that

$$
\begin{equation*}
\boldsymbol{X}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{\Omega^{\prime}}>t\right\}\right) \leq C\left(\Omega^{\prime}, \boldsymbol{X}\right) \mathscr{L}^{d}\left\llcorner\Omega^{\prime} \quad \forall t \in[0, T]\right.\right. \tag{2.8}
\end{equation*}
$$

where

$$
T_{\Omega^{\prime}}(x):= \begin{cases}\mathrm{h}_{\Omega^{\prime}}(\boldsymbol{X}(\cdot, x)) & \text { for } x \in \Omega^{\prime}  \tag{2.9}\\ 0 & \text { otherwise }\end{cases}
$$

(iii) $\limsup _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)} V_{\Omega}(\boldsymbol{X}(t, x))=\infty$ for $\mathscr{L}^{d}$-a.e. $x \in \Omega$ such that $T_{\Omega, \boldsymbol{X}}(x)<T$.

Notice that (2.8) could be equivalently written as

$$
\boldsymbol{X}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{\Omega^{\prime}}>t\right\}\right) \leq C\left(\Omega^{\prime}, \boldsymbol{X}\right) \mathscr{L}^{d} \quad \text { for all } t \in[0, T]\right.
$$

because the push-forward measure is concentrated on $\Omega^{\prime}$; so the real meaning of this requirement is that the push forward measure must have a bounded density w.r.t. $\mathscr{L}^{d}$. In turn, (2.8) is not equivalent to require that $\left(\boldsymbol{X}(t, \cdot)_{\#} \mathscr{L}^{d}\right)\left\llcorner\Omega^{\prime} \leq C\left(\Omega^{\prime}, \boldsymbol{X}\right) \mathscr{L}^{d}\right.$, since trajectories may be compressed while they are outside $\Omega^{\prime}$ and then enter $\Omega^{\prime}$ again. Let us emphasize that our assumption (3.41) is not equivalent to require that $\left(\boldsymbol{X}(t, \cdot)_{\#} \mathscr{L}^{d}\right)\left\llcorner\Omega^{\prime} \leq\right.$ $C\left(\Omega^{\prime}, \boldsymbol{X}\right) \mathscr{L}^{d}$. Indeed, with our assumption trajectories may be compressed when they are outside $\Omega^{\prime}$ and then

Indeed in our case we are only assuming that the flow has bounded compression as long as the trajectories remain inside $\Omega^{\prime}$, while the latter assumption In turn, (3.41) is not equivalent to require that $\left(\boldsymbol{X}(t, \cdot)_{\#} \mathscr{L}^{d}\right)\left\llcorner\Omega^{\prime} \leq C\left(\Omega^{\prime}, \boldsymbol{X}\right) \mathscr{L}^{d}\right.$, since trajectories may be compressed while they are outside $\Omega^{\prime}$ and then enter $\Omega^{\prime}$ again.

Remark 2.5 (Maximal regular flows induce regular flows). Given any maximal regular flow $\boldsymbol{X}$ in $\Omega, \tau \in(0, T)$, and a Borel set $B \subset \Omega$ such that $T_{\Omega, \boldsymbol{X}}>\tau$ on $B$ and

$$
\{\boldsymbol{X}(t, x): x \in B, t \in[0, \tau]\} \Subset \Omega
$$

we have an induced local regular flow in the set $B$ up to time $\tau$.
Remark 2.6 (Invariance in the equivalence class of $\boldsymbol{b}$ ). It is important and technically useful (see for instance [A2]) to underline that the concepts of local regular flow and of maximal regular flow are invariant in the Lebesgue equivalent class, exactly as our constitutive assumptions (a- $\Omega$ ), (b- $\Omega$ ), and the global/local bounds on the divergence of
$\boldsymbol{b}$. Indeed, for local regular flows, Definition 2.1(ii) in conjunction with Fubini's theorem implies that for any $\mathscr{L}^{1+d}$-negligible set $N \subset(0, T) \times \mathbb{R}^{d}$ the set

$$
\left\{x \in B: \mathscr{L}^{1}(\{t \in(0, \tau):(t, \boldsymbol{X}(t, x)) \in N\})>0\right\}
$$

is $\mathscr{L}^{d}$-negligible. An analogous argument, based on (2.8), applies to maximal regular flows.

### 2.2 Existence and uniqueness of the maximal regular flow

In this section we consider a Borel vector field $\boldsymbol{b}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$ such that the spatial divergence $\operatorname{div} \boldsymbol{b}_{t}(\cdot)$ in the sense of distributions satisfies

$$
\begin{equation*}
\forall \Omega^{\prime} \Subset \Omega, \operatorname{div} \boldsymbol{b}_{t}(\cdot) \geq m(t) \quad \text { in } \Omega^{\prime}, \text { with } L\left(\Omega^{\prime}, \boldsymbol{b}\right):=\int_{0}^{T}|m(t)| d t<\infty \tag{2.10}
\end{equation*}
$$

and which satisfies the assumptions $(\mathrm{a}-\Omega),(\mathrm{b}-\Omega)$ of Section 1.3 , namely
$(\mathrm{a}-\Omega) \int_{0}^{T} \int_{\Omega^{\prime}}\left|\boldsymbol{b}_{t}(x)\right| d x d t<\infty$ for any $\Omega^{\prime} \Subset \Omega ;$
(b- $\Omega$ ) for any nonnegative $\bar{\rho} \in L_{+}^{\infty}(\Omega)$ with compact support in $\Omega$ and any closed interval $I=[a, b] \subset[0, T]$, the continuity equation

$$
\frac{d}{d t} \rho_{t}+\operatorname{div}\left(\boldsymbol{b}_{t} \rho_{t}\right)=0 \quad \text { in }(a, b) \times \Omega
$$

has at most one weakly* continuous solution $I \ni t \mapsto \rho_{t} \in \mathcal{L}_{I, \Omega}$ (defined in (1.9)) with $\rho_{a}=\bar{\rho}$.

Remark 2.7. Assumption (2.10) could be weakened to $m \in L^{1}\left(0, T_{0}\right)$ for all $T_{0} \in(0, T)$, but we made it global in time to avoid time-dependent constants in our estimates (and, in any case, the maximal flow could be obtained in this latter case by a simple gluing procedure w.r.t. time).

In order to construct a maximal regular flow, we would like to approximate the vector field $\boldsymbol{b}$ by convolution and then consider a suitable weak limit of the approximated flows. However, due to the lack of global bounds on $\boldsymbol{b}$, we have to exclude the possibility that trajectories escape to infinity faster and faster as the convolution parameter vanishes, because in this case the existence time of the limit trajectory would be 0 . The following a priori estimate excludes this phenomenon by showing that the blow-up time is strictly positive almost everywhere.

Remark 2.8 (An a priori estimate on the existence time). Let us consider a locally integrable vector field $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and a maximal regular flow $\boldsymbol{X}$ defined in the set $\left\{(s, x): s<T_{\boldsymbol{X}}(x)\right\}$. Then for every $t \in(0, T)$ and $r>0$

$$
\begin{equation*}
\left|\left\{x \in B_{r / 2}: T_{\boldsymbol{X}}(x) \leq t\right\}\right| \leq \frac{2}{r} C\left(B_{r}, \boldsymbol{X}\right) \int_{0}^{t} \int_{B_{r}}\left|\boldsymbol{b}_{s}(x)\right| d x d s \tag{2.11}
\end{equation*}
$$

where $C\left(B_{r}, \boldsymbol{X}\right)$ is the constant appearing in (2.8). In particular, letting $t \rightarrow 0$ in (2.11) with $r$ fixed, we find that for every $r>0$ the existence time $T_{\boldsymbol{X}}$ is strictly positive $\mathscr{L}^{d}$-a.e. in $B_{r / 2}$.

Indeed, let us consider the existence time $T_{B_{r}, \boldsymbol{X}}$ defined as in (2.9) and let $T_{B_{r}, \boldsymbol{X}}^{\prime}=$ $\min \left\{t, T_{B_{r}, \boldsymbol{X}}\right\}$. We notice that $r / 2 \leq\left|\boldsymbol{X}\left(T_{B_{r}, \boldsymbol{X}}^{\prime}(x), x\right)-\boldsymbol{X}(0, x)\right|$ on the set $\mid\left\{x \in B_{r / 2}\right.$ : $\left.T_{B_{r}, \boldsymbol{X}}(x) \leq t\right\} \mid$ and therefore, by the properties of the maximal regular flow, we have

$$
\begin{aligned}
\left|\left\{x \in B_{r / 2}: T_{\boldsymbol{X}}(x) \leq t\right\}\right| & \leq\left|\left\{x \in B_{r / 2}: T_{B_{r}, \boldsymbol{X}}(x) \leq t\right\}\right| \\
& \leq \frac{2}{r} \int_{B_{r}}\left|\boldsymbol{X}\left(T_{B_{r}, \boldsymbol{X}}^{\prime}(x), x\right)-\boldsymbol{X}(0, x)\right| d x \\
& \leq \frac{2}{r} \int_{B_{r}} \int_{0}^{T_{B_{r}, \boldsymbol{X}}}{ }^{(x)}|\dot{\boldsymbol{X}}(s, x)| d s d x \\
& \leq \frac{2}{r} \int_{B_{r}} \int_{0}^{T_{B_{r}, \boldsymbol{X}^{\prime}}^{(x)}}\left|\boldsymbol{b}_{s}(\boldsymbol{X}(s, x))\right| d s d x \\
& \leq \frac{2}{r} \int_{0}^{t} \int_{B_{r} \cap\left\{T_{B_{r}, \boldsymbol{X}}(x)>s\right\}}\left|\boldsymbol{b}_{s}(\boldsymbol{X}(s, x))\right| d x d s \\
& \leq \frac{2}{r} C\left(B_{r}, \boldsymbol{X}\right) \int_{0}^{t} \int_{B_{r}}\left|\boldsymbol{b}_{s}(x)\right| d x d s
\end{aligned}
$$

This proves (2.8).
Estimate (2.11) is enough to prove local existence of a regular flow, but once this object has been built it is not clear how to extend each trajectory up to the blow-up time. For this reason, we first build maximal regular flows in every bounded open set $A$, compactly contained in our given domain $\Omega$, where $\boldsymbol{b}$ is integrable (in this context "maximal" refers to the fact that a trajectory may hit the boundary of the open set $A$ ). Then, we glue these flows together to obtain a global existence result.

We also mention that a different approach to construct maximal regular flows in $\mathbb{R}^{d}$, instead of building the local ones first, consists in employing the one-point compactification of $\mathbb{R}^{d}$ and a "damped" stereographic projection, with damping chosen in therms of the vector field $\boldsymbol{b}$, as it will be done in Section 4.3. However, this method of proof requires a global bound on the divergence of $\boldsymbol{b}$ that can be replaced with a local bound following the approach below.

The first step in the construction of the maximal regular flow will be the following local existence result.

Theorem 2.9 (Local existence). Let $\boldsymbol{b}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$ be a Borel vector field which satisfies $(a-\Omega),(b-\Omega),(2.10)$, and let $A \Subset \Omega$ be open. Then there exist a Borel map $T_{A}: A \rightarrow(0, T]$ and a Borel map $\boldsymbol{X}(t, x)$, defined for $x \in A$ and $t \in\left[0, T_{A}(x)\right]$, such that:
(a) for $\mathscr{L}^{d}$-a.e. $x \in A, \boldsymbol{X}(\cdot, x) \in A C\left(\left[0, T_{A}(x)\right] ; \mathbb{R}^{d}\right), \boldsymbol{X}(0, x)=x, \boldsymbol{X}(t, x) \in A$ for all $t \in\left[0, T_{A}(x)\right)$, and $\boldsymbol{X}\left(T_{A}(x), x\right) \in \partial A$ when $T_{A}(x)<T ;$
(b) for $\mathscr{L}^{d}{ }_{-}$a.e. $x \in A, \boldsymbol{X}(\cdot, x)$ solves the $O D E \dot{\gamma}=\boldsymbol{b}_{t}(\gamma)$ in $\left(0, T_{A}(x)\right)$;
(c) $\boldsymbol{X}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{A}>t\right\}\right) \leq e^{L(A, \boldsymbol{b})} \mathscr{L}^{d}\llcorner A\right.$ for all $t \in[0, T]$, where $L(A, \boldsymbol{b})$ is the constant in (2.10).

Notice that since the statement of the theorem is local (see also Section 2.3, in connection with property $(\mathrm{b}-\Omega)$ ), we need only to prove it under the assumption $|\boldsymbol{b}| \in$ $L^{1}((0, T) \times \Omega)$, which is stronger than (a- $\left.\Omega\right)$.

We will obtain Theorem 2.9 via an approximation procedure which involves the concept of regular generalized flow in closed domains, where now "regular" refers to the fact that the bounded compression condition is imposed only in the interior of the domain.

Definition 2.10 (Regular generalized flow in $\bar{A}$ ). Let $A \subset \mathbb{R}^{d}$ be an open set and let $\boldsymbol{c}:(0, T) \times \bar{A} \rightarrow \mathbb{R}^{d}$ be a Borel vector field. A probability measure $\boldsymbol{\eta}$ in $C\left([0, T] ; \mathbb{R}^{d}\right)$ is said to be a regular generalized flow on $\bar{A}$ if the following two conditions hold:
(i) $\boldsymbol{\eta}$ is concentrated on

$$
\left\{\eta \in A C([0, T] ; \bar{A}): \dot{\eta}(t)=\boldsymbol{c}_{t}(\eta(t)) \text { for } \mathscr{L}^{1} \text {-a.e. } t \in(0, T)\right\}
$$

(ii) there exists $C:=C(\boldsymbol{\eta}) \in(0, \infty)$ satisfying

$$
\begin{equation*}
\left(\left(e_{t}\right)_{\#} \boldsymbol{\eta}\right)\left\llcorner A \leq C \mathscr{L}^{d} \quad \forall t \in[0, T] .\right. \tag{2.12}
\end{equation*}
$$

Any constant $C$ for which (2.12) holds is called a compressibility constant of $\boldsymbol{\eta}$.
The class of regular generalized flows enjoys good tightness and stability properties. We recall that a sequence $\boldsymbol{\eta}^{n} \in \mathscr{P}(C([0, T] ; \bar{A}))$ is said tight if for every $\varepsilon>0$ there exists a compact set $\Gamma_{\varepsilon} \subseteq C([0, T] ; \bar{A})$ such that $\boldsymbol{\eta}^{n}\left(C([0, T] ; \bar{A}) \backslash \Gamma_{\varepsilon}\right) \leq \varepsilon$ for every $n \in$ $\mathbb{N}$. Equivalently, the sequence $\boldsymbol{\eta}^{n}$ is said to be tight if there exists a coercive, lower semicontinuous functional $\Sigma: C([0, T] ; \bar{A}) \rightarrow[0, \infty]$ such that $\sup _{n \in \mathbb{N}} \int \Sigma d \boldsymbol{\eta}^{n}<\infty$. We state the tightness and stability properties in the case of interest for us, namely when the velocity vanishes at the boundary. Notice that, in the following theorem, assumption (2.13) requires the convergence of the vector fields in $L^{1}\left((0, T) \times A ; \mathbb{R}^{d}\right)$ and not only in $L_{\text {loc }}^{1}$; this allows to apply Dunford-Pettis's theorem to prove the tightness of any sequence of generalized regular flows with bounded compressibility constants.

Theorem 2.11 (Tightness and stability of regular generalized flows in $\bar{A}$ ). Let $A \subset \mathbb{R}^{d}$ be a bounded open set, let $\boldsymbol{c}, \boldsymbol{c}^{n}:(0, T) \times \bar{A} \rightarrow \mathbb{R}^{d}$ be Borel vector fields such that $\boldsymbol{c}=\boldsymbol{c}^{n}=0$ on $(0, T) \times\left(\mathbb{R}^{d} \backslash A\right)$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \boldsymbol{c}^{n}=\boldsymbol{c} \quad \text { in } L^{1}\left((0, T) \times A ; \mathbb{R}^{d}\right) \tag{2.13}
\end{equation*}
$$

Let $\boldsymbol{\eta}^{n} \in \mathscr{P}(C([0, T] ; \bar{A}))$ be regular generalized flows of $\boldsymbol{c}^{n}$ in $\bar{A}$ and let us assume that the best compressibility constants $C_{n}$ of $\boldsymbol{\eta}^{n}$ satisfy $\sup _{n} C_{n}<\infty$. Then $\left(\boldsymbol{\eta}^{n}\right)$ is tight, any limit point $\boldsymbol{\eta}$ is a regular generalized flow of $\boldsymbol{c}$ in $\bar{A}$, and the following implication holds:

$$
\begin{equation*}
\left(( e _ { t } ) _ { \# } \boldsymbol { \eta } ^ { n } \llcorner \Gamma ) \left\llcornerA^{\prime} \leq c_{n} \mathscr{L}^{d} \quad \text { for some } c_{n}>0 \quad \Longrightarrow \quad\left(( e _ { t } ) _ { \# } \boldsymbol { \eta } \llcorner \Gamma ) \left\llcornerA^{\prime} \leq \liminf _{n} c_{n} \mathscr{L}^{d}\right.\right.\right.\right. \tag{2.14}
\end{equation*}
$$

for any choice of open sets $\Gamma \subset C([0, T] ; \bar{A})$ and $A^{\prime} \subset A$.

In the previous theorem the assumption that all the vector fields vanish on the boundary of $A$ allows us to say the following: if an integral curve of $\boldsymbol{c}^{n}$ in $A$ hits $\partial A$ and stops there, then it is still an integral curve of $\boldsymbol{c}^{n}$ on the whole $\bar{A}$. We remark that the previous theorem is invariant if the vector fields $\boldsymbol{c}^{n}$ are modified on a set of Lebesgue measure zero in $(0, T) \times A$, thanks to the compressibility condition (2.12) required in $A$; on the contrary, the value of $\boldsymbol{c}^{n}$ on $\partial A$ has to be understood in a pointwise sense.

Proof of Theorem 2.11. By Dunford-Pettis' theorem, since the family $\left\{\boldsymbol{c}^{n}\right\}$ is compact in $L^{1}\left(\bar{A} ; \mathbb{R}^{d}\right)$ (recall that $\boldsymbol{c}_{n}(t, \cdot)$ vanish outside of $\left.A\right)$, there exists a modulus of integrability for $\boldsymbol{c}^{n}$, namely an increasing, convex, superlinear function $F:[0, \infty) \rightarrow[0, \infty)$ such that $F(0)=0$ and

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \int_{0}^{T} \int_{\bar{A}} F\left(\left|\boldsymbol{c}^{n}(t, x)\right|\right) d x d t<\infty \tag{2.15}
\end{equation*}
$$

Let us introduce the functional $\Sigma: C\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow[0, \infty]$ as follows

$$
\Sigma(\eta):= \begin{cases}\int_{0}^{T} F(|\dot{\eta}(t)|) d t & \text { if } \eta \in A C([0, T] ; \bar{A}), \\ \infty & \text { if } \eta \in C\left([0, T] ; \mathbb{R}^{d}\right) \backslash A C([0, T] ; \bar{A})\end{cases}
$$

Using Ascoli-Arzelà theorem, the compactness of $\bar{A}$, and a well-known lower semicontinuity result due to Ioffe (see for instance [AFP, Theorem 5.8]), it turns out that $\Sigma$ is lower semicontinuous and coercive, namely its sublevels $\{\Sigma \leq M\}$ are compact.

Since $\boldsymbol{\eta}^{n}$ is concentrated on $A C([0, T] ; \bar{A})$ we get

$$
\begin{aligned}
\int \Sigma d \boldsymbol{\eta}^{n} & =\iint_{0}^{T} F(|\dot{\eta}|) d t d \boldsymbol{\eta}^{n}(\eta) \\
& =\int_{0}^{T} \int_{\bar{A}} F\left(\left|\boldsymbol{c}^{n}\right|\right) d\left[\left(e_{t}\right)_{\#} \boldsymbol{\eta}^{n}\right] d t \\
& \leq C_{n} \int_{0}^{T} \int_{\bar{A}} F\left(\left|\boldsymbol{c}^{n}\right|\right) d x d t
\end{aligned}
$$

so that that $\int \Sigma d \boldsymbol{\eta}^{n}$ is uniformly bounded thanks to (2.15). Therefore Prokhorov compactness theorem provides the existence of limit points. Since $\Sigma$ is lower semicontinuous we obtain that any limit point $\boldsymbol{\eta}$ satisfies $\int \Sigma d \boldsymbol{\eta}<\infty$, therefore $\boldsymbol{\eta}$ is concentrated on $A C([0, T] ; \bar{A})$.

Let $C:=\liminf _{n \in \mathbb{N}} C_{n}<\infty$. Since $\left(e_{t}\right)_{\#} \boldsymbol{\eta}^{n}$ narrowly converge to $\left(e_{t}\right)_{\#} \boldsymbol{\eta}$, we know that for any open set $A^{\prime} \subset A$ there holds

$$
\left(e_{t}\right)_{\#} \boldsymbol{\eta}\left(A^{\prime}\right) \leq \liminf _{n \rightarrow \infty}\left(e_{t}\right)_{\#} \boldsymbol{\eta}^{n}\left(A^{\prime}\right) \leq C \mathscr{L}^{d}\left(A^{\prime}\right) \quad \forall t \in[0, T]
$$

Since $A^{\prime}$ is arbitrary we deduce that $\boldsymbol{\eta}$ satisfies (2.12). A similar argument provides its localized version (2.14). To show that $\boldsymbol{\eta}$ is concentrated on integral curves of $\boldsymbol{c}$, it suffices to show that

$$
\begin{equation*}
\int\left|\eta(t)-\eta(0)-\int_{0}^{t} \boldsymbol{c}_{s}(\eta(s)) d s\right| d \boldsymbol{\eta}(\eta)=0 \tag{2.16}
\end{equation*}
$$

for any $t \in[0, T]$. The technical difficulty is that this test function, due to the lack of regularity of $\boldsymbol{c}$, is not continuous with respect to $\eta$. To this aim, we prove that

$$
\begin{equation*}
\int\left|\eta(t)-\eta(0)-\int_{0}^{t} \boldsymbol{c}_{s}^{\prime}(\eta(s)) d s\right| d \boldsymbol{\eta}(\eta) \leq C \int_{(0, T) \times A}\left|\boldsymbol{c}-\boldsymbol{c}^{\prime}\right| d x d t \tag{2.17}
\end{equation*}
$$

for any continuous vector field $\boldsymbol{c}^{\prime}:[0, T] \times \bar{A} \rightarrow \mathbb{R}^{d}$ with $\boldsymbol{c}^{\prime}=0$ in $[0, T] \times \partial A$. Then, choosing a sequence $\left(\boldsymbol{c}_{n}^{\prime}\right)$ of such vector fields converging to $\boldsymbol{c}$ in $L^{1}\left(\bar{A} ; \mathbb{R}^{d}\right)$ and noticing that

$$
\begin{aligned}
\iint_{0}^{T}\left|\boldsymbol{c}_{s}(\eta(s))-\boldsymbol{c}_{n s}^{\prime}(\eta(s))\right| d s d \boldsymbol{\eta}(\eta) & =\int_{0}^{T} \int_{A}\left|\boldsymbol{c}-\boldsymbol{c}_{n}^{\prime}\right| d\left(e_{s}\right) \# \boldsymbol{\eta} d s \\
& \leq C_{n} \int_{(0, T) \times A}\left|\boldsymbol{c}-\boldsymbol{c}_{n}^{\prime}\right| d x d t
\end{aligned}
$$

converges to 0 as $n$ goes to $\infty$, we can take the limit in (2.17) with $\boldsymbol{c}^{\prime}=\boldsymbol{c}_{n}^{\prime}$ to obtain (2.16).

It remains to show (2.17). This is a limiting argument based on the fact that (2.16) holds for $\boldsymbol{c}^{n}, \boldsymbol{\eta}^{n}$ :

$$
\begin{aligned}
\int\left|\eta(t)-\eta(0)-\int_{0}^{t} \boldsymbol{c}_{s}^{\prime}(\eta(s)) d s\right| d \boldsymbol{\eta}^{n}(\eta) & =\int \mid \int_{0}^{t}\left(\boldsymbol{c}_{s}^{n}\left(\eta(s)-\boldsymbol{c}_{s}^{\prime}(\eta(s))\right) d s \mid d \boldsymbol{\eta}^{n}(\eta)\right. \\
& \leq \iint_{0}^{t}\left|\boldsymbol{c}_{s}^{n}-\boldsymbol{c}_{s}^{\prime}\right|(\eta(s)) d s d \boldsymbol{\eta}^{n}(\eta) \\
& =\int_{0}^{t} \int_{A}\left|\boldsymbol{c}_{s}^{n}-\boldsymbol{c}_{s}^{\prime}\right| d\left[\left(e_{s}\right)_{\#} \boldsymbol{\eta}^{n}\right] d s \\
& \leq C_{n} \int_{0}^{t} \int_{A}\left|\boldsymbol{c}^{n}-\boldsymbol{c}^{\prime}\right| d x d s
\end{aligned}
$$

Taking the limit in the chain of inequalities above we obtain (2.17).
Now we show how Theorem 2.9 can be deduced from the existence of regular generalized flows in $\bar{A}$; indeed, assumption (b- $\Omega$ ) allows to prove through Theorem 1.12 that generalized regular flows on $\bar{A}$ are induced by a proper regular flow defined on $A$. In the second part of the proposition, we show that flows associated to sufficiently smooth vector fields induce regular generalized flows (actually even classical ones, but we will need them in generalized form to take limits).

Proposition 2.12. (i) Let $\boldsymbol{b}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$ be a Borel vector field which satisfies ( $a-\Omega$ ) and $(b-\Omega)$, let $A \Subset \Omega$ be an open set, and let $\boldsymbol{\eta}$ be a regular generalized flow in $\bar{A}$ relative to $\boldsymbol{c}=\chi_{A} \boldsymbol{b}$ with compressibility constant $C$ and that satisfies $\left(e_{0}\right)_{\#} \boldsymbol{\eta}=\rho_{0} \mathscr{L}^{d}$ with $\rho_{0}>0$ $\mathscr{L}^{d}$-a.e. in A. Then there exist $\boldsymbol{X}$ and $T_{A}$ as in Theorem 2.9(a)-(b) that satisfy

$$
\begin{equation*}
\boldsymbol{X}(t, \cdot)_{\#}\left(\rho_{0}\left\llcorner\left\{T_{A}>t\right\}\right) \leq C \mathscr{L}^{d}\llcorner A\right. \tag{2.18}
\end{equation*}
$$

for all $t \in[0, T]$.
(ii) Let $\boldsymbol{b} \in C^{\infty}\left([0, T] \times \bar{A} ; \mathbb{R}^{d}\right)$. Then there exists a regular generalized flow $\boldsymbol{\eta}$ associated to $\boldsymbol{b} \chi_{A}$, with $\left(e_{0}\right)_{\#} \boldsymbol{\eta}$ equal to the normalized Lebesgue measure in $A$ and satisfying

$$
\begin{equation*}
\left(( e _ { t } ) _ { \# } \boldsymbol { \eta } \llcorner \{ \mathrm { h } _ { A ^ { \prime } } ( \cdot ) > t \} ) \left\llcornerA^{\prime} \leq \frac{e^{L\left(A^{\prime}, \boldsymbol{b}\right)}}{\mathscr{L}^{d}(A)} \mathscr{L}^{d} \quad \forall t \in[0, T]\right.\right. \tag{2.19}
\end{equation*}
$$

for any open set $A^{\prime} \Subset A$.
Proof. We first prove (i). Set $\mu_{0}=\rho_{0} \mathscr{L}^{d}$ and consider a family $\left\{\boldsymbol{\eta}_{x}\right\} \subset \mathscr{P}(C([0, T] ; \bar{A}))$ of conditional probability measures, concentrated on

$$
\left\{\eta \in A C([0, T] ; \bar{A}): \dot{\eta}=\boldsymbol{c}_{t}(\eta) \mathscr{L}^{1} \text {-a.e. in }(0, T), \eta(0)=x\right\}
$$

and representing $\boldsymbol{\eta}$, i.e., $\int \boldsymbol{\eta}_{x} d \mu_{0}(x)=\boldsymbol{\eta}$. We claim that $\mu_{0}$-almost every $x \in A$ :
(1) $\mathrm{h}_{A}(\eta)$ is equal to a positive constant for $\boldsymbol{\eta}_{x}$-a.e. $\eta$;
(2) if $T_{A}(x)$ is the constant in (1), $\left(e_{t}\right)_{\#} \boldsymbol{\eta}_{x}$ is a Dirac mass for all $t \in\left[0, T_{A}(x)\right]$.

By our assumption on $\mu_{0}$, the properties stated in the claim hold $\mathscr{L}^{d}$-a.e. in $A$. Hence, given the claim, if we define

$$
\boldsymbol{X}(t, x):=\int \eta(t) d \boldsymbol{\eta}_{x}(\eta)
$$

then for $\mathscr{L}^{d}$-a.e. $x \in A$ the integrand $\eta(t)$ is independent of $\eta$ as soon as $t<T_{A}(x)$, hence $\boldsymbol{X}(t, x)$ satisfies (a) and (b) in the statement of Theorem 2.9. The compressibility property (2.18) follows immediately from (2.12).

Let us prove our claim. We notice that the hitting time is positive for $\mu_{0}$-a.e. $x \in A$. For $q \in \mathbb{Q} \cap(0, T)$, we shall denote by $\Gamma_{q}$ the set $\left\{\eta: \mathrm{h}_{A}(\eta)>q\right\}$ and by $\Sigma^{q}: \Gamma_{q} \rightarrow$ $C([0, q] ; A)$ the map induced by restriction to $[0, q]$, namely $\Sigma^{q}(\eta)=\left.\eta\right|_{[0, q]}$.

In order to prove the claim it clearly suffices to show that, for all $q \in \mathbb{Q} \cap(0, T)$, $\Sigma_{\#}^{q}\left(\boldsymbol{\eta}_{x}\left\llcorner\Gamma_{q}\right)\right.$ is either a Dirac mass or it is null. So, for $q \in \mathbb{Q} \cap(0, T)$ and $\delta \in(0,1)$ fixed, it suffices to show that

$$
\boldsymbol{\lambda}_{x}:=\frac{1}{\boldsymbol{\eta}_{x}\left(\Gamma_{q}\right)} \Sigma_{\#}^{q}\left(\boldsymbol{\eta}_{x}\left\llcorner\Gamma_{q}\right) \in \mathscr{P}(C([0, q] ; A))\right.
$$

is a Dirac mass for $\mu_{0}$-a.e. $x$ satisfying $\boldsymbol{\eta}_{x}\left(\Gamma_{q}\right) \geq \delta$.
By construction the measures $\boldsymbol{\lambda}_{x}$ satisfy $\boldsymbol{\lambda}_{x} \leq \Sigma_{\#}^{q}\left(\boldsymbol{\eta}_{y}\left\llcorner\Gamma_{q}\right) / \delta\right.$ and they are concentrated on curves $[0, q] \ni t \mapsto \eta(t)$ starting at $x$ and solving the $\operatorname{ODE} \dot{\eta}=\boldsymbol{b}_{t}(\eta)$ in $(0, q)$. Therefore

$$
\boldsymbol{\lambda}:=\int_{\left\{x \in A: \boldsymbol{\eta}_{x}\left(\Gamma_{q}\right) \geq \delta\right\}} \boldsymbol{\lambda}_{x} d \mu_{0}(x) \in \mathscr{P}(C([0, q] ; A))
$$

satisfies all the assumptions of Theorem 1.12 with $T=q$ and $\Omega=A$, provided we check (1.12). To check this property with $C_{0}=C / \delta$, for $t \in[0, q]$ and $\varphi \in C_{c}(A)$ nonnegative
we use the fact that $\boldsymbol{\lambda}_{y} \leq \Sigma_{\#}^{q}\left(\boldsymbol{\eta}_{y}\left\llcorner\Gamma_{q}\right) / \delta\right.$ and the fact that $C$ is a compressibility constant of $\boldsymbol{\eta}$ to estimate

$$
\int_{\mathbb{R}^{d}} \varphi d\left(e_{t}\right)_{\#} \boldsymbol{\lambda} \leq \frac{1}{\delta} \int_{\mathbb{R}^{d}} \varphi d\left(e_{t}\right)_{\#}\left(\boldsymbol{\eta}\left\llcorner\Gamma_{q}\right) \leq \frac{1}{\delta} \int_{\mathbb{R}^{d}} \varphi d\left(e_{t}\right)_{\#} \boldsymbol{\eta} \leq \frac{C}{\delta} \int_{A} \varphi d x\right.
$$

Therefore Theorem 1.12 can be invoked: $\boldsymbol{\lambda}_{x}$ is a Dirac mass for $\mu_{0}$-a.e. $x$ and this gives that $\boldsymbol{\lambda}_{x}$ is a Dirac mass $\mu_{0}$-a.e. in $\left\{\boldsymbol{\eta}_{x}\left(\Gamma_{q}\right) \geq \delta\right\}$. This concludes the proof of (i).

For (ii), we begin by defining $\boldsymbol{\eta}$ with the standard Cauchy-Lipschitz theory. More precisely, for $x \in A$ we let $\boldsymbol{X}(t, x)$ be the unique solution to the ODE $\dot{\eta}=\boldsymbol{b}_{t}(\eta)$ with $\eta(0)=x$ until the first time $T_{A}(x)$ that $\boldsymbol{X}(t, x)$ hits $\partial A$, and then we define $\boldsymbol{X}(t, x)=$ $\boldsymbol{X}\left(t, T_{A}(x)\right)$ for all $t \in\left[T_{A}(x), T\right]$. Finally, denoting by $\mathscr{L}_{A}^{d}$ the normalized Lebesgue measure in $A$, we define $\boldsymbol{\eta}$ as the law under $\mathscr{L}_{A}^{d}$ of the map $x \mapsto \boldsymbol{X}(\cdot, x)$. With this construction it is clear that condition (i) in Definition 2.10 holds.

Let us check condition (ii) as well, in the stronger form (2.19). Recall that $\boldsymbol{X}$ is smooth before the hitting time and that the map $t \mapsto J(t):=\operatorname{det} \nabla_{x} \boldsymbol{X}(t, x)$ is nonnegative and solves the ODE

$$
\left\{\begin{array}{l}
\dot{J}(t)=J(t) \operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X}(t, x))  \tag{2.20}\\
J(0)=1
\end{array}\right.
$$

Now, fix an open set $A^{\prime} \Subset A$, and observe that (2.19) is equivalent to prove that for every $t \in[0, T]$

$$
\int_{A^{\prime} \cap\left\{x: \mathrm{h}_{A^{\prime}}(\boldsymbol{X}(\cdot, x))>t\right\}} \varphi(\boldsymbol{X}(t, x)) d x \leq e^{L\left(A^{\prime}, \boldsymbol{b}\right)} \int_{A^{\prime}} \varphi(x) d x \quad \text { for every } \varphi \in C_{c}\left(A^{\prime}\right)
$$

Fix $\varphi \in C_{c}\left(A^{\prime}\right)$ nonnegative and notice that $\varphi(\boldsymbol{X}(t, x))=0$ if $t \geq \mathrm{h}_{A^{\prime}}(\boldsymbol{X}(\cdot, x))$, hence $\operatorname{supp} \varphi \circ \boldsymbol{X}(t, \cdot)$ is a compact subset of the open set $G_{t}:=\left\{x: \mathrm{h}_{A^{\prime}}(\boldsymbol{X}(\cdot, x))>t\right\}$. By the change of variables formula

$$
\int_{\mathbb{R}^{d}} \varphi(\boldsymbol{X}(t, x)) \operatorname{det} \nabla_{x} \boldsymbol{X}(t, x) d x=\int_{\mathbb{R}^{d}} \varphi(x) d x
$$

in order to estimate from below the left-hand side it suffices to estimate from below $\operatorname{det} \nabla_{x} \boldsymbol{X}(t, x)$ in $G_{t}$; using (2.20) and Gronwall's lemma, this estimate is provided by $e^{-L\left(A^{\prime}, \boldsymbol{b}\right)}$.

Remark 2.13. For the proof of Theorem 3.2 we record the following facts, proved but not stated in Proposition 2.12: if $\boldsymbol{\eta}$ is as in the statement of the proposition, then for $\left(e_{0}\right)_{\#} \boldsymbol{\eta}$-a.e. $x$ the hitting time $\mathrm{h}_{A}(\eta)$ is equal to a positive constant $T_{A}(x)$ for $\boldsymbol{\eta}_{x}$-a.e. $\eta$; furthermore, $\left(e_{t}\right)_{\#} \boldsymbol{\eta}_{x}$ is a Dirac mass for all $t \in\left[0, T_{A}(x)\right]$.

Proof of Theorem 2.9. By the first part of Proposition 2.12, it suffices to build a regular generalized flow $\boldsymbol{\eta}$ in $\bar{A}$ relative to $\boldsymbol{c}=\chi_{A} \boldsymbol{b}$ with compressibility constant $e^{L(A, \boldsymbol{b})} / \mathscr{L}^{d}(A)$ such that $\left(e_{0}\right)_{\#} \boldsymbol{\eta}=\rho_{0} \mathscr{L}^{d}$ with $\rho_{0}>0 \mathscr{L}^{d}$-a.e. in $A$. By the second part of the proposition, we have existence of $\boldsymbol{\eta}$ with $\left(e_{0}\right)_{\#} \boldsymbol{\eta}$ equal to the normalized Lebesgue measure $\mathscr{L}_{A}^{d}$ and satisfying (2.19) whenever $\boldsymbol{b} \in C^{\infty}\left([0, T] \times \bar{A} ; \mathbb{R}^{d}\right)$.

Hence, to use this fact, extend $\boldsymbol{b}$ with the 0 value to $\mathbb{R} \times \mathbb{R}^{d}$ and let $\boldsymbol{b}_{\varepsilon}$ be mollified vector fields. We have that $L\left(A, \boldsymbol{b}_{\varepsilon}\right)$ are uniformly bounded (because $A \Subset \Omega$ ) and, in addition, the properties of convolution immediately yield

$$
\begin{equation*}
\underset{\varepsilon \downarrow 0}{\limsup } L\left(A^{\prime}, \boldsymbol{b}_{\varepsilon}\right) \leq L(A, \boldsymbol{b}) \quad \text { for any } A^{\prime} \Subset A \text { open. } \tag{2.21}
\end{equation*}
$$

If $\boldsymbol{\eta}_{\varepsilon}$ are regular generalized flows associated to $\boldsymbol{c}_{\varepsilon}=\chi_{A} \boldsymbol{b}_{\varepsilon}$, we can apply Theorem 2.11 to get that any limit point $\boldsymbol{\eta}$ is a regular generalized flow associated to $\boldsymbol{c}$ and it satisfies $\left(e_{0}\right)_{\#} \boldsymbol{\eta}=\mathscr{L}_{A}^{d}$. In addition, given $A^{\prime} \Subset A$ open we have

$$
\left(( e _ { t } ) _ { \# } \boldsymbol { \eta } _ { \varepsilon } \llcorner \{ \mathrm { h } _ { A ^ { \prime } } ( \cdot ) > t \} ) \left\llcornerA^{\prime} \leq \frac{e^{L\left(A^{\prime}, \boldsymbol{b}_{\varepsilon}\right)}}{\mathscr{L}^{d}(A)} \mathscr{L}^{d} \quad \forall t \in[0, T]\right.\right.
$$

thus (2.14) and (2.21) yield

$$
\left(( e _ { t } ) _ { \# } \boldsymbol { \eta } \llcorner \{ \mathrm { h } _ { A ^ { \prime } } ( \cdot ) > t \} ) \left\llcornerA^{\prime} \leq \frac{e^{L(A, \boldsymbol{b})}}{\mathscr{L}^{d}(A)} \mathscr{L}^{d} \quad \forall t \in[0, T] .\right.\right.
$$

Letting $A^{\prime} \uparrow A$ gives that $e^{L(A, \boldsymbol{b})} / \mathscr{L}^{d}(A)$ is a compressibility constant for $\boldsymbol{\eta}$.
Using a gluing procedure in space, we can now build the maximal regular flow in $\Omega$ using the flows provided by Theorem 2.9 in domains $\Omega_{n} \Subset \Omega_{n+1}$ with $\Omega_{n} \uparrow \Omega$.

Theorem 2.14. Let $\boldsymbol{b}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$ be a Borel vector field which satisfies ( $a-\Omega$ ) and $(b-\Omega)$. Then the maximal regular flow is unique, and existence is ensured under the additional assumption (2.10). In addition,
(a) for any $\Omega^{\prime} \Subset \Omega$ the compressibility constant $C\left(\Omega^{\prime}, \boldsymbol{X}\right)$ in Definition 2.4 can be taken to be $e^{L\left(\Omega^{\prime}, \boldsymbol{b}\right)}$, where $L\left(\Omega^{\prime}, \boldsymbol{b}\right)$ is the constant in (2.10);
(b) if $\boldsymbol{Y}$ is a regular flow in $B$ up to $\tau$ with values in $\Omega$, then $T_{\Omega, \boldsymbol{X}}>\tau \mathscr{L}^{d}$-a.e. in $B$ and

$$
\begin{equation*}
\boldsymbol{X}(\cdot, x)=\boldsymbol{Y}(\cdot, x) \quad \text { in }[0, \tau], \text { for } \mathscr{L}^{d} \text {-a.e. } x \in B \tag{2.22}
\end{equation*}
$$

Proof. Let us prove first the uniqueness of the maximal regular flow in $\Omega$. Given regular maximal flows $\boldsymbol{X}^{i}$ in $\Omega, i=1,2$, by Lemma 2.2 and Remark 2.5 we easily obtain

$$
\boldsymbol{X}^{1}(\cdot, x)=\boldsymbol{X}^{2}(\cdot, x) \quad \text { in }\left[0, T_{\Omega, \boldsymbol{X}^{1}}(x) \wedge T_{\Omega, \boldsymbol{X}^{2}}(x)\right), \text { for } \mathscr{L}^{d} \text {-a.e. } x \in \Omega
$$

On the other hand, for $\mathscr{L}^{d}$-a.e. $x \in\left\{T_{\Omega, \boldsymbol{X}^{1}}>T_{\Omega, \boldsymbol{X}^{2}}\right\}$, the image of $\left[0, T_{\Omega, \boldsymbol{X}^{2}}(x)\right]$ through $V_{\Omega}\left(\boldsymbol{X}^{1}(\cdot, x)\right)$ is bounded in $\mathbb{R}$, whereas the image of $\left[0, T_{\Omega, \boldsymbol{X}^{2}}(x)\right)$ through $V_{\Omega}\left(\boldsymbol{X}^{2}(\cdot, x)\right)$ is not. It follows that the set $\left\{T_{\Omega, \boldsymbol{X}^{1}}>T_{\Omega, \boldsymbol{X}^{2}}\right\}$ is $\mathscr{L}^{d}$-negligible. Reversing the roles of $\boldsymbol{X}^{1}$ and $\boldsymbol{X}^{2}$ we obtain that $T_{\Omega, \boldsymbol{X}^{1}}=T_{\Omega, \boldsymbol{X}^{2}} \mathscr{L}^{d}$-a.e. in $\Omega$.

In order to show existence we are going to use auxiliary flows $\boldsymbol{X}_{n}$ in $\Omega_{n}$ with hitting times $T_{n}: \Omega_{n} \rightarrow(0, T]$, i.e.,
(1) for $\mathscr{L}^{d}$-a.e. $x \in \Omega_{n}, \boldsymbol{X}_{n}(\cdot, x) \in A C\left(\left[0, T_{n}(x)\right] ; \mathbb{R}^{d}\right), \boldsymbol{X}_{n}(0, x)=x, \boldsymbol{X}_{n}(t, x) \in \Omega_{n}$ for all $t \in\left[0, T_{n}(x)\right)$, and $\boldsymbol{X}_{n}\left(T_{n}(x), x\right) \in \partial \Omega_{n}$ when $T_{n}(x)<T$, so that $\mathrm{h}_{\Omega_{n}}\left(\boldsymbol{X}_{n}(\cdot, x)\right)=$ $T_{n}(x)$;
(2) for $\mathscr{L}^{d}$-a.e. $x \in \Omega_{n}, \boldsymbol{X}_{n}(\cdot, x)$ solves the $\operatorname{ODE} \dot{\gamma}=\boldsymbol{b}_{t}(\gamma)$ in $\left(0, T_{n}(x)\right)$;
(3) $\boldsymbol{X}_{n}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{n}>t\right\}\right) \leq e^{L\left(\Omega_{n}, \boldsymbol{b}\right)} \mathscr{L}^{d}\left\llcorner\Omega_{n}\right.\right.$ for all $t \in[0, T]$, where $L\left(\Omega_{n}, \boldsymbol{b}\right)$ is given as in (2.10).

The existence of $\boldsymbol{X}_{n}, T_{n}$ as in (1), (2), (3) has been achieved in Theorem 2.9.
If $n \leq m$, the uniqueness argument outlined at the beginning of this proof gives immediately that $T_{n}(x) \leq T_{m}(x)$, and that $\boldsymbol{X}_{n}(\cdot, x) \equiv \boldsymbol{X}_{m}(\cdot, x)$ in $\left[0, T_{n}(x)\right]$ for $\mathscr{L}^{d}$-a.e. $x \in \Omega_{n}$. Hence the limits

$$
\begin{equation*}
T_{\Omega, \boldsymbol{X}}(x):=\lim _{n \rightarrow \infty} T_{n}(x), \quad \boldsymbol{X}(t, x)=\lim _{n \rightarrow \infty} \boldsymbol{X}_{n}(t, x) \quad t \in\left[0, T_{\Omega, \boldsymbol{X}}(x)\right) \tag{2.23}
\end{equation*}
$$

are well defined for $\mathscr{L}^{d}$-a.e. $x \in \Omega$. By construction

$$
\begin{equation*}
\boldsymbol{X}(\cdot, x)=\boldsymbol{X}_{n}(\cdot, x) \quad \text { in }\left[0, T_{n}(x)\right), \text { for } \mathscr{L}^{d} \text {-a.e. } x \in \Omega_{n} \tag{2.24}
\end{equation*}
$$

We now check that $\boldsymbol{X}$ and $T_{\Omega, \boldsymbol{X}}$ satisfy the conditions (i), (ii), (iii) of Definition 2.4. Property (i) is a direct consequence of property (2) of $\boldsymbol{X}_{n},(2.23)$, and (2.24).

In connection with property (ii) of Definition 2.4 , in the more specific form stated in (a) for any open set $\Omega^{\prime} \Subset \Omega$, it suffices to check it for all open sets $\Omega_{n}$ : indeed, it is clear that in the uniqueness proof we need it only for a family of sets that invade $\Omega$ and, as soon as uniqueness is established, we can always assume in our construction that $\Omega^{\prime}$ is one of the sets $\Omega_{n}$. Now, given $n$, we first remark that property (1) of $\boldsymbol{X}_{n}$ yields $T_{n}(x)=\mathrm{h}_{\Omega_{n}}(\boldsymbol{X}(\cdot, x))$ for $\mathscr{L}^{d}$-a.e. $x \in \Omega_{n}$; moreover (2.24) gives

$$
\boldsymbol{X}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{n}>t\right\}\right)=\boldsymbol{X}_{n}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{n}>t\right\}\right)\right.\right.
$$

for all $t \in[0, T]$. Hence, we can now use property (3) of $\boldsymbol{X}_{n}$ to get

$$
\begin{equation*}
\boldsymbol{X}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{n}>t\right\}\right) \leq e^{L\left(\Omega_{n}, \boldsymbol{b}\right)} \mathscr{L}^{d}\left\llcorner\Omega_{n} \quad \text { for every } t \in[0, T]\right.\right. \tag{2.25}
\end{equation*}
$$

which together with the identity $T_{n}(x)=\mathrm{h}_{\Omega_{n}}(\boldsymbol{X}(\cdot, x))$ for $\mathscr{L}^{d}$-a.e. $x \in \Omega_{n}$ concludes the verification of Definition 2.4(ii).

Now we check Definition 2.4(iii): we obtain that $\limsup V_{\Omega}(\boldsymbol{X}(t, x))=\infty$ as $t \uparrow$ $T_{\Omega, \boldsymbol{X}}(x)$ for $\mathscr{L}^{d}$-a.e. $x \in \Omega$ such that $T_{\Omega, \boldsymbol{X}}(x)<T$ from the fact that $\boldsymbol{X}\left(t, T_{n}(x)\right) \in \partial \Omega_{n}$, and the sets $\Omega_{n}$ contain eventually any set $K \Subset \Omega$. This completes the existence proof and the verification of the more specific property (a).

The proof of property (b) in the statement of the theorem follows at once from Lemma 2.2 and Remark 2.5.

### 2.3 On the local character of the assumption (b- $\Omega$ )

Here we prove that the property (b- $\Omega$ ) is local, in analogy with the other assumptions ( $(\mathrm{a}-\Omega)$ and the local bounds on distributional divergence) made throughout this Chapter. More precisely, the following assumption is equivalent to (b- $\Omega$ ):
(b' $-\Omega$ ) for any $t_{0} \geq 0, x_{0} \in \Omega$ there exists $\varepsilon:=\varepsilon\left(t_{0}, x_{0}\right)>0$ such that for any nonnegative $\bar{\rho} \in L^{\infty}\left(\mathbb{R}^{d}\right)$ with compact support contained in $B_{\varepsilon}\left(x_{0}\right) \subset \Omega$ and any closed interval $I=[a, b] \subset\left[t_{0}-\varepsilon, t_{0}+\varepsilon\right] \cap[0, T]$, the continuity equation

$$
\frac{d}{d t} \rho_{t}+\operatorname{div}\left(\boldsymbol{b} \rho_{t}\right)=0 \quad \text { in }(a, b) \times \mathbb{R}^{d}
$$

has at most one weakly* continuous solution $I \ni t \mapsto \rho_{t} \in \mathcal{L}_{I, \Omega}$ with $\rho_{a}=\bar{\rho}$ and $\rho_{t}$ compactly supported in $B_{\varepsilon}\left(x_{0}\right)$ for every $t \in[a, b]$.

Lemma 2.15. If the assumptions ( $a-\Omega$ ) and ( $b^{\prime}-\Omega$ ) on the vector field $\boldsymbol{b}$ are satisfied, then ( $b-\Omega$ ) is satisfied.
Proof. Step 1. Let $\boldsymbol{\eta} \in \mathscr{P}\left(C\left([a, b] ; \mathbb{R}^{d}\right)\right), 0 \leq a<b \leq T$, be concentrated on absolutely continuous curves $\eta \in A C([a, b] ; K)$ for some $K \subset \Omega$ compact, solving the ODE $\dot{\eta}=\boldsymbol{b}_{t}(\eta)$ $\mathscr{L}^{1}$-a.e. in $(a, b)$, and such that $\left(e_{t}\right)_{\#} \boldsymbol{\eta} \leq C \mathscr{L}^{d}$ for any $t \in[0, T]$. We claim that the conditional probability measures $\boldsymbol{\eta}_{x}$ induced by the map $e_{a}$ are Dirac masses for $\left(e_{a}\right)_{\#} \boldsymbol{\eta}$ a.e. $x$.

To this end, for $s, t \in[a, b], s<t$, we denote by $\Sigma^{s, t}: C\left([a, b] ; \mathbb{R}^{d}\right) \rightarrow C\left([s, t] ; \mathbb{R}^{d}\right)$ the map induced by restriction to $[s, t]$, namely $\Sigma^{s, t}(\eta)=\left.\eta\right|_{[s, t]}$. For $\left(e_{a}\right)_{\#} \boldsymbol{\eta}$-a.e. $x \in \mathbb{R}^{d}$ we define $\tau(x)$ the first splitting time of $\boldsymbol{\eta}_{x}$, namely the infimum of all $t>a$ such that $\left(\Sigma^{a, t}\right)_{\#} \boldsymbol{\eta}_{x}$ is not a Dirac mass. We agree that $\tau(x)=T$ if $\boldsymbol{\eta}_{x}$ is a Dirac mass. We also define the splitting point $B(x)$ as $\eta(\tau(x))$ for any $\eta \in \operatorname{supp} \boldsymbol{\eta}_{x}$. By contradiction, we assume that the set $\left\{x \in \mathbb{R}^{d}: \tau(x)<T\right\}$ has positive $\left(e_{a}\right)_{\#} \boldsymbol{\eta}$ measure.

For every $t_{0}>0$ and $x_{0} \in \mathbb{R}^{d}$ let $\varepsilon\left(t_{0}, x_{0}\right)>0$ be as in (b' $-\Omega$ ). By a covering argument, we can take a finite cover of $[a, b] \times K$ with sets of the form

$$
I_{t_{0}, x_{0}, \varepsilon\left(t_{0}, x_{0}\right)}=\left(t_{0}-\varepsilon\left(t_{0}, x_{0}\right), t_{0}+\varepsilon\left(t_{0}, x_{0}\right)\right) \times B_{\varepsilon\left(t_{0}, x_{0}\right) / 2}\left(x_{0}\right) .
$$

We deduce that there exist $t_{0}>0$ and $x_{0} \in \mathbb{R}^{d}$ such that the set

$$
\begin{equation*}
E_{0}:=\left\{x \in \mathbb{R}^{d}: \tau(x)<T,(\tau(x), B(x)) \in I_{t_{0}, x_{0}, \varepsilon\left(t_{0}, x_{0}\right)}\right\} \tag{2.26}
\end{equation*}
$$

has positive $\left(e_{a}\right)_{\#} \boldsymbol{\eta}$ measure.
For every $p, q \in \mathbb{Q}$ with $a \leq p<q \leq b$ we define the open set

$$
E_{p, q}:=\left\{\eta \in C\left([a, b] ; \mathbb{R}^{d}\right): \eta([p, q]) \subset B_{\varepsilon\left(t_{0}, x_{0}\right) / 2}\left(x_{0}\right)\right\} .
$$

We claim that there exist a set $E_{1} \subset E_{0}$ and $p, q \in \mathbb{Q} \cap[a, b], p<q$ such that $\left(e_{a}\right)_{\#} \boldsymbol{\eta}\left(E_{1}\right)>0$ and for every $x \in E_{1}$ the measure $\Sigma_{\#}^{p, q}\left(1_{E_{p, q}} \boldsymbol{\eta}_{x}\right)$ is not a Dirac delta.

To this end, it is enough to show that for $\mathscr{L}^{d}$-a.e. $x \in E_{0}$ there exist $p_{x}, q_{x} \in \mathbb{Q} \cap[a, b]$, $p_{x}<q_{x}$ such that $\Sigma_{\#}^{p_{x}, q_{x}}\left(1_{E_{p_{x}, q_{x}}} \boldsymbol{\eta}_{x}\right)$ is not a Dirac delta.

Let us consider $\eta_{1} \in \operatorname{supp} \boldsymbol{\eta}_{x}$; it satisfies $\eta_{1}(\tau(x))=B(x) \in B_{\varepsilon\left(t_{0}, x_{0}\right) / 2}\left(x_{0}\right)$. Let $p_{x}, q_{x}$ be chosen such that $\eta_{1}\left(\left[p_{x}, q_{x}\right]\right) \subseteq B_{\varepsilon\left(t_{0}, x_{0}\right) / 2}\left(x_{0}\right)$. By definition of $\tau(x)$ we know that $\Sigma_{\#}^{p_{x}, q_{x}} \boldsymbol{\eta}_{x}$ is not a Dirac delta. Hence there exists $\eta_{2} \in C\left([a, b] ; \mathbb{R}^{d}\right)$ such that $\eta_{2} \in \operatorname{supp}\left(\boldsymbol{\eta}_{x}\right)$, $\eta_{2}(\tau(x))=B(x), \eta_{1}(t) \neq \eta_{2}(t)$ for every $t \in[a, \tau(x)], \eta_{1}(t) \neq \eta_{2}(t)$ for some $t \in\left[\tau(x), q_{x}\right]$. Up to reducing $q_{x}$, we can assume that $\Sigma^{p_{x}, q_{x}}\left(\eta_{1}\right), \Sigma^{p_{x}, q_{x}}\left(\eta_{2}\right)$ are curves whose image is contained in $B_{\varepsilon\left(t_{0}, x_{0}\right) / 2}\left(x_{0}\right)$, so that $\eta_{1}, \eta_{2} \in E_{p_{x}, q_{x}}$, and which do not coincide. Moreover, since $\operatorname{supp}\left(\Sigma_{\#}^{p_{x}, q_{x}} \boldsymbol{\eta}_{x}\right)=\Sigma^{p_{x}, q_{x}}\left(\operatorname{supp} \boldsymbol{\eta}_{x}\right)$, we deduce that both $\Sigma^{p_{x}, q_{x}}\left(\eta_{1}\right)$ and $\Sigma^{p_{x}, q_{x}}\left(\eta_{2}\right)$ belong to the support of $\Sigma_{\#}^{p_{x}, q_{x}}\left(\boldsymbol{\eta}_{x}\right)$ and hence $\Sigma_{\#}^{p_{x}, q_{x}}\left(1_{E_{p_{x}, q_{x}}} \boldsymbol{\eta}_{x}\right)=1_{\Sigma^{p_{x}, q_{x}}\left(E_{p_{x}, q_{x}}\right)} \Sigma_{\#}^{p_{x}, q_{x}} \boldsymbol{\eta}_{x}$ is not a Dirac delta.

Let $\delta>0$ be small enough so that $E_{\delta}=E_{1} \cap\left\{x: \boldsymbol{\eta}_{x}\left(E_{p, q}\right) \geq \delta\right\}$ has positive $\left(e_{a}\right)_{\#} \boldsymbol{\eta}$ measure. We introduce the probability measure $\tilde{\boldsymbol{\eta}} \in \mathscr{P}\left(C\left([a, b] ; \mathbb{R}^{d}\right)\right)$

$$
\tilde{\boldsymbol{\eta}}:=\left(\left(e_{a}\right)_{\#} \boldsymbol{\eta}\left\llcorner E_{\delta}\right) \otimes\left(\frac{1_{E_{p, q}}}{\boldsymbol{\eta}_{x}\left(E_{p, q}\right)} \boldsymbol{\eta}_{x}\right)=\left(\left(e_{a}\right)_{\#} \boldsymbol{\eta}\left\llcorner E_{\delta}\right) \otimes \tilde{\boldsymbol{\eta}}_{x}\right.\right.
$$

which is nonnegative, and less than or equal to $\boldsymbol{\eta} / \delta$. Moreover $\Sigma_{\#}^{p, q} \tilde{\boldsymbol{\eta}} \in \mathscr{P}\left(C\left([p, q] ; \mathbb{R}^{d}\right)\right)$ is concentrated on curves in $B_{\varepsilon\left(t_{0}, x_{0}\right) / 2}\left(x_{0}\right)$, and

$$
\Sigma_{\#}^{p, q} \tilde{\boldsymbol{\eta}}_{x}=\frac{\Sigma_{\#}^{p, q}\left(1_{E_{p, q}} \boldsymbol{\eta}_{x}\right)}{\boldsymbol{\eta}_{x}\left(E_{p, q}\right)} \text { is not a Dirac mass for }\left(e_{a}\right)_{\#} \boldsymbol{\eta} \text {-a.e. } x \in E_{\delta}
$$

Applying Theorem 1.12 with $\boldsymbol{\lambda}=\Sigma_{\#}^{p, q} \tilde{\boldsymbol{\eta}}, \Omega=B_{\varepsilon\left(t_{0}, x_{0}\right)}\left(x_{0}\right)$, in the time interval $[p, q]$, and thanks to the local uniqueness of bounded, nonnegative solutions of the continuity equation in $I_{t_{0}, x_{0}, \varepsilon\left(t_{0}, x_{0}\right)}$, which in turn follows from (b'- $\Omega$ ), we deduce that the disintegration $\Sigma_{\#}^{p, q} \tilde{\boldsymbol{\eta}}_{x}$ of $\Sigma_{\#}^{p, q} \tilde{\boldsymbol{\eta}}$ induced by $e_{a}$ is a Dirac mass for $\left(e_{a}\right)_{\#} \boldsymbol{\eta}$-a.e. $x \in E_{\delta}$. By the uniqueness of the disintegration, we obtain a contradiction.
Step 2. Let $\mu^{1}$ and $\mu^{2}$ be two solutions of the continuity equation as in (b) with the same initial datum. Let $\boldsymbol{\eta}^{1}, \boldsymbol{\eta}^{2} \in \mathscr{P}\left(C\left([a, b] ; \mathbb{R}^{d}\right)\right)$ be the representation of $\mu^{1}$ and $\mu^{2}$ obtained through the superposition principle; they are concentrated on absolutely continuous integral curves of $\boldsymbol{b}$ and they satisfy $\mu_{t}^{i}=\left(e_{t}\right)_{\#} \boldsymbol{\eta}^{i}$ for any $t \in[0, T], i=1,2$. Since there exists a compact set $K \subset \Omega$ such that $\mu_{t}^{i}$ is concentrated on $K$ for every $t \in[0, T], \boldsymbol{\eta}^{i}$ is concentrated on absolutely continuous curves contained in $K$ for $i=1,2$. Then by the linearity of the continuity equation $\left(e_{t}\right)_{\#}\left[\left(\boldsymbol{\eta}_{1}+\boldsymbol{\eta}_{2}\right) / 2\right]=\left(\mu_{t}^{1}+\mu_{t}^{2}\right) / 2$ is still a solution to the continuity equation; by Step 1 we obtain that $\left(\boldsymbol{\eta}_{x}^{1}+\boldsymbol{\eta}_{x}^{2}\right) / 2$ are Dirac masses for $\mu_{0}$-a.e. $x$. This shows that $\boldsymbol{\eta}_{x}^{1}=\boldsymbol{\eta}_{x}^{2}$ for $\mu_{0}$-a.e. $x$ and therefore that $\mu_{t}^{1}=\mu_{t}^{2}$ for every $t \in[0, T]$.

## Chapter 3

## Main properties of maximal regular flows and analysis of blow-up

The chapter is devoted to the properties of the maximal regular flow built in Chapter 2 under suitable assumptions on the vector field. Since these hypotheses are the natural setting to study the semigroup and stability properties, as well as the proper blow-up of the trajectories, we recall them here. For $T \in(0, \infty)$ we consider a Borel vector field $\boldsymbol{b}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$ satisfying:
$(\mathrm{a}-\Omega) \int_{0}^{T} \int_{\Omega^{\prime}}\left|\boldsymbol{b}_{t}(x)\right| d x d t<\infty$ for any $\Omega^{\prime} \Subset \Omega ;$
(b- $\Omega$ ) for any nonnegative $\bar{\rho} \in L_{+}^{\infty}(\Omega)$ with compact support in $\Omega$ and any closed interval $I=[a, b] \subset[0, T]$, the continuity equation

$$
\frac{d}{d t} \rho_{t}+\operatorname{div}\left(\boldsymbol{b} \rho_{t}\right)=0 \quad \text { in }(a, b) \times \Omega
$$

has at most one weakly* continuous solution $I \ni t \mapsto \rho_{t} \in \mathcal{L}_{I, \Omega}$ (defined in (1.9)) with $\rho_{a}=\bar{\rho}$.

We further assume that the spatial divergence $\operatorname{div} \boldsymbol{b}_{t}(\cdot)$ in the sense of distributions satisfies

$$
\begin{equation*}
\forall \Omega^{\prime} \Subset \Omega, \quad \operatorname{div} \boldsymbol{b}_{t}(\cdot) \geq m(t) \quad \text { in } \Omega^{\prime}, \text { with } L\left(\Omega^{\prime}, \boldsymbol{b}\right):=\int_{0}^{T}|m(t)| d t<\infty \tag{3.1}
\end{equation*}
$$

In Section 3.1 and 3.2, we prove a natural semigroup property for $\boldsymbol{X}$ and for $T_{\Omega, \boldsymbol{X}}$ and the stability properties of $\boldsymbol{X}$ before the blow-up time $T_{\boldsymbol{X}}$ with respect to perturbations of $\boldsymbol{b}$. Finally, we discuss some additional properties which depend on global bounds on the divergence, more precisely on (2.4). The first property, presented in Section 3.3 and well known in the classical setting, is properness of the blow-up, namely this enforcement of (2.2):

$$
\begin{equation*}
\lim _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)} V_{\Omega}(\boldsymbol{X}(t, x))=\infty \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in\left\{T_{\Omega, \boldsymbol{X}}<T\right\} . \tag{3.2}
\end{equation*}
$$

In other terms, for any $\Omega^{\prime} \Subset \Omega$ we have that $\boldsymbol{X}(t, x) \notin \Omega^{\prime}$ for $t$ sufficiently close to $T_{\Omega, \boldsymbol{X}}(x)$.
In $\Omega=\mathbb{R}^{d}, d \geq 2$, we also provide an example of an autonomous Sobolev vector field showing that (2.2) cannot be improved to (3.2) when only local bounds on divergence are present. We also discuss the 2 -dimensional case for $B V_{\text {loc }}$ vector fields. The second property is the continuity of $\boldsymbol{X}(\cdot, x)$ up to $T_{\Omega, \boldsymbol{X}}(x)$, discussed in Section 3.4, and sufficient conditions for $T_{\Omega, \boldsymbol{X}}(x)=T$.

### 3.1 Semigroup property

In order to discuss the semigroup property, we double the time variable and denote by

$$
\boldsymbol{X}(t, s, x), \quad t \geq s
$$

the maximal flow with $s$ as initial time, so that $\boldsymbol{X}(t, 0, x)=\boldsymbol{X}(t, x)$ and $\boldsymbol{X}(s, s, x)=x$. The maximal time of $\boldsymbol{X}(\cdot, s, x)$ will be denoted by $T_{\Omega, \boldsymbol{X}, s}(x)$.

In the smooth setting, it is easily seen that $\boldsymbol{X}(\cdot, x)$ solves the $\operatorname{ODE} \dot{x}(t)=\boldsymbol{b}_{t}(x(t))$ and its value at time $s$ is $\boldsymbol{X}(s, x)$, hence it coincides with the unique trajectory $\boldsymbol{X}(\cdot, s, \boldsymbol{X}(s, x))$. If $\boldsymbol{b}$ and $\boldsymbol{X}$ are as in Theorem 1.5, and a two-sided bound on the divergence of $\boldsymbol{b}$ is assumed, an analogous argument (based also, this time, on the compressibility condition) allows to show that for every $s \in[0, T]$, for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$

$$
\begin{equation*}
\boldsymbol{X}(\cdot, s, \boldsymbol{X}(s, x))=\boldsymbol{X}(\cdot, x) \text { in }[s, T] \tag{3.3}
\end{equation*}
$$

In the context of maximal regular flows, namely under the assumptions of Theorem 2.14, the semigroup property is a natural extension of (3.3) involving also the existence times.

The proof of the semigroup property and of the identity $T_{\Omega, \boldsymbol{X}, s}(\boldsymbol{X}(s, x))=T_{\Omega, \boldsymbol{X}}(x)$ satisfied by the maximal existence time follows the classical scheme. It is however a bit more involved than usual because we are assuming only one-sided bounds on the divergence of $\boldsymbol{b}$, therefore the inverse of the map $\boldsymbol{X}(s, \cdot)$ (which corresponds to a flow with reversed time) is a priori not defined. For this reason, using disintegrations, we define in the proof a kind of multi-valued inverse of $\boldsymbol{X}(s, \cdot)$.

Theorem 3.1 (Semigroup property). Under assumptions ( $a-\Omega$ ), (b- $\Omega$ ), and (3.1) on $\boldsymbol{b}$, for all $s \in[0, T]$ the maximal regular flow $\boldsymbol{X}$ satisfies

$$
\begin{gather*}
T_{s, \Omega, \boldsymbol{X}}(\boldsymbol{X}(s, x))=T_{\Omega, \boldsymbol{X}}(x) \quad \text { for } \mathscr{L}^{d}-\text { a.e. } x \in\left\{T_{\Omega, \boldsymbol{X}}>s\right\}  \tag{3.4}\\
\boldsymbol{X}(\cdot, s, \boldsymbol{X}(s, x))=\boldsymbol{X}(\cdot, x) \text { in }\left[s, T_{\Omega, \boldsymbol{X}}(x)\right), \quad \text { for } \mathscr{L}^{d}-a . e . x \in\left\{T_{\Omega, \boldsymbol{X}}>s\right\} . \tag{3.5}
\end{gather*}
$$

Proof. Let us fix $s \geq 0$ and assume without loss of generality that $\mathscr{L}^{d}\left(\left\{T_{\Omega, \boldsymbol{X}}>s\right\}\right)>0$. Let us fix a Borel $B_{s} \subset\left\{T_{\Omega, \boldsymbol{X}}>s\right\}$ with positive and finite measure, and let $\mathscr{L}_{s}^{d}$ denote the renormalized Lebesgue measure on $B_{s}$, namely $\mathscr{L}_{s}^{d}:=\mathscr{L}^{d}\left\llcorner B_{s} / \mathscr{L}^{d}\left(B_{s}\right)\right.$. We denote by $\rho_{s}$ the bounded density of the probability measure $\boldsymbol{X}(s, \cdot)_{\#} \mathscr{L}_{s}^{d}$ with respect to $\mathscr{L}^{d}$. We can disintegrate the probability measure $\pi:=(I d \times \boldsymbol{X}(s, \cdot))_{\#} \mathscr{L}_{s}^{d}$ with respect to $\rho_{s}$, getting a family $\left\{\pi_{y}\right\}$ of probability measures in $\mathbb{R}^{d}$ such that $\pi=\int \pi_{y} \otimes \delta_{y} \rho_{s}(y) d y$. Notice that in
the case when $\boldsymbol{X}(s, \cdot)$ is (essentially) injective, $\pi_{y}$ is the Dirac mass at $(\boldsymbol{X}(s, \cdot))^{-1}(y)$ for $\boldsymbol{X}(s, \cdot)_{\#} \mathscr{L}_{s}^{d}$-a.e. $y$.

For $\varepsilon>0$, let us set

$$
\pi_{\varepsilon}:=\int_{\left\{\rho_{s} \geq \varepsilon\right\}} \pi_{y} \otimes \delta_{y} d y \in \mathscr{P}\left(\mathbb{R}^{2 d}\right)
$$

Since $\varepsilon \pi_{\varepsilon} \leq \pi$, the first marginal $\tilde{\rho}_{\varepsilon}$ of $\pi_{\varepsilon}$ is bounded from above by $\mathscr{L}_{s}^{d} / \varepsilon$, therefore it has a bounded density $\tilde{\rho}_{\varepsilon}$ with respect to $\mathscr{L}^{d}$. Moreover, since $\pi \leq\left\|\rho_{s}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \sup _{\varepsilon>0} \pi_{\varepsilon}$ and the first marginal of $\pi$ is $\mathscr{L}_{s}^{d}$, we obtain

$$
\begin{equation*}
\sup _{\varepsilon>0} \tilde{\rho}_{\varepsilon}(x)>0 \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in B_{s} \tag{3.6}
\end{equation*}
$$

Now, for $\tau>s$ and $\varepsilon>0$ fixed, let $B_{s}^{\tau}:=\left\{T_{\Omega, \boldsymbol{X}}>\tau\right\}$ and define a generalized flow $\boldsymbol{\eta}_{\tau, \varepsilon} \in \mathscr{P}\left(C\left([s, \tau] ; \mathbb{R}^{d}\right)\right)$ by

$$
\begin{equation*}
\boldsymbol{\eta}_{\tau, \varepsilon}:=\int_{(x, y) \in B_{s}^{\tau} \times\left\{\rho_{s} \geq \varepsilon\right\}} \delta_{\boldsymbol{X}(\cdot, x)} d \pi_{y}(x) d y=\int_{B_{s}^{\tau}} \delta_{\boldsymbol{X}(\cdot, x)} \tilde{\rho}_{\varepsilon}(x) d x \tag{3.7}
\end{equation*}
$$

For any $r \in[s, \tau]$ and any $\phi \in C_{b}\left(\mathbb{R}^{d}\right)$ nonnegative there holds

$$
\int_{\mathbb{R}^{d}} \phi d\left[\left(e_{r}\right)_{\#} \boldsymbol{\eta}_{\tau, \varepsilon}\right]=\int_{B_{s}^{\tau}} \phi(\boldsymbol{X}(r, x)) \tilde{\rho}_{\varepsilon}(x) d x \leq L\left\|\tilde{\rho}_{\varepsilon}\right\|_{\infty} \int_{\mathbb{R}^{d}} \phi(z) d z
$$

Evaluating at $r=s$, a similar computation gives

$$
\left(e_{s}\right)_{\#} \boldsymbol{\eta}_{\tau, \varepsilon}=\boldsymbol{X}(s, \cdot)_{\#}\left(\chi_{B_{s}^{\tau}} \tilde{\rho}_{\varepsilon}\right) .
$$

By Theorem 1.12 (applied in the time interval $[s, \tau]$ instead of $[0, T]$ ) it follows that

$$
\begin{equation*}
\boldsymbol{\eta}_{\tau, \varepsilon}=\int \delta_{\eta_{z}} d\left[\left(e_{s}\right)_{\#} \boldsymbol{\eta}_{\tau, \varepsilon}\right](z) \tag{3.8}
\end{equation*}
$$

Now, it is clear that $\boldsymbol{W}(\cdot, z):=\eta_{z}(\cdot)$ is a regular flow in $[s, \tau]$, hence (by uniqueness) $\eta_{z}=\boldsymbol{X}(\cdot, s, z)$ for $\left(e_{s}\right)_{\#} \boldsymbol{\eta}_{\tau, \varepsilon}$-a.e. $z$. Returning to (3.8) we get

$$
\begin{equation*}
\boldsymbol{\eta}_{\tau, \varepsilon}=\int \delta_{\boldsymbol{X}(\cdot, s, z)} d\left[\left(e_{s}\right)_{\#} \boldsymbol{\eta}_{\tau, \varepsilon}\right](z)=\int_{B_{s}^{\tau}} \delta_{\boldsymbol{X}(\cdot, s, \boldsymbol{X}(s, x))} \tilde{\rho}_{\varepsilon}(x) d x \tag{3.9}
\end{equation*}
$$

where in the second equality we used the formula for $\left(e_{s}\right)_{\#} \boldsymbol{\eta}_{\tau, \varepsilon}$. Comparing formulas (3.7) and (3.9), and taking (3.6) into account, we find that $T_{s, \Omega, \boldsymbol{X}}(\boldsymbol{X}(s, x)) \geq \tau$ and that $\boldsymbol{X}(\cdot, s, \boldsymbol{X}(s, x)) \equiv \boldsymbol{X}(\cdot, x)$ in $[s, \tau]$, for $\mathscr{L}^{d}$-a.e. $x \in B_{s}^{\tau}$. Since $\tau>s$ is arbitrary, it follows that $T_{s, \Omega, \boldsymbol{X}}(\boldsymbol{X}(s, x)) \geq T_{\Omega, \boldsymbol{X}}(x)$ and that $\boldsymbol{X}(t, s, \boldsymbol{X}(s, x))=\boldsymbol{X}(t, x) \mathscr{L}^{d}$-a.e. in $B_{s}$.

If $T_{\Omega, \boldsymbol{X}}(x)<T$, by the semigroup identity it follows that

$$
\limsup _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)} V_{\Omega}(\boldsymbol{X}(t, s, \boldsymbol{X}(s, x)))=\limsup _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)} V_{\Omega}(\boldsymbol{X}(t, x))=\infty
$$

and hence

$$
\begin{equation*}
T_{s, \Omega, \boldsymbol{X}}(\boldsymbol{X}(s, x))=T_{\Omega, \boldsymbol{X}}(x) \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in B_{s} \tag{3.10}
\end{equation*}
$$

Eventually we use the arbitrariness of $B_{s}$ to conclude (3.4) and (3.5).

### 3.2 Stability

This Section provides the stability of maximal regular flows in $\Omega$. This result, which is usually related to an analogous stability property for solutions of the continuity equation, plays an important role in applications, since it allows for instance to build weak solutions of nonlinear systems of PDEs by approximation (see for instance Theorem 8.8 and Theorem 9.4).

A classical stability result for regular lagrangian flows in $\mathbb{R}^{d}$ is the following: if $\left\{\boldsymbol{b}^{n}\right\}_{n \in \mathbb{N}}$, $\boldsymbol{b}$ satisfy the assumptions of Theorem 1.5 and

$$
\boldsymbol{b}^{n} \rightarrow \boldsymbol{b} \quad \text { in } L^{1}\left((0, T) \times \mathbb{R}^{d}\right), \quad \sup _{n \in \mathbb{N}}\left\|\boldsymbol{b}^{n}\right\|_{L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)}+\left\|\left(\operatorname{div} \boldsymbol{b}^{n}\right)_{-}\right\|_{L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)}<\infty
$$

then the regular lagrangian flows $\boldsymbol{X}^{n}$ of $\boldsymbol{b}^{n}$ converge to the regular lagrangian flow $\boldsymbol{X}$ of $\boldsymbol{b}$ in the sense

$$
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} \min \left\{\max _{t \in[0, T]}\left|\boldsymbol{X}^{n}(t, x)-\boldsymbol{X}(t, x)\right|, e^{-|x|^{2}}\right\} d x=0
$$

The proof of this statement can be found in [AC2, Theorem 33]. A similar result under purely local assumptions on the vector field requires to localize also the thesis of the stability property, since no control can be expected at the blow-up time (see Remark 3.4 below). We state the result when the vector fields converge strongly in space and weakly in time, in analogy with the classical theory (see also Remark 3.3 below).

Theorem 3.2 (Stability of maximal regular flows in $\Omega$ ). Let $\Omega \subset \mathbb{R}^{d}$ be an open set. Let $\boldsymbol{X}^{n}$ be maximal regular flows in $\Omega$ relative to locally integrable Borel vector fields $\boldsymbol{b}^{n}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$. Assume that:
(a) for any $A \Subset \Omega$ open the compressibility constants $C\left(A, \boldsymbol{X}^{n}\right)$ in Definition 2.4 are uniformly bounded;
(b) for any $A \Subset \Omega$ open, setting $A^{\varepsilon}:=\left\{x \in A: \operatorname{dist}\left(x, \mathbb{R}^{d} \backslash A\right) \geq \varepsilon\right\}$ for $\varepsilon>0$, there holds, uniformly w.r.t. $n$,

$$
\begin{equation*}
\lim _{h \rightarrow 0}\left|\chi_{A^{|h|}}(x+h) \boldsymbol{b}_{t}^{n}(x+h)-\chi_{A}(x) \boldsymbol{b}_{t}^{n}(x)\right|=0 \quad \text { in } L^{1}((0, T) \times A) ; \tag{3.11}
\end{equation*}
$$

(c) there exists a Borel vector field $\boldsymbol{b}:(0, T) \times \Omega \rightarrow \mathbb{R}^{d}$ satisfying ( $a-\Omega$ ) and (b- $\Omega$ ) such that

$$
\begin{equation*}
\boldsymbol{b}^{n} \rightharpoonup \boldsymbol{b} \quad \text { weakly in } L^{1}\left((0, T) \times A ; \mathbb{R}^{d}\right) \quad \text { for all } A \Subset \Omega \text { open. } \tag{3.12}
\end{equation*}
$$

Then there exists a unique maximal regular flow $\boldsymbol{X}$ for $\boldsymbol{b}$ and, for every $t \in[0, T]$ and any open set $A \Subset \Omega$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\max _{s \in[0, t]}\left|\boldsymbol{X}_{A}^{n}(s, \cdot)-\boldsymbol{X}(s, \cdot)\right| \wedge 1\right\|_{L^{1}\left(\left\{x: \mathrm{h}_{A}(\boldsymbol{X}(\cdot, x))>t\right\}\right)}=0 \tag{3.13}
\end{equation*}
$$



Figure 3.1: One can build a sequence of smooth vector fields $\boldsymbol{b}^{n}$ whose trajectories $\boldsymbol{X}^{n}(\cdot, x)$ starting from a point $x$ is drawn in the figure. These trajectories fail to converge to the constant extension of $\boldsymbol{X}(\cdot, x)$ after $T_{\Omega, \boldsymbol{X}}(x)$.
where

$$
\boldsymbol{X}_{A}^{n}(t, x):= \begin{cases}\boldsymbol{X}^{n}(t, x) & \text { for } t \in\left[0, \mathrm{~h}_{A}\left(\boldsymbol{X}^{n}(\cdot, x)\right)\right], \\ \boldsymbol{X}^{n}\left(\mathrm{~h}_{A}\left(\boldsymbol{X}^{n}(\cdot, x)\right), x\right) & \text { for } t \in\left[\mathrm{~h}_{A}\left(\boldsymbol{X}^{n}(\cdot, x)\right), T\right] .\end{cases}
$$

Remark 3.3. The convergence (3.12) and (3.11) of $\boldsymbol{b}^{n}$ to $\boldsymbol{b}$ is implied by the strong convergence of $\boldsymbol{b}^{n}$ to $\boldsymbol{b}$ in space-time. It is however quite natural to state the convergence in these terms in view of some applications. For example, the weak convergence of (3.12) and the boundedness in a fractional Sobolev space $\boldsymbol{b}^{n} \in L^{1}\left((0, T) ; W^{m, p}\left(\mathbb{R}^{d}\right)\right)$, $p>1, m>0$, is enough to guarantee that (3.11) holds. The same kind of convergence appears in [DPL4, Theorem II.7] to prove convergence of distributional solutions of the continuity equation, and in [ CrDe , Remark 2.11] in the context of quantitative estimates on the flows of Sobolev vector fields.

Remark 3.4. The convergence of the flows in (3.13) is localized to the trajectories of $\boldsymbol{b}$ which are inside $A$ in $[0, t]$. This is indeed natural: even with smooth vector fields one can construct examples where the existence time of $\boldsymbol{X}(\cdot, x)$ is strictly smaller than the existence time of $\boldsymbol{X}^{n}(\cdot, x)$ and the convergence of $\boldsymbol{X}^{n}(\cdot, x)$ to $\boldsymbol{X}(\cdot, x)$, or to its constant extension beyond the existence time $T_{\Omega, \boldsymbol{X}}(x)$, fails after $T_{\Omega, \boldsymbol{X}}(x)$ (see Figure 3.1).

The stability of maximal flows in Theorem 3.2 implies a lower semicontinuity property of hitting times.

Corollary 3.5 (Semicontinuity of hitting times). With the same notation and assumptions of Theorem 3.2, for every $t \in[0, T]$ we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathscr{L}^{d}\left(\left\{x: \mathrm{h}_{A}\left(\boldsymbol{X}^{n}(\cdot, x)\right) \leq t<\mathrm{h}_{A}(\boldsymbol{X}(\cdot, x))\right\}\right)=0 . \tag{3.14}
\end{equation*}
$$

In particular, there exists a subsequence $n(k) \rightarrow \infty$ (which depends, in particular, on $A$ ) such that

$$
\begin{equation*}
\mathrm{h}_{A}(\boldsymbol{X}(\cdot, x)) \leq \liminf _{k \rightarrow \infty} \mathrm{~h}_{A}\left(\boldsymbol{X}^{n(k)}(\cdot, x)\right) \quad \mathscr{L}^{d} \text {-a.e. in } A . \tag{3.15}
\end{equation*}
$$

Proof. For every $x$ such that $\mathrm{h}_{A}\left(\boldsymbol{X}^{n}(\cdot, x)\right) \leq t<\mathrm{h}_{A}(\boldsymbol{X}(\cdot, x))$ we have that

$$
\max _{s \in[0, t]}\left|\boldsymbol{X}_{A}^{n}(s, x)-\boldsymbol{X}(s, x)\right| \geq \operatorname{dist}(\partial A, \boldsymbol{X}([0, t], x))>0
$$

It implies, together with (3.13), that (3.14) holds.
Up to a subsequence and with a diagonal argument, by (3.14) we deduce that for every $t \in \mathbb{Q} \cap[0, T]$ the functions $1_{\left\{\mathrm{h}_{A}\left(\boldsymbol{X}^{n(k)}(\cdot, x)\right) \leq t\right\}}$ converge pointwise a.e. to 0 in $\left\{\mathrm{h}_{A}(\boldsymbol{X}(\cdot, x))>\right.$ $t\}$ and therefore for $\mathscr{L}^{d}$-a.e. $x$ such that $t<\mathrm{h}_{A}(\boldsymbol{X}(\cdot, x))$ we have $\mathrm{h}_{A}\left(\boldsymbol{X}^{n}(\cdot, x)\right)>t$ for $n$ large enough. This implies that for every $t \in \mathbb{Q} \cap[0, T]$, for $\mathscr{L}^{d}$-a.e. $x$ such that $t<\mathrm{h}_{A}(\boldsymbol{X}(\cdot, x))$ we have

$$
t \leq \liminf _{k \rightarrow \infty} \mathrm{~h}_{A}\left(\boldsymbol{X}^{n(k)}(\cdot, x)\right) \quad \mathscr{L}^{d} \text {-a.e. in } A
$$

which implies (3.15).

The proof of the stability of maximal regular flows in $\Omega$ is based on a tightness and stability result for regular generalized flows in $\bar{A}$ (according to Definition 2.10), as the one presented in Theorem 2.11 under the assumption of the strong space-time convergence of the vector fields.

Proposition 3.6 (Tightness and stability of generalized regular flows). Let $A \subset \mathbb{R}^{d}$ be a bounded open set. The result of Theorem 2.11 holds true also if we replace the strong convergence of the vector fields (2.13) with the assumptions

$$
\begin{gather*}
\lim _{h \rightarrow 0} \chi_{A^{|h|}}(x+h) \boldsymbol{c}_{t}^{n}(x+h)=\chi_{A}(x) \boldsymbol{c}_{t}^{n}(x) \quad \text { in } L^{1}((0, T) \times A) \text {, uniformly w.r.t. } n  \tag{3.16}\\
\boldsymbol{c}^{n} \rightharpoonup \boldsymbol{c} \quad \text { weakly in } L^{1}((0, T) \times A) \tag{3.17}
\end{gather*}
$$

where $A^{\varepsilon}:=\left\{x \in A: \operatorname{dist}\left(x, \mathbb{R}^{d} \backslash A\right) \geq \varepsilon\right\}$ for $\varepsilon>0$ (compare with (3.11) and (3.12)).
Proof. The tightness was based on Dunford-Pettis' theorem and it can be repeated in this context thanks to (3.17): in particular, there exists a modulus of integrability $F$ such that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \iint_{0}^{T} F(|\dot{\eta}(t)|) d t d \boldsymbol{\eta}^{n}<\infty \tag{3.18}
\end{equation*}
$$

We show that $\boldsymbol{\eta}$ is concentrated on integral curves of $\boldsymbol{c}$, namely

$$
\begin{equation*}
\int\left|\eta(t)-\eta(0)-\int_{0}^{t} \boldsymbol{c}_{s}(\eta(s)) d s\right| d \boldsymbol{\eta}(\eta)=0 \tag{3.19}
\end{equation*}
$$

for any $t \in[0, T]$. To this end we consider $\boldsymbol{c}^{\varepsilon}:=\left(\boldsymbol{c} \chi_{A^{\varepsilon}}\right) * \rho_{\varepsilon}$, where $\rho_{\varepsilon}(x):=\varepsilon^{-d} \rho(x / \varepsilon), \rho \in$ $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ nonnegative, is a standard convolution kernel in the space variable with compact support in the unit ball. Notice that $\boldsymbol{c}^{\varepsilon} \in L^{1}\left((0, T) ; C_{c}^{\infty}\left(A ; \mathbb{R}^{d}\right)\right)$ and that $\left|\boldsymbol{c}^{\varepsilon}-\boldsymbol{c}\right| \rightarrow 0$ in
$L^{1}((0, T) \times A)$ as $\varepsilon \rightarrow 0$. Similarly, for every $n \in \mathbb{N}$ we set $\boldsymbol{c}^{n, \varepsilon}:=\left(\boldsymbol{c}^{n} \chi_{A^{\varepsilon}}\right) * \rho_{\varepsilon}$. We first prove that, for every $\varepsilon>0$,

$$
\begin{equation*}
\int\left|\eta(t)-\eta(0)-\int_{0}^{t} \boldsymbol{c}_{s}^{\varepsilon}(\eta(s)) d s\right| d \boldsymbol{\eta}(\eta) \leq \omega(\varepsilon) \tag{3.20}
\end{equation*}
$$

where $\omega:(0, \infty) \rightarrow(0, \infty)$ is a nondecreasing function which goes to 0 as $\varepsilon \rightarrow 0$ to be chosen later.

Since the integrand is a continuous (possibly unbounded) function of $\eta \in C\left([0, T] ; \mathbb{R}^{d}\right)$ and $\boldsymbol{\eta}^{n}$ is concentrated on integral curves of $\boldsymbol{c}^{n}$, by the triangular inequality we have the estimate

$$
\begin{aligned}
& \int\left|\eta(t)-\eta(0)-\int_{0}^{t} \boldsymbol{c}_{s}^{\varepsilon}(\eta(s)) d s\right| d \boldsymbol{\eta}(\eta) \\
& \leq \liminf _{n \rightarrow \infty} \int\left|\eta(t)-\eta(0)-\int_{0}^{t} \boldsymbol{c}_{s}^{\varepsilon}(\eta(s)) d s\right| d \boldsymbol{\eta}^{n}(\eta) \\
& \leq \liminf _{n \rightarrow \infty}\left[\int\left|\int_{0}^{t}\left[\boldsymbol{c}_{s}^{n}-\boldsymbol{c}_{s}^{n, \varepsilon}\right](\eta(s)) d s\right| d \boldsymbol{\eta}^{n}(\eta)+\int\left|\int_{0}^{t}\left[\boldsymbol{c}_{s}^{n, \varepsilon}-\boldsymbol{c}_{s}^{\varepsilon}\right](\eta(s)) d s\right| d \boldsymbol{\eta}^{n}(\eta) .\right]
\end{aligned}
$$

To estimate the first term in the right-hand side of (3.21), we notice that

$$
\sup _{n \in \mathbb{N}}\left\|\boldsymbol{c}^{n, \varepsilon}-\boldsymbol{c}^{n}\right\|_{L^{1}((0, T) \times A)} \leq \omega(\varepsilon)
$$

and $\omega(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Indeed, consider a nondecreasing function $\omega_{0}:(0, \infty) \rightarrow(0, \infty)$ which goes to 0 as $\varepsilon \rightarrow 0$ and such that

$$
\begin{equation*}
\left\|\chi_{A^{|h|}}(x-h) \boldsymbol{c}_{t}^{n}(x-h)-\chi_{A}(x) \boldsymbol{c}_{t}^{n}(x)\right\|_{L^{1}((0, T) \times A)} \leq \omega_{0}(|h|) \tag{3.21}
\end{equation*}
$$

for every $n \in \mathbb{N}$, which exists thanks to (3.16). We notice that

$$
\begin{aligned}
& \int_{0}^{T} \int_{A}\left|\boldsymbol{c}^{n, \varepsilon}-\boldsymbol{c}^{n}\right| d x d t \leq \int_{\mathbb{R}^{d}} \rho_{\varepsilon}(z) \int_{0}^{T} \int_{A}\left|\chi_{A^{\varepsilon}}(x-z) \boldsymbol{c}_{t}^{n}(x-z)-\boldsymbol{c}_{t}^{n}(x)\right| d x d t d z \\
& \leq \int_{\mathbb{R}^{d}} \rho_{\varepsilon}(z) \int_{0}^{T} \int_{A}\left[\chi_{A^{|z|}}(x-z)-\chi_{A^{\varepsilon}}(x-z)\right]\left|\boldsymbol{c}_{t}^{n}(x-z)\right| d x d t d z \\
& \quad+\int_{\mathbb{R}^{d}} \rho_{\varepsilon}(z) \int_{0}^{T} \int_{A}\left|\chi_{A^{|z|}}(x-z) \boldsymbol{c}_{t}^{n}(x-z)-\boldsymbol{c}_{t}^{n}(x)\right| d x d t d z \\
& \leq \int_{\mathbb{R}^{d}} \rho_{\varepsilon}(z) \int_{0}^{T} \int_{\mathbb{R}^{d}}\left[\chi_{A}(x)-\chi_{A^{\varepsilon}}(x)\right]\left|\boldsymbol{c}_{t}^{n}(x)\right| d x d t d z+\omega_{0}(\varepsilon)
\end{aligned}
$$

and the first term converges to 0 uniformly in $n$ thanks to (3.17), Dunford-Pettis' theorem and since $A^{\varepsilon} \uparrow A$ as $\varepsilon \rightarrow 0$.

Hence, using the fact that $\boldsymbol{c}^{n}=0$ on $\partial A$ and the definition (2.12) of compressibility constant $C_{n}$ for $\boldsymbol{\eta}^{n}$ we get

$$
\begin{equation*}
\int\left|\int_{0}^{t}\left[\boldsymbol{c}_{s}^{n}-\boldsymbol{c}_{s}^{n, \varepsilon}\right](\eta(s)) d s\right| d \boldsymbol{\eta}^{n}(\eta) \leq C_{n} \int_{\Omega} \int_{0}^{t}\left|\boldsymbol{c}^{n}-\boldsymbol{c}^{n, \varepsilon}\right| d s d x \leq \sup _{n} C_{n} \omega(\varepsilon) \tag{3.22}
\end{equation*}
$$

We now estimate the second term in the right-hand side of (3.21). To this end, for every $k>0$ we consider the set of curves

$$
\Gamma_{k}:=\left\{\eta \in A C([0, T] ; \bar{A}): \int_{0}^{T} F(|\dot{\eta}(t)|) d t \leq k\right\}
$$

We notice that all curves in $\Gamma_{k}$ have a uniform modulus of continuity that we denote by $\tilde{\omega}_{k}$. By Chebyshev's inequality and (3.18) we deduce that

$$
\boldsymbol{\eta}^{n}\left(C([0, T] ; \bar{A}) \backslash \Gamma_{k}\right) \leq \frac{C}{k}
$$

for some constant $C>0$, hence in the complement of $\Gamma_{k}$ we estimate the integrand with its $L^{\infty}$ norm:

$$
\begin{align*}
\int_{\Gamma_{k}^{c}}\left|\int_{0}^{t}\left[\boldsymbol{c}_{s}^{n, \varepsilon}-\boldsymbol{c}_{s}^{\varepsilon}\right](\eta(s)) d s\right| d \boldsymbol{\eta}^{n}(\eta) & \leq \boldsymbol{\eta}^{n}\left(\Gamma_{k}^{c}\right) \int_{0}^{T}\left\|\boldsymbol{c}_{s}^{n, \varepsilon}-\boldsymbol{c}_{s}^{\varepsilon}\right\|_{L^{\infty}(A)} d s  \tag{3.23}\\
& \leq \frac{C}{k}\left\|\boldsymbol{c}^{n}-\boldsymbol{c}\right\|_{L^{1}((0, T) \times A)}\left\|\rho_{\varepsilon}\right\|_{L^{\infty}(A)}
\end{align*}
$$

Hence, choosing $k$ large enough we can make this term as small as we wish uniformly with respect to $n$, since $\left\|\boldsymbol{c}^{n}-\boldsymbol{c}\right\|_{L^{1}((0, T) \times A)} \leq\left\|\boldsymbol{c}^{n}\right\|_{L^{1}((0, T) \times A)}+\|\boldsymbol{c}\|_{L^{1}((0, T) \times A)}$ is bounded.

In $\Gamma_{k}$, for any $N \in \mathbb{N}$ we can use the triangular inequality, the fact that $\boldsymbol{c}^{n, \varepsilon}$ and $\boldsymbol{c}^{\varepsilon}$ are null on $(0, T) \times \partial A$, and the bounded compression condition $\left(e_{i / N}\right)_{\#} \boldsymbol{\eta}^{n}\left\llcorner A \leq C_{n} \mathscr{L}^{d}\right.$ for every $i=1, \ldots, N$, to get

$$
\begin{aligned}
\int_{\Gamma_{k}}\left|\int_{0}^{t}\left[\boldsymbol{c}_{s}^{n, \varepsilon}-\boldsymbol{c}_{s}^{\varepsilon}\right](\eta(s)) d s\right| d \boldsymbol{\eta}^{n}(\eta) & \leq \sum_{i=1}^{N} \int_{\Gamma_{k}}\left|\int_{t_{i-1}^{N}}^{t_{i}^{N}}\left[\boldsymbol{c}_{s}^{n, \varepsilon}-\boldsymbol{c}_{s}^{\varepsilon}\right](\eta(s)) d s\right| d \boldsymbol{\eta}^{n}(\eta) \\
& \leq \sum_{i=1}^{N} \int_{\Gamma_{k}}\left|\int_{t_{i-1}^{N}}^{t_{i}^{N}}\left[\boldsymbol{c}_{s}^{n, \varepsilon}-\boldsymbol{c}_{s}^{\varepsilon}\right]\left(\eta\left(t_{i}^{N}\right)\right) d s\right| d \boldsymbol{\eta}^{n}(\eta) \\
& +\tilde{\omega}_{k}\left(\frac{t}{N}\right) \sum_{i=1}^{N} \int_{t_{i-1}^{N}}^{t_{i}^{N}}\left\|\nabla\left[\boldsymbol{c}_{s}^{n, \varepsilon}-\boldsymbol{c}_{s}^{\varepsilon}\right](\cdot)\right\|_{L^{\infty}(A)} d s \\
& \leq C_{n} \sum_{i=1}^{N} \int_{A}\left|\int_{t_{i-1}^{N}}^{t_{i}^{N}}\left[\boldsymbol{c}^{n, \varepsilon}-\boldsymbol{c}^{\varepsilon}\right] d s\right| d x \\
& +\tilde{\omega}_{k}\left(\frac{t}{N}\right)\left\|\boldsymbol{c}^{n}-\boldsymbol{c}\right\|_{L^{1}((0, T) \times A)}\left\|\nabla \rho_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}
\end{aligned}
$$

where $t_{i}^{N}=i t / N$. Choosing $N$ large enough we can make the second term in the righthand side as small as we want, uniformly in $n$. Letting $n \rightarrow \infty$ in (3.24), each term in the first sum in the right-hand side converges to 0 pointwise in $x$ by the weak convergence (3.12) tested with the function $\varphi_{s}^{x}(y)=1_{\left[t_{i-1}^{N}, t_{i}^{N}\right]}(s) \rho_{\varepsilon}(x-y)$, namely, for every $x \in A$,

$$
\lim _{n \rightarrow \infty} \int_{t_{i-1}^{N}}^{t_{i}^{N}}\left[\boldsymbol{c}_{s}^{n, \varepsilon}(x)-\boldsymbol{c}_{s}^{\varepsilon}(x)\right] d s=\lim _{n \rightarrow \infty} \int_{t_{i-1}^{N}}^{t_{i}^{N}}\left[\boldsymbol{c}_{s}^{n}(y)-\boldsymbol{c}_{s}(y)\right] \rho_{\varepsilon}(x-y) d s=0
$$

These functions are bounded by $\left\|\boldsymbol{c}^{n}-\boldsymbol{c}\right\|_{L^{1}((0, T) \times A)}\left\|\rho_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$, thus by dominated convergence the first sum in the right-hand side of (3.24) converges to 0 . It follows that, given $\varepsilon$ and $k$, by choosing $N$ sufficiently large we can make also this term as small as we wish, hence (3.20) follows from (3.21). We now let $\varepsilon \rightarrow 0$ in (3.20) and notice that, since $\boldsymbol{\eta}$ satisfies (2.12) with $C=\liminf _{n} C_{n}$ and $\boldsymbol{c}^{\varepsilon} \rightarrow \boldsymbol{c}$ in $L^{1}((0, T) \times A)$,

$$
\lim _{\varepsilon \rightarrow 0} \int\left|\int_{0}^{t}\left[\boldsymbol{c}_{s}-\boldsymbol{c}_{s}^{\varepsilon}\right](\eta(s)) d s\right| d \boldsymbol{\eta}(\eta) \leq C \lim _{\varepsilon \rightarrow 0} \int_{A} \int_{0}^{t}\left|\boldsymbol{c}-\boldsymbol{c}^{\varepsilon}\right| d s d x=0,
$$

proving the validity of (3.19).
The following lemma is a standard tool in optimal transport theory (see for instance [A2, Lemma 22], or [ $\mathbf{V i}$, Corollary 5.23]), but we prove it for completeness.

Lemma 3.7. Let $X_{1}, X_{2}$ be Polish metric spaces, let $\mu \in \mathscr{P}\left(X_{1}\right)$, and let $F_{n}: X_{1} \rightarrow X_{2}$ be a sequence of Borel functions. If

$$
\begin{equation*}
\left(\operatorname{Id}, F_{n}\right)_{\#} \mu \rightharpoonup(\operatorname{Id}, F)_{\#} \mu \quad \text { narrowly in } \mathscr{P}\left(X_{1} \times X_{2}\right), \tag{3.24}
\end{equation*}
$$

then $F_{n}$ converge to $F$ in $\mu$-measure, namely

$$
\lim _{n \rightarrow \infty} \mu\left(\left\{d_{X_{2}}\left(F_{n}, F\right)>\varepsilon\right\}\right)=0 \quad \forall \varepsilon>0 .
$$

Proof. Let us fix $\varepsilon \in(0,1)$. For every $\delta>0$ we consider a continuous map $\tilde{F}$ which coincides with $F$ up to a set of $\mu$-measure $\delta$. Taking the bounded continuous function $\phi(x, y)=\min \left\{d_{X_{2}}(y, \tilde{F}(x)), 1\right\}$ for $(x, y) \in X_{1} \times X_{2}$ as a test function in (3.24) we deduce that

$$
\begin{aligned}
\varepsilon \limsup _{n \rightarrow \infty} \mu\left(\left\{d_{X_{2}}\left(F_{n}, \tilde{F}\right)>\varepsilon\right\}\right) & \leq \lim _{n \rightarrow \infty} \int_{X_{1}} \min \left\{d_{X_{2}}\left(F_{n}(x), \tilde{F}(x)\right), 1\right\} d \mu(x) \\
& =\int_{X_{1}} \min \left\{d_{X_{2}}(F(x), \tilde{F}(x)), 1\right\} d \mu(x) \leq \delta .
\end{aligned}
$$

Therefore

$$
\limsup _{n \rightarrow \infty} \mu\left(\left\{d_{X_{2}}\left(F_{n}, F\right)>\varepsilon\right\}\right) \leq \mu(\{F \neq \tilde{F}\})+\limsup _{n \rightarrow \infty} \mu\left(\left\{d_{X_{2}}\left(F_{n}, \tilde{F}\right)>\varepsilon\right\}\right) \leq \delta+\frac{\delta}{\varepsilon}
$$

which can be made arbitrarily small by taking $\delta$ small.
Proof of Theorem 3.2. Fix $A \Subset \Omega$ open, denote by $\mathscr{L}_{A}^{d}$ the normalized Lebesgue measure on $A$, and define $\boldsymbol{X}_{A}^{n}$ as in the statement of the theorem. Then the laws $\boldsymbol{\eta}^{n}$ of $x \mapsto$ $\boldsymbol{X}_{A}^{n}(\cdot, x)$ under $\mathscr{L}_{A}^{d}$ define regular generalized flows in $\bar{A}$ relative to $\boldsymbol{c}^{n}=\chi_{A} \boldsymbol{b}^{n}$, according to Definition 2.10, with compressibility constants $C_{n}=C\left(A, \boldsymbol{X}^{n}\right)$.

Hence we can apply Proposition 3.6 to obtain that, up to a subsequence, $\boldsymbol{\eta}^{n}$ weakly converge to a generalized flow $\boldsymbol{\eta}$ in $\bar{A}$ relative to the vector field $\boldsymbol{c}=\chi_{A} \boldsymbol{b}$, with compressibility constant $C=\liminf \operatorname{in}_{n} C_{n}$. Let $\boldsymbol{\eta}_{x}$ be the conditional probability measures induced
by the map $e_{0}$, and let $\boldsymbol{X}_{A}$ and $T_{A}$ be given by Proposition 2.12 ; recall that $\boldsymbol{X}_{A}(\cdot, x)$ is an integral curve of $\boldsymbol{b}$ in $\left[0, T_{A}(x)\right]$, that $\boldsymbol{X}_{A}\left(\left[0, T_{A}(x)\right), x\right) \subset A$, and that $\boldsymbol{X}_{A}\left(T_{A}(x), x\right) \in \partial A$ if $T_{A}(x)<T$; as explained in Remark 2.13, for $\mathscr{L}_{A}^{d}$-almost every $x$ the hitting time $\mathrm{h}_{A}(\eta)$ is equal to $T_{A}(x)$ for $\boldsymbol{\eta}_{x^{-}}$a.e. $\eta$, and $\left(e_{t}\right)_{\#} \boldsymbol{\eta}_{x}=\delta_{\boldsymbol{X}_{A}(t, x)}$ for all $t \in\left[0, T_{A}(x)\right]$. For every $t \in[0, T]$ we set $E_{t, A}:=\left\{T_{A}(x)>t\right\} ;$ since

$$
\boldsymbol{X}_{A}(s, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner E_{t, A}\right)=\left(e_{s}\right)_{\#} \int_{E_{t, A}} \delta_{\boldsymbol{X}_{A}(\cdot, x)} d \mathscr{L}^{d} \leq\left(e_{s}\right)_{\#} \boldsymbol{\eta} \leq C \mathscr{L}^{d} \quad \forall s \in[0, t]\right.
$$

we obtain that $\boldsymbol{X}_{A}$ is a regular flow for $\boldsymbol{b}$ on $[0, t] \times E_{t}$. Applying Theorem $2.14(\mathrm{~b})$ to $\boldsymbol{X}_{A_{1}}$ and $\boldsymbol{X}_{A_{2}}$ with $A_{1} \subset A_{2}$ we deduce that $\boldsymbol{X}_{A_{1}}=\boldsymbol{X}_{A_{2}}$ on $E_{t, A_{1}}$, and this allows us (by a gluing procedure) to obtain a maximal regular flow for $\boldsymbol{b}$.

To prove the last statement, we apply Lemma 3.7 with $X_{1}=\mathbb{R}^{d}, \mu=\left(\mathscr{L}^{d}\left\llcorner\left\{T_{A}>\right.\right.\right.$ $t\}) / \mathscr{L}^{d}\left(\left\{T_{A}>t\right\}\right), X_{2}=C([0, t] ; \bar{A}), F_{n}(x)=\boldsymbol{X}_{A}^{n}(\cdot, x), F(x)=\boldsymbol{X}_{A}(\cdot, x)$. More precisely, we consider the laws $\tilde{\boldsymbol{\eta}}^{n} \in \mathscr{P}\left(C\left([0, t] ; \mathbb{R}^{d}\right)\right)$ of $x \mapsto \boldsymbol{X}_{A}^{n}(\cdot, x)$ under $\mu$; with the same argument as above, we know that $\tilde{\boldsymbol{\eta}}^{n}$ weakly converge to $\tilde{\boldsymbol{\eta}}$ and that the disintegration $\tilde{\boldsymbol{\eta}}_{x}$ coincides with $\delta_{\boldsymbol{X}_{A}(\cdot, x)}$ for $\mu$-a.e. $x \in \mathbb{R}^{d}$ (notice that $\boldsymbol{X}_{A}(\cdot, x)$ is defined in $[0, t]$ for $\mu$-a.e. $x)$. The assumption (3.24) is satisfied, since for every bounded continuous function $\varphi: \mathbb{R}^{d} \times C([0, T] ; \bar{A}) \rightarrow \mathbb{R}$ we have

$$
\int \varphi(x, \gamma) d\left(\operatorname{Id}, \boldsymbol{X}_{A}^{n}(\cdot, x)\right)_{\#} \mu(x, \gamma)=\int \varphi(\gamma(0), \gamma) d \tilde{\boldsymbol{\eta}}^{n}(\gamma)
$$

(and similarly with $\tilde{\boldsymbol{\eta}}$ ) and the weak convergence of $\tilde{\boldsymbol{\eta}}^{n}$ to $\tilde{\boldsymbol{\eta}}$ shows that

$$
\lim _{n \rightarrow \infty} \int \varphi(x, \gamma) d\left(\operatorname{Id}, \boldsymbol{X}_{A}^{n}(\cdot, x)\right)_{\#} \mu(x, \gamma)=\int \varphi(x, \gamma) d\left(\operatorname{Id}, \boldsymbol{X}_{A}(\cdot, x)\right)_{\#} \mu(x, \gamma)
$$

We deduce the convergence in $\mu$-measure of $\boldsymbol{X}_{A}^{n}$ to $\boldsymbol{X}_{A}$ in $C([0, t] ; \bar{A})$, i.e.,

$$
\lim _{n \rightarrow \infty} \mathscr{L}^{d}\left(\left\{x \in\left\{T_{A}>t\right\}: \sup _{s \in[0, t]}\left|\boldsymbol{X}_{A}^{n}(s, x)-\boldsymbol{X}_{A}(s, x)\right|>\varepsilon\right\}\right)=0 \quad \forall \varepsilon>0
$$

from which (3.13) follows easily.

### 3.3 Proper blow-up of trajectories under global bounds on divergence

Recall that the blow-up time $T_{\Omega, \boldsymbol{X}}(x)$ for maximal regular flows is characterized by the property $\lim \sup _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)} V_{\Omega}(\boldsymbol{X}(t, x))=\infty$ when $T_{\Omega, \boldsymbol{X}}(x)<T$. We say that $\boldsymbol{X}(\cdot, x)$ blows up properly (i.e. with no oscillations) if the stronger condition

$$
\begin{equation*}
\lim _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)} V_{\Omega}(\boldsymbol{X}(t, x))=\infty \tag{3.25}
\end{equation*}
$$



Figure 3.2: The picture shows a bounded trajectory of a smooth vector field in $\Omega=B_{1}$ such that (3.25) holds but the trajectory blows up in finite time without having a limit.
holds. This property says in particular that the modulus of every unbounded trajectory must converge to infinity. On the other hand, (3.25) does not guarantee that, even in a bounded domain $\Omega$, bounded trajectories have a limit as $t$ approaches the blow-up time (the limit belongs to $\partial \Omega$ if it exists). This fact may happen even with smooth vector fields (see Figure 3.2); we show in Theorem 3.12 that this cannot happen if we assume global integrability of $\boldsymbol{b}$.

In the following theorem we prove the proper blow-up of trajectories when a global bounded compression condition on $\boldsymbol{X}$ is available, see (3.27) below. Thanks to the properties of the maximal regular flow the global bounded compression condition is fulfilled, for instance, in all cases when the divergence bounds $L\left(\Omega^{\prime}\right)$ in (3.1) are uniformly bounded. More precisely

$$
\begin{equation*}
\operatorname{div} \boldsymbol{b}_{t}(\cdot) \geq m(t) \quad \text { in } \Omega, \text { with } L(\Omega):=\int_{0}^{T}|m(t)| d t<\infty \tag{3.26}
\end{equation*}
$$

implies (3.27) with $C_{*} \leq e^{L(\Omega)}$.
Theorem 3.8. Let $\boldsymbol{X}$ be a maximal regular flow relative to a Borel vector field $\boldsymbol{b}$ satisfying ( $a-\Omega$ ) and ( $b-\Omega$ ), and assume that the bounded compression condition is global, namely there exists a constant $C_{*} \geq 0$ satisfying

$$
\begin{equation*}
\boldsymbol{X}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{\Omega, \boldsymbol{X}}>t\right\}\right) \leq C_{*} \mathscr{L}^{d} \quad \forall t \in[0, T)\right. \tag{3.27}
\end{equation*}
$$

Then

$$
\liminf _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)}|\boldsymbol{X}(t, x)|=\infty \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in \mathbb{R}^{d} \text { such that } \limsup _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)}|\boldsymbol{X}(t, x)|=\infty
$$

and in particular $\lim _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)} V_{\Omega}(\boldsymbol{X}(t, x))=\infty$ for $\mathscr{L}^{d}$-a.e. $x$ with $T_{\Omega, \boldsymbol{X}}(x)<T$.
Proof. Let $\Omega_{n}$ be open sets with $\Omega_{n} \Subset \Omega_{n+1} \Subset \Omega$, with $\cup_{n} \Omega_{n}=\Omega$. We consider cut-off functions $\psi_{n} \in C_{c}^{\infty}\left(\Omega_{n+1}\right)$ with $0 \leq \psi_{n} \leq 1$ and $\psi_{n} \equiv 1$ on a neighborhood of $\bar{\Omega}_{n}$.

Since $\boldsymbol{X}(\cdot, x)$ is an integral curve of $\boldsymbol{b}$ for $\mathscr{L}^{d}$-a.e $x \in \Omega$ we can use (3.27) to estimate

$$
\begin{align*}
\int_{\Omega} \int_{0}^{T_{\Omega, \boldsymbol{X}}(x)}\left|\frac{d}{d t} \psi_{n}(\boldsymbol{X}(t, x))\right| d t d x & \leq \int_{\Omega} \int_{0}^{T_{\Omega, \boldsymbol{X}}(x)}\left|\nabla \psi_{n}(\boldsymbol{X}(t, x))\right|\left|\boldsymbol{b}_{t}(\boldsymbol{X}(t, x))\right| d t d x \\
& =\int_{0}^{T} \int_{\left\{T_{\Omega, \boldsymbol{X}}>t\right\}}\left|\nabla \psi_{n}(\boldsymbol{X}(t, x))\right|\left|\boldsymbol{b}_{t}(\boldsymbol{X}(t, x))\right| d x d t \\
& \leq C_{*} \int_{0}^{T} \int_{\mathbb{R}^{d}}\left|\nabla \psi_{n}(y)\right|\left|\boldsymbol{b}_{t}(y)\right| d y d t \\
& \leq C\left\|\nabla \psi_{n}\right\|_{L^{\infty}(\Omega)} \int_{0}^{T} \int_{\Omega_{n+1}}\left|\boldsymbol{b}_{t}(x)\right| d x d t \tag{3.28}
\end{align*}
$$

Hence $\psi_{n}(\boldsymbol{X}(\cdot, x))$ is the restriction of an absolutely continuous map in $\left[0, T_{\Omega, \boldsymbol{X}}(x)\right]$ (and therefore uniformly continuous in $\left[0, T_{\Omega, \boldsymbol{X}}(x)\right)$ ) for $\mathscr{L}^{d}$-a.e. $x \in \Omega$.

Let us fix $x \in \Omega$ such that $\lim \sup _{t \uparrow T_{\Omega, \boldsymbol{X}}(x)} V_{\Omega}(\boldsymbol{X}(t, x))=\infty$ and $\psi_{n}(\boldsymbol{X}(\cdot, x))$ is uniformly continuous in $\left[0, T_{\Omega, \boldsymbol{X}}(x)\right)$ for every $n \in \mathbb{N}$. The limsup condition yields that the limit of all $\psi_{n}(\boldsymbol{X}(t, x))$ as $t \uparrow T_{\Omega, \boldsymbol{X}}(x)$ must be 0 . On the other hand, if the liminf of $V_{\Omega}(\boldsymbol{X}(t, x))$ as $t \uparrow T_{\Omega, \boldsymbol{X}}(x)$ were finite, we could find an integer $n$ and $t_{k} \uparrow T_{\Omega, \boldsymbol{X}}(x)$ with $\boldsymbol{X}\left(t_{k}, x\right) \in \Omega_{n}$ for all $k$. Since $\psi_{n+1}\left(\boldsymbol{X}\left(t_{k}, x\right)\right)=1$ we obtain a contradiction.

Remark 3.9. Under the assumptions of the previous theorem applied with $\Omega=\mathbb{R}^{d}$, given any probability measure $\mu_{0} \leq C \mathscr{L}^{d}$ for some $C>0$, it can be easily shown that the measure

$$
\begin{equation*}
\mu_{t}:=\boldsymbol{X}(t, \cdot)_{\#}\left(\mu_{0}\left\llcorner\left\{T_{\boldsymbol{X}}>t\right\}\right), \quad t \in[0, T]\right. \tag{3.29}
\end{equation*}
$$

is a bounded (by (3.27)), weakly* continuous, distributional solution to the continuity equation. We notice that the same statement is not true if we assume only a local bound on div $\boldsymbol{b}$, since the measure (3.29) can be locally unbounded, as in the example of Proposition 3.10, and therefore we cannot write the distributional formulation of the continuity equation.

To see that (3.29) is a distributional solution of the continuity equation, we consider $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and we define the function $g_{t}(x)$ as $\varphi(\boldsymbol{X}(t, x))$ if $t<T_{\boldsymbol{X}}(x)$ or $t=T_{\boldsymbol{X}}(x)=T$, and $g_{t}(x)=0$ otherwise. By Theorem 3.8 we notice that $g_{t}(x)$ is absolutely continuous with respect to $t$ for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$ and that $\frac{d}{d t} g_{t}(x)=$ $1_{\left\{T_{\boldsymbol{X}}(x)>t\right\}} \nabla \varphi(\boldsymbol{X}(t, x)) \boldsymbol{b}_{t}(\boldsymbol{X}(t, x))$ for $\mathscr{L}^{1}$-a.e. $t \in(0, T)$, for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$. We deduce that the function $t \rightarrow \int_{\left\{T_{\boldsymbol{X}}>t\right\}} \varphi(\boldsymbol{X}(t, x)) d \mu_{0}(x)$ is absolutely continuous and its derivative is given by

$$
\begin{aligned}
\frac{d}{d t} \int_{\left\{T_{\boldsymbol{X}}>t\right\}} \varphi(\boldsymbol{X}(t, x)) d \mu_{0}(x) & =\frac{d}{d t} \int_{\mathbb{R}^{d}} g_{t}(x) d \mu_{0}(x) \\
& =\int_{\left\{T_{\boldsymbol{X}}>t\right\}} \nabla \varphi(\boldsymbol{X}(t, x)) \boldsymbol{b}_{t}(\boldsymbol{X}(t, x)) d \mu_{0}(x) .
\end{aligned}
$$



Figure 3.3: The trajectories of $\boldsymbol{b}$ oscillate between 0 and $\infty$.

The proper blow-up may fail for the maximal regular flow due only to the lack of a global bound on the divergence of $\boldsymbol{b}$, as shown in the next example.

In the following we denote by $\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}$ the canonical basis of $\mathbb{R}^{d}$ and $B_{r}^{(d-1)}\left(x^{\prime}\right) \subset$ $\mathbb{R}^{d-1}$ the ball of center $x^{\prime} \in \mathbb{R}^{d-1}$ and radius $r$. We denote each point $x \in \mathbb{R}^{d}$ as $x=\left(x^{\prime}, x_{d}\right)$, where $x^{\prime}$ are the first $d-1$ coordinates of $x$. For simplicity we write $T_{\boldsymbol{X}}$ for $T_{\mathbb{R}^{d}, \boldsymbol{X}}$.

Proposition 3.10. Let $d \geq 3$. There exist an autonomous vector field $\boldsymbol{b}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ and a Borel set of positive measure $\Sigma \subset \mathbb{R}^{d}$ such that $\boldsymbol{b} \in W_{\text {loc }}^{1, p}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ for some $p>1$, $\operatorname{div} \boldsymbol{b} \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{d}\right)$, and

$$
\begin{equation*}
T_{\boldsymbol{X}}(x) \leq 2, \quad \liminf _{t \uparrow T_{\boldsymbol{X}}(x)}|\boldsymbol{X}(t, x)|=0, \quad \limsup _{t \uparrow T_{\boldsymbol{X}}(x)}|\boldsymbol{X}(t, x)|=\infty \tag{3.30}
\end{equation*}
$$

for every $x \in \Sigma$.
Proof. We build a vector field whose trajectories are represented in Figure 3.3. Let $\left\{a_{k}\right\}_{k \in \mathbb{N}}$ be a fastly decaying sequence to be chosen later. For every $k=1,2, \ldots$ we define the cylinders

$$
E_{k}= \begin{cases}B_{a_{k}}^{(d-1)}\left(2^{-k} \mathbf{v}_{1}\right) \times\left[-2^{k-1}, 2^{k}\right] & \text { if } k \text { is odd } \\ B_{a_{k}}^{(d-1)}\left(2^{-k} \mathbf{v}_{1}\right) \times\left[-2^{k}, 2^{k-1}\right] & \text { if } k \text { is even } .\end{cases}
$$

We also define

$$
E_{0}=B_{a_{1}}^{(d-1)}\left(2^{-1} \mathbf{v}_{1}\right) \times(-\infty,-1]
$$

Let $\varphi \in C_{0}^{\infty}\left(B_{1}^{(d-1)}\right)$ be a nonnegative cutoff function which is equal to 1 in $B_{1 / 2}$. In every $E_{k}$ the vector field $\boldsymbol{b}$ points in the $d$-th direction and it depends only on the first $d-1$


Figure 3.4: The sets $E_{k}, F_{k}, E_{k}^{\prime}$, and $F_{k}^{\prime}$ and the vector field $\boldsymbol{b}$.
variables

$$
\boldsymbol{b}(x):= \begin{cases}(-1)^{k+1} 4^{k} \varphi\left(\frac{x^{\prime}-2^{-k} \mathbf{v}_{1}}{a_{k}}\right) \mathbf{v}_{d} & \forall x \in E_{k}, k \geq 1  \tag{3.31}\\ 4 \varphi\left(\frac{x^{\prime}-2^{-1} \mathbf{v}_{1}}{a_{1}}\right) \mathbf{v}_{d} & \forall x \in E_{0}\end{cases}
$$

Notice that div $\boldsymbol{b}=0$ in every $E_{k}$ and that $\boldsymbol{b}$ is 0 on the lateral boundary of every cylinder $E_{k}$ since $\varphi$ is compactly supported.

For every $k \geq 1$ we define the cylinders $E_{k}^{\prime} \subset \mathbb{R}^{d}$ as

$$
E_{k}^{\prime}= \begin{cases}B_{a_{k} / 2}^{(d-1)}\left(2^{-k} \mathbf{v}_{1}\right) \times\left[-2^{k-1}, 2^{k}\right] & \text { if } k \text { is odd } \\ B_{a_{k} / 2}^{(d-1)}\left(2^{-k} \mathbf{v}_{1}\right) \times\left[-2^{k}, 2^{k-1}\right] & \text { if } k \text { is even }\end{cases}
$$

For every $k \in \mathbb{N}$ we define a handle $F_{k}$ which connects $E_{k}$ with $E_{k+1}$ as in Figure 3.4. It is made of a family of smooth, nonintersecting curves of length less than 1 which connect the top of $E_{k}$ to the top of $E_{k+1}$ and $E_{k}^{\prime}$ with $E_{k+1}^{\prime}$. We denote by $F_{k}^{\prime}$ the handle between $E_{k}^{\prime}$ and $E_{k+1}^{\prime}$, as in Figure 3.4.

The vector field $\boldsymbol{b}$ is extended to be 0 outside $\cup_{k=0}^{\infty}\left(E_{k} \cup F_{k}\right)$. It is extended inside every $F_{k}$ by choosing a smooth extension in a neighborhood of each handle, whose trajectories are the ones described by the handle. The modulus of $\boldsymbol{b}$ is chosen to be between $4^{k}$ and $4^{k+1}$ in $F_{k}^{\prime}$ (notice that $|\boldsymbol{b}(x)|=4^{k}$ on the top of $E_{k}^{\prime}$ thanks to (3.31)).

With this choice, every trajectory in $F_{k}^{\prime}$ is not longer than 1 and the vector field $\boldsymbol{b}$ is of size $4^{k}$. We deduce that the handle is covered in time less than $4^{-k}$.

By the construction it is clear that $\boldsymbol{b}$ is smooth in $\mathbb{R}^{d} \backslash \mathbb{R} \mathbf{v}_{d}$. We show that $\boldsymbol{b} \in$ $W_{\text {loc }}^{1, p}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ for some $p>1$ by estimating the $W^{1, p}$ norm of $\boldsymbol{b}$ in every ball $B_{R}$. With
this estimate, one can easily see that $\boldsymbol{b}$ is the limit of smooth vector fields with bounded $W^{1, p}$ norms on $B_{R}$; it is enough to consider the restriction of $\boldsymbol{b}$ to the first $n$ sets $E_{k} \cup F_{k}$. Fix $R>0$. The $W^{1, p}$ norm of $\boldsymbol{b}$ in $B_{R}$ is estimated by

$$
\begin{equation*}
\|\boldsymbol{b}\|_{W^{1, p}\left(B_{R}\right)} \leq\|\boldsymbol{b}\|_{W^{1, p}\left(E_{0} \cap B_{R}\right)}+\sum_{k=1}^{\infty}\|\boldsymbol{b}\|_{W^{1, p}\left(F_{k} \cap B_{R}\right)}+\sum_{k=1}^{\infty}\|\boldsymbol{b}\|_{W^{1, p}\left(E_{k}\right)} \tag{3.32}
\end{equation*}
$$

The first term is obviously finite (depending on $R$ ); since $B_{R}$ intersects at most finitely many $F_{k}$, the second sum in the right-hand side of (3.32) has only finitely many nonzero terms. As regards the third sum, we compute the $W^{1, p}$ norm of $\boldsymbol{b}$ in each set $E_{k}$. For every $k \in \mathbb{N}$

$$
\begin{aligned}
\|\boldsymbol{b}\|_{L^{p}\left(E_{k}\right)} & \leq 4^{k}(2 R)^{1 / p}\left\|\varphi\left(\frac{x^{\prime}-2^{-k} \mathbf{v}_{1}}{a_{k}}\right)\right\|_{L^{p}\left(B_{a_{k}}^{(d-1)}\left(2^{-k} \mathbf{v}_{1}\right)\right)} \\
& =4^{k}\left(2 R a_{k}^{d-1}\right)^{1 / p}\|\varphi\|_{L^{p}\left(B_{1}^{(d-1)}\right)}
\end{aligned}
$$

and similarly

$$
\begin{align*}
\|\nabla \boldsymbol{b}\|_{L^{p}\left(E_{k}\right)} & \leq \frac{4^{k}(2 R)^{1 / p}}{a_{k}}\left\|\nabla \varphi\left(\frac{x^{\prime}-2^{-k} \mathbf{v}_{1}}{a_{k}}\right)\right\|_{L^{p}\left(B_{a_{k}}^{(d-1)}\left(2^{-k} \mathbf{v}_{1}\right)\right)} \\
& =\frac{4^{k}\left(2 R a_{k}^{d-1}\right)^{1 / p}}{a_{k}}\|\nabla \varphi\|_{L^{p}\left(B_{1}^{(d-1)}\right)^{\prime}} \tag{3.33}
\end{align*}
$$

Since $a_{k} \leq 1$, the series in the right-hand side of (3.32) is estimated by

$$
\sum_{k=1}^{\infty}\|\boldsymbol{b}\|_{W^{1, p}\left(E_{k}\right)} \leq C(R, \varphi) \sum_{k=1}^{\infty} 4^{k} a_{k}^{(d-1) / p-1}
$$

and it is convergent for every $p<d-1$ provided that we take $a_{k} \leq 8^{-p k /(d-1-p)}$. Hence $\boldsymbol{b} \in W^{1, p}\left(B_{R} ; \mathbb{R}^{d}\right)$ for every $R>0$.

To check that $\operatorname{div} \boldsymbol{b} \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{d}\right)$, we notice that $\boldsymbol{b}$ is divergence free in $\mathbb{R}^{d} \backslash \cup_{k=0}^{\infty} F_{k}$ and that for every $R>0$ the ball $B_{R}$ intersects only finitely many handles $F_{k}$; in particular $\boldsymbol{b}$ is divergence free in $B_{1}$. Since $\boldsymbol{b}$ is smooth in a neighborhood of each handle, we deduce that $\operatorname{div} \boldsymbol{b}$ is bounded in every $B_{R}$.

Finally we set $\Sigma=B_{a_{1} / 2}\left(\mathbf{v}_{1} / 2\right) \times[0,1]$ and we show that for every $x \in \Sigma$ the smooth trajectory of $\boldsymbol{b}$ starting from $x$ satisfies (3.30). The trajectory of $x$ lies by construction in $\cup_{k=0}^{\infty}\left(E_{k}^{\prime} \cup F_{k}^{\prime}\right)$. For every $k \in \mathbb{N}$, the time requested to cross the set $E_{k}^{\prime}$ is $2^{k} / 4^{k}$ and, as observed before, the time requested to cross $F_{k}^{\prime}$ is less than $4^{-k}$. Hence

$$
T_{\boldsymbol{X}}(x) \leq \sum_{k=1}^{\infty} \frac{2^{k}+1}{4^{k}} \leq 2 \quad \forall x \in \Sigma
$$

The other properties in (3.30) are satisfied by construction.


Figure 3.5: For an autonomous vector field $\boldsymbol{b}$ in the plane, we consider an integral curve of a suitable representative of $\boldsymbol{b}$, namely a vector field which coincides $\mathscr{L}^{2}$-a.e. with $\boldsymbol{b}$. Given $R>0$, the time needed for the integral curve to cross the annulus $B_{R+1} \backslash B_{R}$ is greater or equal than the constant $\|$ ess $\sup _{\partial B_{r}}|\boldsymbol{b}| \|_{L^{1}(R, R+1)}^{-1}$ (see (3.36) below). For this reason, every trajectory can cross only finitely many times the annulus in finite time and therefore every unbounded trajectory must blow up properly, as in (3.30).

In dimension $d=2$, thanks to the smoothness of the vector field built in the previous example outside the $x_{2}$-axis, there exists only an integral curve of $\boldsymbol{b}$ for every $x \in \mathbb{R}^{2} \backslash$ $\left\{x_{1}=0\right\}$. Hence, thanks to the superposition principle the previous example satisfies the assumption (b- $\Omega$ ) on $\boldsymbol{b}$ and therefore provides a two-dimensional counterexample to the proper blow-up of trajectories. On the other hand, the vector field built in the previous example is not in $B V_{\text {loc }}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$. We show indeed in the next proposition that for any autonomous $B V_{\text {loc }}$ vector field in dimension $d=2$ the behavior of the previous example (see Figure 3.3) cannot happen and the trajectories must blow up properly. It looks likely that, with $d=2$ and a non-autonomous vector field, one can build an example following the lines of the example in Proposition 3.10.

Proposition 3.11. Let $\boldsymbol{b} \in B V_{\mathrm{loc}}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$, $\operatorname{div} \boldsymbol{b} \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{2}\right)$. Then

$$
\begin{equation*}
\lim _{t \uparrow T_{\boldsymbol{X}}(x)}|\boldsymbol{X}(t, x)|=\infty \quad \text { for } \mathscr{L}^{2} \text {-a.e. } x \in \mathbb{R}^{2} \text { such that } \limsup _{t \uparrow T_{\boldsymbol{X}}(x)}|\boldsymbol{X}(t, x)|=\infty \tag{3.34}
\end{equation*}
$$

Proof. Step 1. Let $R>0$. We prove that for every vector field $\boldsymbol{b} \in B V_{\text {loc }}\left(\mathbb{R}^{2} ; \mathbb{R}^{2}\right)$

$$
\begin{equation*}
\int_{R}^{R+1} \underset{x \in \partial B_{r}}{\operatorname{ess} \sup _{r}}|\boldsymbol{b}(x)| d r \leq \frac{1}{2 \pi R} \int_{B_{R+1} \backslash B_{R}}|\boldsymbol{b}(x)| d x+|D \boldsymbol{b}|\left(B_{R+1} \backslash B_{R}\right) \tag{3.35}
\end{equation*}
$$

For this, let $\boldsymbol{b}_{\varepsilon}$ be a sequence of smooth vector fields which approximate $\boldsymbol{b}$ in $B V\left(B_{R+1} \backslash\right.$ $B_{R}$ ), namely
$\lim _{\varepsilon \rightarrow 0}\left|\boldsymbol{b}_{\varepsilon}-\boldsymbol{b}\right|=0 \quad$ in $L^{1}\left(B_{R+1} \backslash B_{R}\right), \quad \lim _{\varepsilon \rightarrow 0} \int_{B_{R+1} \backslash B_{R}}\left|\nabla \boldsymbol{b}_{\varepsilon}(x)\right| d x=|D \boldsymbol{b}|\left(B_{R+1} \backslash B_{R}\right)$.

Up to a subsequence (not relabeled) we deduce that for $\mathscr{L}^{1}$-a.e. $r \in(R, R+1)$

$$
\lim _{\varepsilon \rightarrow 0} \boldsymbol{b}_{\varepsilon}=\boldsymbol{b} \quad \text { in } L^{1}\left(\partial B_{r} ; \mathbb{R}^{2}\right)
$$

Since we can control the supremum of the one dimensional restriction of $\boldsymbol{b}_{\varepsilon}$ to $\partial B_{r}$ through the $L^{1}$ norm of $\boldsymbol{b}_{\varepsilon}$ and the total variation we have that

$$
\sup _{x \in \partial B_{r}}\left|\boldsymbol{b}_{\varepsilon}(x)\right| \leq \frac{1}{2 \pi r} \int_{\partial B_{r}}\left|\boldsymbol{b}_{\varepsilon}(x)\right| d x+\int_{\partial B_{r}}\left|\nabla \boldsymbol{b}_{\varepsilon}(x)\right| d x
$$

Hence, integrating with respect to $r$ in $(R, R+1),(3.35)$ holds for $\boldsymbol{b}_{\varepsilon}$ :

$$
\int_{R}^{R+1} \sup _{x \in \partial B_{r}}\left|\boldsymbol{b}_{\varepsilon}(x)\right| d r \leq \frac{1}{2 \pi R} \int_{B_{R+1} \backslash B_{R}}\left|\boldsymbol{b}_{\varepsilon}(x)\right| d x+\int_{B_{R+1} \backslash B_{R}}\left|\nabla \boldsymbol{b}_{\varepsilon}(x)\right| d x
$$

Taking the liminf in both sides as $\varepsilon$ goes to 0 , by Fatou lemma we deduce that

$$
\begin{aligned}
\int_{R}^{R+1} \operatorname{ess} \sup _{x \in \partial B_{r}}|\boldsymbol{b}(x)| d r & \leq \int_{B_{R+1} \backslash B_{R}} \liminf _{\varepsilon \rightarrow 0} \sup _{x \in \partial B_{r}}\left|\boldsymbol{b}_{\varepsilon}(x)\right| d r \\
& \leq \liminf _{\varepsilon \rightarrow 0} \int_{R}^{R+1} \sup _{x \in \partial B_{r}}\left|\boldsymbol{b}_{\varepsilon}(x)\right| d r \\
& \leq \lim _{\varepsilon \rightarrow 0}\left(\frac{1}{2 \pi R} \int_{B_{R+1} \backslash B_{R}}\left|\boldsymbol{b}_{\varepsilon}(x)\right| d x+\int_{B_{R+1} \backslash B_{R}}\left|D \boldsymbol{b}_{\varepsilon}(x)\right| d x\right) \\
& =\frac{1}{2 \pi R} \int_{B_{R+1} \backslash B_{R}}|\boldsymbol{b}(x)| d x+|D \boldsymbol{b}|\left(B_{R+1} \backslash B_{R}\right)
\end{aligned}
$$

Step 2. Let $R>0$ and let $\boldsymbol{c}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be a Borel vector field such that

$$
f(r):=\sup _{x \in \partial B_{r}}|\boldsymbol{c}(x)| \in L^{1}(R, R+1)
$$

Let $\gamma:[0, \tau] \rightarrow \bar{B}_{R+1} \backslash B_{R}$ be an absolutely continuous integral curve of $\boldsymbol{c}$ (namely $\dot{\gamma}=\boldsymbol{c}(\gamma)$ $\mathscr{L}^{1}$-a.e. in $\left.(0, \tau)\right)$ such that $\gamma(0) \in \partial B_{R}$ and $\gamma(\tau) \in \partial B_{R+1}$. We claim that

$$
\begin{equation*}
\tau \geq\left(\int_{R}^{R+1} f(r) d r\right)^{-1} \tag{3.36}
\end{equation*}
$$

To prove this, we define the nondecreasing function $\sigma:[0, \tau] \rightarrow \mathbb{R}$

$$
\begin{equation*}
\sigma(t)=\max _{s \in[0, t]}|\gamma(s)| \quad \forall t \in[0, \tau] \tag{3.37}
\end{equation*}
$$

we have that $\sigma(0)=R$ and $\sigma(\tau)=R+1$. For every $s, t \in[0, \tau]$ with $s<t$ there holds

$$
0 \leq \sigma(t)-\sigma(s) \leq \sup _{r \in(s, t]}(|\gamma(r)|-|\gamma(s)|)^{+} \leq \int_{s}^{t}\left|\frac{d}{d r}\right| \gamma(r)| | d r \leq \int_{s}^{t}|\dot{\gamma}(r)| d r
$$

Thus $\sigma$ is absolutely continuous and $\dot{\sigma} \leq|\dot{\gamma}| \mathscr{L}^{1}$-a.e in $(0, \tau)$. In addition, for every $t \in(0, \tau)$ such that $\sigma(t) \neq|\gamma(t)|$ the function $\sigma$ is constant in a neighborhood of $t$, hence $\dot{\sigma} \leq \chi_{\{\sigma=|\gamma|\}}|\dot{\gamma}| \mathscr{L}^{1}$-a.e. in $(0, \tau)$. Therefore

$$
\dot{\sigma}(t) \leq 1_{\{\sigma=|\gamma|\}}(t)|\dot{\gamma}(t)|=1_{\{\sigma=|\gamma|\}}(t)|\boldsymbol{c}(\gamma(t))| \leq f(\sigma(t)) \quad \text { for } \mathscr{L}^{1} \text {-a.e. } t \in(0, \tau) .
$$

By Hölder inequality and the change of variable formula we deduce that

$$
\begin{aligned}
1 & \leq[\sigma(\tau)-\sigma(0)]^{2} \leq\left(\int_{0}^{\tau} \dot{\sigma}(t) d t\right)^{2} \leq \tau \int_{0}^{\tau}[\dot{\sigma}(t)]^{2} d t \\
& \leq \tau \int_{0}^{\tau} \dot{\sigma}(t) f(\sigma(t)) d t=\tau \int_{R}^{R+1} f(\sigma) d \sigma
\end{aligned}
$$

which proves (3.36).
Step 3. We conclude the proof. Using the invariance of the concept of maximal regular flow (see Remark 2.6) we can work with a well-chosen representative which allows us to apply the estimate in Step 2. For this specific representation of $\boldsymbol{b}$, we show that every integral unbounded trajectory blows up properly.

For $\mathscr{L}^{d}$-a.e. $r>0$ the restriction $\boldsymbol{b}_{r}(x)=\boldsymbol{b}(r x), x \in \mathbb{S}^{1}$, of the vector field $\boldsymbol{b}$ to $\partial B_{r}$ is $B V$. We remind that every 1-dimensional $B V$ function has a precise representative given at every point by the average of the right approximate limit and of the left approximate limit, which exist everywhere. We define the Borel vector field $\boldsymbol{c}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ as

$$
\boldsymbol{c}(r x)=\text { the precise representative of } \boldsymbol{b}_{r} \text { at } x \quad \forall x \in \mathbb{S}^{1}
$$

for all $r$ such that $\boldsymbol{b}_{r} \in B V\left(\mathbb{S}^{1}\right)$, and 0 otherwise. Notice that, by Fubini theorem, $\boldsymbol{c}$ coincides $\mathscr{L}^{2}$-a.e. with $\boldsymbol{b}$, and that $\sup |\boldsymbol{c}(r \cdot)| \leq \operatorname{ess} \sup |\boldsymbol{b}(r \cdot)|$ for all $r>0$.

Let us assume by contradiction the existence of $\bar{x} \in \mathbb{R}^{d}$ such that $\boldsymbol{X}(\cdot, \bar{x})$ is an integral curve of the precise representative $\boldsymbol{c}$ and

$$
\begin{equation*}
\liminf _{t \uparrow T_{\left.\boldsymbol{X}^{( }\right)}(\bar{x})}|\boldsymbol{X}(t, \bar{x})|<\infty, \quad \limsup _{t \uparrow T_{\left.\boldsymbol{X}^{( }\right)}^{(\bar{x})}}|\boldsymbol{X}(t, \bar{x})|=\infty \tag{3.38}
\end{equation*}
$$

We fix $R>0$ greater than the liminf in (3.38), as in Figure 3.5 and we define $f(r):=$ $\sup _{x \in \partial B_{r}}|\boldsymbol{c}(x)|, r \in[R, R+1]$. Thanks to (3.35) applied to $\boldsymbol{c}$, we deduce that $f \in$ $L^{1}(R, R+1)$. Therefore we can apply Step 2 to deduce that every transition from inside $B_{R}$ to outside $B_{R+1}$ requires at least time $1 /\|f\|_{L^{1}(R, R+1)}>0$. Hence the trajectory $\boldsymbol{X}(\cdot, \bar{x})$ can cross the set $B_{R+1} \backslash B_{R}$ only finitely many times in finite time, a contradiction.

### 3.4 No blow-up criteria under global bounds on divergence

If one is interested in estimating the blow-up time $T_{\Omega, \boldsymbol{X}}$ of the maximal regular flow, or even if one wants to rule out the blow-up, one may easily adapt to this framework the
classical criterion based on the existence of a Lyapunov function $\Psi: \mathbb{R}^{d} \rightarrow[0, \infty]$ satisfying $\Psi(z) \rightarrow \infty$ as $|z| \rightarrow \infty$ and

$$
\frac{d}{d t} \Psi(x(t)) \leq C_{\Psi}(1+\Psi(x(t)))
$$

along absolutely continuous solutions to $\dot{x}=\boldsymbol{b}_{t}(x)$. On the other hand, in some cases, by a suitable approximation argument one can exhibit a solution $\mu_{t}=\rho_{t} \mathscr{L}^{d}$ to the continuity equation with velocity field $\boldsymbol{b}$ with $\left|\boldsymbol{b}_{t}\right| \rho_{t}$ integrable. As in [AGS1, Proposition 8.1.8] (where locally Lipschitz vector fields were considered) we can use the existence of this solution to rule out the blow-up.

In the next theorem we provide a sufficient condition for the continuity of $\boldsymbol{X}$ at the blow-up time, using a global version of (a- $\Omega$ ) and the global bounded compression condition (3.27), implied by the global bound on divergence (3.26).

Theorem 3.12. Let $\boldsymbol{b} \in L^{1}\left((0, T) \times \Omega ; \mathbb{R}^{d}\right)$ satisfy ( $b-\Omega$ ) and assume that the maximal regular flow $\boldsymbol{X}$ satisfies (3.27). Then $\boldsymbol{X}(\cdot, x)$ is absolutely continuous in $\left[0, T_{\Omega, \boldsymbol{X}}(x)\right]$ for $\mathscr{L}^{d}$-a.e. $\quad x \in \Omega$, and the limit of $\boldsymbol{X}(t, x)$ as $t \uparrow T_{\Omega, \boldsymbol{X}}(x)$ belongs to $\partial \Omega$ whenever $T_{\Omega, \boldsymbol{X}}(x)<T$.

Proof. By (3.27) we have that

$$
\begin{aligned}
\int_{\Omega} \int_{0}^{T_{\Omega, \boldsymbol{X}}(x)}|\dot{\boldsymbol{X}}(t, x)| d t d x & =\int_{\Omega} \int_{0}^{T_{\Omega, \boldsymbol{X}}^{(x)}}\left|\boldsymbol{b}_{t}(\boldsymbol{X}(t, x))\right| d t d x \\
& =\int_{0}^{T} \int_{\left\{T_{\Omega, \boldsymbol{X}}>t\right\}}\left|\boldsymbol{b}_{t}(\boldsymbol{X}(t, x))\right| d x d t \\
& \leq C_{*} \int_{0}^{T} \int_{\Omega}\left|\boldsymbol{b}_{t}(z)\right| d z d t
\end{aligned}
$$

Hence $\boldsymbol{X}$ satisfies (3.27). Then $\boldsymbol{X}(\cdot, x)$ is absolutely continuous in $\left[0, T_{\Omega, \boldsymbol{X}}(x)\right]$ for $\mathscr{L}^{d}{ }_{\text {-a.e. }}$ $x \in \Omega$. Since the $\limsup V_{\Omega}(\boldsymbol{X}(t, x))$ as $t \uparrow T_{\Omega, \boldsymbol{X}}$ is $\infty$ whenever $T_{\Omega, \boldsymbol{X}}(x)<T$, we obtain that in this case the limit of $\boldsymbol{X}(t, x)$ as $t \rightarrow T_{\Omega, \boldsymbol{X}}(x)$ belongs to $\partial \Omega$.

In the case $\Omega=\mathbb{R}^{d}$ we now prove a simple criterion for global existence, which allows us to recover the classical result in the DiPerna-Lions theory on the existence of a global flow under the growth condition

$$
\begin{equation*}
\frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} \in L^{1}\left((0, T) ; L^{1}\left(\mathbb{R}^{d}\right)\right)+L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right) \tag{3.39}
\end{equation*}
$$

As in the previous section, we will use in the next theorem the simplified notation $T_{\boldsymbol{X}}$ for $T_{\mathbb{R}^{d}, \boldsymbol{X}}$.

Theorem 3.13 (No blow-up criterion). Let $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a Borel vector field which satisfies $\left(a-\mathbb{R}^{d}\right)$ and $\left(b-\mathbb{R}^{d}\right)$, and assume that the maximal regular flow $\boldsymbol{X}$ satisfies
(3.27). Assume that $\rho_{t} \in L^{\infty}\left((0, T) ; L_{+}^{\infty}\left(\mathbb{R}^{d}\right)\right)$ is a weakly* continuous solution of the continuity equation satisfying the integrability condition

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}} \frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} \rho_{t}(x) d x d t<\infty \tag{3.40}
\end{equation*}
$$

Then $T_{\boldsymbol{X}}(x)=T$ and $\boldsymbol{X}(\cdot, x) \in A C\left([0, T] ; \mathbb{R}^{d}\right)$ for $\rho_{0} \mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$. In addition, if the growth condition (3.39) holds, then $\rho_{t}$ satisfying (3.40) exist for any $\rho_{0} \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{d}\right)$ nonnegative, so that $\boldsymbol{X}$ is defined in the whole $[0, T] \times \mathbb{R}^{d}$.

Proof. For the first part of the statement we apply Theorem 1.6 to deduce that $\rho_{t}$ is the marginal at time $t$ of a measure $\boldsymbol{\eta} \in \mathscr{M}_{+}\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right)$ concentrated on absolutely continuous curves $\eta$ in $[0, T]$ solving the ODE $\dot{\eta}=\boldsymbol{b}_{t}(\eta)$. We then apply Theorem 1.12 to obtain that the conditional probability measures $\boldsymbol{\eta}_{x}$ induced by the map $e_{0}$ are Dirac masses for $\left(e_{0}\right)_{\#} \boldsymbol{\eta}$-a.e. $x$, hence (by uniqueness of the maximal regular flow) $\rho_{t}$ is transported by $\boldsymbol{X}$. Notice that, as a consequence of the fact that $\boldsymbol{\eta}$ is concentrated on absolutely continuous curves in $[0, T]$, the flow is globally defined on $[0, T]$, thus $T_{\boldsymbol{X}}(x)=T$.

For the second part, under assumption (3.39) the existence of a nonnegative and weakly* continuous solution of the continuity equation $\rho_{t}$ in $L^{\infty}\left((0, T) ; L^{1} \cap L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ can be achieved by a simple smoothing argument. So, the bound in $L^{1} \cap L^{\infty}$ on $\rho_{t}$ can be combined with (3.39) to obtain (3.40).

Remark 3.14. We remark that if only a local bound on the divergence is assumed as in Section 2.2, the growth assumption (3.39) is not enough to guarantee that the trajectories of the regular flow do not blow up. On the other hand, it can be easily seen that if we assume that $\boldsymbol{b}$ satisfies $\left(\mathrm{a}-\mathbb{R}^{d}\right),\left(\mathrm{b}-\mathbb{R}^{d}\right),(3.1)$ and $\left|\boldsymbol{b}_{t}(x)\right| /(1+|x|) \in L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$, every integral curve of $\boldsymbol{b}$ cannot blow up in finite time and therefore the maximal regular flow satisfies $T_{\boldsymbol{X}}(x)=T$ and $\boldsymbol{X}(\cdot, x) \in A C\left([0, T] ; \mathbb{R}^{d}\right)$ for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$.

Theorem 3.13 is useful in applications when one constructs solutions by approximation. For instance, for the Vlasov-Poisson system in dimension $d=2$ and 3 , this result can be used to show that trajectories which transport a bounded solution with finite energy do not explode in the phase space (see Theorem 8.2).

### 3.5 Forward and backward Maximal Regular Flows with divergence free vector fields

The theory of maximal regular flows developed in the previous and in this Chapter applies to study the lagrangian structure of transport equations, which in turn give information on solutions of nonlinear PDEs such as the Vlasov-Poisson system. In order to avoid unnecessary complications, we develop this theory under the assumption that the vector field is divergence-free, which is satisfied in the application. In the following, we give a notion of maximal regular flow and we state an existence and uniqueness result that fully suits the application to the Vlasov-Poisson system, since it deals with forward and backward flows starting at any time.

### 3.5 Forward and backward Maximal Regular Flows with divergence free vector fields

Let $T \in(0, \infty)$ and let $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a Borel vector field. The following definition of maximal regular flow has an initial condition at time $s \in(0, T)$. Since this definition works only with a global bound on the divergence of $\boldsymbol{b}$, it appears simplified with respect to Definition 2.4 (specifically, compare (ii) and (iii)). A posteriori, however, in the cases of interest (namely, when assumptions (a), (b), and 3.43 below are satisfied), the two definitions are fully equivalent.

Definition 3.15 (Maximal Regular Flow). For every $s \in(0, T)$ we say that a Borel map $\boldsymbol{X}(\cdot, s, \cdot)$ is a Maximal Regular Flow starting at time $s$ if there exist two Borel maps $T_{s, \boldsymbol{X}}^{+}: \mathbb{R}^{d} \rightarrow(s, T], T_{s, \boldsymbol{X}}^{-}: \mathbb{R}^{d} \rightarrow[0, s)$ such that $\boldsymbol{X}(\cdot, x)$ is defined in $\left(T_{s, \boldsymbol{X}}^{-}(x), T_{s, \boldsymbol{X}}^{+}(x)\right)$ and the following two properties hold:
(i) for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}, \boldsymbol{X}(\cdot, x) \in A C_{\mathrm{loc}}\left(\left(T_{s, \boldsymbol{X}}^{-}(x), T_{s, \boldsymbol{X}}^{+}(x)\right) ; \mathbb{R}^{d}\right)$ and solves the ODE $\dot{x}(t)=\boldsymbol{b}_{t}(x(t)) \mathscr{L}^{1}$-a.e. in $\left(T_{s, \boldsymbol{X}}^{-}(x), T_{s, \boldsymbol{X}}^{+}(x)\right)$, with the initial condition $\boldsymbol{X}(s, s, x)=$ $x ;$
(ii) there exists a constant $C=C(s, \boldsymbol{X})$ such that

$$
\begin{equation*}
\boldsymbol{X}(t, s, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{s, \boldsymbol{X}}^{-}<t<T_{s, \boldsymbol{X}}^{+}\right\}\right) \leq C \mathscr{L}^{d} \quad \forall t \in[0, T]\right. \tag{3.41}
\end{equation*}
$$

(iii) for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$, either $T_{s, \boldsymbol{X}}^{+}(x)=T$ (resp. $\left.T_{s, \boldsymbol{X}}^{-}(x)=0\right)$ and $\boldsymbol{X}(\cdot, s, x)$ can be continuously extended up to $t=T$ (resp. $t=0$ ) so that $\boldsymbol{X}(\cdot, s, x) \in C\left([s, T] ; \mathbb{R}^{d}\right)$ $\left(\right.$ resp. $\left.\boldsymbol{X}(\cdot, s, x) \in C\left([0, s] ; \mathbb{R}^{d}\right)\right)$, or

$$
\begin{equation*}
\left.\lim _{t \uparrow T_{s, \boldsymbol{X}^{+}}^{(x)}}|\boldsymbol{X}(t, s, x)|=\infty \quad \text { (resp. } \lim _{t \downarrow T_{s, \boldsymbol{X}^{-}}(x)}|\boldsymbol{X}(t, s, x)|=\infty\right) \tag{3.42}
\end{equation*}
$$

In particular, $T_{s, \boldsymbol{X}}^{+}(x)<T$ (resp. $\left.T_{s, \boldsymbol{X}}^{-}(x)>0\right)$ implies (3.42).
The definition of Maximal Regular Flow can be extended up to the extreme times $s=0, s=T$, setting $T_{0, \boldsymbol{X}}^{-} \equiv 0$ and $T_{T, \boldsymbol{X}}^{+} \equiv T$.

A Maximal Regular Flow has been built in Theorem 2.14 under general local assumptions on $\boldsymbol{b}$. Before stating the result, we recall the assumptions of this Section, which are a particular case of the assumptions of this Chapter. For $T \in(0, \infty)$ we are given a Borel vector field $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ satisfying:
(a) $\int_{0}^{T} \int_{\Omega}\left|\boldsymbol{b}_{t}(x)\right| d x d t<\infty$ for any $\Omega \Subset \mathbb{R}^{d}$;
(b) for any nonnegative $\bar{\rho} \in L_{+}^{\infty}\left(\mathbb{R}^{d}\right)$ with compact support and any closed interval $I=[a, b] \subset[0, T]$, the continuity equation

$$
\frac{d}{d t} \rho_{t}+\operatorname{div}\left(\boldsymbol{b} \rho_{t}\right)=0 \quad \text { in }(a, b) \times \mathbb{R}^{d}
$$

has at most one weakly* continuous solution $I \ni t \mapsto \rho_{t} \in \mathcal{L}_{I, \mathbb{R}^{d}}$ (defined in (1.9)) with $\rho_{a}=\bar{\rho}$.

Since the vector fields that arise in the applications we have in mind are divergence-free, we assume throughout the Section that our velocity field $\boldsymbol{b}$ satisfies

$$
\begin{equation*}
\operatorname{div} \boldsymbol{b}=0 \quad \text { in }(0, T) \times \mathbb{R}^{d} \quad \text { in the sense of distributions. } \tag{3.43}
\end{equation*}
$$

Equivalently, $\operatorname{div} \boldsymbol{b}_{t}=0$ in the sense of distributions for $\mathscr{L}^{1}$-a.e. $t \in(0, T)$.
The existence and uniqueness of the Maximal Regular Flow after time $s$, as well as the semigroup property, were proved in Theorems 2.14 and 3.1 assuming a one sided bound (specifically a lower bound) on the divergence. We recall that, in this context, uniqueness should be understood as follows: if $\boldsymbol{X}$ and $\boldsymbol{Y}$ are Maximal Regular Flows, for all $s \in[0, T]$ one has

$$
\left\{\begin{array}{l}
T_{s, \boldsymbol{X}}^{ \pm}(x)=T_{s, \boldsymbol{Y}}^{ \pm}(x) \text { for } \mathscr{L}^{d} \text {-a.e. } x \in \mathbb{R}^{d}  \tag{3.44}\\
\boldsymbol{X}(\cdot, s, x)=\boldsymbol{Y}(\cdot, s, x) \text { in }\left(T_{s, \boldsymbol{X}}^{-}(x), T_{s, \boldsymbol{X}}^{+}(x)\right) \text { for } \mathscr{L}^{d} \text {-a.e. } x \in \mathbb{R}^{d}
\end{array}\right.
$$

Under our assumptions on the divergence, by simply reversing the time variable the Maximal Regular Flow can be built both forward and backward in time, so we state the result in the time-reversible case.

Theorem 3.16 (Existence, uniqueness, and semigroup property). Let us consider a Borel vector field $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ which satisfies (a) and (b). Then the Maximal Regular Flow starting from any $s \in[0, T]$ is unique according to (3.44), and existence is ensured under the additional assumption (3.43). In addition, still assuming (3.43), for all $s \in[0, T]$ the following properties hold:
(i) the compressibility constant $C(s, \boldsymbol{X})$ in Definition 3.15 equals 1 and for every $t \in$ $[0, T]$

$$
\begin{equation*}
\boldsymbol{X}(t, s, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{T_{s, \boldsymbol{X}}^{-}<t<T_{s, \boldsymbol{X}}^{+}\right\}\right)=\mathscr{L}^{d}\left\llcorner\left(\boldsymbol{X}(t, s, \cdot)\left(\left\{T_{s, \boldsymbol{X}}^{-}<t<T_{s, \boldsymbol{X}}^{+}\right\}\right)\right) ;\right.\right. \tag{3.45}
\end{equation*}
$$

(ii) if $\tau_{1} \in[0, s], \tau_{2} \in[s, T]$, and $\boldsymbol{Y}$ is a Regular Flow in $\left[\tau_{1}, \tau_{2}\right] \times B$, then $T_{s, \boldsymbol{X}}^{+}>\tau_{2}$, $T_{s, \boldsymbol{X}}^{-}<\tau_{1} \mathscr{L}^{d}$-a.e. in $B$; moreover

$$
\boldsymbol{X}(\cdot, s, x)=\boldsymbol{Y}\left(\cdot, \boldsymbol{X}\left(\tau_{1}, s, x\right)\right) \quad \text { in }\left[\tau_{1}, \tau_{2}\right], \text { for } \mathscr{L}^{d} \text {-a.e. } x \in B
$$

(iii) the Maximal Regular Flow satisfies the semigroup property, namely for all $s, s^{\prime} \in$ $[0, T]$

$$
\begin{equation*}
T_{s^{\prime}, \boldsymbol{X}}^{ \pm}\left(\boldsymbol{X}\left(s^{\prime}, s, x\right)\right)=T_{s, \boldsymbol{X}}^{ \pm}(x), \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in\left\{T_{s, \boldsymbol{X}}^{+}>s^{\prime}>T_{s, \boldsymbol{X}}^{-}\right\} \tag{3.46}
\end{equation*}
$$

and, for $\mathscr{L}^{d}$-a.e. $x \in\left\{T_{s, \boldsymbol{X}}^{+}>s^{\prime}>T_{s, \boldsymbol{X}}^{-}\right\}$,

$$
\begin{equation*}
\boldsymbol{X}\left(t, s^{\prime}, \boldsymbol{X}\left(s^{\prime}, s, x\right)\right)=\boldsymbol{X}(t, s, x) \quad \forall t \in\left(T_{s, \boldsymbol{X}}^{-}(x), T_{s, \boldsymbol{X}}^{+}(x)\right) \tag{3.47}
\end{equation*}
$$

We finally mention that Theorem 3.13 provides, also in the context of the previous theorem, a simple condition for global existence of the maximal flow.

## Chapter 4

## Lagrangian structure of transport equations

When considering a fast growing, smooth vector field $\boldsymbol{b}:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, we know from the Cauchy-Lipschitz theorem (see Theorem 1.1) that, starting at every time $s \in$ $[0, T]$, we can build, forward and backward in time, the unique maximal regular flow $\boldsymbol{X}(\cdot, s, x)$ starting at time $s$ from position $x$. This construction provides a set of curves that "foliate" the space-time (see Figure 4.1). Correspondingly, every smooth solution $u_{t}:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ of the transport equation is transported by this set of curves, meaning that $u_{t}(\boldsymbol{X}(t, s, x))$ is constant with respect to $t$ in the existence interval of the curve $\boldsymbol{X}(\cdot, s, x)$ for every $s \in[0, T]$ and $x \in \mathbb{R}^{d}$.

A similar description is not available in the literature in the context of non-smooth vector fields, since up to now global assumptions were always made on $\boldsymbol{b}$ to prevent the blow-up of the flow. The aim of this Chapter is to develop the abstract theory that connects the notion of Maximal Regular Flow and Lagrangian/renormalized solutions for the continuity/transport equation under purely local assumptions on the vector field and on the solution.

The whole content of this Chapter will be applied in Chapter 8 to show that the Eulerian description of weak solutions of the Vlasov-Poisson system corresponds to a Lagrangian evolution of particles. In view of the applications, we present the theory in this Chapter only for divergence-free vector fields, remarking that some statements would require more technical tools to be extended to the case of vector fields with bounded divergence. We warn the reader that, since the theory is completely general, we shall consider flows of vector fields in $\mathbb{R}^{d}$ and denote by $x$ a point in $\mathbb{R}^{d}$. Then, for the applications to kinetic equations in the phase-space $\mathbb{R}^{2 d}$, one should apply these results replacing $d$ with $2 d$ and $x$ with $(x, v)$.

In the following, we consider four different notions of solutions of the continuity/transport equation. The first two are of Eulerian nature, whereas the remaining two are Lagrangian.

- Distributional solutions have been introduced in Definition 1.2 and regard the PDE point of view. This is the weakest possible notion of solution.


Figure 4.1: In the case of a smooth vector field $\boldsymbol{b}: \mathbb{R} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$, the maximal flows give a set of smooth curves that "foliate" the space-time. In the non-smooth setting a similar phenomenon occurs with the maximal regular flows introduced in Chapters 2 and 3, but measurability issues arise in considering them as a set of curves in space-time.

- Renormalized solutions (see Definition 4.4 below) are more rigid and encode in a PDE language the property that solutions are transported along curves in space-time.
- Generalized flows are weighted collections of integral curves of the vector field b (which may go to infinity and come back in finite time, see Definition 4.1 below).
- Solutions transported by the maximal regular flow are particular generalized flows, where the only integral curves allowed are the trajectories of the maximal regular flow (see Definition 4.2 below).

If the vector field is smooth, all the notions of solutions are equivalent. In the following, we show that, if the vector field $\boldsymbol{b}$ is divergence-free and satisfies (a)-(b) of Section 3.5, and if we consider bounded nonnegative solutions, the equivalence still holds. Although the concepts of distributional and renormalized solutions are completely local, in the literature they have been related in [DPL4] and [A1] only by means of global assumptions on the vector field, that we avoid in the following. For instance, the superposition principle, presented in Theorem 1.6, relates distributional solutions and generalized flows under the global assumption (1.5); Theorem 1.12 relates generalized flows to solutions transported by the regular lagrangian flow assuming that no blow-up is allowed in the curves on which the generalized flow is concentrated. In this Chapter, we present the connection between the previous definitions under local assumptions on the vector field and on the solution.

- Distributional solutions vs generalized flows: in Section 4.3 we prove that, under general assumptions both on the vector field and on the solution (in particular,
no regularity or boundedness is assumed) every distributional solution can be represented as a generalized flow. This is the local counterpart of the superposition principle, Theorem 1.6.
- Generalized flows vs solutions transported by the maximal regular flow: in Section 4.1 we show that the well posedness of the continuity equation with vector field $\boldsymbol{b}$, which in turn follows usually from the regularity of $\boldsymbol{b}$ (see Remark 1.9), implies that generalized regular flows (here, "regular" avoids concentration, see Definition 4.1 below) are transported by the maximal regular flow.
- Solutions transported by the maximal regular flow vs renormalized solutions: finally, this connection is exploited in Section 4.2.


### 4.1 Generalized flows and Maximal Regular Flows

We denote by $\mathbb{R}^{d}=\mathbb{R}^{d} \cup\{\infty\}$ the one-point compactification of $\mathbb{R}^{d}$ and we recall the definition of generalized flow and of regular generalized flow in our context. This is a generalization of Definition 2.10, which was used in open bounded sets, and it allows the integral curves of $\boldsymbol{b}$, on which the generalized flow is concentrated, to go to infinity and come back.

Definition 4.1 (Generalized flow). Let $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a Borel vector field. The measure $\boldsymbol{\eta} \in \mathscr{M}_{+}\left(C\left([0, T] ; \stackrel{R}{R}^{d}\right)\right)$ is said to be a generalized flow of $\boldsymbol{b}$ if $\boldsymbol{\eta}$ is concentrated on the set

$$
\begin{align*}
& \Gamma:=\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta \in A C_{\mathrm{loc}}\left(\{\eta \neq \infty\} ; \mathbb{R}^{d}\right)\right. \text { and } \\
&\left.\dot{\eta}(t)=\boldsymbol{b}_{t}(\eta(t)) \text { for } \mathscr{L}^{1} \text {-a.e. } t \in\{\eta \neq \infty\}\right\} \tag{4.1}
\end{align*}
$$

We say that a generalized flow $\boldsymbol{\eta}$ is regular if there exists $L_{0} \geq 0$ satisfying

$$
\begin{equation*}
\left(e_{t}\right)_{\#} \boldsymbol{\eta}\left\llcorner\mathbb{R}^{d} \leq L_{0} \mathscr{L}^{d} \quad \forall t \in[0, T]\right. \tag{4.2}
\end{equation*}
$$

In connection with this definition, let us provide a sketch of proof of the fact that the set $\Gamma$ in $(4.1)$ is Borel in $C\left([0, T] ; \mathbb{R}^{d}\right)$.

First of all one notices that for all intervals $[a, b] \subset[0, T]$ the set $\left\{\eta: \eta([a, b]) \subset \mathbb{R}^{d}\right\}$ is Borel. Then, considering the absolute continuity of a curve $\eta$ in the integral form

$$
|\eta(t)-\eta(s)| \leq \int_{s}^{t}\left|\boldsymbol{b}_{r}(\eta(r))\right| d r \quad \forall s, t \in[a, b], s \leq t
$$

it is sufficient to verify (arguing componentwise and splitting in positive and negative part) that for any nonnegative Borel function $\boldsymbol{c}$ and for any $s, t \in[0, T]$ with $s \leq t$ fixed, the function

$$
\eta \mapsto \int_{s}^{t} \boldsymbol{c}_{r}(\eta(r)) d r
$$

is Borel in $\left\{\eta: \eta([a, b]) \subset \mathbb{R}^{d}\right\}$. This follows by a monotone class argument, since the property is obviously true for continuous functions and it is stable under equibounded and monotone convergence. Finally, as soon as the absolute continuity property is secured, also the verification of the Borel regularity of the class

$$
\begin{aligned}
& \Gamma \cap\left\{\eta: \eta([a, b]) \subset \mathbb{R}^{d}\right\} \\
& \left.=\left\{\eta \in C([0, T]) ; \dot{\mathbb{R}}^{d}\right): \eta \in A C\left([a, b] ; \mathbb{R}^{d}\right), \dot{\eta}(t)=\boldsymbol{b}_{t}(\eta(t)) \mathscr{L}^{1} \text {-a.e. in }(a, b)\right\}
\end{aligned}
$$

can be achieved following similar lines. Finally, by letting the endpoints $a, b$ vary in a countable dense set we obtain that $\Gamma$ is Borel.

In the case of a smooth, bounded vector field, a particular class of generalized flows is the one generated by transporting the initial measure along the integral lines of the flow:

$$
\boldsymbol{\eta}=\int_{\mathbb{R}^{d}} \delta_{\boldsymbol{X}(\cdot, x)} d\left[\left(e_{0}\right)_{\#} \boldsymbol{\eta}\right](x) .
$$

In the next definition we propose a generalization of this construction involving Maximal Regular Flows.

Definition 4.2 (Measures transported by the Maximal Regular Flow). Let $\boldsymbol{b}:(0, T) \times$ $\mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a Borel vector field having a Maximal Regular Flow $\boldsymbol{X}$ (according to Definition 3.15) and let $\boldsymbol{\eta} \in \mathscr{M}_{+}\left(C\left([0, T] ; \dot{\mathbb{R}}^{d}\right)\right)$ with $\left(e_{t}\right)_{\#} \boldsymbol{\eta} \ll \mathscr{L}^{d}$ for all $t \in[0, T]$. We say that $\boldsymbol{\eta}$ is transported by $\boldsymbol{X}$ if, for all $s \in[0, T], \boldsymbol{\eta}$ is concentrated on

$$
\begin{equation*}
\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta(s)=\infty \text { or } \eta(\cdot)=\boldsymbol{X}(\cdot, s, \eta(s)) \text { in }\left(T_{s, \boldsymbol{X}}^{-}(\eta(s)), T_{s, \boldsymbol{X}}^{+}(\eta(s))\right)\right\} . \tag{4.3}
\end{equation*}
$$

The absolute continuity assumption $\left(e_{t}\right)_{\#} \boldsymbol{\eta} \ll \mathscr{L}^{d}$ on the marginals of $\boldsymbol{\eta}$ is needed to ensure that this notion is invariant with respect to the uniqueness property in (3.44). In other words, if $\boldsymbol{X}$ and $\boldsymbol{Y}$ are related as in (3.44), then $\boldsymbol{\eta}$ is transported by $\boldsymbol{X}$ if and only if $\boldsymbol{\eta}$ is transported by $\boldsymbol{Y}$. Indeed, given $s \in[0, T]$ the symmetric difference between the set in (4.3) and the corresponding set with $\boldsymbol{Y}$ in place of $\boldsymbol{X}$ is contained in

$$
\Gamma_{s, \boldsymbol{X}, \boldsymbol{Y}}=\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta(s) \in E_{s}\right\},
$$

where

$$
\begin{aligned}
E_{s}=\left\{x \in \mathbb{R}^{d}: T_{s, \boldsymbol{X}}^{-}(x)\right. & \neq T_{s, \boldsymbol{Y}}^{-}(x) \text { or } T_{s, \boldsymbol{X}}^{+}(x) \neq T_{s, \boldsymbol{Y}}^{+}(x) \text { or } \\
& \left.\boldsymbol{X}(\cdot, s, x) \neq \boldsymbol{Y}(\cdot, s, x) \text { in }\left(T_{s, \boldsymbol{X}}^{-}(x), T_{s, \boldsymbol{X}}^{+}(x)\right)\right\} .
\end{aligned}
$$

Our goal is to show that the set $\Gamma_{s, X, \boldsymbol{Y}}$ is $\boldsymbol{\eta}$-negligible. This follows by the uniqueness property (3.44), which says that $\mathscr{L}^{d}\left(E_{s}\right)=0$, and by $\left(e_{t}\right)_{\#} \boldsymbol{\eta} \ll \mathscr{L}^{d}$, which implies that $\boldsymbol{\eta}\left(\Gamma_{s, \boldsymbol{X}, \boldsymbol{Y}}\right)=\left(e_{t}\right)_{\# \boldsymbol{\eta}} \boldsymbol{\eta}\left(E_{s}\right)=0$.

It is easily seen that if $\boldsymbol{\eta}$ is transported by a Maximal Regular Flow, then $\boldsymbol{\eta}$ is a generalized flow according to Definition 4.1, but in connection with the proof of the renormalization property we are more interested to the converse statement. As shown in the next theorem, this holds for regular generalized flows and for divergence-free vector fields satisfying (a)-(b) of Section 3.5.

Theorem 4.3 (Regular generalized flows are transported by $\boldsymbol{X})$. Let $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a divergence-free vector field which satisfies (a)-(b) of Section 3.5 and let $\boldsymbol{X}$ be its Maximal Regular Flow (according to Definition 3.15). Let $\boldsymbol{\eta} \in \mathscr{M}_{+}\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right)$ be a regular generalized flow according to Definition 4.1.
Consider $s \in[0, T]$ and a Borel family $\left\{\boldsymbol{\eta}_{x}^{s}\right\} \subset \mathscr{P}\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right), x \in \mathbb{R}^{d}$, of conditional probability measures representing $\boldsymbol{\eta}$ with respect to the marginal $\left(e_{s}\right)_{\#} \boldsymbol{\eta}$, i.e., $\int \boldsymbol{\eta}_{x}^{s} d\left(e_{s}\right)_{\#} \boldsymbol{\eta}(x)=\boldsymbol{\eta}$. Then for $\left(e_{s}\right)_{\#} \boldsymbol{\eta}$-almost every $x \in \mathbb{R}^{d}$ we have that $\boldsymbol{\eta}_{x}^{s}$ is concentrated on the set

$$
\begin{equation*}
\Gamma_{s}:=\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta(s)=x, \eta(\cdot)=\boldsymbol{X}(\cdot, s, \eta(s)) \text { in }\left(T_{s, \boldsymbol{X}}^{-}(\eta(s)), T_{s, \boldsymbol{X}}^{+}(\eta(s))\right)\right\} \tag{4.4}
\end{equation*}
$$

In particular $\boldsymbol{\eta}$ is transported by $\boldsymbol{X}$.
Proof. First of all we notice that the set $\Gamma_{s}$ in (4.4) is Borel. Indeed, the maps $\eta \mapsto$ $T_{s, \boldsymbol{X}}^{ \pm}(\eta(s))$ are Borel because $T_{\boldsymbol{X}}^{ \pm}$are Borel in $\mathbb{R}^{d}$, and the map $\eta \mapsto \boldsymbol{X}(t, s, \eta(s))$ is Borel as well for any $t \in[0, T]$. Therefore, choosing a countable dense set of times $t \in[0, T]$ the Borel regularity of $\Gamma_{s}$ is achieved.

The fact that $\boldsymbol{\eta}_{x}^{s}$ is concentrated on the set $\{\eta: \eta(s)=x\}$ is immediate from the definition of $\boldsymbol{\eta}_{x}^{s}$. We now show that for $\left(e_{s}\right)_{\#} \boldsymbol{\eta}$-almost every $x \in \mathbb{R}^{d}$ the measure $\boldsymbol{\eta}_{x}^{s}$ is concentrated on the set

$$
\begin{equation*}
\left\{\eta \in C\left([0, T] ; \dot{\mathbb{R}}^{d}\right): \eta(\cdot)=\boldsymbol{X}(\cdot, s, x) \text { in }\left[s, T_{s, \boldsymbol{X}}^{+}(x)\right)\right\} . \tag{4.5}
\end{equation*}
$$

Notice that applying the same result after reversing the time variable, this proves the concentration on the set $\Gamma_{s}$ in (4.4).

For $r \in(s, T]$ we denote by $\Sigma^{s, r}: C\left([0, T] ; \dot{\mathbb{R}}^{d}\right) \rightarrow C\left([s, r] ; \dot{\mathbb{R}}^{d}\right)$ the map induced by restriction to $[s, r]$, namely $\Sigma^{s, r}(\eta):=\left.\eta\right|_{[s, r]}$.

For every $R>0, r \in(s, T]$, let us consider

$$
\boldsymbol{\eta}^{R, r}:=\Sigma_{\#}^{s, r}\left(\boldsymbol{\eta}\left\llcorner\left\{\eta: \eta(t) \in B_{R} \text { for every } t \in[s, r]\right\}\right) .\right.
$$

By construction $\boldsymbol{\eta}^{R, r}$ is a regular generalized flow relative to $\boldsymbol{b}$ with compact support, hence our regularity assumption on $\boldsymbol{b}$ allows us to apply Theorem 1.12 to deduce that

$$
\begin{equation*}
\boldsymbol{\eta}^{R, r}=\int \delta_{\boldsymbol{Y}(, x)} d\left[\left(e_{s}\right)_{\#} \boldsymbol{\eta}^{R, r}\right](x) \tag{4.6}
\end{equation*}
$$

where $\boldsymbol{Y}(\cdot, x)$ is an integral curve of $\boldsymbol{b}$ in $[s, r]$ for $\left(e_{s}\right) \# \boldsymbol{\eta}$-a.e. $x \in \mathbb{R}^{d}$. Let us denote by $\rho_{R, r}$ the density of $\left(e_{s}\right)_{\#} \boldsymbol{\eta}^{R, r}$ with respect to $\mathscr{L}^{d}$, which is bounded by $L_{0}$ thanks to (4.2). For every $\delta>0$ we have that

$$
\begin{align*}
\boldsymbol{Y}(t, \cdot)_{\#}\left(\mathscr{L}^{d}\left\llcorner\left\{\rho_{R, r}>\delta\right\}\right)\right. & =\left(e_{t}\right)_{\#} \int_{\left\{\rho_{R, r}>\delta\right\}} \delta_{\boldsymbol{Y}(\cdot, x)} d \mathscr{L}^{d}(x) \\
& \leq \frac{1}{\delta}\left(e_{t}\right)_{\#} \int_{\left\{\rho_{R, r}>\delta\right\}} \delta \boldsymbol{Y}(\cdot, x)  \tag{4.7}\\
& \left.\leq \frac{1}{\delta}\left(e_{t}\right)_{\#} \boldsymbol{\eta}^{R, r} \leq \frac{1}{\delta}\left(e_{t}\right)_{\#}\right)_{\#} \boldsymbol{\eta}\left\llcorner\mathbb{R}^{R, r} \leq \frac{L_{0}}{\delta} \mathscr{L}^{d},\right.
\end{align*}
$$

hence $\boldsymbol{Y}(\cdot, x)$ is a Regular Flow of $\boldsymbol{b}$ in $[s, r] \times\left\{\rho_{R, r}>\delta\right\}$ according to Definition 2.1. By Theorem 3.16(ii) we deduce that $\boldsymbol{Y}(\cdot, x)=\boldsymbol{X}(\cdot, s, x)$ for $\mathscr{L}^{d}$-a.e. $x \in\left\{\rho_{R, s}>\delta\right\}$ and therefore, letting $\delta \rightarrow 0$,

$$
\begin{equation*}
\boldsymbol{Y}(\cdot, x)=\boldsymbol{X}(\cdot, s, x) \quad \text { in }[s, r] \text { for }\left(e_{s}\right)_{\#} \boldsymbol{\eta}^{R, s} \text {-a.e. } x \in \mathbb{R}^{d} \tag{4.8}
\end{equation*}
$$

Letting $R \rightarrow \infty$ we have that $\boldsymbol{\eta}^{R, r} \rightarrow \boldsymbol{\sigma}^{r}$ increasingly, where

$$
\boldsymbol{\sigma}^{r}:=\Sigma_{\#}^{s, r}(\boldsymbol{\eta}\llcorner\{\eta: \eta(t) \neq \infty \text { for every } t \in[s, r]\})
$$

By (4.6) and (4.8) we deduce that for every $r \in(s, T]$

$$
\begin{equation*}
\boldsymbol{\sigma}^{r}=\int \delta_{\boldsymbol{X}(\cdot, s, x)} d\left[\left(e_{s}\right)_{\#} \boldsymbol{\sigma}^{r}\right](x) \tag{4.9}
\end{equation*}
$$

Arguing by contradiction, let us assume that there exists a Borel set $E \subset \mathbb{R}^{d}$ such that $\left(e_{s}\right)_{\#} \boldsymbol{\eta}(E)>0$ and $\boldsymbol{\eta}_{x}^{s}$ is not concentrated on the set (4.5) for every $x \in E$, namely

$$
\boldsymbol{\eta}_{x}^{s}\left(\left\{\eta \in C\left([0, T] ; \dot{R}^{d}\right): \eta \neq \boldsymbol{X}(\cdot, s, x) \text { as a curve in }\left[s, T_{s, \boldsymbol{X}}^{+}(x)\right)\right\}\right)>0
$$

Since this can be rewritten as

$$
\boldsymbol{\eta}_{x}^{s}\left(\bigcup_{r \in \mathbb{Q} \cap\left(s, T_{s, \boldsymbol{X}^{+}}^{(x))}\right.}\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta \neq \boldsymbol{X}(\cdot, s, x) \text { in }[s, r], \eta([s, r]) \subset \mathbb{R}^{d}\right\}\right)>0
$$

for every $x \in E$ there exists $r_{x} \in \mathbb{Q} \cap\left(s, T_{s, \boldsymbol{X}}^{+}(x)\right)$ such that

$$
\boldsymbol{\eta}_{x}^{s}\left(\left\{\eta \in C\left([0, T] ; \dot{\mathbb{R}}^{d}\right): \eta \neq \boldsymbol{X}(\cdot, s, x) \text { as a curve in }\left[s, r_{x}\right], \eta\left(\left[s, r_{x}\right]\right) \subset \mathbb{R}^{d}\right\}\right)>0
$$

In other words, for every $x \in E$ there exists a rational number $r_{x}$ such that

$$
\Sigma_{\#}^{s, r_{x}}\left(\boldsymbol{\eta}_{x}^{s}\left\llcorner\left\{\eta: \eta(t) \neq \infty \text { for every } t \in\left[s, r_{x}\right]\right\}\right) \text { is nonzero and not multiple of } \delta_{\boldsymbol{X}(\cdot, s, x)}\right.
$$

Therefore, there exist a Borel set $E^{\prime} \subset E$ of positive $\left(e_{s}\right)_{\#} \boldsymbol{\eta}$-measure and $r \in(s, T] \cap \mathbb{Q}$ such that for every $x \in E^{\prime}$

$$
\Sigma_{\#}^{s, r}\left(\boldsymbol{\eta}_{x}^{s}\llcorner\{\eta: \eta(t) \neq \infty \text { for every } t \in[s, r]\}) \text { is nonzero and not multiple of } \delta_{\boldsymbol{X}(\cdot, s, x)}\right.
$$

By (4.9) and $\left(e_{s}\right)_{\#} \boldsymbol{\sigma}^{r} \leq\left(e_{s}\right)_{\#} \boldsymbol{\eta}$ we have that

$$
\begin{aligned}
\int \delta_{\boldsymbol{X}(\cdot, s, x)} d\left(e_{s}\right)_{\#} \boldsymbol{\eta}(x) & \geq \boldsymbol{\sigma}^{r} \\
& =\int \Sigma_{\#}^{s, r}\left(\boldsymbol{\eta}_{x}^{s}\llcorner\{\eta: \eta(t) \neq \infty \text { for every } t \in[s, r]\}) d\left(e_{s}\right)_{\#} \boldsymbol{\eta}(x)\right.
\end{aligned}
$$

This yields $\delta_{\boldsymbol{X}(\cdot, s, x)} \geq \Sigma_{\#}^{s, r}\left(\boldsymbol{\eta}_{x}^{s}\llcorner\{\eta: \eta(t) \neq \infty\right.$ for every $t \in[s, r]\})$ for $\left(e_{s}\right)_{\#} \boldsymbol{\eta}$-a.e. $x$, and therefore a contradiction with the existence of $E^{\prime}$. This proves that $\boldsymbol{\eta}_{x}^{s}$ is concentrated on the set defined in (4.5), as desired.

Finally, in order to prove that $\boldsymbol{\eta}$ is transported by $\boldsymbol{X}$ we apply the definition of disintegration and the fact that for $\left(e_{s}\right)_{\#} \boldsymbol{\eta}$-a.e. $x \in \mathbb{R}^{d}$ the measure $\boldsymbol{\eta}_{x}^{s}$ is concentrated on the set $\Gamma_{s}$ in (4.4) to obtain that $\boldsymbol{\eta}(\Gamma)=\int \boldsymbol{\eta}_{x}^{s}(\Gamma) d\left(e_{s}\right)_{\#} \boldsymbol{\eta}(x)=1$, where $\Gamma$ is the set in (4.3).

### 4.2 Generalized flows transported by the maximal regular flow and renormalized solutions

We now recall the concept of renormalized solution to a continuity equation. This was already introduced in Section 1.1, but we prefer to reintroduce it here in its formulation adapted to the particular situation of a divergence-free vector field, for the convenience of the reader. To fix the ideas we consider the interval $(0, T)$ and 0 as initial time, but the definition can be immediately adapted to general intervals, forward and backward in time.

Definition 4.4 (Renormalized solutions). Let $\boldsymbol{b} \in L_{\mathrm{loc}}^{1}\left((0, T) \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ be a Borel and divergence-free vector field. A Borel function $\rho:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a renormalized solution of the continuity equation relative to $\boldsymbol{b}$ if

$$
\begin{equation*}
\partial_{t} \beta(\rho)+\nabla \cdot(\boldsymbol{b} \beta(\rho))=0 \quad \text { in }(0, T) \times \mathbb{R}^{d} \quad \forall \beta \in C^{1} \cap L^{\infty}(\mathbb{R}) \tag{4.10}
\end{equation*}
$$

in the sense of distributions. Analogously, we say that $\rho$ is a renormalized solutions starting from a Borel function $\rho_{0}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ if

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \phi_{0}(x) \beta\left(\rho_{0}(x)\right) d x+\int_{0}^{T} \int_{\mathbb{R}^{d}}\left[\partial_{t} \phi_{t}(x)+\nabla \phi_{t}(x) \cdot \boldsymbol{b}_{t}(x)\right] \beta\left(\rho_{t}(x)\right) d x d t=0 \tag{4.11}
\end{equation*}
$$

for all $\phi \in C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{d}\right)$ and all $\beta \in C^{1} \cap L^{\infty}(\mathbb{R})$.
Remark 4.5 (Equivalent formulations). The definition is equivalent to test (4.10) with compactly supported functions in the space variable (see for instance [AGS1, Section 8.1]); in other words, (4.11) holds if and only if for every $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ the function $\int_{\mathbb{R}^{d}} \varphi(x) \beta\left(\rho_{t}(x)\right) d x$ coincides $\mathscr{L}^{1}$-a.e. with an absolutely continuous function $t \mapsto A(t)$ such that $A(0)=\int_{\mathbb{R}^{d}} \varphi(x) \beta\left(\rho_{0}(x)\right) d x$ and

$$
\begin{equation*}
\frac{d}{d t} A(t)=\int_{\mathbb{R}^{d}} \nabla \varphi(x) \cdot b_{t}(x) \beta\left(\rho_{t}(x)\right) d x \quad \text { for } \mathscr{L}^{1} \text {-a.e. } t \in(0, T) \tag{4.12}
\end{equation*}
$$

Moreover, by an easy approximation argument, the same holds for every Lipschitz, compactly supported $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}$. This way, possibly splitting $\varphi$ in positive and negative parts, only nonnegative test functions need to be considered. Analogously, by writing
every $\beta \in C^{1}\left(\mathbb{R}^{d}\right)$ as the sum of a $C^{1}$ nondecreasing function and of a $C^{1}$ nonincreasing function, we can use the linearity of the equation with respect to $\beta\left(\rho_{t}\right)$ to reduce to the case of $\beta \in C^{1} \cap L^{\infty}(\mathbb{R})$ nondecreasing.

In the next theorem we show first that, flowing an initial datum $\rho_{0} \in L^{1}\left(\mathbb{R}^{d}\right)$ through the maximal flow, we obtain a renormalized solution of the continuity equation. This is, in turn, a key tool to prove the second part of the lemma, namely that any solution transported by the maximal regular flow flow induces, with its marginals, renormalized solutions. The proof of these facts heavily relies on the incompressibility of the flow and therefore on the assumption that the vector field is divergence-free. A generalization of this lemma to the case of vector fields with bounded divergence is possible, but rather technical and long. We notice that the assumptions (a) and (b), as well as the one on the divergence of the vector field $\boldsymbol{b}$, are used only for the existence and uniqueness of a maximal regular flow which preserves the Lebesgue measure on its domain of definition, through Theorem 3.16.

To fix the ideas, in part (i) of the theorem below we consider only 0 as initial time. An analogous statement can be given for any other initial time $s \in[0, T]$, considering intervals $[0, s]$ or $[s, T]$, with no additional assumption on $\boldsymbol{b}$.

Theorem 4.6. Let $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a divergence-free vector field which satisfies (a)-(b) of Section 3.5. Let $\boldsymbol{X}(t, s, x)$ be the maximal regular flow of $\boldsymbol{b}$ according to Definition 3.15.
(i) If $\rho_{0} \in L^{1}\left(\mathbb{R}^{d}\right)$, we define $\rho_{t} \in L^{1}\left(\mathbb{R}^{d}\right)$ by

$$
\rho_{t}:=\boldsymbol{X}(t, 0, \cdot)_{\#}\left(\rho_{0}\left\llcorner\left\{T_{0, \boldsymbol{X}}^{+}>t\right\}\right) \quad t \in[0, T) .\right.
$$

Then $\rho_{t}$ is a renormalized solution of the continuity equation starting from $\rho_{0}$. In addition the map $t \mapsto \rho_{t}$ is strongly continuous on $[0, T)$ w.r.t. the $L_{\text {loc }}^{1}$ convergence, and even strongly $L^{1}$ continuous on $[0, T)$ from the right.
(ii) If $\boldsymbol{\eta} \in \mathscr{M}_{+}\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right)$ is transported by $\boldsymbol{X}$, and $\left(e_{t}\right)_{\#} \boldsymbol{\eta}\left\llcorner\mathbb{R}^{d} \ll \mathscr{L}^{d}\right.$ for every $t \in$ $[0, T]$, then the density $\rho_{t}$ of $\left(e_{t}\right)_{\# \boldsymbol{\eta}}\left\llcorner\mathbb{R}^{d}\right.$ with respect to $\mathscr{L}^{d}$ is strongly continuous on $[0, T)$ w.r.t. the $L_{\mathrm{loc}}^{1}$ convergence and it is a renormalized solution of the continuity equation.

Proof. We split the proof in four steps.
Step 1: proof of (i), renormalization property of $\rho_{t}$. In the proof of (i) we set for simplicity $\boldsymbol{X}(t, x)=\boldsymbol{X}(t, 0, x)$ and $T_{0, \boldsymbol{X}}^{+}=T_{\boldsymbol{X}}$. We first notice that by the incompressibility of the flow (3.45) and by the definition of $\rho_{t}$, for every $t \in[0, T)$ and $\varphi \in C_{c}\left(\mathbb{R}^{d}\right)$ one has

$$
\int_{\left\{T_{\boldsymbol{X}}>t\right\}} \varphi(\boldsymbol{X}(t, x)) \rho_{t}(\boldsymbol{X}(t, x)) d x=\int_{\boldsymbol{X}(t,))\left(\left\{T_{\boldsymbol{X}}>t\right\}\right)} \varphi \rho_{t} d x=\int_{\left\{T_{\boldsymbol{X}}>t\right\}} \varphi(\boldsymbol{X}(t, x)) \rho_{0} d x .
$$

Hence, for any $t \in[0, T)$ it holds

$$
\begin{equation*}
\rho_{t}(\boldsymbol{X}(t, x))=\rho_{0}(x) \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in\left\{T_{\boldsymbol{X}}>t\right\} . \tag{4.13}
\end{equation*}
$$

Let $\beta \in C^{1} \cap L^{\infty}(\mathbb{R})$. By the incompressibility of the flow (3.45) and by (4.13) we have that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \varphi \beta\left(\rho_{t}\right) d x=\int_{\boldsymbol{X}(t,)\left(\left\{T_{\boldsymbol{X}}>t\right\}\right)} \varphi \beta\left(\rho_{t}\right) d x=\int_{\left\{T_{\boldsymbol{X}}>t\right\}} \varphi(\boldsymbol{X}(t, \cdot)) \beta\left(\rho_{0}\right) d x \tag{4.14}
\end{equation*}
$$

for any $\varphi \in C_{c}\left(\mathbb{R}^{d}\right)$. In addition, the blow-up property (3.42) ensures that the map $t \mapsto \varphi(\boldsymbol{X}(t, x))$ can be continuously extended to be identically 0 on the time interval $\left[T_{\boldsymbol{X}}(x), T\right)$ (in the case of blow-up before time $T$ ); in addition, for the same reason, if $\varphi \in C_{c}^{1}\left(\mathbb{R}^{d}\right)$ the extended map is absolutely continuous in $[0, T]$ and

$$
\begin{equation*}
\frac{d}{d t} \varphi(\boldsymbol{X}(t, x))=\chi_{\left[0, T_{\boldsymbol{X}}(x)\right)}(t) \nabla \varphi(\boldsymbol{X}(t, x)) \cdot \boldsymbol{b}_{t}(\boldsymbol{X}(t, x)) \quad \text { for } \mathscr{L}^{1} \text {-a.e. } t \in(0, T) \tag{4.15}
\end{equation*}
$$

Therefore, using (4.14) and integrating (4.15), for all $\varphi \in C_{c}^{1}\left(\mathbb{R}^{d}\right)$ we find that

$$
\frac{d}{d t} \int_{\mathbb{R}^{d}} \varphi \beta\left(\rho_{t}\right) d x=\int_{\left\{T_{\boldsymbol{X}}>t\right\}} \nabla \varphi(\boldsymbol{X}(t, \cdot)) \cdot \boldsymbol{b}_{t}(\boldsymbol{X}(t, \cdot)) \beta\left(\rho_{0}\right) d x=\int_{\mathbb{R}^{d}} \nabla \varphi \cdot \boldsymbol{b}_{t} \beta\left(\rho_{t}\right) d x
$$

for $\mathscr{L}^{1}$-a.e. $t \in(0, T)$, which proves the renormalization property.
Step 2: proof of (i), strong continuity of $\rho_{t}$. We notice that, as a consequence of the possibility of continuously extending the map $t \mapsto \varphi(\boldsymbol{X}(\cdot, x))$ after $T_{\boldsymbol{X}}(x)$ for $\varphi \in C_{c}\left(\mathbb{R}^{d}\right)$, the map $[0, T) \ni t \mapsto \rho_{t}$ is weakly continuous in duality with $C_{c}\left(\mathbb{R}^{d}\right)$. Let us prove now the strong continuity of $t \mapsto \rho_{t}$. We start with the proof for $t=0$. Fix $\epsilon>0$, let $\psi \in C_{c}\left(\mathbb{R}^{d}\right)$ with $\left\|\psi-\rho_{0}\right\|_{1}<\epsilon$, and notice that the positivity $\mathscr{L}^{d}$-a.e. in $\mathbb{R}^{d}$ of $T_{\boldsymbol{X}}$ gives

$$
\int_{\mathbb{R}^{d}}\left|\rho_{t}(x)-\psi(x)\right| d x \leq \int_{\boldsymbol{X}(t, \cdot)\left(\left\{T_{\boldsymbol{X}}>t\right\}\right)}\left|\rho_{t}(x)-\psi(x)\right| d x+\int_{\boldsymbol{X}(t, \cdot)\left(\left\{0<T_{\boldsymbol{X}} \leq t\right\}\right)}|\psi(x)| d x
$$

and that the second summand in the right hand side is infinitesimal. Changing variables and using (4.13) together with the incompressibility of the flow, it follows that

$$
\int_{\boldsymbol{X}(t, \cdot)\left(\left\{T_{\boldsymbol{X}}>t\right\}\right)}\left|\rho_{t}(x)-\psi(x)\right| d x=\int_{\left\{T_{\boldsymbol{X}}>t\right\}}\left|\rho_{0}(x)-\psi(\boldsymbol{X}(t, x))\right| d x
$$

therefore

$$
\limsup _{t \downarrow 0} \int_{\mathbb{R}^{d}}\left|\rho_{t}-\psi\right| d x \leq \limsup _{t \downarrow 0} \int_{\left\{T_{\boldsymbol{X}}>t\right\}}\left|\rho_{0}(x)-\psi(\boldsymbol{X}(t, x))\right| d x \leq \int_{\mathbb{R}^{d}}\left|\rho_{0}-\psi\right| d x
$$

This proves that $\lim \sup _{t}\left\|\rho_{t}-\rho_{0}\right\|_{1} \leq 2 \epsilon$ and, by the arbitrariness of $\epsilon$, the desired strong continuity for $t=0$.

We now notice that the same argument together with the semigroup property of Theorem 3.16 (iii) shows that the map $t \mapsto \rho_{t}$ is strongly continuous from the right in $L^{1}$. In addition, reversing the time variable and using again the semigroup property, we deduce the identity $\rho_{t}(x)=\rho_{s}(\boldsymbol{X}(t, s, x)) 1_{\left\{T_{\boldsymbol{X}}>t\right\}}(\boldsymbol{X}(0, s, x))$, therefore

$$
\lim _{s \uparrow t} \int_{\mathbb{R}^{d}}\left|\rho_{t}(x)-\rho_{s}(x) 1_{\left\{T_{\boldsymbol{X}}>t\right\}}(\boldsymbol{X}(0, s, x))\right| d x=0 \quad \forall t \in(0, T)
$$

Hence, in order to prove that the map $t \mapsto \rho_{t}$ is strongly continuous in $L_{\text {loc }}^{1}$, we are left to show that for every $R>0$ and $t \in(0, T)$ one has

$$
\begin{equation*}
\lim _{s \uparrow t} \int_{B_{R}}\left|\rho_{s}(x)-\rho_{s}(x) 1_{\left\{T_{\boldsymbol{X}}>t\right\}}(\boldsymbol{X}(0, s, x))\right| d x=0 \tag{4.16}
\end{equation*}
$$

For this, we observe that by (4.13) and the incompressibility of the flow, we have that

$$
\begin{align*}
\int_{B_{R}}\left|\rho_{s}(x)-\rho_{s}(x) 1_{\left\{T_{\boldsymbol{X}}>t\right\}}(\boldsymbol{X}(0, s, x))\right| d x & =\int_{B_{R}}\left|\rho_{s}\right|(x) 1_{\left\{T_{\boldsymbol{X}} \leq t\right\}}(\boldsymbol{X}(0, s, x)) d x \\
& =\int_{\mathbb{R}^{d}}\left|\rho_{0}\right|(y) 1_{\left\{T_{\boldsymbol{X}} \leq t\right\}}(y) 1_{B_{R}}(\boldsymbol{X}(s, 0, y)) d y \tag{4.17}
\end{align*}
$$

Since trajectories go to infinity when the time approaches $T_{\boldsymbol{X}}$ (see (3.42)), it follows that

$$
1_{\left\{T_{\boldsymbol{X}} \leq t\right\}}(y) 1_{B_{R}}(\boldsymbol{X}(s, 0, y)) \rightarrow 0 \quad \text { for } \mathscr{L}^{d} \text {-a.e. } y \text { as } s \uparrow t
$$

so (4.16) follows by dominated convergence. This concludes the proof of (i).

## Step 3: proof of (ii), renormalization property of $\rho_{t}$.

To prove (ii), we begin by showing that $\rho_{t}$ is a renormalized solution of the continuity equation. By Remark 4.5 it is enough to prove that, given a bounded nondecreasing $\beta \in C^{1}(\mathbb{R})$ and a nonnegative $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, the function $t \mapsto \int_{\mathbb{R}^{d}} \varphi \beta\left(\rho_{t}\right) d x$ is absolutely continuous in $[0, T]$ and

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}^{d}} \varphi \beta\left(\rho_{t}\right) d x=\int_{\mathbb{R}^{d}} \nabla \varphi \cdot \boldsymbol{b}_{t} \beta\left(\rho_{t}\right) d x \quad \text { for } \mathscr{L}^{1} \text {-a.e. } t \in(0, T) \tag{4.18}
\end{equation*}
$$

To show that the map is absolutely continuous, let us consider $s, t \in[0, T]$ and let $\tilde{\rho}_{r}^{t}$ be the evolution of $\rho_{t}$ through the flow $\boldsymbol{X}(\cdot, t, x)$, namely

$$
\begin{equation*}
\tilde{\rho}_{r}^{t}:=\boldsymbol{X}(r, t, \cdot)_{\#}\left(\rho_{t}\left\llcorner\left\{T_{t, \boldsymbol{X}}^{+}>r>T_{t, \boldsymbol{X}}^{-}\right\}\right) \quad \text { for every } r \in[0, T]\right. \tag{4.19}
\end{equation*}
$$

Since, by our assumption, $\boldsymbol{\eta}$ is transported by $\boldsymbol{X}$, we can prove that

$$
\begin{equation*}
\tilde{\rho}_{r}^{t} \leq \rho_{r} \quad \text { for every } r \in[0, T] \tag{4.20}
\end{equation*}
$$

Indeed, with the notation of the statement of Theorem 4.3, since $\delta_{\boldsymbol{X}(r, t, x)}=\left(e_{r}\right)_{\#} \boldsymbol{\eta}_{x}^{t}$ for $\rho_{t}$-a.e. $x \in\left\{T_{t, \boldsymbol{X}}^{+}>r>T_{t, \boldsymbol{X}}^{-}\right\}$, for every $r \in[0, T]$ one has

$$
\begin{aligned}
\tilde{\rho}_{r}^{t} \mathscr{L}^{d} & =\int_{\left\{T_{t, \boldsymbol{X}}^{-s\}}\right.} \delta_{\boldsymbol{X}(s, t, x)} \rho_{t}(x) d x \leq \int_{\mathbb{R}^{d}}\left(e_{r}\right)_{\#} \boldsymbol{\eta}_{x}^{t} \rho_{t}(x) d x \\
& =\left(e_{r}\right)_{\#} \int_{\mathbb{R}^{d}} \boldsymbol{\eta}_{x}^{t} \rho_{t}(x) d x=\left(e_{r}\right)_{\#} \boldsymbol{\eta}=\rho_{r} \mathscr{L}^{d}
\end{aligned}
$$

Combining (4.20), the equality $\tilde{\rho}_{t}^{t}=\rho_{t}$, the monotonicity of $\beta$, and statement (i), we deduce that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left[\beta\left(\rho_{t}\right)-\beta\left(\rho_{s}\right)\right] \varphi d x \leq \int_{\mathbb{R}^{d}}\left[\beta\left(\tilde{\rho}_{t}^{t}\right)-\beta\left(\tilde{\rho}_{s}^{t}\right)\right] \varphi d x=\int_{s}^{t} \int_{\mathbb{R}^{d}} \beta\left(\tilde{\rho}_{r}^{t}\right) \nabla \varphi \cdot \boldsymbol{b}_{r} d x d r \tag{4.21}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left[\beta\left(\rho_{t}\right)-\beta\left(\rho_{s}\right)\right] \varphi d x \geq \int_{\mathbb{R}^{d}}\left[\beta\left(\tilde{\rho}_{t}^{s}\right)-\beta\left(\tilde{\rho}_{s}^{s}\right)\right] \varphi d x=\int_{s}^{t} \int_{\mathbb{R}^{d}} \beta\left(\tilde{\rho}_{r}^{s}\right) \nabla \varphi \cdot \boldsymbol{b}_{r} d x d r \tag{4.22}
\end{equation*}
$$

We deduce that

$$
\left|\int_{\mathbb{R}^{d}}\left[\beta\left(\rho_{t}\right)-\beta\left(\rho_{s}\right)\right] \varphi d x\right| \leq\|\beta\|_{\infty} \int_{\mathbb{R}^{d}} \int_{s}^{t}\left|\nabla \varphi \| \boldsymbol{b}_{r}\right| d r d x
$$

which shows that the function $t \mapsto \int_{\mathbb{R}^{d}} \varphi \beta\left(\rho_{t}\right) d x$ is absolutely continuous in $[0, T]$.
In order to prove (4.18) it is sufficient to notice that (4.21) and the strong continuity of $r \mapsto \tilde{\rho}_{r}^{t}$ at $r=t$ (ensured by statement (i)) give

$$
\int_{\mathbb{R}^{d}}\left[\beta\left(\rho_{t}\right)-\beta\left(\rho_{s}\right)\right] \varphi d x \leq(t-s) \int_{\mathbb{R}^{d}} \beta\left(\rho_{t}\right) \nabla \varphi \cdot \boldsymbol{b}_{t} d x+o(t-s)
$$

hence (4.18) holds at any differentiability point of $t \mapsto \int_{\mathbb{R}^{d}} \varphi \beta\left(\rho_{t}\right) d x$.
Step 4: proof of (ii), strong continuity of $\rho_{t}$. We now show that $\rho_{t}$ is strongly continuous on $[0, T)$ w.r.t. the $L_{\text {loc }}^{1}$ convergence; more precisely we show that, for every $t \in[0, T)$ and for every $r>0$,

$$
\begin{equation*}
\lim _{s \uparrow t} \int_{B_{r}}\left|\rho_{s}-\rho_{t}\right| d x=0 \tag{4.23}
\end{equation*}
$$

(reversing the time variable, the same argument gives the right-continuity). To this end, let us define $\tilde{\rho}^{t}$ as in (4.19) for every $t \in[0, T]$; we claim that

$$
\begin{equation*}
\tilde{\rho}_{s}^{t}=\rho_{s}\left\llcorner\left\{T_{s, \boldsymbol{X}}^{+}>t\right\} \quad \text { for every } s \in[0, t]\right. \tag{4.24}
\end{equation*}
$$

Indeed, let us fix $s, t \in[0, T]$ and $s \leq t$. Denoting with $\boldsymbol{\eta}_{x}^{t}$ the disintegration of $\boldsymbol{\eta}$ with respect to the map $e_{t}$, recalling that $\boldsymbol{\eta}_{x}^{t}$ is concentrated on curves $\eta \in C\left([0, T] ; \mathbb{R}^{d}\right)$ with $\eta(t)=x$, by Theorem 4.3, we have that for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$

$$
\begin{aligned}
1_{\left\{T_{t, \boldsymbol{X}}^{-}<s\right\}}(x) \delta_{\boldsymbol{X}(s, t, x)} & =\left(e_{s}\right)_{\#}\left(\boldsymbol{\eta}_{x}^{t}\left\llcorner\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta(t)=x \text { and } T_{t, \boldsymbol{X}}^{-}(x)<s\right\}\right)\right. \\
& =\left(e_{s}\right)_{\#}\left(\boldsymbol{\eta}_{x}^{t}\left\llcorner\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta(t) \neq \infty \text { and } T_{t, \boldsymbol{X}}^{-}(\eta(t))<s\right\}\right) .\right.
\end{aligned}
$$

Hence we can rewrite $\tilde{\rho}_{s}^{t}$ in terms of $\boldsymbol{\eta}$

$$
\begin{align*}
\tilde{\rho}_{s}^{t} \mathscr{L}^{d} & =\int_{\left\{T_{t, \boldsymbol{X}}^{-}<s\right\}} \delta_{\boldsymbol{X}(s, t, x)} \rho_{t}(x) d x \\
& =\int_{\mathbb{R}^{d}}\left(e_{s}\right)_{\#}\left(\boldsymbol{\eta}_{x}^{t}\left\llcorner\left\{\eta \in C\left([0, T] ; \dot{\mathbb{R}}^{d}\right): \eta(t) \neq \infty \text { and } T_{t, \boldsymbol{X}}^{-}(\eta(t))<s\right\}\right) \rho_{t}(x) d x\right. \\
& =\left(e_{s}\right)_{\#}\left(\boldsymbol{\eta}\left\llcorner\left\{\eta \in C\left([0, T] ; \dot{\mathbb{R}}^{d}\right): \eta(t) \neq \infty \text { and } T_{t, \boldsymbol{X}}^{-}(\eta(t))<s\right\}\right) .\right. \tag{4.25}
\end{align*}
$$

By the semigroup property (Theorem $3.16(\mathrm{iii})$ ) there exists a set $E_{s, t} \subseteq \mathbb{R}^{d}$ of $\mathscr{L}^{d}$-measure 0 such that

$$
\begin{array}{ll}
T_{s, \boldsymbol{X}}^{ \pm}(\boldsymbol{X}(s, t, x))=T_{t, \boldsymbol{X}}^{ \pm}(x) & \text { for every } x \in\left\{T_{t, \boldsymbol{X}}^{+}>s>T_{t, \boldsymbol{X}}^{-}\right\} \backslash E_{s, t} \\
T_{t, \boldsymbol{X}}^{ \pm}(\boldsymbol{X}(t, s, x))=T_{s, \boldsymbol{X}}^{ \pm}(x) & \text { for every } x \in\left\{T_{s, \boldsymbol{X}}^{+}>t>T_{s, \boldsymbol{X}}^{-}\right\} \backslash E_{s, t}
\end{array}
$$

for every $x \in\left\{T_{t, \boldsymbol{X}}^{+}>s>T_{t, \boldsymbol{X}}^{-}\right\} \backslash E_{s, t}$

$$
\boldsymbol{X}(\cdot, s, \boldsymbol{X}(s, t, x))=\boldsymbol{X}(\cdot, t, x) \quad \text { in }\left(T_{t, \boldsymbol{X}}^{-}(x), T_{t, \boldsymbol{X}}^{+}(x)\right)
$$

and for every $x \in\left\{T_{s, \boldsymbol{X}}^{+}>t>T_{s, \boldsymbol{X}}^{-}\right\} \backslash E_{s, t}$

$$
\boldsymbol{X}(\cdot, t, \boldsymbol{X}(t, s, x))=\boldsymbol{X}(\cdot, s, x) \quad \text { in }\left(T_{s, \boldsymbol{X}}^{-}(x), T_{s, \boldsymbol{X}}^{+}(x)\right)
$$

Since $\left(e_{s}\right)_{\#} \boldsymbol{\eta}\left\llcorner\mathbb{R}^{d}\right.$ is absolutely continuous with respect to $\mathscr{L}^{d}$ (so that the set of curves $\eta$ such that $\eta(s) \in E_{s, t}$ is $\boldsymbol{\eta}$-negligible) and $\boldsymbol{\eta}$ is transported by the maximal regular flow, we have the following equalities, which hold up to a set of $\boldsymbol{\eta}$-measure 0 :

$$
\begin{align*}
& \left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta(s) \neq \infty \text { and } T_{s, \boldsymbol{X}}^{+}(\eta(s))>t\right\} \\
& =\left\{\eta \in C\left([0, T] ; \dot{\mathbb{R}}^{d}\right): \eta(s) \neq \infty, \eta(s) \notin E_{s, t}, T_{s, \boldsymbol{X}}^{+}(\eta(s))>t\right. \\
& \quad \text { and } \eta(\cdot)=\boldsymbol{X}(\cdot, s, \eta(s)) \text { in }\left(T_{s, \boldsymbol{X}}^{-}(\eta(s)), T_{s, \boldsymbol{X}}^{+}(\eta(s))\right\} \\
& =\left\{\eta \in C\left([0, T] ; \dot{\mathbb{R}}^{d}\right): \eta(t) \neq \infty, \eta(t) \notin E_{s, t}, T_{t, \boldsymbol{X}}^{-}(\eta(t))<s\right.  \tag{4.26}\\
& \quad \text { and } \eta(\cdot)=\boldsymbol{X}(\cdot, t, \eta(t)) \text { in }\left(T_{t, \boldsymbol{X}}^{-}(\eta(t)), T_{t, \boldsymbol{X}}^{+}(\eta(t))\right\} \\
& =\left\{\eta \in C\left([0, T] ; \dot{\mathbb{R}}^{d}\right): \eta(t) \neq \infty \text { and } T_{t, \boldsymbol{X}}^{-}(\eta(t))<s\right\} .
\end{align*}
$$

We deduce that

$$
\begin{align*}
\rho_{s}\left\llcorner\left\{T_{s, \boldsymbol{X}}^{+}>t\right\}\right. & =\left(e_{s}\right)_{\#}\left(\boldsymbol{\eta}\left\llcorner\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta(s) \neq \infty \text { and } T_{s, \boldsymbol{X}}^{+}(\eta(s))>t\right\}\right)\right.  \tag{4.27}\\
& =\left(e_{s}\right)_{\#}\left(\boldsymbol{\eta}\left\llcorner\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right): \eta(t) \neq \infty \text { and } T_{t, \boldsymbol{X}}^{-}(\eta(t))<s\right\}\right)\right.
\end{align*}
$$

By (4.25) and (4.27), we proved (4.24).

In order to prove (4.23), we apply the triangular inequality to infer that

$$
\int_{B_{r}}\left|\rho_{s}-\rho_{t}\right| d x \leq \int_{B_{r}}\left|\rho_{s}-\tilde{\rho}_{s}^{t}\right| d x+\int_{B_{r}}\left|\tilde{\rho}_{s}^{t}-\rho_{t}\right| d x
$$

The second term in the right-hand side converges to 0 when $s \uparrow t$ by the strong $L_{\text {loc }}^{1}$ continuity of $\rho_{s}^{t}$ w.r.t. $s$ proved in statement (i). To see that also the first term converges to 0 , we rewrite it using $(4.24), \rho_{t} \mathscr{L}^{d}=\left(e_{t}\right)_{\#} \boldsymbol{\eta}\left\llcorner\mathbb{R}^{d}\right.$, and the fact that $\boldsymbol{\eta}$ is transported by the maximal flow to obtain

$$
\begin{aligned}
\int_{B_{r}} \mid \rho_{s} & -\tilde{\rho}_{s}^{t} \mid d x=\int_{B_{r}} \rho_{s} 1_{\left\{T_{s, \boldsymbol{X}}^{+} \leq t\right\}} d x \\
& =\int 1_{B_{r} \cap\left\{T_{s, \boldsymbol{X}}^{+} \leq t\right\}}(\eta(s)) d \boldsymbol{\eta}(\eta) \\
& =\boldsymbol{\eta}\left(\left\{\eta: \eta(s) \in B_{r} \cap\left\{T_{s, \boldsymbol{X}}^{+} \leq t\right\} \text { and } \eta(\cdot)=\boldsymbol{X}(\cdot, s, \eta(s)) \text { in }\left[s, T_{s, \boldsymbol{X}}^{+}(\eta(s))\right)\right\}\right)
\end{aligned}
$$

Every curve $\eta$ which belongs to the set in the last line belongs to $B_{r}$ at time $s$ and blows up in $[s, t]$, since it coincides with the maximal regular flow and $T_{s, \boldsymbol{X}}^{+}(\eta(s)) \leq t$. Hence, for some $s \leq s^{\prime} \leq s^{\prime \prime} \leq t$, it satisfies that $\eta\left(s^{\prime}\right) \in B_{r}$ and $\eta\left(s^{\prime \prime}\right)=\infty$ (we could take $s^{\prime}=s$, but in order to guarantee the monotonicity with respect to $s$ of the sets below, we prefer to enlarge the set of curves in this way). We obtain that

$$
\int_{B_{r}}\left|\rho_{s}-\rho_{s}^{t}\right| d x \leq \boldsymbol{\eta}\left(\left\{\eta: \eta\left(s^{\prime}\right) \in B_{r} \text { and } \eta\left(s^{\prime \prime}\right)=\infty \text { for some } s^{\prime}, s^{\prime \prime} \in[s, t]\right\}\right)
$$

The set in the right-hand side monotonically decreases to the empty set as $s \uparrow t$, therefore its $\boldsymbol{\eta}$-measure converges to 0 . This concludes the proof of (4.23).

Under certain conditions on the generalized flow $\boldsymbol{\eta}$, the most common being

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}} \frac{\left|\boldsymbol{b}_{t}\right|(x)}{1+|x|} d \mu_{t}(x) d t<\infty \tag{4.28}
\end{equation*}
$$

where $\mu_{t}=\left(e_{t}\right)_{\#} \boldsymbol{\eta}\left\llcorner\mathbb{R}^{d}\right.$, one can show that $\boldsymbol{\eta}$ is concentrated on curves that do not blow up. This result is in the same spirit as the no blow-up criterion of Theorem 3.13. We state the result under a more precise assumption than (4.28) (see (4.29)), since this will be important for the application to the Vlasov-Poisson system in Corollaries 8.3 and 8.4.

Proposition 4.7. [No blow-up criterion] Let $\boldsymbol{b} \in L_{\text {loc }}^{1}\left([0, T] \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ be a Borel vector field, let $\boldsymbol{\eta} \in \mathscr{M}_{+}\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right)$ be a generalized flow of $\boldsymbol{b}$, and for $t \in[0, T]$ let $\mu_{t}=$ $\left(e_{t}\right)_{\# \boldsymbol{\eta}}\left\llcorner\mathbb{R}^{d}\right.$. Let $\eta_{\infty}$ denote the constant curve $\eta \equiv \infty$, and assume that $\boldsymbol{\eta}\left(\left\{\eta_{\infty}\right\}\right)=0$ and

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}} \frac{\left|\boldsymbol{b}_{t}\right|(x)}{(1+|x|) \log (2+|x|)} d \mu_{t}(x) d t<\infty \tag{4.29}
\end{equation*}
$$

Then $\boldsymbol{\eta}$ is concentrated on curves that do not blow up, namely

$$
\left.\boldsymbol{\eta}\left(\left\{\eta \in C\left([0, T] ; \mathbb{R}^{d}\right)\right): \eta(t)=\infty \text { for some } t \in[0, T]\right\}\right)=0
$$

In particular, if we assume that $\mu_{t} \ll \mathscr{L}^{d}$ for every $t \in[0, T]$ and that $\boldsymbol{\eta}$ is concentrated on the maximal regular flow $\boldsymbol{X}$ associated to $\boldsymbol{b}$, then $\boldsymbol{X}$ is globally defined on $[0, T]$ for $\mu_{0}$-a.e. $x$, namely the trajectories $\boldsymbol{X}(\cdot, x)$ belong to $A C\left([0, T] ; \mathbb{R}^{d}\right)$ for $\mu_{0}$-a.e. $x \in \mathbb{R}^{d}$.

Proof. Since $\boldsymbol{\eta}\left(\left\{\eta_{\infty}\right\}\right)=0$ we know that $\boldsymbol{\eta}$-a.e. curve is finite at some time. In particular, if we fix a dense set of rational times $\left\{t_{n}\right\}_{n \in \mathbb{N}} \subset[0, T]$, we see that (by continuity of the curves) $\boldsymbol{\eta}$ is concentrated on $\cup_{n \in \mathbb{N}} \Gamma_{n}$ with

$$
\left.\Gamma_{n}:=\left\{\eta \in C\left([0, T] ; \dot{\mathbb{R}}^{d}\right)\right): \eta\left(t_{n}\right) \in \mathbb{R}^{d}\right\}
$$

so it is enough to show that $\boldsymbol{\eta}\left\llcorner\Gamma_{n}\right.$ is concentrated on curves that do not blow up.
By applying Theorem 4.3 with $s=t_{n}$ it follows that $\boldsymbol{\eta}\left\llcorner\Gamma_{n}\right.$ is concentrated on curves $\eta$ that are finite on the time interval $\left(T_{t_{n}, \boldsymbol{X}}^{-}\left(\eta\left(t_{n}\right)\right), T_{t_{n}, \boldsymbol{X}}^{+}\left(\eta\left(t_{n}\right)\right)\right) \subset[0, T]$. Hence, since $\left(e_{t}\right)_{\#}\left(\boldsymbol{\eta}\left\llcorner\Gamma_{n}\right) \leq \mu_{t}\right.$, by Fubini theorem and assumption (4.29) we get

$$
\begin{aligned}
& \iint_{T_{t_{n}, \boldsymbol{X}}^{-}}^{T_{t_{n}, \boldsymbol{X}^{\left(\eta\left(t_{n}\right)\right)}}^{\left(\eta\left(t_{n}\right)\right)}}\left|\frac{d}{d t}[\log \log (2+|\eta(t)|)]\right| d t d\left[\boldsymbol{\eta}\left\llcorner\Gamma_{n}\right](\eta)\right. \\
& \leq \iint_{T_{t_{n}, \boldsymbol{X}}^{-}}^{T_{\left.t_{n}, \boldsymbol{X}^{(\eta}\left(t_{n}\right)\right)}^{\left(\eta\left(t_{n}\right)\right)}} \frac{|\dot{\eta}(t)|}{(1+|\eta(t)|) \log (2+|\eta(t)|)} d t d\left[\boldsymbol{\eta}\left\llcorner\Gamma_{n}\right](\eta)\right. \\
& =\iint_{T_{t_{n}, \boldsymbol{X}}^{-}}^{T_{t_{n}, \boldsymbol{X}^{+}}{ }^{\left(\eta\left(t_{n}\right)\right)}} \frac{\left|\boldsymbol{b}_{t}\right|(\eta(t))}{(1+|\eta(t)|) \log (2+|\eta(t)|)} d t d\left[\boldsymbol{\eta}\left\llcorner\Gamma_{n}\right](\eta)\right. \\
& \leq \int_{0}^{T} \int_{\mathbb{R}^{d}} \frac{\left|\boldsymbol{b}_{t}\right|(x)}{(1+|x|) \log (2+|x|)} d \mu_{t}(x) d t<\infty .
\end{aligned}
$$

This implies that, for $\boldsymbol{\eta}$-a.e. curve $\eta \in \Gamma_{n}$,

$$
\begin{aligned}
\sup _{T_{t_{n}, \boldsymbol{X}}^{-}\left(\eta\left(t_{n}\right)\right) \leq s<\tau \leq T_{t_{n}, \boldsymbol{X}^{( }}^{+}\left(\eta\left(t_{n}\right)\right)} \mid \log \log (2 & +|\eta(s)|)-\log \log (2+|\eta(\tau)|) \mid \\
& \leq \int_{T_{t_{n}, \boldsymbol{X}}^{-}}^{T_{t_{n}, \boldsymbol{X}^{\left(\eta\left(t_{n}\right)\right)}}^{\left(\eta\left(t_{n}\right)\right)}}\left|\frac{d}{d t}[\log \log (2+|\eta(t)|)]\right| d t<\infty
\end{aligned}
$$

which in turn says that $T_{t_{n}, \boldsymbol{X}}^{-}\left(\eta\left(t_{n}\right)\right)=0, T_{t_{n}, \boldsymbol{X}}^{+}\left(\eta\left(t_{n}\right)\right)=T$, and the curve $\eta$ cannot blow up in $[0, T]$, as desired.

To show the second part of the statement, le us consider the disintegration of $\boldsymbol{\eta}$ with respect to $e_{0}$. By the properties of $\boldsymbol{\eta}$ we have that, for $\mu_{0}$-a.e. $x$, the probability measure $\boldsymbol{\eta}_{x}$ is concentrated on the set

$$
\left\{\eta: \eta(0)=x, \eta \neq \infty \text { in }[0, T], \eta=\boldsymbol{X}(\cdot, x) \text { in }\left[0, T_{\boldsymbol{X}}(x)\right)\right\}
$$

Since $\boldsymbol{\eta}_{x}$ is a probability measure it follows that this set is nonempty, that $T_{\boldsymbol{X}}(x)=T$, and this set has to coincide with $\{\boldsymbol{X}(\cdot, x)\}$, thus $\boldsymbol{\eta}_{x}=\delta_{\boldsymbol{X}(\cdot, x)}$, as desired.

Remark 4.8. In Proposition 4.7, the assumption that the curve $\eta \equiv \infty$ has $\boldsymbol{\eta}$-measure 0 follows easily from the property

$$
|\boldsymbol{\eta}|\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right) \leq \sup _{t \in[0, T]} \mu_{t}\left(\mathbb{R}^{d}\right)
$$

(that, as we will see in (4.30) below, is a property of the measures $\boldsymbol{\eta}$ built with the generalized superposition principle, Theorem 4.9).

Assumption (4.29) of Proposition 4.7 could be replaced by

$$
\int_{0}^{T} \int_{\mathbb{R}^{d}} \frac{\left|\boldsymbol{b}_{t}\right|(x)}{\omega(|x|)} d \mu_{t}(x) d t<\infty
$$

for any nondecreasing function $\omega:[0, \infty) \rightarrow[0, \infty)$ with $\omega(0)>0$ and

$$
\int_{0}^{\infty} \frac{1}{\omega(r)} d r=\infty
$$

### 4.3 The superposition principle under local integrability bounds on the velocity

In order to represent the solution to the continuity equation by means of a generalized flow, we would like to apply the superposition principle (see Theorem 1.6). However, the lack of global bounds makes this approach very difficult to implement. An analogous of the classical superposition principle is the content of the following theorem.

Theorem 4.9 (Extended superposition principle). Let $\boldsymbol{b} \in L_{\text {loc }}^{1}\left([0, T] \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ be a Borel vector field. Let $\rho_{t} \in L^{\infty}\left((0, T) ; L_{+}^{1}\left(\mathbb{R}^{d}\right)\right)$ be a distributional solution of the continuity equation, weakly continuous in duality with $C_{c}\left(\mathbb{R}^{d}\right)$. Assume that:
(i) either $\left|\boldsymbol{b}_{t}\right| \rho_{t} \in L_{\mathrm{loc}}^{1}\left([0, T] \times \mathbb{R}^{d}\right)$;
(ii) or $\operatorname{div} \boldsymbol{b}_{t}=0$ and $\rho_{t}$ is a renormalized solution.

Then there exists $\boldsymbol{\eta} \in \mathscr{M}_{+}\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right)$ with

$$
\begin{equation*}
|\boldsymbol{\eta}|\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right) \leq \sup _{t \in[0, T]}\left\|\rho_{t}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \tag{4.30}
\end{equation*}
$$

which is concentrated on the set $\Gamma$ defined in (4.1) and satisfies

$$
\left(e_{t}\right)_{\#} \boldsymbol{\eta}\left\llcorner\mathbb{R}^{d}=\rho_{t} \mathscr{L}^{d} \quad \text { for every } t \in[0, T]\right.
$$

In addition, if $\rho_{t}$ belongs also to $L^{\infty}\left((0, T) ; L_{+}^{\infty}\left(\mathbb{R}^{d}\right)\right.$ ) (or $\rho_{t}$ is renormalized), $\boldsymbol{b}$ is divergence-free and satisfies (a)-(b) of Section 3.5, then $\boldsymbol{\eta}$ is transported by the Maximal Regular Flow of $\boldsymbol{X}$.

Remark 4.10. If, in addition to the last assumptions of the Theorem, we assume that

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{d}} \frac{\left|\boldsymbol{b}_{t}\right|(x)}{1+|x|} \rho_{t}(x) d x d t<\infty \tag{4.31}
\end{equation*}
$$

then $\rho_{t}$ is transported by the Maximal Flow, namely $T_{0, \boldsymbol{X}}^{+}(x)=T, \boldsymbol{X}(\cdot, 0, x)$ belongs to $A C\left([0, T] ; \mathbb{R}^{d}\right)$ for $\mathscr{L}^{d}$-a.e. $x \in\left\{\rho_{0}>0\right\}$ and $\rho_{t} \mathscr{L}^{d}=\boldsymbol{X}(t, \cdot)_{\#}\left(\rho_{0} \mathscr{L}^{d}\right)$.

Indeed, by Theorem 3.13 and (4.31) we know that the Maximal Regular Flow is well defined in $[0, T]$ for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$. Since $\boldsymbol{\eta}$ is transported by $\boldsymbol{X}$, for $\boldsymbol{\eta}$-a.e. $\eta$ we know that $\eta=\boldsymbol{X}(\cdot, 0, \eta(0))$ in $[0, T]$. This implies that for $\mathscr{L}^{d}$-a.e. $x \in\left\{\rho_{0}>0\right\}$ the measure $\boldsymbol{\eta}_{x}$, obtained through disintegration of $\boldsymbol{\eta}$ with respect to $e_{0}$, coincides with $\delta_{\boldsymbol{X}(\cdot, 0, x)}$, therefore

$$
\left(e_{t}\right)_{\#} \boldsymbol{\eta}=\int_{\mathbb{R}^{d}}\left(e_{t}\right)_{\#} \boldsymbol{\eta}_{x} \rho_{0}(x) d x=\int_{\mathbb{R}^{d}}\left(e_{t}\right)_{\#} \delta_{\boldsymbol{X}(\cdot, 0, x)} \rho_{0}(x) d x=\boldsymbol{X}(\cdot, 0, x)_{\#}\left(\rho_{0} \mathscr{L}^{d}\right)
$$

as desired.
Remark 4.11. Thanks to Theorem 4.9, one can prove that, if $\boldsymbol{b}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a locally integrable, divergence-free vector field, then assumption (b) of Section 3.5 is equivalent to
(b') for any closed interval $I=[a, b] \subset[0, T]$, every bounded distributional solution of the continuity equation

$$
\frac{d}{d t} \rho_{t}+\operatorname{div}\left(\boldsymbol{b} \rho_{t}\right)=0 \quad \text { in }(a, b) \times \mathbb{R}^{d}
$$

is renormalized (according to Definition 4.4).
Indeed, if (b') holds then, given any couple of bounded, compactly supported solutions of the continuity equation in $(a, b) \times \mathbb{R}^{d}$ with the same initial datum, their difference $u$ is a bounded, compactly supported solution starting from 0 . By ( $b^{\prime}$ ), it is renormalized, and therefore

$$
\frac{d}{d t} \arctan \left(\left|u_{t}\right|^{2}\right)+\operatorname{div}\left(\boldsymbol{b} \arctan \left(\left|u_{t}\right|^{2}\right)\right)=0 \quad \text { in }(a, b) \times \mathbb{R}^{d} .
$$

Multiplying this equation by a test function $\varphi(x) \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ which is 1 on the support of $u_{t}$, we find that

$$
\int_{\mathbb{R}^{d}} \arctan \left(\left|u_{t}\right|^{2}\right)=0 \quad \forall t \in[0, T]
$$

and therefore $u_{t} \equiv 0$.
On the other hand, if (b) holds and $u$ is a bounded, distributional solution of the continuity equation, by Theorem 4.9 applied to $u+\|u\|_{L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)}$ and by Theorem 4.6 we find that $u+\|u\|_{L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)}$ is a renormalized solution of the continuity equation, according to Definition 4.4; this implies that the same holds for $u$.

Let us first briefly explain the idea behind the proof of Theorem 4.9. To overcome the lack of global bounds on $\boldsymbol{b}$ we introduce a kind of "damped" stereographic projection, with damping depending on the growth of $|\boldsymbol{b}|$ at $\infty$, and we look at the flow of $\boldsymbol{b}$ on the $d$-dimensional sphere $\mathbb{S}^{d}$ in such a way that the north pole $N$ of the sphere corresponds to the points at infinity of $\mathbb{R}^{d}$ (see Figure 4.2 ). Then we apply the superposition principle in these new variables and eventually, reading this limit in the original variables, we obtain


Figure 4.2: The map $\psi$ "wraps" $\mathbb{R}^{d}$ onto $\mathbb{S}^{d} \backslash\{N\}$ through a diffeomorphism whose gradient has a controlled growth at $\infty$, in terms of a prescribed function $D(r):[0, \infty) \rightarrow(0,1]$. This function will be chosen, in turn, in the proof of Theorem 4.9 in terms of the $L^{1}$ norms of the vector field $\boldsymbol{b}$ in $(0, T) \times B_{r}$.
a representation of the solution as a generalized flow. Let us observe that it is crucial for us that the map sending $\mathbb{R}^{d}$ onto $\mathbb{S}^{d}$ is chosen a function of $\boldsymbol{b}$ : indeed, as we shall see, by shrinking enough distances at infinity we can ensure that the vector field read on the sphere becomes globally integrable.

We denote by $N$ be the north pole of the $d$-dimensional sphere $\mathbb{S}^{d}$, thought of as a subset of $\mathbb{R}^{d+1}$. For our constructions, we will use a smooth diffeomorphism which maps $\mathbb{R}^{d}$ onto $\mathbb{S}^{d} \backslash\{N\}$ and whose derivative has a prescribed decay at $\infty$.

Lemma 4.12. Let $D:[0, \infty) \rightarrow(0,1]$ be a nonincreasing function. Then there exist $r_{0}>0$ and a smooth diffeomorphism $\psi: \mathbb{R}^{d} \rightarrow \mathbb{S}^{d} \backslash\{N\} \subset \mathbb{R}^{d+1}$ such that

$$
\begin{gather*}
\psi(x) \rightarrow N \text { as }|x| \rightarrow \infty  \tag{4.32}\\
|\nabla \psi(x)| \leq D(0) \quad \forall x \in \mathbb{R}^{d},  \tag{4.33}\\
|\nabla \psi(x)| \leq D(|x|) \quad \forall x \in \mathbb{R}^{d} \backslash B_{r_{0}} . \tag{4.34}
\end{gather*}
$$

Proof. We split the construction in two parts: first we perform a 1-dimensional construction, and then we use this construction to build the desired diffeomorphism.
Step 1: 1-dimensional construction. Let $D_{0}:[0, \infty) \rightarrow(0,1]$ be a nonincreasing function. We claim that there exists a smooth diffeomorphism $\psi_{0}:[0, \infty) \rightarrow[0, \pi)$ such that

$$
\begin{gather*}
\lim _{r \rightarrow \infty} \psi_{0}(r)=\pi, \quad \lim _{r \rightarrow \infty} \psi_{0}^{\prime}(r)=0  \tag{4.35}\\
\psi_{0}(r)=c_{0} D_{0}(0) r \quad \forall r \in\left[0, \pi / D_{0}(0)\right), \quad \text { for some } c_{0} \in(0,1)  \tag{4.36}\\
\left|\psi_{0}^{\prime}(r)\right| \leq D_{0}(0) \quad \forall r \in[0, \infty)  \tag{4.37}\\
\left|\psi_{0}^{\prime}(r)\right| \leq D_{0}(r) \quad \forall r \in\left[2 \pi / D_{0}(0), \infty\right) \tag{4.38}
\end{gather*}
$$

Indeed, define the nonincreasing $L^{1}$ function $D_{1}:[0, \infty) \rightarrow(0, \infty)$ as

$$
D_{1}(r):= \begin{cases}D_{0}(0) & \text { if } r \in\left[0,1+\pi / D_{0}(0)\right] \\ \min \left\{D_{0}(r), r^{-2}\right\} & \text { if } r \in\left(1+\pi / D_{0}(0), \infty\right)\end{cases}
$$

We then consider an asymmetric convolution kernel, namely a nonnegative function $\sigma \in$ $C_{c}^{\infty}((0,1))$ with $\int_{\mathbb{R}} \sigma=1$, and consider the convolution of $D_{1}(r)$ with $\sigma(-r)$ :

$$
\psi_{1}(r):=\int_{0}^{1} \sigma\left(r^{\prime}\right) D_{1}\left(r+r^{\prime}\right) d r^{\prime} \quad \forall r \in[0, \infty) .
$$

Notice that $\psi_{1}$ is smooth on $(0, \infty)$, positive, nonincreasing, and $\psi_{1} \leq D_{1}$ in $[0, \infty)$ (in particular $\left.\psi_{1} \in L^{1}(0, \infty)\right)$. Moreover we have that $\psi_{1} \equiv D_{0}(0)$ in $\left[0, \pi / D_{0}(0)\right]$, hence $\left\|\psi_{1}\right\|_{L^{1}(0, \infty)} \geq \pi$ and $c_{0}:=\pi\left\|\psi_{1}\right\|_{L^{1}(0, \infty)}^{-1} \in(0,1)$. Finally, we define $\psi_{0}$ as

$$
\psi_{0}(r):=c_{0} \int_{0}^{r} \psi_{1}(s) d s \quad \forall r \in[0, \infty)
$$

Since $\left|\psi_{0}^{\prime}(r)\right|=c_{0}\left|\psi_{1}(r)\right| \leq D_{1}(r)$, taking into account that $\pi / D_{0}(0)>1$ it is easy to check that all the desired properties are satisfied.
Step 2: "radial" diffeomorphism in any dimension. Let $D_{0}:[0, \infty) \rightarrow(0,1]$ to be chosen later and consider $\psi_{0}, c_{0}$ as in Step 1 . We define $\psi: \mathbb{R}^{d} \rightarrow \mathbb{S}^{d} \backslash\{N\} \subset \mathbb{R}^{d+1}$ which maps every half-line starting at the origin to an arc of sphere between the south pole and the north pole:

$$
\psi(x):=\sin \left(\psi_{0}(|x|)\right)\left(\frac{x}{|x|}, 0\right)-\cos \left(\psi_{0}(|x|)\right)(0, \ldots, 0,1) .
$$

Thanks to (4.36) and to the fact that the functions $x \mapsto|x|^{2}, t \mapsto \sin (\sqrt{t}) / \sqrt{t}$, and $t \mapsto \cos (\sqrt{t})$ are all of class $C^{\infty}$, we obtain that $\psi \in C^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{d+1}\right)$. We also notice that its inverse $\phi: \mathbb{S}^{d} \backslash\{N\} \rightarrow \mathbb{R}^{d}$ can be explicitly computed:

$$
\begin{aligned}
\phi\left(x_{1}, \ldots, x_{d+1}\right) & =\psi_{0}^{-1}\left(\arccos \left(-x_{d+1}\right)\right) \frac{\left(x_{1}, \ldots, x_{d}\right)}{\left|\left(x_{1}, \ldots, x_{d}\right)\right|} \\
& =\psi_{0}^{-1}\left(\arcsin \left(\left|\left(x_{1}, \ldots, x_{d}\right)\right|\right)\right) \frac{\left(x_{1}, \ldots, x_{d}\right)}{\left|\left(x_{1}, \ldots, x_{d}\right)\right|}
\end{aligned}
$$

Writing $r=|x|$ and denoting by $I_{d}$ the identity matrix on the first $d$ components, we compute the gradient of $\psi$ :

$$
\begin{aligned}
\nabla \psi(x)=\frac{\cos \left(\psi_{0}(r)\right) \psi_{0}^{\prime}(r) r-\sin \left(\psi_{0}(r)\right)}{r^{3}}(x, 0) \otimes & (x, 0)+\frac{\sin \left(\psi_{0}(r)\right)}{r} I_{d} \\
& -\frac{\sin \left(\psi_{0}(r)\right) \psi_{0}^{\prime}(r)}{r}(x, 0) \otimes(0, \ldots, 0,1) .
\end{aligned}
$$

It is immediate to check that $|\nabla \psi(x)| \neq 0$ for all $x \in \mathbb{R}^{d}$, so it follows by the Inverse Function Theorem that $\phi$ is smooth as well. Also, we can estimate

$$
\begin{equation*}
|\nabla \psi(x)| \leq 2\left|\psi_{0}^{\prime}(r)\right|+2 \frac{\sin \left(\psi_{0}(r)\right)}{r} \tag{4.39}
\end{equation*}
$$

Using now (4.37) and (4.38), the first term in the right hand side above can be estimated with $2 D_{0}(0)$ for every $x \in \mathbb{R}^{d}$, and with $2 D_{0}(r)$ for every $x \in \mathbb{R}^{d}$ such that $r \geq 2 \pi / D_{0}(0)$. As regards the second term, for $r \in\left[0, \pi / D_{0}(0)\right]$ we have that

$$
\begin{equation*}
\frac{\sin \left(\psi_{0}(r)\right)}{r}=\frac{\sin \left(c_{0} D_{0}(0) r\right)}{r} \leq c_{0} D_{0}(0) \tag{4.40}
\end{equation*}
$$

while for $r \in\left[\pi / D_{0}(0), \infty\right)$ we estimate the numerator with 1 to get

$$
\begin{equation*}
\frac{\sin \left(\psi_{0}(r)\right)}{r} \leq \frac{D_{0}(0)}{\pi} \tag{4.41}
\end{equation*}
$$

Therefore, since $c_{0}<1$, by (4.39), (4.40), and (4.41) we get

$$
\begin{equation*}
|\nabla \psi(x)| \leq 4 D_{0}(0) \quad \forall x \in \mathbb{R}^{d} \tag{4.42}
\end{equation*}
$$

Now, for $r \in\left[2 \pi / D_{0}(0), \infty\right)$, thanks to (4.35) and (4.38) we can estimate

$$
\begin{equation*}
\frac{\sin \left(\psi_{0}(r)\right)}{r}=\frac{1}{r} \int_{r}^{\infty}-\cos \left(\psi_{0}(s)\right) \psi_{0}^{\prime}(s) d s \leq \frac{1}{r} \int_{r}^{\infty}\left|\psi_{0}^{\prime}(s)\right| d s \leq \frac{1}{r} \int_{r}^{\infty} D_{0}(s) d s \tag{4.43}
\end{equation*}
$$

thus by (4.38), (4.39), and (4.43) we obtain

$$
\begin{equation*}
|\nabla \psi(x)| \leq 2 D_{0}(r)+\frac{2}{r} \int_{r}^{\infty} D_{0}(s) d s \quad \forall x \in \mathbb{R}^{d} \backslash B_{2 \pi / D_{0}(0)} \tag{4.44}
\end{equation*}
$$

So, provided we choose $D_{0}(r):=\min \left\{4^{-1}, r^{-2}\right\} D(r)$ we obtain that (4.42) implies (4.33). Also, by choosing $r_{0}:=2 \pi / D_{0}(0)>2$, from (4.44) and because $D$ is nonincreasing we deduce that

$$
|\nabla \psi(x)| \leq \frac{D(r)}{2}+\frac{1}{r} \int_{r}^{\infty} \frac{D(r)}{s^{2}} d s \leq \frac{D(r)}{2}+\frac{D(r)}{r^{2}} \leq D(r) \quad \forall x \in \mathbb{R}^{d} \backslash B_{r_{0}}
$$

proving (4.34) and concluding the proof.

Proof of Theorem 4.9. We first assume that $\left|\boldsymbol{b}_{t}\right| \rho_{t} \in L_{\text {loc }}^{1}\left([0, T] \times \mathbb{R}^{d}\right)$ and we prove the result in this case. This is done in two steps:

- In Step 1, based on Lemma 4.12, we construct a diffeomorphism between $\mathbb{R}^{d}$ and $\mathbb{S}^{d} \backslash\{N\}$ with the property that the vector field $\boldsymbol{b}$, read on the sphere, becomes globally integrable. - In Step 2 we associate a solution of the continuity equation on the sphere to the solution of the continuity equation $\rho_{t}$; this is done by adding a time-dependent mass in the north pole. Then, the superposition principle applies on the sphere.

Once the theorem has been proved for $\left|\boldsymbol{b}_{t}\right| \rho_{t} \in L_{\mathrm{loc}}^{1}\left([0, T] \times \mathbb{R}^{d}\right)$, we show in Step 3 how to handle the case when $\rho_{t}$ is a renormalized solution.

Finally, in Step 4 we exploit the results of Section 4.1 to show that $\rho_{t}$ is transported by the Maximal Regular Flow.

Step 1: construction of a diffeomorphism between $\mathbb{R}^{d}$ and $\mathbb{S}^{d}$. We build a diffeomorphism $\psi \in C^{\infty}\left(\mathbb{R}^{d} ; \mathbb{S}^{d} \backslash\{N\}\right)$ such that

$$
\begin{gather*}
\lim _{x \rightarrow \infty} \psi(x)=N  \tag{4.45}\\
\int_{0}^{T} \int_{\mathbb{R}^{d}}|\nabla \psi(x)|\left|\boldsymbol{b}_{t}(x)\right| \rho_{t}(x) d x d t<\infty \tag{4.46}
\end{gather*}
$$

To this end, we apply Lemma 4.12 with $D(r)=1$ in $[0,1)$ and $D(r)=\left(2^{n} C_{n}\right)^{-1}$ for $r \in\left[2^{n-1}, 2^{n}\right)$, where

$$
C_{n}:=1+\int_{0}^{T} \int_{B_{2^{n}}}\left|\boldsymbol{b}_{t}(x)\right| \rho_{t}(x) d x d t \quad \text { for every } n \in \mathbb{N}
$$

In this way we obtain a smooth diffeomorphism $\psi$ which maps $\mathbb{R}^{d}$ onto $\mathbb{S}^{d} \backslash\{N\}$ such that (4.45) holds, $|\nabla \psi(x)| \leq 1$ on $\mathbb{R}^{d}$, and

$$
\begin{equation*}
|\nabla \psi(x)| \leq \frac{1}{2^{n} C_{n}} \quad \forall x \in B_{2^{n}} \backslash B_{2^{n-1}}, n \geq n_{0} \tag{4.47}
\end{equation*}
$$

for some $n_{0}>0$. Thanks to these facts we deduce that

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}^{d}}|\nabla \psi(x)|\left|\boldsymbol{b}_{t}(x)\right| \rho_{t}(x) d x d t \\
& \leq \int_{0}^{T} \int_{B_{2^{n}}}\left|\boldsymbol{b}_{t}(x)\right| \rho_{t}(x) d x d t+\sum_{i=n_{0}+1}^{\infty} \int_{0}^{T} \int_{B_{2^{i}} \backslash B_{2^{i-1}}}|\nabla \psi(x)|\left|\boldsymbol{b}_{t}(x)\right| \rho_{t}(x) d x d t  \tag{4.48}\\
& \leq \int_{0}^{T} \int_{B_{2^{n_{0}}}}\left|\boldsymbol{b}_{t}(x)\right| \rho_{t}(x) d x d t+\sum_{i=n_{0}+1}^{\infty} \frac{1}{2^{i}}<\infty
\end{align*}
$$

which proves (4.46).
Step 2: superposition principle on the sphere. We build $\boldsymbol{\eta} \in \mathscr{M}_{+}\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right)$ such that $|\boldsymbol{\eta}|\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right) \leq \sup _{t \in[0, T]}\left\|\rho_{t}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}, \boldsymbol{\eta}$ is concentrated on curves $\eta$ which are locally absolutely continuous integral curves of $\boldsymbol{b}$ in $\{\eta \neq \infty\}$, and whose marginal at time $t$ in $\mathbb{R}^{d}$ is $\rho_{t} \mathscr{L}^{d}$.

Without loss of generality, possibly dividing every $\rho_{t}$ by $\sup _{t \in[0, T]}\left\|\rho_{t}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$, we can assume that $\sup _{t \in[0, T]}\left\|\rho_{t}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$. Define $m_{t}:=\left\|\rho_{t}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq 1$,

$$
\boldsymbol{c}_{t}(y):= \begin{cases}\nabla \psi(\phi(y)) \boldsymbol{b}_{t}(\phi(y)) & \text { if } y \in \mathbb{S}^{d} \backslash\{N\}  \tag{4.49}\\ 0 & \text { if } y=N\end{cases}
$$

and

$$
\mu_{t}:=\psi_{\#}\left(\rho_{t} \mathscr{L}^{d}\right)+\left(1-m_{t}\right) \delta_{N} \in \mathscr{P}\left(\mathbb{S}^{d}\right), \quad t \in[0, T]
$$

Since $\boldsymbol{c}_{t}(N)=0$ we can neglect the mass at $N=\psi(\infty)$ to get

$$
\begin{aligned}
\int_{0}^{T} \int_{\mathbb{S}^{d}}\left|\boldsymbol{c}_{t}\right| d \mu_{t} d t & =\int_{0}^{T} \int_{\mathbb{S}^{d} \backslash\{N\}}|\nabla \psi|(\phi(y))\left|\boldsymbol{b}_{t}\right|(\phi(y)) d \mu_{t}(y) d t \\
& =\int_{0}^{T} \int_{\mathbb{R}^{d}}|\nabla \psi|(x)\left|\boldsymbol{b}_{t}\right|(x) \rho_{t}(x) d x d t<\infty
\end{aligned}
$$

where in the last inequality we used (4.46).
We now show that the probability measure $\mu_{t}$ is a solution to the continuity equation on $\mathbb{S}^{d} \subset \mathbb{R}^{d+1}$ with vector field $\boldsymbol{c}_{t}$. To this end we first notice that, by the weak continuity in duality with $C_{c}\left(\mathbb{R}^{d}\right)$ of $\rho_{t}$ and by the fact that all the measures $\mu_{t}$ have unit mass, we deduce that $\mu_{t}$ is weakly continuous in time. Indeed, any limit point of $\mu_{s}$ as $s \rightarrow t$ is uniquely determined on $\mathbb{S}^{d} \backslash\{N\}$, and then the mass normalization gives that it is completely determined. We want to prove that the function $t \mapsto \int_{\mathbb{S}^{d}} \varphi d \mu_{t}$ is absolutely continuous and satisfies

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{S}^{d}} \varphi d \mu_{t}=\int_{\mathbb{S}^{d}} c_{t} \cdot \nabla \varphi d \mu_{t} \quad \mathscr{L}^{1} \text {-a.e. on }(0, T) \tag{4.50}
\end{equation*}
$$

for every $\varphi \in C^{\infty}\left(\mathbb{R}^{d+1}\right)$. We remark that, since $\rho_{t}$ is a solution to the continuity equation in $\mathbb{R}^{d}$ with vector field $\boldsymbol{b}_{t}$, changing variables with the diffeomorphism $\psi$ we obtain that (4.50) holds for every $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d+1} \backslash\{N\}\right)$, hence we are left to check that (4.50) holds also when $\varphi$ is not necessarily 0 in a neighborhood of the north pole.

Let us consider $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d+1}\right)$. By $\mu_{t}(N)=1-m_{t}=1-\mu_{t}\left(\mathbb{S}^{d} \backslash\{N\}\right)$, for every $t \in[0, T]$ we have that

$$
\begin{equation*}
\int_{\mathbb{S}^{d}} \varphi d \mu_{t}=\int_{\mathbb{S}^{d} \backslash\{N\}} \varphi d \mu_{t}+\varphi(N) \mu_{t}(N)=\varphi(N)+\int_{\mathbb{S}^{d}}(\varphi-\varphi(N)) d \mu_{t} \tag{4.51}
\end{equation*}
$$

For every $\varepsilon>0$ let us consider a function $\chi_{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{d+1}\right)$ which is 0 in $B_{\varepsilon}(N), 1$ outside $B_{2 \varepsilon}(N)$, and whose gradient is bounded by $2 / \varepsilon$. Since $\rho_{t}$ is a solution to the continuity equation in $\mathbb{R}^{d}$ and since $\chi_{\varepsilon}(\varphi-\varphi(N))$ is a smooth, compactly supported function in $C_{c}^{\infty}\left(\mathbb{R}^{d+1} \backslash\{N\}\right)$ we deduce that

$$
\begin{align*}
\frac{d}{d t} \int_{\mathbb{S}^{d}} \chi_{\varepsilon}(\varphi-\varphi(N)) d \mu_{t} & =\int_{\mathbb{S}^{d} \backslash\{N\}} \boldsymbol{c}_{t} \cdot \nabla\left[\chi_{\varepsilon}(\varphi-\varphi(N))\right] d \mu_{t} \\
& =\int_{\mathbb{S}^{d} \backslash\{N\}}(\varphi-\varphi(N)) \boldsymbol{c}_{t} \cdot \nabla \chi_{\varepsilon} d \mu_{t}+\int_{\mathbb{S}^{d} \backslash\{N\}} \chi_{\varepsilon} \boldsymbol{c}_{t} \cdot \nabla \varphi d \mu_{t} \tag{4.52}
\end{align*}
$$

To estimate the first term in the right-hand side of (4.52) we use that $|\varphi-\varphi(N)| \leq$ $\varepsilon\|\nabla \varphi\|_{\infty}$ in $B_{\varepsilon}(N)$ and that $\left|\nabla \chi_{\varepsilon}\right| \leq 2 / \varepsilon$ to get that

$$
\left|\int_{\mathbb{S}^{d} \backslash\{N\}} \boldsymbol{c}_{t} \cdot \nabla \chi_{\varepsilon}(\varphi-\varphi(N)) d \mu_{t}\right| \leq 2\|\nabla \phi\|_{\infty} \int_{B_{2 \varepsilon}(N) \backslash B_{\varepsilon}(N)}\left|\boldsymbol{c}_{t}\right| d \mu_{t}
$$

and notice the latter goes to 0 in $L^{1}(0, T)$ as $\varepsilon \rightarrow 0$ since $|\boldsymbol{c}|$ is integrable with respect to $\mu_{t} d t$ in space-time thanks to (4.50). Since the second term in the right-hand side of (4.52) converges in $L^{1}(0, T)$ to $\int_{\mathbb{S}^{d} \backslash\{N\}} \boldsymbol{c}_{t} \cdot \nabla \varphi d \mu_{t}$, taking the limit as $\varepsilon \rightarrow 0$ in (4.52) we obtain that $t \mapsto \int_{\mathbb{S}^{d}}(\varphi-\varphi(N)) d \mu_{t}$ is absolutely continuous in $[0, T]$ and that for $\mathscr{L}^{1}$-a.e. $t \in(0, T)$ one has

$$
\frac{d}{d t} \int_{\mathbb{S}^{d}}(\varphi-\varphi(N)) d \mu_{t}=\int_{\mathbb{S}^{d}} \boldsymbol{c}_{t} \cdot \nabla \varphi d \mu_{t}
$$

Using the identity (4.51), this formula can be rewritten in the form (4.50), as desired.
Since $\mu_{t}$ is a weakly continuous solution of the continuity equation and the integrability condition (4.50) holds, we can apply the superposition principle (see Theorem 1.6) to deduce the existence of a measure $\boldsymbol{\sigma} \in \mathscr{P}\left(C\left([0, T] ; \mathbb{S}^{d}\right)\right)$ which is concentrated on integral curves of $\boldsymbol{c}$ and such that $\left(e_{t}\right)_{\#} \boldsymbol{\sigma}=\mu_{t}$ for all $t \in[0, T]$.

We then consider $\phi: \mathbb{S}^{d} \rightarrow \mathbb{R}^{d}$ to be the inverse of $\psi$ extended to $N$ as $\phi(N)=\infty$, and define $\Phi: C\left([0, T] ; \mathbb{S}^{d}\right) \rightarrow C\left([0, T] ; \mathbb{R}^{d}\right)$ as $\Phi(\eta):=\phi \circ \eta$. Then the measure

$$
\boldsymbol{\eta}:=\Phi_{\#} \boldsymbol{\sigma} \in \mathscr{P}\left(C\left([0, T] ; \dot{\mathbb{R}}^{d}\right)\right)
$$

is concentrated on locally absolutely continuous integral curves of $\boldsymbol{b}$ in the sense stated in (4.1), and

$$
\left(e_{t}\right)_{\#} \boldsymbol{\eta}\left\llcorner\mathbb{R}^{d}=\phi_{\#}\left(e_{t}\right)_{\#} \boldsymbol{\sigma}\left\llcorner\mathbb{R}^{d}=\phi_{\#} \mu_{t}\left\llcorner\mathbb{R}^{d}=\rho_{t} \mathscr{L}^{d}\right.\right.\right.
$$

Step 3: the case of renormalized solutions. We now show how to prove the result when $\operatorname{div} \boldsymbol{b}_{t}=0$ and $\rho_{t}$ is a renormalized solution. Notice that in this case we have no local integrability information on $\left|\boldsymbol{b}_{t}\right| \rho_{t}$, so the argument above does not apply. However, exploiting the fact that $\rho_{t}$ is renormalized we can easily reduce to that case.

More precisely, we begin by observing that, by a simple approximation argument, the renormalization property (see Definition 4.4) is still true when $\beta$ is a bounded Lipschitz function. Thanks to this observation we consider, for $k \geq 0$, the functions

$$
\beta_{k}(s):= \begin{cases}0 & \text { if } s \leq k \\ s-k & \text { if } k \leq s \leq k+1 \\ 1 & \text { if } s \geq k+1\end{cases}
$$

Since $\rho_{t}$ is renormalized, $\beta_{k}\left(\rho_{t}\right)$ is a bounded distributional solution of the continuity equation, hence by Steps 1-2 above there exists a measure $\boldsymbol{\eta}_{k} \in \mathscr{M}_{+}\left(C\left([0, T] ; \dot{\mathbb{R}}^{d}\right)\right)$ with

$$
\left|\boldsymbol{\eta}_{k}\right|\left(C\left([0, T] ; \mathbb{R}^{d}\right)\right) \leq \sup _{t \in[0, T]}\left\|\beta_{k}\left(\rho_{t}\right)\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}
$$

which is concentrated on the set defined in (4.1) and satisfies

$$
\left(e_{t}\right)_{\#} \boldsymbol{\eta}_{k}\left\llcorner\mathbb{R}^{d}=\beta_{k}\left(\rho_{t}\right) \mathscr{L}^{d} \quad \text { for every } t \in[0, T] .\right.
$$

Since $\sum_{k \geq 0} \beta_{k}(s)=s$, we immediately deduce that the measure $\boldsymbol{\eta}:=\sum_{k \geq 0} \boldsymbol{\eta}_{k}$ satisfies all the desired properties.

Step 4: representation via the Maximal Regular Flow. If we assume in addition that $\boldsymbol{b}$ is divergence-free and satisfies (a)-(b) of Section 3.5 and that $\rho_{t} \in L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$ (resp. that $\rho_{t}$ is renormalized), then $\boldsymbol{\eta}$ (resp. every $\boldsymbol{\eta}_{k}$ ) is a regular generalized flow and by Theorem 4.3 it is transported by the Maximal Regular Flow.

## Chapter 5

## The continuity equation with an integrable damping term

In this Chapter we consider the Cauchy problem for the continuity equation with a linear source term, namely

$$
\left\{\begin{array}{l}
\partial_{t} u_{t}(x)+\nabla \cdot\left(\boldsymbol{b}_{t}(x) u_{t}(x)\right)=c_{t}(x) u_{t}(x)  \tag{5.1}\\
u_{0}(x)=\bar{u}(x)
\end{array}\right.
$$

where $(t, x) \in(0, T) \times \mathbb{R}^{d}, u_{t}(x) \in \mathbb{R}, \boldsymbol{b}_{t}(x) \in \mathbb{R}^{d}$ and $c_{t}(x) \in \mathbb{R}$. This kind of equation appears in many nonlinear systems of PDEs and, in analogy with fluid dynamics, we call damping the coefficient $c$. As it happens in the case $c \equiv 0$ (see Section 1.1), the continuity equation (5.1) is strictly related to the ordinary differential equation

$$
\begin{cases}\partial_{t} \boldsymbol{X}(t, x)=\boldsymbol{b}_{t}(\boldsymbol{X}(t, x)) & \forall t \in(0, T)  \tag{5.2}\\ \boldsymbol{X}(0, x)=x\end{cases}
$$

for $x \in \mathbb{R}^{d}$. Indeed, assuming that $\bar{u}, \boldsymbol{b}$ and $c$ are smooth and compactly supported and denoting by $\boldsymbol{X}:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ the flow of $\boldsymbol{b}$, the map $\boldsymbol{X}(t, \cdot)$ is a diffeomorphism. We denote by $\boldsymbol{X}^{-1}(t, \cdot)$ its inverse and we set $J \boldsymbol{X}(t, x):=\operatorname{det}\left(\nabla_{x} \boldsymbol{X}(t, x)\right) \neq 0$. A solution of (5.1) is then given in term of the flow $\boldsymbol{X}$ by the following explicit formula

$$
\begin{equation*}
u_{t}(x)=\frac{\bar{u}\left(\boldsymbol{X}^{-1}(t, \cdot)(x)\right)}{J \boldsymbol{X}\left(t, \boldsymbol{X}^{-1}(t, \cdot)(x)\right)} \exp \left(\int_{0}^{t} c_{\tau}\left(\boldsymbol{X}\left(\tau, \boldsymbol{X}^{-1}(t, \cdot)(x)\right)\right) d \tau\right) \tag{5.3}
\end{equation*}
$$

Moreover, (5.3) can be equivalently rewritten as

$$
\begin{equation*}
u_{t} \mathscr{L}^{d}=\boldsymbol{X}(t, \cdot)_{\sharp}\left(\bar{u} \exp \left(\int_{0}^{t} c_{\tau}(\boldsymbol{X}(\tau, \cdot)) d \tau\right) \mathscr{L}^{d}\right) \tag{5.4}
\end{equation*}
$$

If $c \in L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$, under suitable (regularity and growth) assumptions on the velocity field ensuring the existence and uniqueness of a Lagrangian flow, DiPerna and

Lions [DPL4] showed that (5.4) is the unique distributional solution of (5.1) with initial datum $\bar{u}$. At a very formal level, their strategy to prove uniqueness consists in considering the difference $u$ between two solutions with the same initial datum, which by linearity solves (5.1) with initial datum 0 , and multiplying the equation by $2 u$. They obtain

$$
\begin{align*}
\frac{d}{d t} \int_{\mathbb{R}^{d}} u_{t}(x)^{2} d x & =\int_{\mathbb{R}^{d}}\left(2 c_{t}(x)-\operatorname{div} \boldsymbol{b}_{t}(x)\right) u_{t}(x)^{2} d x \\
& \leq\left(2\left\|c_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) \int_{\mathbb{R}^{d}} u_{t}(x)^{2} d x \tag{5.5}
\end{align*}
$$

They conclude thanks to Gronwall lemma that $\int_{\mathbb{R}^{d}} u_{t}(x)^{2} d x=0$ for every $t \in[0, T]$, which implies uniqueness.

If $c \in L^{1}\left((0, T) \times \mathbb{R}^{d}\right)$ then (5.4) does not make sense as distributional solution even in the simplest autonomous cases. For instance, let $\boldsymbol{b}_{t}(x)=0, \bar{u}=1_{[0,1]^{d}}$, and $c \in L^{1}\left(\mathbb{R}^{d}\right)$. A solution of (5.1) is given by $u_{t}(x)=\bar{u}(x) e^{t c(x)}$; however $u_{t}$ may not belong to $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$ due to the low integrability of $c$. In this case (5.3) is not a distributional solution of (5.1).

We notice however that, if we assume $c \in L^{1}\left((0, T) \times \mathbb{R}^{d}\right)$, the function $u$ defined in (5.3) is almost everywhere pointwise defined since the flow is assumed to preserve the Lebesgue measure, up to a multiplicative constant, and hence

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \int_{0}^{T} c_{\tau}(\boldsymbol{X}(\tau, x)) d \tau d x \leq C \int_{0}^{T} \int_{\mathbb{R}^{d}} c_{\tau}(x) d \tau d x<\infty \tag{5.6}
\end{equation*}
$$

In the following, we introduce a natural notion of renormalized solution of (5.1) (see Definition 5.3) following [DPL4] and we prove that the function defined in (5.3) is a renormalized solution of (5.10). Then we move to the more delicate problem of uniqueness with this weak notion of solution. Here a different estimate with respect to (5.5) is needed, since already the formal computation (5.5) fails if we assume lower summability than $L^{\infty}$ for the damping $c$. In analogy with the logarithmic estimates introduced by Ambrosio, Lecumberry and Maniglia [ALM], Crippa and De Lellis [CrDe] for solutions to the ODE (5.2), we perform a logarithmic estimate for solutions of the PDE (5.1). As in the computation (5.5), we consider the difference $u$ of two solutions with the same initial datum and we multiply (5.1) by $u /\left(\delta+u^{2}\right)$, where $\delta>0$ is fixed, to obtain

$$
\begin{align*}
\frac{d}{d t} \int_{\mathbb{R}^{d}} \log \left(1+\frac{u_{t}(x)^{2}}{\delta}\right) d x & =\int_{\mathbb{R}^{d}} \operatorname{div} \boldsymbol{b}_{t}(x) \log \left(1+\frac{u_{t}(x)^{2}}{\delta}\right) d x \\
& +\int_{\mathbb{R}^{d}}\left(c_{t}(x)-\operatorname{div} \boldsymbol{b}_{t}(x)\right) \frac{u_{t}(x)^{2}}{\delta+u_{t}(x)^{2}} d x  \tag{5.7}\\
& \leq\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \int_{\mathbb{R}^{d}} \log \left(1+\frac{u_{t}(x)^{2}}{\delta}\right) d x \\
& +2 \int_{\mathbb{R}^{d}}\left|c_{t}(x)\right|+\left|\operatorname{div} \boldsymbol{b}_{t}(x)\right| d x
\end{align*}
$$

By Gronwall lemma we deduce that for every $t \in[0, T]$

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \log \left(1+\frac{u_{t}(x)^{2}}{\delta}\right) d x \leq \exp \left(\int_{0}^{T}\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t\right) \\
\cdot \int_{0}^{T} \int_{\mathbb{R}^{d}} 2\left(\left|c_{t}(x)\right|+\left|\nabla \cdot \boldsymbol{b}_{t}(x)\right|\right) d x d t
\end{aligned}
$$

letting finally $\delta$ go to 0 , since the right-hand side is independent on $\delta$ we obtain that $u_{t}=0$. A justification of the estimate (5.7) in a non-smooth setting requires some work, as the one performed in [DPL4] to justify (5.5). First, one needs to prove that the difference of renormalized solutions is still renormalized, which is not an automatic consequence of the linearity of the equation and of the theory of renormalized solutions. Moreover, to allow general growth conditions on $\boldsymbol{b}$, one would like to localize the estimate. In [DPL4], general growth conditions were considered by means of a cutoff function and by a duality argument. Instead, we refine the estimate (5.7) by means of a decaying function.

The plan of the paper is the following. In Section 5.1 we introduce the notions of regular Lagrangian flow and of renormalized solution; then we state our existence and uniqueness result. Sections 5.2 and 5.3 are devoted to the proof of the main theorem.

### 5.1 Existence and uniqueness of renormalized solutions

We denote by $B_{r}(x) \subseteq \mathbb{R}^{d}$ the open ball of centre $x \in \mathbb{R}^{d}$ and radius $r>0$, shortened to $B_{r}$ if $x=0$. In the case of a smooth, divergence free vector field $\boldsymbol{b}$, the solution to the equation (5.1), given by the explicit formula (5.3) with $J \boldsymbol{X}(t, x)=1$, is obtained by transporting the initial datum $\bar{u}$ along the flow of the vector field $\boldsymbol{b}$, together with a correction due to the damping term $c$. To obtain a similar statement in the non-smooth setting, we consider the regular Lagrangian flow of $\boldsymbol{b}$ (see Definition 1.4) and we point out some useful properties in the remark below.
Remark 5.1. Under the assumptions of Theorem 1.5, which guarantee the existence and uniqueness of a regular lagrangian flow, if we further assume a two-sided bound on $\operatorname{div} \boldsymbol{b}$, namely $\operatorname{div} \boldsymbol{b} \in L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$, the map $\boldsymbol{X}(t, \cdot)$ is almost everywhere invertible for every $t \in[0, T]$. We denote by $\boldsymbol{X}^{-1}(t, \cdot)$ the inverse map, which satisfies for every $t \in[0, T]$

$$
\begin{equation*}
\boldsymbol{X}\left(t, \boldsymbol{X}^{-1}(t, x)\right)=x \quad \text { and } \quad \boldsymbol{X}^{-1}(t, \boldsymbol{X}(t, x))=x \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in \mathbb{R}^{d} . \tag{5.8}
\end{equation*}
$$

Moreover, we recall that the compressibility constant $C(\boldsymbol{X})$ in Definition 1.4 (ii) can be chosen as $\exp \left(\int_{0}^{T}\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t\right)$.

When the vector field $\boldsymbol{b}$ is divergence-free, the Jacobian of the flow is equal to 1 in the explicit solution (5.3) of (5.1). Instead, when the vector field $\boldsymbol{b}$ is not divergence-free, the Jacobian of the flow appears in (5.3). In the smooth setting, the Jacobian is defined as $J \boldsymbol{X}(t, x)=\operatorname{det}\left(\nabla_{x} \boldsymbol{X}(t, x)\right)$, and satisfies the differential equation

$$
\partial_{t} J \boldsymbol{X}(t, x)=J \boldsymbol{X}(t, x) \operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X}(t, x)) \quad \forall(t, x) \in(0, T) \times \mathbb{R}^{d}
$$

In the non-smooth setting, we define the Jacobian through an explicit formula; we will see in Lemma 5.7 that this object satisfies a change of variable formula.

Definition 5.2. Let $T>0$, let $\boldsymbol{b}$ be a Borel, locally integrable vector field, and let $\boldsymbol{X}$ as in Definition 1.4. Assume moreover that $\operatorname{div} \boldsymbol{b} \in L^{1}\left((0, T) ; L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)\right)$. We define the Jacobian of $\boldsymbol{X}$ as the measurable function $J \boldsymbol{X}:(0, T) \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ given by

$$
J \boldsymbol{X}(t, x)=\exp \left(\int_{0}^{t} \operatorname{div} \boldsymbol{b}_{s}(\boldsymbol{X}(s, x)) d s\right)
$$

Thanks to the compressibility condition (ii) in the definition of regular Lagrangian flow and to the local integrability of $\operatorname{div} \boldsymbol{b}$, a computation like (5.6) shows that $J \boldsymbol{X}$ is well defined and absolutely continuous in $[0, T]$ for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$.

We present now a notion of solution of (5.1) which does not even require local integrability of $u$ and was first introduced in [DPL4]. This notion adapts Definition 1.3 to our context by imposing more constraints on the renormalization function $\beta$ (which, in turn, guarantee the correct integrability of every term). In the sequel of this Chapter all the functions involved will be defined up to a set of Lebesgue measure zero.

Definition 5.3. Let $\bar{u}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a measurable function, let $\boldsymbol{b} \in L_{\mathrm{loc}}^{1}\left((0, T) \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ be a vector field such that $\operatorname{div} \boldsymbol{b} \in L_{\mathrm{loc}}^{1}\left((0, T) \times \mathbb{R}^{d}\right)$ and let $c \in L_{\mathrm{loc}}^{1 \mathrm{l}}\left((0, T) \times \mathbb{R}^{d}\right)$. A measurable function $u:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a renormalized solution of (5.1) if for every function $\beta: \mathbb{R} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\beta \in C^{1} \cap L^{\infty}(\mathbb{R}), \quad \beta^{\prime}(z) z \in L^{\infty}(\mathbb{R}), \quad \beta(0)=0 \tag{5.9}
\end{equation*}
$$

we have that

$$
\begin{equation*}
\partial_{t} \beta(u)+\nabla \cdot(\boldsymbol{b} \beta(u))+\operatorname{div} \boldsymbol{b}\left(u \beta^{\prime}(u)-\beta(u)\right)=c u \beta^{\prime}(u) \tag{5.10}
\end{equation*}
$$

in the sense of distributions, namely for every $\phi \in C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{d}\right)$

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \phi(0, x) \beta(\bar{u}) d x+\int_{0}^{T} \int_{\mathbb{R}^{d}}\left[\partial_{t} \phi+\nabla \phi \cdot \boldsymbol{b}\right] \beta(u) d x d t+ \\
& \int_{0}^{T} \int_{\mathbb{R}^{d}} \phi\left[\operatorname{div} \boldsymbol{b}\left(\beta(u)-u \beta^{\prime}(u)\right)+c u \beta^{\prime}(u)\right] d x d t=0 . \tag{5.11}
\end{align*}
$$

The second assumption in (5.9) is exploited to give a distributional meaning to the right-hand side of (5.10), which becomes locally integrable despite the lack of integrability of $u$.

Remark 5.4. As precised in a similar context in Remark 4.5, in Definition 5.3, we can equivalently test equation (5.10) with compactly supported space functions $\varphi$; in other words, (5.11) holds if and only if for every $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ the function $\int_{\mathbb{R}^{d}} \varphi(x) \beta\left(u_{t}(x)\right) d x$ coincides $\mathscr{L}^{1}$-a.e. in $(0, T)$ with an absolutely continuous function $\Gamma(t)$ such that $\Gamma(0)=$ $\int_{\mathbb{R}^{d}} \varphi(x) \beta(\bar{u}(x)) d x$ and for $\mathscr{L}^{1}$-a.e. $t \in[0, T]$

$$
\begin{equation*}
\frac{d}{d t} \Gamma(t)=\int_{\mathbb{R}^{d}} \nabla \varphi \cdot \boldsymbol{b}_{t} \beta\left(u_{t}\right) d x+\int_{\mathbb{R}^{d}} \varphi\left[\operatorname{div} \boldsymbol{b}_{t}\left(\beta\left(u_{t}\right)-u_{t} \beta^{\prime}\left(u_{t}\right)\right)+c_{t} u_{t} \beta^{\prime}\left(u_{t}\right)\right] d x \tag{5.12}
\end{equation*}
$$

This follows by the choice $\phi(t, x)=\varphi(x) \eta(t)$ in (5.11) with $\eta \in C_{c}^{\infty}([0, T))$; by the density of the linear span of these functions in $C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{d}\right)$, it is possibile to deduce the equivalence (see for instance [AGS1, Section 8.1]). Notice moreover that, with a standard approximation argument, we are allowed to use every Lipschitz, compactly supported test function $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ as a test function for the computation (5.12).

We now state the main result of this Chapter, namely the existence and uniqueness of renormalized solutions to the continuity equation with integrable, unbounded damping.

Theorem 5.5. Let $\boldsymbol{b} \in L^{1}\left((0, T) ; B V_{\mathrm{loc}}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right)$ be a vector field that satisfies a bound on the divergence $\operatorname{div} \boldsymbol{b} \in L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ and the growth condition

$$
\begin{equation*}
\frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} \in L^{1}\left((0, T) ; L^{1}\left(\mathbb{R}^{d}\right)\right)+L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right) \tag{5.13}
\end{equation*}
$$

Let

$$
c \in L^{1}\left((0, T) \times \mathbb{R}^{d}\right)
$$

and let $\bar{u}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a measurable function. Then there exists a unique renormalized solution $u:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ of (5.1) starting from $\bar{u}$ and it is given by the formula

$$
\begin{equation*}
u_{t}(x)=\frac{\bar{u}\left(\boldsymbol{X}^{-1}(t, \cdot)(x)\right)}{J \boldsymbol{X}\left(t, \boldsymbol{X}^{-1}(t, \cdot)(x)\right)} \exp \left(\int_{0}^{t} c_{\tau}\left(\boldsymbol{X}\left(\tau, \boldsymbol{X}^{-1}(t, \cdot)(x)\right)\right) d \tau\right) \tag{5.14}
\end{equation*}
$$

Remark 5.6. The same statement holds for vector fields $\boldsymbol{b}$ satisfying other local regularity assumptions than $B V$; more precisely, Theorem 5.5 holds for every $\boldsymbol{b}$ such that every bounded, distributional solution of the continuity equation is renormalized. In turn, this property is needed both for the existence and uniqueness of the regular lagrangian flow (since, as it is shown in Remark 4.11, it implies property (b- $\mathbb{R}^{d}$ ) of Section 1.3 , and therefore we can apply Remark 1.8 and Theorem 1.5) and for Lemma 5.9. Moreover, as shown in Remark 4.11 when the vector field is divergence-free, the property that every bounded, distributional solution of the continuity equation is renormalized is equivalent to $\left(b-\mathbb{R}^{d}\right)$. Hence, to see some classes of vector fields other than BV which satisfy this assumption, we refer to Remark 1.9 (for the sake of completeness, we also mention that in many of these explicit examples the property that every bounded, distributional solution of the continuity equation is renormalized is proven directly through commutator estimates).

### 5.2 Proof of existence

To prove existence in Theorem 5.5 , we show by explicit computation that (5.3) provides a renormalized solution to (5.1). In the case of a divergence-free vector field, the flow $\boldsymbol{X}(t, \cdot)$ is measure preserving and (5.14) can be rewritten as

$$
u_{t}(x)=\bar{u}\left(\boldsymbol{X}^{-1}(t, \cdot)(x)\right) \exp \left(\int_{0}^{t} c_{\tau}\left(\boldsymbol{X}\left(\tau, \boldsymbol{X}^{-1}(t, \cdot)(x)\right)\right) d \tau\right)
$$

An easy computation shows that this function is a renormalized solution of (5.1):

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}^{d}} \varphi \beta\left(u_{t}\right) d x=\frac{d}{d t} \int_{\mathbb{R}^{d}} \varphi(\boldsymbol{X}) \beta\left(u_{t}(\boldsymbol{X})\right) d x \\
& =\int_{\mathbb{R}^{d}}\left[\nabla \varphi(\boldsymbol{X}) \cdot \boldsymbol{b}_{t}(\boldsymbol{X}) \beta\left(u_{t}(\boldsymbol{X})\right)+\varphi(\boldsymbol{X}) \beta^{\prime}\left(u_{t}(\boldsymbol{X})\right) u_{t}(\boldsymbol{X}) c_{t}(\boldsymbol{X})\right] d x \\
& =\int_{\mathbb{R}^{d}}\left[\nabla \varphi \cdot \boldsymbol{b}_{t} \beta(u)+\varphi \beta^{\prime}\left(u_{t}\right) u_{t} c_{t}\right] d x
\end{aligned}
$$

(compare with (5.12)). Note that in the above calculation it has been used that when the representation formula is considered along the flow it holds that

$$
\frac{d}{d t}\left(u_{t}(\boldsymbol{X})\right)=u_{t}(\boldsymbol{X}) c_{t}(\boldsymbol{X})
$$

The computation can be made rigorous thanks to the absolute continuity of $\boldsymbol{X}(\cdot, x)$.
The following lemma, regarding a change of variable formula and time regularity of the Jacobian of regular Lagrangian flows, is useful in the proof when $\boldsymbol{b}$ is not divergence-free.

Lemma 5.7 (Properties of the Jacobian). Let $\boldsymbol{b}$ as in Theorem 5.5 and let $\boldsymbol{X}$ be the regular Lagrangian flow of $\boldsymbol{b}$. Then, the function $J \boldsymbol{X}$ in Definition 5.2 is in $L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ and for every $t>0$ and every $\phi \in L^{1}\left(\mathbb{R}^{d}\right)$ satisfies the following change of variable formula:

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \phi(\boldsymbol{X}(t, x)) J \boldsymbol{X}(t, x) d x=\int_{\mathbb{R}^{d}} \phi(x) d x \tag{5.15}
\end{equation*}
$$

Moreover, $e^{-L} \leq J \boldsymbol{X} \leq e^{L}$ with $L=\int_{0}^{T}\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t, J \boldsymbol{X}(\cdot, x)$ and $J \boldsymbol{X}^{-1}(\cdot, x)$ are absolutely continuous in $[0, T]$ and satisfy

$$
\begin{gather*}
\partial_{t} J \boldsymbol{X}(t, x)=J \boldsymbol{X}(t, x) \operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X}(t, x)) \quad \text { for } \mathscr{L}^{1} \text { - a.e. } t \in(0, T),  \tag{5.16}\\
\partial_{t}\left[\frac{1}{J \boldsymbol{X}(t, x)}\right]=-\left(\frac{1}{J \boldsymbol{X}(t, x)}\right) \operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X}(t, x)) \quad \text { for } \mathscr{L}^{1} \text {-a.e. } t \in(0, T) \tag{5.17}
\end{gather*}
$$

for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$.
Proof. Step 1: approximation with smooth vector fields. Let us approximate the vector field $\boldsymbol{b}$ by convolution. In particular let $\boldsymbol{b}^{\varepsilon}$ be the convolution between $\boldsymbol{b}$, extended to 0 in $(\mathbb{R} \backslash[0, T]) \times \mathbb{R}^{d}$, and a kernel of the form $\varepsilon^{-d-1} \rho_{1}(t / \varepsilon) \rho_{2}(x / \varepsilon)$, where $\rho_{1} \in C_{c}^{\infty}(\mathbb{R})$ and $\rho_{2} \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ are standard convolution kernels, so that

$$
\begin{equation*}
\left\|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq \int_{\mathbb{R}} \rho_{1}\left(t^{\prime}\right)\left\|\operatorname{div} \boldsymbol{b}_{t-\varepsilon t^{\prime}}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t^{\prime} \tag{5.18}
\end{equation*}
$$

Let $\boldsymbol{X}^{\varepsilon} \in C^{\infty}\left([0, T] \times \mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ be the flow of $\boldsymbol{b}^{\varepsilon}$; for every $t>0$ the function $\boldsymbol{X}^{\varepsilon}(t, \cdot)$ is a diffeomorphism of $\mathbb{R}^{d}$ and, setting $J \boldsymbol{X}^{\varepsilon}(t, x)=\operatorname{det} \nabla_{x} \boldsymbol{X}^{\varepsilon}(t, x)$, we have the change of variable formula

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \phi\left(\boldsymbol{X}^{\varepsilon}(t, x)\right) J \boldsymbol{X}^{\varepsilon}(t, x) d x=\int_{\mathbb{R}^{d}} \phi(x) d x \quad \forall \phi \in C_{c}\left(\mathbb{R}^{d}\right) \tag{5.19}
\end{equation*}
$$

Moreover for every $x \in \mathbb{R}^{d}$ the function $J \boldsymbol{X}^{\varepsilon}(\cdot, x)$ solves the ODE

$$
\left\{\begin{array}{l}
\partial_{t} J \boldsymbol{X}^{\varepsilon}(t, x)=J \boldsymbol{X}^{\varepsilon}(t, x) \operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}(t, x)\right) \quad \text { for any } t \in(0, T) \\
J \boldsymbol{X}^{\varepsilon}(0, x)=x,
\end{array}\right.
$$

hence it is given by the expression

$$
J \boldsymbol{X}^{\varepsilon}(t, x)=\exp \left(\int_{0}^{t} \operatorname{div} \boldsymbol{b}_{s}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}(s, x)\right) d s\right) \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{d}
$$

Integrating (5.18) in $(0, T)$, we find that

$$
\begin{equation*}
e^{-L} \leq J \boldsymbol{X}^{\varepsilon} \leq e^{L} \quad \forall(t, x) \in[0, T] \times \mathbb{R}^{d} \quad \text { with } L=\int_{0}^{T}\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t \tag{5.20}
\end{equation*}
$$

Step 2: pointwise convergence of Jacobians. We show that, up to a subsequence (not relabeled) in $\varepsilon$, for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} J \boldsymbol{X}^{\varepsilon}(t, x)=J \boldsymbol{X}(t, x) \quad \text { for every } t \in(0, T) \tag{5.21}
\end{equation*}
$$

where $J \boldsymbol{X}$ is defined in Definition 5.2.
To this end, let us first prove that, up to a subsequence (not relabeled),

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}(t, x)\right)=\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X}(t, x)) \quad \text { in } L_{\mathrm{loc}}^{1}\left([0, T] \times \mathbb{R}^{d}\right) \tag{5.22}
\end{equation*}
$$

By the stability of regular Lagrangian flows (see [DPL4, $\mathbf{C r D e}, \mathbf{A 1}]$ or $[\mathbf{A C 2}$, Section 5] or Theorem 3.2 noticing that assumption (5.13) prevents finite-time blow up of trajectories thanks to Theorem 3.13), for every $t \in[0, T]$ we have that, up to a subsequence (not relabelled)

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \boldsymbol{X}^{\varepsilon}(t, x)=\boldsymbol{X}(t, x) \quad \text { pointwise for } \mathscr{L}^{d+1} \text {-a.e. }(t, x) \in[0, T] \times \mathbb{R}^{d} \tag{5.23}
\end{equation*}
$$

Let us consider $r>0$ and let us prove the convergence in (5.22) in $[0, T] \times B_{r}$. Let $R>0$ and $\eta>0$ to be chosen later. The estimate on superlevels in $[\mathbf{C r D e}$, Proposition 3.2 ], which depends on the growth assumptions (5.20) and on the compressibility of the flows, implies that

$$
\begin{equation*}
\mathscr{L}^{d}\left(\left\{x \in B_{r}: \boldsymbol{X}^{\varepsilon}(t, x) \in \mathbb{R}^{d} \backslash B_{R}\right\}\right) \leq g(R, r) \tag{5.24}
\end{equation*}
$$

for a function $g(R, r)$ which converges to 0 as $R \rightarrow \infty$ for every $r>0$ (and it is independent on $\varepsilon$ and $t$ ). The analogous of (5.24) holds also with $\boldsymbol{X}$ in place of $\boldsymbol{X}^{\varepsilon}$.

By Egorov theorem, there exists a measurable set $E \subseteq[0, T] \times B_{R}$ of small measure $\mathscr{L}^{d+1}(E) \leq \eta$ such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \operatorname{div} \boldsymbol{b}^{\varepsilon}=\operatorname{div} \boldsymbol{b} \quad \text { uniformly in }\left([0, T] \times B_{R}\right) \backslash E . \tag{5.25}
\end{equation*}
$$

As a consequence, $\operatorname{div} \boldsymbol{b}_{t}$ is continuous on $\left([0, T] \times B_{R}\right) \backslash E$. Let us consider $E^{t}$ to be the intersection of $E$ with $\{t\} \times \mathbb{R}^{d}$. Letting

$$
E_{\varepsilon, R}^{t}=\left\{x \in B_{r}: \boldsymbol{X}^{\varepsilon}(t, x) \in E^{t} \cup\left(\mathbb{R}^{d} \backslash B_{R}\right)\right\} \cup\left\{x \in B_{r}: \boldsymbol{X}(t, x) \in E^{t} \cup\left(\mathbb{R}^{d} \backslash B_{R}\right)\right\}
$$

we have that

$$
\begin{align*}
& \int_{0}^{T} \int_{B_{r}}\left|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})\right| d x d t \\
& \leq \int_{0}^{T} \int_{B_{r} \backslash E_{\varepsilon, R}^{t}}\left|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})\right| d x d t+\int_{0}^{T} \mathscr{L}^{d}\left(E_{\varepsilon, R}^{t}\right)\left\|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t  \tag{5.26}\\
& \left.+\int_{0}^{T} \mathscr{L}^{d}\left(E_{\varepsilon, R}^{t}\right)+\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) d t
\end{align*}
$$

The second and the third term in the right-hand side of (5.26) can be estimated uniformly in $\varepsilon$ thanks to the compressibility of $\boldsymbol{X}^{\varepsilon}(t, \cdot)$ and $\boldsymbol{X}(t, \cdot)$, which is less or equal, in both cases, than $e^{L}$ thanks to (5.20) and Remark 5.1. More precisely

$$
\begin{aligned}
\mathscr{L}^{d}\left(\left\{\boldsymbol{X}^{\varepsilon}(t, \cdot) \in E^{t} \cup\left(\mathbb{R}^{d} \backslash B_{R}\right)\right\}\right) & \leq \mathscr{L}^{d}\left(\left\{\boldsymbol{X}^{\varepsilon}(t, \cdot) \in E^{t}\right\}\right)+\mathscr{L}^{d}\left(\left\{\boldsymbol{X}^{\varepsilon}(t, \cdot) \in \mathbb{R}^{d} \backslash B_{R}\right\}\right) \\
& \leq e^{L} \mathscr{L}^{d}\left(E^{t}\right)+g(R, r)
\end{aligned}
$$

and a similar computation holds for the set $\left\{\boldsymbol{X}(t, \cdot) \in E^{t} \cup\left(\mathbb{R}^{d} \backslash B_{R}\right)\right\}$, so that overall

$$
\mathscr{L}^{d}\left(E_{\varepsilon, R}^{t}\right) \leq 2 e^{L} \mathscr{L}^{d}\left(E^{t}\right)+2 g(R, r) .
$$

Thanks to (5.26), it implies that

$$
\begin{aligned}
& \int_{0}^{T} \int_{B_{r}}\left|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})\right| d x d t \\
& \leq \int_{0}^{T} \int_{B_{r} \backslash E_{\varepsilon, R}^{t}}\left|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})\right| d x d t+2 e^{L} \int_{0}^{T} \mathscr{L}^{d}\left(E_{t}\right)\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t \\
& \quad+2 e^{L} \int_{0}^{T} \mathscr{L}^{d}\left(E_{t}\right)\left\|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t+4 g(R, r) \int_{0}^{T}\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t
\end{aligned}
$$

which can be written as follows:

$$
\begin{align*}
& \int_{0}^{T} \int_{B_{r}}\left|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})\right| d x d t \\
& \leq \int_{0}^{T} \int_{B_{r} \backslash E_{\varepsilon, R}^{t}}\left|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})\right| d x d t+4 g(R, r) \int_{0}^{T}\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d t  \tag{5.27}\\
& \quad+2 e^{L} \int_{E}\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d x d t+2 e^{L} \int_{E}\left\|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} d x d t
\end{align*}
$$

The first term in (5.27) converges to 0 as $\varepsilon \rightarrow 0$ because $\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}\right)$ converges pointwise to $\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})$ in $B_{r} \backslash E_{\varepsilon, R}^{t}$ and $\operatorname{div} \boldsymbol{b}$ is continuous on $E^{t}$ :

$$
\begin{align*}
\left|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})\right| & \leq\left|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}\left(\boldsymbol{X}^{\varepsilon}\right)\right|+\left|\operatorname{div} \boldsymbol{b}_{t}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})\right| \\
& \leq\left\|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}-\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(B_{R} \backslash E^{t}\right)}+\left|\operatorname{div} \boldsymbol{b}_{t}\left(\boldsymbol{X}^{\varepsilon}\right)-\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X})\right| \tag{5.28}
\end{align*}
$$

The second term goes to 0 because $g(R, r) \rightarrow 0$ for $R \rightarrow \infty$. The last terms, in turn, converge to 0 as $\eta \rightarrow 0$, where $\eta$ has been chosen in (5.25) and is independent on $\varepsilon$, by the absolute continuity of the Lebesgue integral. Indeed, each function is dominated by

$$
t \mapsto\left\|\operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leq\left(\varepsilon^{-1} \rho_{1}(\cdot / \varepsilon)\right) *\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}
$$

and the last function converges in $L^{1}([0, T])$ to $2\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$, so that we can take the limit in the right-hand side of (5.27) by the absolute continuity of the Lebesgue integral. Finally, choosing first $R$ and $\eta$ small enough, and then letting $\varepsilon$ go to 0 in (5.27), we find (5.22). By (5.22), up to a subsequence, for $\mathscr{L}^{d}$-a.e. $x \in \mathbb{R}^{d}, \operatorname{div} \boldsymbol{b}_{t}^{\varepsilon}\left(\boldsymbol{X}^{\varepsilon}(t, x)\right)$ converges to $\operatorname{div} \boldsymbol{b}_{t}(\boldsymbol{X}(t, x))$ in $L^{1}([0, T])$. Hence for $\mathscr{L}^{d}$-a.e. $x$ we deduce (5.21).
Step 3: conclusion. Let us fix $t>0$ and $\phi \in C_{c}\left(B_{R}\right)$ with $R>0$. We take the limit as $\varepsilon$ goes to 0 in (5.19) to get (5.15). More precisely, to show that the limit of (5.19) is (5.15), we estimate the difference of the two terms by adding and subtracting $\phi(\boldsymbol{X}) J \boldsymbol{X}^{\varepsilon}$ and using the bound on $J \boldsymbol{X}^{\varepsilon}$ given by (5.20)

$$
\left|\int_{\mathbb{R}^{d}}\left(\phi\left(\boldsymbol{X}^{\varepsilon}\right) J \boldsymbol{X}^{\varepsilon}-\phi(\boldsymbol{X}) J \boldsymbol{X}\right) d x\right| \leq \int_{\mathbb{R}^{d}}\left(|\phi(\boldsymbol{X})|\left|J \boldsymbol{X}^{\varepsilon}-J \boldsymbol{X}\right|+e^{L}\left|\phi\left(\boldsymbol{X}^{\varepsilon}\right)-\phi(\boldsymbol{X})\right|\right) d x
$$

The first term goes to 0 as $\varepsilon \rightarrow 0$ by (5.21) and the dominated convergence theorem, since the functions are nonzero only on the set $\left\{x: \boldsymbol{X}(t, x) \in B_{R}\right\}$ and this set has finite measure.

Regarding the second term, for every $\tilde{R}>0$ we have

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}\left|\phi\left(\boldsymbol{X}^{\varepsilon}\right)-\phi(\boldsymbol{X})\right| d x & \leq 2\|\phi\|_{L^{\infty}} \mathscr{L}^{d}\left(\left\{x \notin B_{\tilde{R}}: \boldsymbol{X}(t, x) \in B_{R} \text { or } \boldsymbol{X}^{\varepsilon}(t, x) \in B_{R}\right\}\right) \\
& +\int_{B_{\tilde{R}}}\left|\phi\left(\boldsymbol{X}^{\varepsilon}\right)-\phi(\boldsymbol{X})\right| d x
\end{aligned}
$$

By choosing $\tilde{R}$ sufficiently big, the first term can be made as small as we want independently on $\varepsilon$ thanks to the estimate on superlevels in [CrDe, Proposition 3.2] (see also (5.24)). Finally, letting $\varepsilon \rightarrow 0$ in the second term with $\tilde{R}$ fixed, we obtain that it converges to 0 by dominated convergence. Hence, (5.15) holds true for every $\phi \in C_{c}\left(\mathbb{R}^{d}\right)$. Then we approximate every $\phi \in L^{1}\left(\mathbb{R}^{d}\right)$ with compactly supported, continuous functions $\left\{\phi_{n}\right\}_{n \in \mathbb{N}}$ and we take the limit in (5.15) applied to $\phi_{n}$. The left-hand side converges thanks to the bound on the Jacobian and to the bounded compressibility of $\boldsymbol{X}$ :

$$
\left|\int_{\mathbb{R}^{d}}\left(\phi_{n}(\boldsymbol{X})-\phi(\boldsymbol{X})\right) J \boldsymbol{X} d x\right| \leq e^{L} \int_{\mathbb{R}^{d}}\left|\phi_{n}(\boldsymbol{X})-\phi(\boldsymbol{X})\right| d x \leq C e^{L} \int_{\mathbb{R}^{d}}\left|\phi_{n}-\phi\right| d x
$$

hence we obtain (5.15) with $\phi$.
Finally, (5.16) and (5.17) are easily checked by direct computation and using the fact that $J \boldsymbol{X}$ is absolutely continuous in the time variable.

Proof of Theorem 5.5, Existence. Let $\beta: \mathbb{R} \rightarrow \mathbb{R}$ be a function satisfying (5.9). From the expression (5.3) we compute an equation involving $\beta\left(u_{t}(x)\right)$. Let $\varphi \in C_{c}^{\infty}$ be a test function. By the change of variable formula (5.15) applied with $\phi(x)=\varphi(x) \beta\left(u_{t}(x)\right)$ we have that

$$
\int_{\mathbb{R}^{d}} \varphi(x) \beta\left(u_{t}(x)\right) d x=\int_{\mathbb{R}^{d}} \varphi(\boldsymbol{X}(t, x)) \beta\left(u_{t}(\boldsymbol{X}(t, x))\right) J \boldsymbol{X}(t, x) d x
$$

Thanks to the absolute continuity of $\boldsymbol{X}(\cdot, x)$, of $J \boldsymbol{X}(\cdot, x)$, and of $1 / J \boldsymbol{X}(\cdot, x)$ and since the set of bounded, absolutely continuous functions is an algebra, for every $x \in \mathbb{R}^{d}$ the functions $t \rightarrow u_{t}(\boldsymbol{X}(t, x))$ and $t \rightarrow \varphi(\boldsymbol{X}(t, x)) \beta\left(u_{t}(\boldsymbol{X}(t, x))\right) J \boldsymbol{X}(t, x)$ are absolutely continuous. Their derivative can be computed by the explicit formula for $u$ given in (5.14) thanks to (5.16) and (5.17): for $\mathscr{L}^{1}$-a.e. $s \in[0, T]$

$$
\begin{aligned}
\partial_{s}\left[u_{s}(\boldsymbol{X})\right] & =\partial_{s}\left[\frac{\bar{u}}{J \boldsymbol{X}} \exp \left(\int_{0}^{t} c_{\tau}(\boldsymbol{X}(\tau)) d \tau\right)\right] \\
& =\frac{\bar{u}}{J \boldsymbol{X}} \exp \left(\int_{0}^{t} c_{\tau}(\boldsymbol{X}(\tau)) d \tau\right) c_{s}(\boldsymbol{X})+\partial_{s}\left[\frac{1}{J \boldsymbol{X}}\right] \bar{u} \exp \left(\int_{0}^{t} c_{\tau}(\boldsymbol{X}(\tau)) d \tau\right) \\
& =u_{s}(\boldsymbol{X}) c_{s}(\boldsymbol{X})+u_{s}(\boldsymbol{X}) \partial_{s}\left[\frac{1}{J \boldsymbol{X}}\right] J \boldsymbol{X} \\
& =u_{s}(\boldsymbol{X}) c_{s}(\boldsymbol{X})-u_{s}(\boldsymbol{X}) \operatorname{div} \boldsymbol{b}_{s}(\boldsymbol{X}) \frac{1}{J \boldsymbol{X}}
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\partial_{s} & {\left[\varphi(\boldsymbol{X}(s, x)) \beta\left(u_{s}(\boldsymbol{X}(s, x))\right) J \boldsymbol{X}(s, x)\right]=\nabla \varphi(\boldsymbol{X}) \cdot \boldsymbol{b}_{s}(\boldsymbol{X}) \beta\left(u_{s}(\boldsymbol{X})\right) J \boldsymbol{X} } \\
& +\varphi(\boldsymbol{X}) \beta^{\prime}\left(u_{s}(\boldsymbol{X})\right) \partial_{s}\left[u_{s}(\boldsymbol{X})\right] J \boldsymbol{X}+\varphi(\boldsymbol{X}) \beta\left(u_{s}(\boldsymbol{X})\right) \partial_{s} J \boldsymbol{X} \\
= & {\left[\nabla \varphi(\boldsymbol{X}) \cdot \boldsymbol{b}_{s}(\boldsymbol{X}) \beta\left(u_{s}(\boldsymbol{X})\right)+\varphi(\boldsymbol{X}) \beta^{\prime}\left(u_{s}(\boldsymbol{X})\right) u_{s}(\boldsymbol{X}) c_{s}(\boldsymbol{X})\right.} \\
& \left.-\varphi(\boldsymbol{X}) \beta^{\prime}\left(u_{s}(\boldsymbol{X})\right) u_{s}(\boldsymbol{X}) \operatorname{div} \boldsymbol{b}_{s}(\boldsymbol{X})+\varphi(\boldsymbol{X}) \beta\left(u_{s}(\boldsymbol{X})\right) \operatorname{div} \boldsymbol{b}_{s}(\boldsymbol{X})\right] J \boldsymbol{X}
\end{aligned}
$$

(for the sake of brevity we sometimes write $\boldsymbol{X}$ in place of $\boldsymbol{X}(s, x)$ and $J \boldsymbol{X}$ in place of
$J \boldsymbol{X}(s, x))$. Hence, by Fubini theorem and by the change of variable (5.15), we have that

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \varphi(x) \beta\left(u_{t}(x)\right) d x-\int_{\mathbb{R}^{d}} \varphi(x) \beta(\bar{u}(x)) d x \\
& =\int_{\mathbb{R}^{d}} \int_{0}^{t} \partial_{s}\left[\varphi(\boldsymbol{X}(s, x)) \beta\left(u_{s}(\boldsymbol{X}(s, x))\right) J \boldsymbol{X}(s, x)\right] d s d x \\
& =\int_{0}^{t} \int_{\mathbb{R}^{d}}\left[\nabla \varphi(\boldsymbol{X}) \cdot \boldsymbol{b}_{s}(\boldsymbol{X}) \beta\left(u_{s}(\boldsymbol{X})\right)+\varphi(\boldsymbol{X}) \beta^{\prime}\left(u_{s}(\boldsymbol{X})\right) u_{s}(\boldsymbol{X}) c_{s}(\boldsymbol{X})\right. \\
& \left.-\varphi(\boldsymbol{X}) \beta^{\prime}\left(u_{s}(\boldsymbol{X})\right) u_{s}(\boldsymbol{X}) \operatorname{div} \boldsymbol{b}_{s}(\boldsymbol{X})+\varphi(\boldsymbol{X}) \beta\left(u_{s}(\boldsymbol{X})\right) \operatorname{div} \boldsymbol{b}_{s}(\boldsymbol{X})\right] J \boldsymbol{X} d x d s \\
& =\int_{0}^{t} \int_{\mathbb{R}^{d}}\left[\nabla \varphi(x) \cdot \boldsymbol{b}_{s}(x) \beta\left(u_{s}(x)\right)+\varphi(x) c_{s}(x) u_{s}(x) \beta^{\prime}\left(u_{s}(x)\right)\right. \\
& \left.+\varphi(x) \operatorname{div} \boldsymbol{b}_{s}(x)\left(-u_{s}(x) \beta^{\prime}\left(u_{s}(x)\right)+\beta\left(u_{s}(x)\right)\right)\right] d x d s .
\end{aligned}
$$

Notice that the integrand in the right-hand side is in $\left.L^{1}\left((0, T) \times \mathbb{R}^{d}\right)\right)$ thanks to the properties of $\beta$ and since $\varphi$ is compactly supported. We have therefore verified that the function $t \rightarrow \int_{\mathbb{R}^{d}} \varphi(x) \beta\left(u_{t}(x)\right) d x$ is absolutely continuous in $[0, T]$ and that (5.12) holds; we conclude that $u$ is a renormalized solution thanks to Remark 5.4.

### 5.3 Proof of uniqueness

In this section we are going to prove the uniqueness part of Theorem 5.5. In Lemma 5.9 we prove that under our assumptions the difference of renormalized solutions is still a renormalized solution following the lines of [DPL4, Lemma II.2]. Therefore, to prove uniqueness in Theorem 5.5 it is enough to show that every renormalized solution starting from $\bar{u}=0$ is identically 0 . The following simple lemma states the property of the particular renormalization function which allows to pass to the limit in the damping term.

Lemma 5.8. Let $\beta(r)=\arctan (r): \mathbb{R} \rightarrow(-\pi / 2, \pi / 2)$ and, for every $M>0$, let $\beta_{M}(r)=$ $M \beta(r / M)$. Then we have that

$$
\begin{equation*}
\left|r_{1} \beta_{M}^{\prime}\left(r_{1}\right)-r_{2} \beta_{M}^{\prime}\left(r_{2}\right)\right| \leq\left|\beta_{M}\left(r_{1}\right)-\beta_{M}\left(r_{2}\right)\right| \quad \forall r_{1}, r_{2} \in \mathbb{R} \tag{5.29}
\end{equation*}
$$

Proof. First we prove the inequality for $M=1$, namely

$$
\begin{equation*}
\left|\frac{r_{1}}{1+r_{1}^{2}}-\frac{r_{2}}{1+r_{2}^{2}}\right| \leq\left|\arctan \left(r_{1}\right)-\arctan \left(r_{2}\right)\right| \quad \forall r_{1}, r_{2} \in \mathbb{R} \tag{5.30}
\end{equation*}
$$

Setting $t_{i}=\arctan \left(r_{i}\right), i=1,2$, the inequality is equivalent to

$$
\left|\frac{\tan \left(t_{1}\right)}{1+\tan ^{2}\left(t_{1}\right)}-\frac{\tan \left(t_{2}\right)}{1+\tan ^{2}\left(t_{2}\right)}\right| \leq\left|t_{1}-t_{2}\right| \quad \forall t_{1}, t_{2} \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)
$$

Since the left-hand side can be rewritten as $\left|\sin \left(2 t_{1}\right) / 2-\sin \left(2 t_{2}\right) / 2\right|$ and the function $\sin (2 t) / 2$ is Lipschitz with constant 1, the previous inequality is satisfied. To prove (5.29)
with $M>0$, we apply (5.30) at $r_{1} / M$ and $r_{2} / M$ to obtain

$$
\left|\frac{M r_{1}}{M^{2}+r_{1}^{2}}-\frac{M r_{2}}{M^{2}+r_{2}^{2}}\right| \leq\left|\arctan \left(\frac{r_{1}}{M}\right)-\arctan \left(\frac{r_{2}}{M}\right)\right| \quad \forall r_{1}, r_{2} \in \mathbb{R}
$$

Multiplying both sides by $M$ we obtain (5.29).
Although the continuity equation is linear, it does not follow from its definition that the class of renormalized solutions is linear. However, thanks to the regularity of the vector field and to a particular choice of renormalization functions, we prove that the difference of renormalized solutions is still a renormalized solution.

Lemma 5.9. Let us consider a vector field $\boldsymbol{b} \in L^{1}\left((0, T) ; B V_{\mathrm{loc}}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right)$ with $\operatorname{div} \boldsymbol{b} \in$ $L^{1}\left((0, T) ; L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)\right)$, a damping $c \in L_{\mathrm{loc}}^{1}\left((0, T) \times \mathbb{R}^{d}\right)$, and a measurable initial datum $\bar{u}: \mathbb{R}^{d} \rightarrow \mathbb{R}$. Let $u_{1}$ and $u_{2}$ be renormalized solutions of (5.1) with initial datum $\bar{u}$.

Then $u:=u_{1}-u_{2}$ is a renormalized solution with initial datum 0.
Proof. Let $M>0$ and $\beta_{M}(r)=M \arctan (r / M)$ for every $r \in \mathbb{R}$. Notice that $\beta_{M}$ satisfies (5.9), so that in the sense of distributions

$$
\partial_{t} \beta_{M}\left(u_{i}\right)+\nabla \cdot\left(\boldsymbol{b} \beta_{M}\left(u_{i}\right)\right)+\operatorname{div} \boldsymbol{b}\left(u_{i} \beta_{M}^{\prime}\left(u_{i}\right)-\beta_{M}\left(u_{i}\right)\right)=c u_{i} \beta_{M}^{\prime}\left(u_{i}\right) \quad i=1,2
$$

Taking the difference between these equations and setting $v_{M}=\beta_{M}\left(u_{1}\right)-\beta_{M}\left(u_{2}\right)$ we obtain that $v_{M}$ solves in the sense of distributions

$$
\partial_{t} v_{M}+\nabla \cdot\left(\boldsymbol{b} v_{M}\right)=(c-\operatorname{div} \boldsymbol{b})\left[u_{1} \beta_{M}^{\prime}\left(u_{1}\right)-u_{2} \beta_{M}^{\prime}\left(u_{2}\right)\right]+\operatorname{div} \boldsymbol{b} v_{M}
$$

Thanks to the assumptions on $\boldsymbol{b}$, since the right hand side of the previous equation is locally integrable, and since $v_{M} \in L^{\infty}\left((0, T) \times \mathbb{R}^{d}\right)$, it follows by [A1] (see also [AC2, Theorem 35] and the discussion of Remark 5.6) that $v_{M}$ is also a renormalized solution, namely for every $\gamma$ which satisfies (5.9) we have

$$
\partial_{t} \gamma\left(v_{M}\right)+\nabla \cdot\left(\boldsymbol{b} \gamma\left(v_{M}\right)\right)=(c-\operatorname{div} \boldsymbol{b}) \gamma^{\prime}\left(v_{M}\right) v_{M} \frac{u_{1} \beta_{M}^{\prime}\left(u_{1}\right)-u_{2} \beta_{M}^{\prime}\left(u_{2}\right)}{\beta_{M}\left(u_{1}\right)-\beta_{M}\left(u_{2}\right)}+\operatorname{div} \boldsymbol{b} \gamma\left(v_{M}\right)
$$

This means that, since $v_{M}(0, \cdot)=0$, for every $\phi \in C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{d}\right)$ we have

$$
\begin{align*}
& -\int_{0}^{T} \int_{\mathbb{R}^{d}}\left[\partial_{t} \phi+\nabla \phi \cdot \boldsymbol{b}\right] \gamma\left(v_{M}\right) d x d t= \\
& \int_{0}^{T} \int_{\mathbb{R}^{d}} \phi\left[(c-\operatorname{div} \boldsymbol{b}) \gamma^{\prime}\left(v_{M}\right) v_{M} \frac{u_{1} \beta_{M}^{\prime}\left(u_{1}\right)-u_{2} \beta_{M}^{\prime}\left(u_{2}\right)}{\beta_{M}\left(u_{1}\right)-\beta_{M}\left(u_{2}\right)}+\operatorname{div} \boldsymbol{b} \gamma\left(v_{M}\right)\right] d x d t \tag{5.31}
\end{align*}
$$

Then, we let $M$ go to $\infty$ in the previous equation. First, we note that since $\beta_{M}(r) \rightarrow r$ as $M \rightarrow \infty$ it follows that $v_{M}$ converges to $u_{1}-u_{2}$ pointwise as $M \rightarrow \infty$. As regards the left-hand side of $(5.31), \gamma\left(v_{M}\right)$ converges pointwise to $\gamma\left(u_{1}-u_{2}\right)$ and these functions
are bounded by $\|\gamma\|_{\infty}$. The right-hand side of (5.31) converges pointwise to the righthand side of (5.32) below and by Lemma 5.8 it is bounded by the $L_{\text {loc }}^{1}$ function $(|c|+$ $2|\operatorname{div} \boldsymbol{b}|)\left\|z \gamma^{\prime}(z)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$. Hence by dominated convergence we get

$$
\begin{equation*}
-\int_{0}^{T} \int_{\mathbb{R}^{d}}\left[\partial_{t} \phi+\nabla \phi \cdot \boldsymbol{b}\right] \gamma(u) d x d t=\int_{0}^{T} \int_{\mathbb{R}^{d}} \phi\left[(c-\operatorname{div} \boldsymbol{b}) u \gamma^{\prime}(u)+\operatorname{div} \boldsymbol{b} \gamma(u)\right] d x d t \tag{5.32}
\end{equation*}
$$

for every $\gamma$ which satisfies (5.9).
In the following lemma we enlarge the class of admissible test functions in (5.11). As it will be clear from the proof of Theorem 5.5, a particular Lipschitz, decaying test function will play an important role. In particular in the proof of the uniqueness in Theorem 5.5 the estimate (5.43) fails when only compactly supported smooth test functions are considered.

Lemma 5.10. Let $C>0$ and let $\boldsymbol{b}$ and $\bar{u}$ be as in Theorem 5.5. Let $u$ be a renormalized solution of (5.1) and let $\varphi \in W^{1, \infty}\left(\mathbb{R}^{d}\right)$ be a function with the following decay

$$
\begin{equation*}
|\varphi(x)| \leq \frac{C}{(1+|x|)^{d+1}}, \quad|\nabla \varphi(x)| \leq \frac{C}{(1+|x|)^{d+2}} \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in \mathbb{R}^{d} \tag{5.33}
\end{equation*}
$$

Then the function $\int_{\mathbb{R}^{d}} \varphi(x) \beta\left(u_{t}(x)\right) d x$ coincides $\mathscr{L}^{1}$-a.e. with an absolutely continuous function $\Gamma(t)$ such that $\Gamma(0)=\int_{\mathbb{R}^{d}} \varphi(x) \beta(\bar{u}(x)) d x$ and for $\mathscr{L}^{1}$-a.e. $t \in[0, T]$

$$
\begin{equation*}
\frac{d}{d t} \Gamma(t)=\int_{\mathbb{R}^{d}} \nabla \varphi \cdot \boldsymbol{b}_{t} \beta\left(u_{t}\right) d x+\int_{\mathbb{R}^{d}} \varphi\left[\operatorname{div} \boldsymbol{b}_{t}\left(\beta\left(u_{t}\right)-u_{t} \beta^{\prime}\left(u_{t}\right)\right)+c_{t} u_{t} \beta^{\prime}\left(u_{t}\right)\right] d x \tag{5.34}
\end{equation*}
$$

Proof. Although the proof is a standard argument via approximation, we sketch it for the sake of completeness. We approximate the function $\varphi$ by means of smooth, compactly supported functions $\varphi_{n}$ satisfying the same decay (5.33) with $C$ independent on n. By Remark 5.4, the function $t \rightarrow \int_{\mathbb{R}^{d}} \varphi_{n}(x) \beta\left(u_{t}(x)\right) d x$ coincides for $\mathscr{L}^{1}$-a.e. $t \in$ $[0, T]$ with an absolutely continuous function $\Gamma_{n}(t)$ which satisfies (5.12) and $\Gamma_{n}(0)=$ $\int_{\mathbb{R}^{d}} \varphi_{n}(x) \beta(\bar{u}(x)) d x$. Thanks to (5.33), to the growth assumptions on $\boldsymbol{b}$, and to the integrability of $c$, by dominated convergence we get that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \frac{d}{d t} \Gamma_{n}(t) \\
& =\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} \nabla \varphi_{n} \cdot \boldsymbol{b}_{t} \beta\left(u_{t}\right) d x+\int_{\mathbb{R}^{d}} \varphi_{n}\left[\operatorname{div} \boldsymbol{b}_{t}\left(\beta\left(u_{t}\right)-u_{t} \beta^{\prime}\left(u_{t}\right)\right)+c u_{t} \beta^{\prime}\left(u_{t}\right)\right] d x  \tag{5.35}\\
& =\int_{\mathbb{R}^{d}} \nabla \varphi \cdot \boldsymbol{b}_{t} \beta\left(u_{t}\right) d x+\int_{\mathbb{R}^{d}} \varphi\left[\operatorname{div} \boldsymbol{b}_{t}\left(\beta\left(u_{t}\right)-u_{t} \beta^{\prime}\left(u_{t}\right)\right)+c_{t} u_{t} \beta^{\prime}\left(u_{t}\right)\right] d x
\end{align*}
$$

in $L^{1}(0, T)$. Moreover by dominated convergence we have

$$
\lim _{n \rightarrow \infty} \Gamma_{n}(0)=\int_{\mathbb{R}^{d}} \varphi(x) \beta(\bar{u}(x)) d x
$$

and for $\mathscr{L}^{1}$-a.e. $t \in[0, T]$

$$
\begin{equation*}
\Gamma(t)=\lim _{n \rightarrow \infty} \Gamma_{n}(t)=\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} \varphi_{n}(x) \beta\left(u_{t}(x)\right) d x=\int_{\mathbb{R}^{d}} \varphi(x) \beta\left(u_{t}(x)\right) d x \tag{5.36}
\end{equation*}
$$

Hence the functions $\Gamma_{n}$ pointwise converge to an absolutely continuous function $\Gamma$ : $[0, T] \rightarrow \mathbb{R}$ such that (5.34) holds, $\Gamma(0)=\int_{\mathbb{R}^{d}} \varphi(x) \beta(\bar{u}(x)) d x$, and

$$
\Gamma(t)=\int_{\mathbb{R}^{d}} \varphi(x) \beta\left(u_{t}(x)\right) d x
$$

for $\mathscr{L}^{1}$-a.e. $t \in[0, T]$.
Proof of Theorem 5.5, Uniqueness. Up to taking the difference of two renormalized solutions, which is still a renormalized solution with initial datum 0 by Lemma 5.9, it is enough to show that if $u$ is a renormalized solution with initial datum 0 then $u=0$ in $[0, T] \times \mathbb{R}^{d}$.

Let $\delta>0$. We consider the positive function

$$
\begin{equation*}
\beta_{\delta}(r)=\log \left(1+\frac{[\arctan (r)]^{2}}{\delta}\right) \quad \forall r \in \mathbb{R} \tag{5.37}
\end{equation*}
$$

which satisfies (5.9) and in particular, thanks to (5.29) applied with $M=1, r_{1}=r, r_{2}=0$

$$
\begin{equation*}
\left|r \beta_{\delta}^{\prime}(r)\right|=\left|\frac{\arctan (r)}{\delta+[\arctan (r)]^{2}} r \arctan ^{\prime}(r)\right| \leq 1 \quad \forall r \in \mathbb{R} \tag{5.38}
\end{equation*}
$$

For every $R>0$ consider

$$
\varphi_{R}(x)= \begin{cases}\frac{1}{2^{d+1}} & x \in \mathbb{R}^{d},|x|<R  \tag{5.39}\\ \frac{R^{d+1}}{(R+|x|)^{d+1}} & x \in \mathbb{R}^{d},|x|>R\end{cases}
$$

We use $\beta_{\delta}$ to renormalize the solution $u$ and $\varphi_{R}$ as a test function. Notice that $\varphi_{R} \in$ $L^{1} \cap W^{1, \infty}\left(\mathbb{R}^{d}\right)$ with $0 \leq \varphi_{R} \leq 1$ and by Lemma 5.10 the function $\varphi_{R}$ is an admissible test function in (5.34). Hence there exists an absolutely continuous function $\Gamma_{\delta, R}:[0, T] \rightarrow \mathbb{R}$ such that $\Gamma_{\delta, R}(0)=0$ and for $\mathscr{L}^{1}$-a.e. $t \in[0, T]$

$$
\begin{gather*}
\Gamma_{\delta, R}(t)=\int_{\mathbb{R}^{d}} \varphi_{R}(x) \beta_{\delta}\left(u_{t}(x)\right) d x \\
\frac{d}{d t} \Gamma_{\delta, R}(t)=\int_{\mathbb{R}^{d}} \nabla \varphi_{R} \cdot \boldsymbol{b}_{t} \beta_{\delta}\left(u_{t}\right) d x+\int_{\mathbb{R}^{d}} \varphi_{R}\left(c_{t}-\operatorname{div} \boldsymbol{b}_{t}\right) u_{t} \beta_{\delta}^{\prime}\left(u_{t}\right) d x  \tag{5.40}\\
\\
+\int_{\mathbb{R}^{d}} \varphi_{R} \operatorname{div} \boldsymbol{b}_{t} \beta_{\delta}\left(u_{t}\right) d x
\end{gather*}
$$

(here and in the following we omit the dependence of $\boldsymbol{b}, c, u$ on $(t, x)$ and of $\varphi_{R}$ on $x$ ). We estimate each term in the right-hand side of (5.40). The third term can be estimated thanks to the condition on the divergence of $\boldsymbol{b}$

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \varphi_{R} \operatorname{div} \boldsymbol{b}_{t} \beta_{\delta}\left(u_{t}\right) d x \leq\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \int_{\mathbb{R}^{d}} \varphi_{R} \beta_{\delta}\left(u_{t}\right) d x \tag{5.41}
\end{equation*}
$$

As regards the second term, we use (5.38) to deduce

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \varphi_{R}\left(c_{t}-\operatorname{div} \boldsymbol{b}_{t}\right) u_{t} \beta_{\delta}^{\prime}\left(u_{t}\right) d x & \leq \int_{\mathbb{R}^{d}} \varphi_{R}\left(\left|c_{t}\right|+\left|\operatorname{div} \boldsymbol{b}_{t}\right|\right) d x \\
& \leq \int_{\mathbb{R}^{d}}\left|c_{t}\right| d x+\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \int_{\mathbb{R}^{d}} \varphi_{R} d x \tag{5.42}
\end{align*}
$$

To estimate the first term, we take into account the growth condition (5.13) on $\boldsymbol{b}$. Let $\boldsymbol{b}_{1}$ and $\boldsymbol{b}_{2}$ two nonnegative functions such that

$$
\frac{\left|\boldsymbol{b}_{t}(x)\right|}{1+|x|} \leq \boldsymbol{b}_{1 t}(x)+\boldsymbol{b}_{2 t}, \quad \boldsymbol{b}_{1} \in L^{1}\left((0, T) \times \mathbb{R}^{d}\right), \quad \boldsymbol{b}_{2} \in L^{1}((0, T))
$$

Notice that $\nabla \varphi_{R}(x)$ can be explicitly computed; for every $x \in \mathbb{R}^{d}$ with $|x|<R$ it is 0 and if $|x|>R$ we have that $\left|\nabla \varphi_{R}(x)\right| \leq(d+1) \varphi_{R}(x)(R+|x|)^{-1}$. If $R>1$, we have

$$
\begin{align*}
\int_{\mathbb{R}^{d}} \nabla \varphi_{R} \cdot \boldsymbol{b}_{t} \beta_{\delta}\left(u_{t}\right) d x & \leq(d+1) \int_{\mathbb{R}^{d} \backslash B_{R}} \frac{\varphi_{R}}{R+|x|}(1+|x|)\left(\boldsymbol{b}_{1 t}+\boldsymbol{b}_{2 t}\right) \beta_{\delta}\left(u_{t}\right) d x \\
& \leq(d+1) \int_{\mathbb{R}^{d} \backslash B_{R}} \varphi_{R}\left(\boldsymbol{b}_{1 t}+\boldsymbol{b}_{2 t}\right) \beta_{\delta}\left(u_{t}\right) d x \\
& \leq(d+1) \log \left(1+\frac{\pi^{2}}{4 \delta}\right) \int_{\mathbb{R}^{d} \backslash B_{R}} \boldsymbol{b}_{1 t} d x+(d+1) \boldsymbol{b}_{2 t} \int_{\mathbb{R}^{d}} \varphi_{R} \beta_{\delta}\left(u_{t}\right) d x \tag{5.43}
\end{align*}
$$

Setting for every $t \in[0, T]$ the $L^{1}$ functions:

$$
\begin{gathered}
a(t)=\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}+(d+1) \boldsymbol{b}_{2 t} \\
b_{R}(t)=\left\|c_{t}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}+\left\|\operatorname{div} \boldsymbol{b}_{t}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\left\|\varphi_{R}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \\
c_{R}(t)=(d+1)\left\|\boldsymbol{b}_{1 t}\right\|_{L^{1}\left(\mathbb{R}^{d} \backslash B_{R}\right)}
\end{gathered}
$$

from (5.40), (5.41), (5.42), and (5.43) we deduce that for $\mathscr{L}^{1}$-a.e. $t \in[0, T]$

$$
\frac{d}{d t} \Gamma_{\delta, R}(t) \leq a(t) \Gamma_{\delta, R}(t)+b_{R}(t)+c_{R}(t) \log \left(1+\frac{\pi^{2}}{4 \delta}\right)
$$

Since $\Gamma_{\delta, R}(0)=0$, by Gronwall lemma we obtain that for every $t \in[0, T]$

$$
\begin{align*}
\Gamma_{\delta, R}(t) & \leq \exp \left(\int_{0}^{T} a(s) d s\right)\left(\int_{0}^{T} b_{R}(s) d s+\log \left(1+\frac{\pi^{2}}{4 \delta}\right) \int_{0}^{T} c_{R}(s) d s\right)  \tag{5.44}\\
& =\exp (A)\left(B_{R}+\log \left(1+\frac{\pi^{2}}{4 \delta}\right) C_{R}\right)
\end{align*}
$$

Notice that by definition

$$
\begin{equation*}
\lim _{R \rightarrow \infty} C_{R}=(d+1) \lim _{R \rightarrow \infty} \int_{0}^{T} \int_{\mathbb{R}^{d} \backslash B_{R}} \boldsymbol{b}_{1 s}(x) d x d s=0 \tag{5.45}
\end{equation*}
$$

We conclude finding a contradiction as in $[\mathbf{C r D e}, \mathbf{B C 2}]$. Let us assume that $u_{t}$ is not identically 0 for some $t \in[0, T]$; then $\arctan u_{t}$ is not identically 0 and there exists $R_{0}>0$ and $\gamma>0$ such that $\mathscr{L}^{d}\left(\left\{x \in B_{R_{0}}:\left[\arctan u_{t}(x)\right]^{2}>\gamma\right\}\right)>0$. Dividing (5.44) by $\log (1+\gamma / \delta)$ we obtain that for every $R \geq R_{0}$

$$
\begin{aligned}
0 & <\frac{\mathscr{L}^{d}\left(\left\{x \in B_{R_{0}}:\left[\arctan u_{t}(x)\right]^{2}>\gamma\right\}\right)}{2^{d+1}} \leq\left(\log \left(1+\frac{\gamma}{\delta}\right)\right)^{-1} \Gamma_{\delta, R}(t) \\
& \leq \exp (A)\left(\log \left(1+\frac{\gamma}{\delta}\right)\right)^{-1}\left(B_{R}+\log \left(1+\frac{\pi^{2}}{4 \delta}\right) C_{R}\right)
\end{aligned}
$$

Letting $\delta$ go to 0 we find

$$
0<\frac{\mathscr{L}^{d}\left(\left\{x \in B_{R_{0}}:\left[\arctan u_{t}(x)\right]^{2}>\gamma\right\}\right)}{2^{d+1}} \leq \exp (A) C_{R}
$$

which is a contradiction thanks to (5.45) provided that $R$ is chosen big enough.

## Chapter 6

## Regularity results for very degenerate elliptic equations

In the following informal discussion, we describe the connections between some traffic models, involving in their formulation different tools such as the Lagrangian point of view, the variational minimization and some degenerate elliptic equations. We refer to the lecture notes of Santambrogio [San] for a wider presentation of the topic.

A Lagrangian problem. Let $\Omega \subseteq \mathbb{R}^{d}$ be an open domain; in the application, it may represent an urban area. Let $\mu, \nu$ be two probability measures on $\Omega$ which may describe the initial and final distribution of workers, commuting from their houses to the work offices. In a continuous setting, we describe the transport pattern with a probability measure $\boldsymbol{\eta}$ on the set of absolutely continuous paths $A C([0,1] ; \Omega)$, where each path represents the choice of a traveler. We associate to $\boldsymbol{\eta}$ the traffic intensity $i_{\boldsymbol{\eta}} \in \mathscr{M}_{+}(\Omega)$ defined by duality through

$$
\int_{\Omega} \varphi(x) d i_{\boldsymbol{\eta}}(x)=\iint_{0}^{1} \varphi(\eta(t))\left|\eta^{\prime}(t)\right| d t d \boldsymbol{\eta}(\eta)
$$

for every $\varphi \in C(\Omega)$. Intuitively, in the smooth setting $i_{\boldsymbol{\eta}}(x)$ represents at any point $x \in \Omega$ the total traffic that flows through $x$ (in any direction). In order to prescribe the initial and final distributions $\mu, \nu \in \mathscr{P}(\Omega)$, we consider a given convex closed subset $\Gamma$ of the set of transport plans between $\mu$ and $\nu$

$$
\Pi(\mu, \nu)=\left\{\gamma \in \mathscr{P}(\Omega \times \Omega):\left(\pi_{1}\right)_{\sharp} \gamma=\mu,\left(\pi_{2}\right)_{\sharp} \gamma=\nu\right\} .
$$

For a measure $\boldsymbol{\eta}$ to be admissible, we require $\left(e_{0}, e_{1}\right)_{\#} \boldsymbol{\eta} \in \Gamma$; the two most natural choices for $\Gamma$ are either $\Gamma=\left\{\gamma_{0}\right\}$ for some $\gamma_{0} \in \Pi(\mu, \nu)$ (corresponding to the case when each traveler chooses his initial position and final destination), or $\Gamma=\Pi(\mu, \nu)$ (this second condition is natural in long-term city planning). In the following discussion, we make always the second choice.

In order to describe the congestion effects, we consider a given nondecreasing function $g(i): \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$. The case $g \equiv 1$ would correspond to the case where we don't consider
congestion and it leads to a formulation of the classical Kantorovich problem with the cost function $c(x, y)=|x-y|$; instead, here $g$ is chosen to have $g(0)>0$ (so that, as we will see below, empty streets have nonzero cost) and to be unbounded (in order to penalize congestion); our model function is $g(i)=1+p i^{p-1}$ for some $p>1$. One may allow $g$ to depend on the point $x$ as well and require the monotonicity only in $i$ variable, but for simplicity we avoid this analysis. Given a transport pattern $\boldsymbol{\eta}$, we associate to every curve $\eta$ its weighted length (or traveling time) as

$$
L_{\boldsymbol{\eta}}(\eta)=\int_{0}^{1} g\left(i_{\boldsymbol{\eta}}(\eta(t))\right)\left|\eta^{\prime}(t)\right| d t
$$

and we define the distance

$$
d_{\boldsymbol{\eta}}(x, y)=\inf \left\{L_{\boldsymbol{\eta}}(\eta): \eta \in A C([0,1] ; \Omega), \eta(0)=x, \eta(1)=y\right\}
$$

We call geodesics the curves that minimize this distance between given points, namely such that $d_{\boldsymbol{\eta}}(\eta(0), \eta(1))=L_{\boldsymbol{\eta}}(\eta)$.

A plan $\boldsymbol{\eta}$ satisfies a Wardrop equilibrium condition if no traveler wants to change his path, provided that all other travelers keep the same strategy. In other words, a Wardrop equilibrium $\boldsymbol{\eta}$ satisfies the property to be concentrated on geodesics in the metric induced by $\boldsymbol{\eta}$ itself

$$
\boldsymbol{\eta}\left(\left\{\eta \in A C([0,1] ; \Omega): L_{\boldsymbol{\eta}}(\eta)=d_{\boldsymbol{\eta}}(\eta(0), \eta(1))\right\}\right)=0
$$

Under some technical assumptions, Carlier, Jimenez and Santambrogio [CJS] show that Wardrop equilibria can be found as minimizers of the variational problem

$$
\begin{equation*}
\min \left\{\int_{\Omega} G\left(i_{\boldsymbol{\eta}}(x)\right) d x:\left(e_{0}, e_{1}\right)_{\#} \boldsymbol{\eta} \in \Pi(\mu, \nu)\right\} \tag{6.1}
\end{equation*}
$$

where $G$ is the primitive of $g$, namely $G(0)=0$ and $G^{\prime}=g$.

Beckmann's minimal flow problem and its dual formulation. The problem (6.1), in turn, can be also reformulated in terms of a minimization problem over measurable vector field $\boldsymbol{w}: \Omega \rightarrow \mathbb{R}^{d}$. In other words, we consider the Beckmann's minimal flow problem

$$
\begin{equation*}
\min \left\{\int_{\Omega} \mathcal{G}(\boldsymbol{w}(x)) d x: \operatorname{div} \boldsymbol{w}=\mu-\nu, \boldsymbol{w} \cdot \nu_{\partial \Omega}=0\right\} \tag{6.2}
\end{equation*}
$$

where $\mathcal{G}(x)=H(|x|)$ for every $x \in \mathbb{R}^{d}$. It is clear that the infimum in (6.1) is less or equal than the infimum in (6.2). Indeed, given an admissible $\boldsymbol{\eta}$ for (6.1), we can associate a natural flow $\boldsymbol{w}_{\boldsymbol{\eta}}$ defined by duality

$$
\int_{\Omega} \varphi(x) \cdot d \boldsymbol{w}_{\boldsymbol{\eta}}(x)=\iint_{0}^{1} \varphi(\eta(t)) \cdot \eta^{\prime}(t) d t d \boldsymbol{\eta}(\eta)
$$

for every $\varphi \in C\left(\Omega ; \mathbb{R}^{d}\right)$. It can be easily checked that, with this definition, $\boldsymbol{w}_{\boldsymbol{\eta}}$ is admissible in (6.2) and, since $\left|\boldsymbol{w}_{\boldsymbol{\eta}}\right| \leq i_{\boldsymbol{\eta}}$, one sees that

$$
\int_{\Omega} \mathcal{G}\left(\boldsymbol{w}_{\boldsymbol{\eta}}(x)\right) d x \leq \int_{\Omega} G\left(i_{\boldsymbol{\eta}}(x)\right) d x
$$

Actually, the equality between the two problems in (6.1) and (6.2) holds, but this requires more work to be seen.

In turn, problem (6.2) can be rewritten, formally, by means of some convex analysis tools, allowing to exchange max and min

$$
\begin{align*}
\min _{\boldsymbol{w}}\{ & \left.\int_{\Omega} \mathcal{G}(\boldsymbol{w}) d x: \operatorname{div} \boldsymbol{w}=\rho_{0}-\rho_{1}, \boldsymbol{w} \cdot \nu_{\partial \Omega}=0\right\} \\
& =\min _{\boldsymbol{w}}\left\{\int_{\Omega} \mathcal{G}(\boldsymbol{w}) d x-\min _{u}\left\{\int_{\Omega}\left[\left(\rho_{0}-\rho_{1}\right) u+\boldsymbol{w} \cdot \nabla u\right] d x\right\}\right\} \\
& =-\max _{\boldsymbol{w}} \min _{u}\left\{\int_{\Omega}\left[-\mathcal{G}(\boldsymbol{w})+\left(\rho_{0}-\rho_{1}\right) u+\boldsymbol{w} \cdot \nabla u\right] d x\right\} \\
& =-\min _{u} \max _{\boldsymbol{w}}\left\{\int_{\Omega}\left[-\mathcal{G}(\boldsymbol{w})+\boldsymbol{w} \cdot \nabla u+\left(\rho_{0}-\rho_{1}\right) u\right] d x\right\} \\
& =-\min _{u}\left\{\int_{\Omega}\left[\mathcal{G}^{*}(\nabla u)+\left(\rho_{0}-\rho_{1}\right) u\right] d x\right\}, \tag{6.3}
\end{align*}
$$

where $\mathcal{G}^{*}$ denotes the convex conjugate of $\mathcal{G}$ and $\rho_{0}$ and $\rho_{1}$ denote the (smooth) densities of $\mu$ and $\nu$ with respect to the Lebesgue measure. We notice that the minimizer $\boldsymbol{w}$ in (6.2) can be obtained from the minimizer $u$ in (6.3) through the formula $\boldsymbol{w}=\nabla \mathcal{G}(\nabla u)$ and that $u$ solves the very degenerate elliptic equation

$$
\operatorname{div}(\nabla \mathcal{G}(\nabla u))=\rho_{0}-\rho_{1}
$$

with Neumann boundary conditions.
Sobolev regularity of $\boldsymbol{w}$ has been proven in $[\mathbf{B C S}]$ and it allows to associate to $\boldsymbol{w}$ a regular lagrangian flow. In this Chapter, we study the continuity properties of $\boldsymbol{w}$, which are, in turn, crucial to rigorously justify the previous formal discussion (for instance, the equivalence between problem (6.1) and (6.2)) and to formulate the geodesic problem presented above in a relatively nice Riemannian setting.

### 6.1 Degenerate elliptic equations

Given a bounded open subset $\Omega$ of $\mathbb{R}^{d}$, a convex function $\mathcal{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}$, and an integrable function $f: \Omega \rightarrow \mathbb{R}$, we consider a function $u: \Omega \rightarrow \mathbb{R}$ which locally minimizes the functional

$$
\begin{equation*}
\int_{\Omega} \mathcal{F}(\nabla u)+f u \tag{6.4}
\end{equation*}
$$

When $\nabla^{2} \mathcal{F}$ is uniformly elliptic, namely there exist $\lambda, \Lambda>0$ such that

$$
\lambda \mathrm{Id} \leq \nabla^{2} \mathcal{F} \leq \Lambda \mathrm{Id}
$$

the regularity results of $u$ in terms of $\mathcal{F}$ and $f$ rely on De Giorgi theorem and Schauder estimates (see Theorems 1.19 and 1.20). If $\mathcal{F}$ degenerates at only one point, then several
results are still available. For instance, in the case of the $p$-Laplace equation, the $C^{1, \alpha}$ regularity of $u$ has been stated in Theorem 1.22.

More in general, one can consider functions whose degeneracy set is a convex set: for example, for $p>1$ one may consider

$$
\begin{equation*}
\mathcal{F}(v)=\frac{1}{p}(|v|-1)_{+}^{p} \quad \forall v \in \mathbb{R}^{d} \tag{6.5}
\end{equation*}
$$

so that the degeneracy set is the entire unit ball. There are many Lipschitz results on $u$ in this context [FFM,EMT,Br]: they are based on the observation that the equation solved by each partial derivative $\partial_{e} u$ is elliptic where the gradient is large and this allows to build suitable subsolutions of an elliptic equation starting from $\partial_{e} u$; in turn these subsolutions are bounded by standard elliptic theory (see Theorem 1.21). Instead, in general no more regularity than $L^{\infty}$ can be expected on $\nabla u$. Indeed, when $\mathcal{F}$ is given by (6.5) and $f$ is identically 0 , every 1 -Lipschitz function solves the equation. However, as proved in $[\mathbf{S V}]$ in dimension 2 , something more can be said about the regularity of $\nabla \mathcal{F}(\nabla u)$, since either it vanishes or we are in the region where the equation is more elliptic.
In this Chapter we prove that, if $\mathcal{F}$ vanishes on some convex set $E$ and is elliptic outside such a set, and if $u$ is a local minimizer of $(6.4)^{1}$ then $\mathcal{H}(\nabla u)$ is continuous for any continuous function $\mathcal{H}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ which vanishes on $E$. In particular, by applying this result with $\mathcal{H}=\partial_{i} \mathcal{F}(i=1, \ldots, d)$ where $\mathcal{F}$ is as in (6.5), our continuity result implies that $\nabla \mathcal{F}(\nabla u)$ (the minimizer of (6.2)) is continuous in the interior of $\Omega$.

Since we want to allow any bounded convex set as degeneracy set for $\mathcal{F}$, before stating the result we introduce the notion of norm associated to a convex set, which is used throughout the Chapter to identify the nondegenerate region. Given a bounded closed convex set $E \subseteq \mathbb{R}^{d}$ such that 0 belongs to $\operatorname{Int}(E)$ (the interior of $E$ ), and denoting by $t E$ the dilation of $E$ by a factor $t$ with respect to the origin, we define $|\cdot|_{E}$ as

$$
\begin{equation*}
|e|_{E}:=\inf \{t>0: e \in t E\} \tag{6.6}
\end{equation*}
$$

Notice that $|\cdot|_{E}$ is a convex positively 1-homogeneous function. However $|\cdot|_{E}$ is not symmetric unless $E$ is symmetric with respect to the origin.

The main result of this Chapter proves that, in the context introduced before, $\nabla \mathcal{F}(\nabla u)$ is continuous.

Theorem 6.1. Let $d$ be a positive integer, $0<\lambda \leq \Lambda, \Omega$ a bounded open subset of $\mathbb{R}^{d}, f \in L^{q}(\Omega)$ for some $q>d$. Let $E$ be a bounded, convex set with $0 \in \operatorname{Int}(E)$. Let $\mathcal{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a convex nonnegative function such that $\mathcal{F} \in C^{2}\left(\mathbb{R}^{d} \backslash \bar{E}\right)$. Let us assume that for every $\delta>0$ there exist $\lambda_{\delta}, \Lambda_{\delta}>0$ such that

$$
\begin{equation*}
\lambda_{\delta} I \leq \nabla^{2} \mathcal{F}(x) \leq \Lambda_{\delta} I \quad \text { for a.e. } x \text { such that } 1+\delta \leq|x|_{E} \leq 1 / \delta \tag{6.7}
\end{equation*}
$$

[^1]Let $u \in W_{\text {loc }}^{1, \infty}(\Omega)$ be a local minimizer of the functional

$$
\int_{\Omega} \mathcal{F}(\nabla u)+f u
$$

Then, for any continuous function $\mathcal{H}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that $\mathcal{H}=0$ on $E$, we have

$$
\begin{equation*}
\mathcal{H}(\nabla u) \in C^{0}(\Omega) \tag{6.8}
\end{equation*}
$$

More precisely, for every open set $\Omega^{\prime} \Subset \Omega$ there exists a modulus of continuity $\omega$ : $[0, \infty) \rightarrow[0, \infty)$ for $\mathcal{H}(\nabla u)$ on $\Omega^{\prime}$, which depends only on the modulus of continuity of $\mathcal{H}$, on the modulus of continuity of $\nabla^{2} \mathcal{F}$, on the functions $\delta \rightarrow \lambda_{\delta}, \delta \rightarrow \Lambda_{\delta}$, and on $\|\nabla u\|_{\infty}$ in a neighborhood of $\Omega^{\prime}$, such that

$$
\begin{equation*}
\omega(0)=0 \quad \text { and } \quad|\mathcal{H}(\nabla u(x))-\mathcal{H}(\nabla u(y))| \leq \omega(|x-y|) \text { for any } x, y \in \Omega^{\prime} \tag{6.9}
\end{equation*}
$$

In particular, if $\mathcal{F} \in C^{1}\left(\mathbb{R}^{d}\right)$ then $\nabla \mathcal{F}(\nabla u) \in C^{0}(\Omega)$.
Remark 6.2. In the hypothesis of Theorem 6.1 the Lipschitz regularity of $u$ is always satisfied under mild assumptions on $\mathcal{F}$. For instance, if $\mathcal{F}$ is uniformly elliptic outside a fixed ball, then $u \in W_{\mathrm{loc}}^{1, \infty}(\Omega)$. In $[\mathbf{B r}]$ many other cases are studied. For example, the Lipschitz regularity of $u$ holds true for our model case $(|x|-1)_{+}^{p}$ for every $p>1$.

Remark 6.3. The regularity result of Theorem 6.1 is optimal without any further conditions about the degeneracy of $\mathcal{F}$ near $E$. More precisely, there exist functions $\mathcal{F}$ satisfying our assumptions and $\mathcal{H}$ Lipschitz such that $\mathcal{H}(\nabla u)$ is not Hölder continuous for any exponent. Indeed, let us consider the minimizer of the functional (6.4) with $f=d$. The minimizer can be explicitly computed from the Euler equation and turns out to be $\mathcal{F}^{*}$, where $\mathcal{F}^{*}$ is the convex conjugate of $\mathcal{F}$. We consider a radial function $\mathcal{F}$. Let $\omega$ be a modulus of strict convexity for $\mathcal{F}$ outside $E$, i.e.,

$$
\begin{equation*}
(\nabla \mathcal{F}(x)-\nabla \mathcal{F}(y)) \cdot(x-y) \geq \omega(|x-y|)|x-y| \quad \forall x, y \in \mathbb{R}^{d} \backslash B_{1}, x=t y, t>0 \tag{6.10}
\end{equation*}
$$

Then the function $\omega^{-1}$ is a modulus of continuity of $\nabla \mathcal{F}^{*}$. Hence it suffices to choose $\mathcal{F}$ so that $\omega^{-1}$ is not Hölder continuous.

For simplicity, we construct an explicit example in dimension 1, although it can be easily generalized to any dimension considering a radial function $\mathcal{F}$. Let

$$
G(t):= \begin{cases}e^{-1 /(|t|-1)^{2}} & \text { if }|t|>1 \\ 0 & \text { if }|t| \leq 1\end{cases}
$$

and let $F \in C^{\infty}(\mathbb{R})$ be a convex function which coincides with $G$ in a $(-1-\varepsilon, 1+\varepsilon)$ for some $\varepsilon>0$ (see Figure 6.1). Then the function $u: \mathbb{R} \rightarrow \mathbb{R}$ defined as

$$
u(x):=\int_{0}^{|x|}\left[F^{\prime}\right]^{-1}(s) d s
$$

solves the Euler-Lagrange equation $\left(F^{\prime}\left(u^{\prime}(x)\right)^{\prime}=1\right.$ (note that the function $F^{\prime}: \mathbb{R} \backslash$ $[-1,1] \rightarrow \mathbb{R} \backslash\{0\}$ is invertible, so $u$ is well defined), and it is easy to check that, given $\mathcal{H}(x):=(|x|-1)_{+}$, the function $\mathcal{H}\left(u^{\prime}\right)=\left(\left[F^{\prime}\right]^{-1}-1\right)_{+}$is not Hölder continuous at 0.




Figure 6.1: The figure shows the functions $F, F^{\prime},\left[F^{\prime}\right]^{-1}$, and $\left(u^{\prime}-1\right)_{+}=\left(\left[F^{\prime}\right]^{-1}-1\right)_{+}$of the 1-dimensional counterexample of Remark 6.3; since, for every $\alpha \in(0,1)$, the function $F^{\prime}$ is smaller than $|x-1|^{1 / \alpha}$ in a neighborhood of 1 , the inverse $F^{\prime}$ is not $\alpha$-Hölder continuous in a right-neighborhood of 0 .

Theorem 6.1 has been proved in dimension 2 with $E=B_{1}(0)$ by Santambrogio and Vespri in $[\mathbf{S V}]$. Their proof is based on a method by Di Benedetto and Vespri [DV], which is very specific to the two dimensional case: using the equation they prove that either the oscillation of the solution is reduced by a constant factor when passing from a ball $B_{r}(0)$ to a smaller ball $B_{\varepsilon r}(0)$, or the Dirichlet energy in the annulus $B_{r}(0) \backslash B_{\varepsilon r}(0)$ is at least a certain value, which is scale invariant in dimension 2. Since the Dirichlet energy is assumed to be finite in the whole domain, this proves a decay for the oscillation.

In this Chapter we present a generalization of the result to dimension $d$ and with a general convex set of degeneracy, using a different method and following some ideas of a paper by Wang [Wa] in the case of the $p$-laplacian. We divide regions where the gradient is degenerate from nondegeneracy regions. The rough idea is the following: if no partial derivative of $u$ is close to $|\nabla u|$ in a set of positive measure inside a ball, then $|\nabla u|$ is smaller (by a universal factor) in a smaller ball. If $u$ has a nondegenerate partial derivative in a set of large measure, then its slope in the center of the ball is nondegenerate and the ellipticity of the equation provides regularity of $u$, through an improvement of flatness lemma, which requires in turn a compactness result for degenerate equations presented in Section 6.2. An alternative approach of variational nature to handle the case when $u$ has a nondegenerate partial derivative is described in Chapter 7 (see Corollary 7.3 and Theorem 7.6 , which generalizes Theorem 6.1 by weakening the regularity assumptions on the integrand); this time, the proof is based on an excess decay result at nondegenerate points.

Theorem 6.1 is obtained from the following result through an approximation argument, which allows us to deal with smooth functions.

Theorem 6.4. Let $E$ be a bounded, strictly convex set with $0 \in \operatorname{Int}(E)$. Let $f \in C^{0}\left(B_{2}(0)\right)$ and let $q>d$. Let $\mathcal{F} \in C^{\infty}\left(\mathbb{R}^{d}\right)$ be a convex function, fix $\delta>0$, and assume that there exist constants $\lambda, \Lambda>0$ such that

$$
\begin{equation*}
\lambda I \leq \nabla^{2} \mathcal{F}(x) \leq \Lambda I \quad \text { for every } x \text { such that } 1+\frac{\delta}{2} \leq|x|_{E} \tag{6.11}
\end{equation*}
$$

Let $u \in C^{2}\left(B_{2}(0)\right)$ be a solution of

$$
\begin{equation*}
\nabla \cdot(\nabla \mathcal{F}(\nabla u))=f \quad \text { in } B_{2}(0) \tag{6.12}
\end{equation*}
$$

satisfying $\|\nabla u\|_{L^{\infty}\left(B_{2}(0)\right)} \leq M$.
Then there exist $C>0$ and $\alpha \in(0,1)$, depending only on the modulus of continuity of $\nabla^{2} \mathcal{F}$, and on $E, \delta, M, q,\|f\|_{L^{q}\left(B_{2}(0)\right)}, \lambda$, and $\Lambda$, such that

$$
\begin{equation*}
\left\|\left(|\nabla u|_{E}-(1+\delta)\right)_{+}\right\|_{C^{0, \alpha}\left(B_{1}(0)\right)} \leq C . \tag{6.13}
\end{equation*}
$$

The Chapter is structured as follows: in Section 6.2 we prove a compactness result for a class of elliptic equations which are nondegenerate only in a small neighborhood of the origin. Then, in Section 6.3 , we provide a way of separating degeneracy points from nondegeneracy points, and in Section 6.4 we prove $C^{1, \alpha}$ regularity of $u$ at any point where the equation is nondegenerate. Finally, Section 6.5 is devoted to the proof of Theorems 6.4 and 6.1.

### 6.2 Compactness result for a degenerate equation

In this Section we prove a regularity result for a class of degenerate fully nonlinear elliptic equations. The argument follows the lines of [Sav, Corollary 3.3], although there are some main differences: First, in [Sav, Corollary 3.3] regularity is proved in the class of fully nonlinear equations with a degeneracy depending on the hessian of the solution, whereas in our case the degeneracy is in the gradient. Moreover only right hand sides in $L^{\infty}$ are considered there, while in our context we are allowed to take them in $L^{d}$. Allowing $f$ to be in $L^{d}$ introduce several additional difficulties, in particular in the proof of Lemma 6.8. In addition, we would like to notice that the proofs of Lemmas 6.7 and 6.8 do not seem to easily adapt to the case $f \in L^{d}$ if in addition we allow a degeneracy in the hessian as in [Sav] (more precisely, in this latter case neither (6.22) nor (6.32) would allow to deduce that the equation is uniformly elliptic at the contact points).

We also notice that, with respect to [Sav], we prove a slightly weaker statement which is however enough for our purposes: instead of showing the $L^{\infty}$ norm of $u$ decays geometrically, we only prove that its oscillation decays. The reason for this is just that the proof of this latter result is slightly simpler. However, by using the whole argument in the proof of [Sav, Theorem 1.1] one could replace osc $u$ with $\|u\|_{\infty}$ in the statements of Proposition 6.6 and Theorem 6.5.

We keep the notation as similar as possible to the one of [Sav]. We assume for simplicity that $u \in C^{2}$ and $f$ continuous, but these regularity assumptions are not needed (though verified for our application) and the same proof could be carried out in the context of viscosity solutions (as done in [Sav]).

Let $\mathcal{S} \subseteq \mathbb{R}^{d \times d}$ be the space of symmetric matrices in $\mathbb{R}^{d}, F: B_{1}(0) \times \mathbb{R} \times \mathbb{R}^{d} \times \mathcal{S} \rightarrow \mathbb{R}$ be a measurable function, and consider the fully nonlinear equation

$$
\begin{equation*}
F\left(x, u(x), \nabla u(x), \nabla^{2} u(x)\right)=f(x) \tag{6.14}
\end{equation*}
$$

Let $\delta>0$. We consider the following assumptions on $F$.
(H1) $F$ is elliptic, namely for every $x \in B_{1}(0), z \in \mathbb{R}, v \in \mathbb{R}^{d}, M, N \in \mathcal{S}$ with $N \geq 0$

$$
F(x, z, v, M+N) \geq F(x, z, v, M)
$$

(H2) $F$ is uniformly elliptic in a neighborhood of $\nabla u=0$ with ellipticity constants $0<$ $\lambda \leq \Lambda:$ namely, for every $x \in B_{1}(0), z \in \mathbb{R}, v \in B_{\delta}(0), M, N \in \mathcal{S}$ with $N \geq 0$

$$
\Lambda\|N\| \geq F(x, z, v, M+N)-F(x, z, v, M) \geq \lambda\|N\|
$$

(H3) Small planes are solutions of (6.14), namely for every $x \in B_{1}(0), z \in \mathbb{R}, v \in B_{\delta}(0)$,

$$
F(x, z, v, 0)=0
$$

Given $M \in \mathcal{S}$, let $M^{+}$and $M^{-}$denote its positive and negative part, respectively, so that $M=M^{+}{ }^{-} M^{-}$and $M^{+}, M^{-} \geq 0$. Applying (H2) twice and using (H3), we have

$$
\begin{equation*}
\Lambda\left\|M^{+}\right\|-\lambda\left\|M^{-}\right\| \geq F(x, z, p, M) \geq \lambda\left\|M^{+}\right\|-\Lambda\left\|M^{-}\right\| \tag{6.15}
\end{equation*}
$$

for every $x \in B_{1}(0), z \in \mathbb{R}, v \in B_{\delta}(0), M \in \mathcal{S}$.
In this Section we will call universal any positive constant which depends only on $d$, $\lambda, \Lambda$.
Theorem 6.5. Let $\delta>0, F: B_{1}(0) \times \mathbb{R} \times \mathbb{R}^{d} \times \mathcal{S} \rightarrow \mathbb{R}$ a measurable function which satisfies (H1), (H2), and (H3), $f \in C^{0}\left(B_{1}(0)\right)$, and assume that $u \in C^{2}\left(B_{1}(0)\right)$ solves (6.14). Then there exist universal constants $\nu, \varepsilon, \kappa, \rho \in(0,1)$ such that if $\delta^{\prime}>0$ and $k \in \mathbb{N}$ satisfy

$$
\begin{equation*}
\underset{B_{1}(0)}{\operatorname{osc}} u \leq \delta^{\prime} \leq \rho^{-k} \kappa \delta, \quad\|f\|_{L^{d}\left(B_{1}(0)\right)} \leq \varepsilon \delta^{\prime} \tag{6.16}
\end{equation*}
$$

then

$$
\begin{equation*}
\underset{B_{\rho^{s}(0)}^{\operatorname{osc}}}{ } u \leq(1-\nu)^{s} \delta^{\prime} \quad \forall s=0, \ldots, k+1 \tag{6.17}
\end{equation*}
$$

As we will show at the end of this Section, Theorem 6.5 follows by an analogous result at scale 1 (stated in the following proposition) and a scaling argument.

Proposition 6.6. Let $\delta>0, F: B_{1}(0) \times \mathbb{R} \times \mathbb{R}^{d} \times \mathcal{S} \rightarrow \mathbb{R}$ a measurable function which satisfies (H1), (H2), and (H3), $f \in C^{0}\left(B_{1}(0)\right)$, and assume that $u \in C^{2}\left(B_{1}(0)\right)$ solves (6.14).

Then there exist universal constants $\nu, \varepsilon, \kappa, \rho \in(0,1)$ such that if $\delta^{\prime}$ satisfies

$$
\begin{equation*}
\underset{B_{1}(0)}{\operatorname{osc}} u \leq \delta^{\prime} \leq \kappa \delta, \quad\|f\|_{L^{d}\left(B_{1}(0)\right)} \leq \varepsilon \delta^{\prime}, \tag{6.18}
\end{equation*}
$$

then

$$
\underset{B \rho(0)}{\operatorname{osc}} u \leq(1-\nu) \delta^{\prime}
$$

Before proving this result, we state and prove three basic lemmas. The first lemma gives an estimate on the contact set of a family of paraboloids with fixed opening in terms of the measure of the set of vertices. The proof is a simple variant of the one of [Sav, Lemma 2.1].

Lemma 6.7. Let $\delta>0, F, \lambda, \Lambda, f$, and $u$ be as in Proposition 6.6. Fix $a \in(0, \delta / 2)$, let $K \subseteq B_{1}(0)$ be a compact set, and define $A \subseteq \overline{B_{1}(0)}$ to be the set of contact point of paraboloids with vertices in $K$ and opening $-a$, namely the set of points $x \in \overline{B_{1}(0)}$ such that there exists $y \in K$ which satisfies

$$
\begin{equation*}
\inf _{z \in B_{1}(0)}\left\{\frac{a}{2}|y-z|^{2}+u(z)\right\}=\frac{a}{2}|y-x|^{2}+u(x) \tag{6.19}
\end{equation*}
$$

Assume that $A \subset B_{1}(0)$.
Then there exists a universal constant $c_{0}>0$, such that

$$
\begin{equation*}
c_{0}|K| \leq|A|+\int_{A} \frac{|f(x)|^{d}}{a^{d}} d x \tag{6.20}
\end{equation*}
$$

Proof. Since by assumption $A \subset B_{1}(0)$, for every $x \in A$, given $y \in K$ which satisfies (6.19), we have that

$$
\begin{equation*}
\nabla u(x)=-a(x-y) \tag{6.21}
\end{equation*}
$$

Let $T: A \rightarrow K$ be the map which associates to every contact point $x$ the vertex of the paraboloid, namely

$$
T(x):=\frac{\nabla u(x)}{a}+x
$$

Notice that $T \in C^{1}(\bar{A})$ and $K=T(A)$. From (6.21) we have that, at each contact point $x \in A$,

$$
|\nabla u(x)|=a|x-y| \leq 2 a \leq \delta
$$

hence from (H2) the equation is uniformly elliptic at $x$. Moreover we have that $-a$ Id $\leq$ $\nabla^{2} u(x)$, so it follows by (6.15) that

$$
\begin{equation*}
-a \operatorname{Id} \leq \nabla^{2} u(x) \leq \frac{\Lambda a+|f(x)|}{\lambda} \operatorname{Id} \quad \forall x \in A \tag{6.22}
\end{equation*}
$$

In addition, from the change of variable formula we have that

$$
\begin{equation*}
|K|=|T(A)| \leq \int_{A} \operatorname{det} \nabla T(x) d x=\int_{A} \operatorname{det}\left(\frac{\nabla^{2} u(x)}{a}+\mathrm{Id}\right) d x \tag{6.23}
\end{equation*}
$$

Since each eigenvalue of the matrix $\nabla u(x) / a+$ Id lies in the interval $[0,(1+\Lambda / \lambda)+$ $|f(x)| /(\lambda a)]$ (see (6.22)), we get

$$
\operatorname{det}\left(\frac{\nabla^{2} u(x)}{a}+I\right) \leq C_{0}\left[1+\frac{|f(x)|^{d}}{a^{d}}\right]
$$

for some universal constant $C_{0}$. Hence, it follows from (6.23) that

$$
|K| \leq C_{0}|A|+C_{0} \int_{A} \frac{|f(x)|^{d}}{a^{d}} d x
$$

which proves $(6.20)$ with $c_{0}=1 / C_{0}$.
Before stating the next lemma we introduce some notation.
Given $u$ as before, for every $b>0$ we define $A_{b}$ be the set of $x \in B_{1}(0)$ such that $u(x) \leq b$ and the function $u$ can be touched from below at $x$ with a paraboloid of opening $-b$, namely there exists $y \in \overline{B_{1}(0)}$ such that

$$
\begin{equation*}
\inf _{z \in B_{1}(0)}\left\{\frac{b}{2}|y-z|^{2}+u(z)\right\}=\frac{b}{2}|y-x|^{2}+u(x) \tag{6.24}
\end{equation*}
$$

In addition, given $g \in L^{1}\left(B_{1}(0)\right)$, we denote by $M[g]$ the maximal function associated to $g$, namely

$$
M[g](x):=\sup \left\{f_{B_{r}(z)} g(y) d y: B_{r}(z) \subseteq B_{1}(0), x \in B_{r}(z)\right\}
$$

Maximal functions enjoy weak- $L^{1}$ estimates (see for instance [ $\left.\mathbf{S t}\right]$ ): there exists a constant $C_{d}$ depending only on the dimension such that

$$
\begin{equation*}
|\{x: M[g](x)>t\}| \leq \frac{C_{d}\|g\|_{L^{1}\left(B_{1}(0)\right)}}{t} \quad \forall t>0, \forall g \in L^{1}\left(B_{1}(0)\right) \tag{6.25}
\end{equation*}
$$

Given $f$ as before, for every $b>0$ we denote by $M_{b}$ the set

$$
M_{b}:=\left\{x \in B_{1}(0): M\left[|f|^{n}\right](x) \leq b^{n}\right\}
$$

Lemma 6.8. Let $\delta>0, F, \lambda, \Lambda, f$ and $u$ be as in Proposition 6.6. Let $a>0, \overline{B_{4 r}\left(x_{0}\right)} \subset$ $B_{1}(0)$.

Then there exist universal constants $\tilde{C} \geq 2$ and $\tilde{c}, \mu>0$, such that if $a \leq \delta / \tilde{C}$, and

$$
B_{r}\left(x_{0}\right) \cap A_{a} \cap M_{\mu a} \neq \emptyset
$$

then

$$
\begin{equation*}
\left|B_{r / 8}\left(x_{0}\right) \cap A_{\tilde{C} a}\right| \geq \tilde{c}\left|B_{r}\left(x_{0}\right)\right| \tag{6.26}
\end{equation*}
$$

Proof. Let $x_{1} \in B_{r}\left(x_{0}\right) \cap A_{a} \cap M_{\mu a}$ and $y_{1} \in B_{1}(0)$ be the vertex of the paraboloid which satisfies (6.24) with $x_{1}$. Let $P_{y_{1}}(x)$ be the tangent paraboloid, namely

$$
P_{y_{1}}(x)=u\left(x_{1}\right)+\frac{a}{2}\left|x_{1}-y_{1}\right|^{2}-\frac{a}{2}\left|x-y_{1}\right|^{2}
$$

Step 1. We prove that there exist universal constants $C_{0}, C_{1}>0$ such that if $a \leq \delta / C_{0}$, then there is $z \in B_{r / 16}\left(x_{0}\right)$ such that

$$
\begin{equation*}
u(z) \leq P_{y_{1}}(z)+C_{1} a r^{2} \tag{6.27}
\end{equation*}
$$

Let $\alpha>0$ be a large universal constant which we choose later, and define $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ as

$$
\varphi(x):= \begin{cases}\alpha^{-1}\left(32^{\alpha}-1\right) & \text { if }|x|<32^{-1}  \tag{6.28}\\ \alpha^{-1}\left(|x|^{-\alpha}-1\right) & \text { if } 32^{-1} \leq|x| \leq 1 \\ 0 & \text { if } 1<|x|\end{cases}
$$

Given $x_{3} \in B_{r}\left(x_{1}\right) \cap B_{r / 32}\left(x_{0}\right)$ we consider the function $\psi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ given by

$$
\psi(x):=P_{y_{1}}(x)+a r^{2} \varphi\left(\frac{x-x_{3}}{r}\right) \quad \forall x \in \mathbb{R}^{d}
$$

We slide the function $\psi$ from below until it touches the function $u$. Let $x_{4}$ be the contact point. Since the function $\varphi$ is radial and decreasing in the radial direction, from

$$
\begin{equation*}
-a r^{2} \varphi\left(\frac{x_{4}-x_{3}}{r}\right) \leq u\left(x_{4}\right)-\psi\left(x_{4}\right) \leq \min _{x \in B_{1}(0)}\{u(x)-\psi(x)\} \leq-a r^{2} \varphi\left(\frac{x_{1}-x_{3}}{r}\right) \tag{6.29}
\end{equation*}
$$

we deduce that $\left|x_{4}-x_{3}\right| \leq\left|x_{1}-x_{3}\right| \leq r$. In particular since $\left|x_{4}-x_{0}\right| \leq\left|x_{4}-x_{3}\right|+\left|x_{3}-x_{0}\right| \leq$ $2 r$ and $\overline{B_{2 r}\left(x_{0}\right)} \subset B_{1}(0)$ (by assumption), the contact point is inside $B_{1}(0)$. We now distinguish two cases:

- Case 1: There exists $x_{3} \in B_{r}\left(x_{1}\right) \cap B_{r / 32}\left(x_{0}\right)$ such that the contact point $x_{4}$ lies inside $B_{r / 32}\left(x_{3}\right)$.

In this case we have $\left|x_{4}-x_{0}\right| \leq\left|x_{4}-x_{3}\right|+\left|x_{3}-x_{0}\right| \leq r / 16$. In addition, the last two inequalities in (6.29) give that $u\left(x_{4}\right)-\psi\left(x_{4}\right) \leq 0$. Hence

$$
u\left(x_{4}\right) \leq \psi\left(x_{4}\right)=P_{y_{1}}\left(x_{4}\right)+a r^{2} \varphi\left(\frac{x_{4}-x_{3}}{r}\right) \leq P_{y_{1}}\left(x_{4}\right)+a r^{2}\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}
$$

which proves that $z=x_{4}$ satisfies (6.27) with $C_{1}:=\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$ (without any restriction on $a$ ).

- Case 2: For every $x_{3} \in B_{r}\left(x_{1}\right) \cap B_{r / 32}\left(x_{0}\right)$ the contact point $x_{4}$ satisfies $1 / 32<$ $\left|x_{4}-x_{3}\right|<1$.

At the contact point we have that

$$
\begin{equation*}
\nabla u\left(x_{4}\right)=\nabla \psi\left(x_{4}\right)=-a\left(x_{4}-y_{1}\right)+a r \nabla \varphi\left(\frac{x_{4}-x_{3}}{r}\right) \tag{6.30}
\end{equation*}
$$

Hence, if we choose $C_{0}$ such that $C_{0} \geq 2+\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}$ we get

$$
\left|\nabla u\left(x_{4}\right)\right| \leq a\left|x_{4}-y_{1}\right|+a r\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}<a\left(2+\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\right) \leq C_{0} a \leq \delta
$$

which shows that the equation (6.14) is uniformly elliptic at $x_{4}$ thanks to our assumptions on $F$.

Computing the second derivatives of $\psi$ at $x_{4}$ we get

$$
\begin{aligned}
& \nabla^{2} \psi\left(x_{4}\right)=-a I+a \nabla^{2} \varphi\left(\frac{x_{4}-x_{3}}{r}\right) \\
& =a\left(-I-\left(\frac{r}{\left|x_{4}-x_{3}\right|}\right)^{2+\alpha} I+(2+\alpha) \frac{\left(x_{4}-x_{3}\right) \otimes\left(x_{4}-x_{3}\right)}{r^{2}}\left(\frac{r}{\left|x_{4}-x_{3}\right|}\right)^{4+\alpha}\right),
\end{aligned}
$$

hence from (H1) and (6.15) applied with $M=\nabla^{2} \psi\left(x_{4}\right)$ we obtain (since $\psi$ touches $u$ from below at $x_{4}$, we have $\left.\nabla^{2} u\left(x_{4}\right) \geq \nabla^{2} \psi\left(x_{4}\right)\right)$

$$
\begin{aligned}
f\left(x_{4}\right) & =F\left(x_{4}, u\left(x_{4}\right), \nabla u\left(x_{4}\right), \nabla^{2} u\left(x_{4}\right)\right) \\
& \geq F\left(x_{4}, u\left(x_{4}\right), \nabla u\left(x_{4}\right), \nabla^{2} \psi\left(x_{4}\right)\right) \\
& \geq a\left(-\Lambda-\Lambda\left(\frac{r}{\left|x_{4}-x_{3}\right|}\right)^{2+\alpha}+(2+\alpha) \lambda\left(\frac{r}{\left|x_{4}-x_{3}\right|}\right)^{2+\alpha}\right) \\
& =a\left(-\Lambda+((2+\alpha) \lambda-\Lambda)\left(\frac{r}{\left|x_{4}-x_{3}\right|}\right)^{2+\alpha}\right) .
\end{aligned}
$$

Choosing $\alpha$ big enough so that $(2+\alpha) \lambda-\Lambda \geq \Lambda+1$, and using that $\left|x_{4}-x_{3}\right| \leq r$, we obtain

$$
\begin{equation*}
\frac{f\left(x_{4}\right)}{a} \geq-\Lambda+(\Lambda+1)\left(\frac{r}{\left|x_{4}-x_{3}\right|}\right)^{2+\alpha} \geq 1 \tag{6.31}
\end{equation*}
$$

In addition,

$$
\begin{aligned}
\nabla^{2} u\left(x_{4}\right) & \geq \nabla^{2} \psi\left(x_{4}\right)=-a I+a \nabla^{2} \varphi\left(\frac{x_{4}-x_{3}}{r}\right) \\
& \geq a\left(-1-\left(\frac{r}{\left|x_{4}-x_{3}\right|}\right)^{2+\alpha}\right) I \geq-\left(1+32^{2+\alpha}\right) a \mathrm{Id}
\end{aligned}
$$

so by applying the second inequality in (6.15) to $M=\nabla^{2} u\left(x_{4}\right)$, we get
$\lambda\left\|\nabla^{2} u\left(x_{4}\right)^{+}\right\| \leq F\left(x_{4}, u\left(x_{4}\right), \nabla u\left(x_{4}\right), \nabla^{2} u\left(x_{4}\right)\right)+\Lambda\left\|\nabla^{2} u\left(x_{4}\right)^{-}\right\| \leq\left|f\left(x_{4}\right)\right|+\Lambda\left(1+32^{2+\alpha}\right) a$, that is

$$
\begin{equation*}
\frac{\nabla^{2} u\left(x_{4}\right)}{a} \leq C_{2}\left(1+\frac{\left|f\left(x_{4}\right)\right|}{a}\right) \mathrm{Id}, \tag{6.32}
\end{equation*}
$$

for some $C_{2}>0$ universal.
Let us consider $K$ the set of contact points $x_{4}$ as $x_{3}$ varies in $B_{r / 32}\left(x_{0}\right)$ (as we observed before, $\left.K \subseteq B_{2 r}\left(x_{0}\right)\right)$, and let $T: K \rightarrow \mathbb{R}^{d}$ be the map which associates to every contact point $x_{4}$ the corresponding $x_{3}$, which is given by (see (6.30))

$$
T(x)=x-r(\nabla \varphi)^{-1}\left(\frac{\nabla u(x)+a\left(x-y_{1}\right)}{a r}\right)
$$

(note that $\nabla \varphi$ is an invertible function in the annulus $1 / 32<|x|<1$ and $(\nabla \varphi)^{-1}$ can be explicitly computed). Since $T(K)=B_{r}\left(x_{1}\right) \cap B_{r / 32}\left(x_{0}\right)$, we deduce that there exists a constant $c_{d}$, depending only on the dimension, such that $c_{d} r^{d} \leq\left|B_{r}\left(x_{1}\right) \cap B_{r / 32}\left(x_{0}\right)\right|=$ $|T(K)|$. Therefore, from the area formula,

$$
\begin{equation*}
c_{d} r^{d} \leq \int_{K}|\operatorname{det} \nabla T(x)| d x \tag{6.33}
\end{equation*}
$$

We now observe that

$$
\nabla T(x)=\operatorname{Id}-\left(\nabla^{2} \varphi \circ(\nabla \varphi)^{-1}\left(\frac{\nabla^{2} u(x)+a\left(x-y_{1}\right)}{a r}\right)\right)^{-1} \frac{\nabla u(x)+a I}{a}
$$

so from (6.32) and (6.31) we get

$$
\begin{aligned}
\|\nabla T(x)\| & \leq 1+\left\|\left(\nabla^{2} \varphi\right)^{-1}\right\|_{L^{\infty}\left(B_{1} \backslash B_{1 / 32}\right)}\left(1+C_{2}+C_{2} \frac{|f(x)|}{a}\right) \\
& \leq\left(1+\left\|\left(\nabla^{2} \varphi\right)^{-1}\right\|_{L^{\infty}\left(B_{1} \backslash B_{1 / 32}\right)}\left(1+2 C_{2}\right)\right) \frac{|f(x)|}{a}
\end{aligned}
$$

Hence, combining this bound with (6.33) we get

$$
c_{d} r^{d} \leq C_{3} \int_{K} \frac{|f(x)|^{d}}{a^{d}} d x \leq C_{3} \int_{B_{2 r}\left(x_{0}\right)} \frac{|f(x)|^{d}}{a^{d}} d x
$$

where $C_{3}>0$ is universal. Since $B_{2 r}\left(x_{0}\right) \subseteq B_{3 r}\left(x_{1}\right)$ and $B_{3 r}\left(x_{1}\right) \subset B_{1}(0)$ (note $B_{3 r}\left(x_{1}\right)$ is included in $B_{4 r}\left(x_{0}\right)$, which is contained inside $B_{1}(0)$ by assumption), we conclude

$$
\begin{equation*}
c_{d} r^{d} \leq C_{3} \int_{B_{3 r}\left(x_{1}\right)} \frac{|f(x)|^{d}}{a^{d}} d x \leq C_{3} M\left[|f|^{d}\right]\left(x_{1}\right) \frac{\left|B_{3 r}\left(x_{1}\right)\right|}{a^{d}} \tag{6.34}
\end{equation*}
$$

Recalling that by assumption $M\left(|f|^{n}\right)\left(x_{1}\right) \leq \mu^{n} a^{n}$, choosing $\mu$ small enough so that $\mu^{d}<c_{d} /\left(C_{3}\left|B_{3}(0)\right| 2^{d}\right)$, we obtain

$$
C_{3} M\left(|f|^{d}\right)\left(x_{1}\right) \frac{\left|B_{1}(0)\right| 2^{d} r^{d}}{a^{d}} \leq C_{3} \mu^{d}\left|B_{1}(0)\right| 2^{d} r^{d}<c_{d} r^{d}
$$

which contradicts (6.34).
Step 2. We conclude the proof. From now on, we assume that $a \leq \delta / C_{0}$, so that the conclusion of Step 1 holds.

Let $C_{4}>0$ be a universal constant which will be fixed later, and for every $y \in B_{r / 64}(z)$ we consider the paraboloid

$$
Q_{y}(x):=P_{y_{1}}(x)-C_{4} \frac{a}{2}|x-y|^{2}
$$

It can be easily seen that for every $y$ the function $Q_{y}(x)$ is a paraboloid with opening $-\left(C_{4}+1\right) a$ and vertex

$$
\begin{equation*}
\frac{y_{1}+C_{4} y}{1+C_{4}} . \tag{6.35}
\end{equation*}
$$

Let slide $Q_{y}$ from below until it touches the graph of $u$. We claim that the contact point $\bar{x}$ lies inside $B_{r / 16}(z) \subset B_{r / 8}\left(x_{0}\right)$.

Indeed if $|\bar{x}-z| \geq r / 16$ we have that

$$
|\bar{x}-y| \geq|\bar{x}-z|-|z-y| \geq \frac{r}{16}-\frac{r}{64} \geq \frac{r}{32},
$$

so, thanks to (6.27),

$$
\begin{align*}
\min _{x \in B_{1}(0)}\left\{u(x)-P_{y_{1}}(x)+C_{4} \frac{a}{2}|x-y|^{2}\right\} & \leq u(z)-P_{y_{1}}(z)+C_{4} \frac{a}{2}|z-y|^{2} \\
& \leq C_{1} a r^{2}+C_{4} \frac{a}{2}\left(\frac{r}{64}\right)^{2} . \tag{6.36}
\end{align*}
$$

On the other hand, since $u \geq P_{y_{1}}$ we have

$$
u(\bar{x})-P_{y_{1}}(\bar{x})+C_{4} \frac{a}{2}|\bar{x}-y|^{2} \geq C_{4} \frac{a}{2}\left(\frac{r}{32}\right)^{2},
$$

which contradicts (6.36) if we choose $C_{4}$ sufficiently large. This proves in particular that

$$
\begin{equation*}
\bar{x} \in B_{r / 16}(z) \subset B_{r / 8}\left(x_{0}\right) \tag{6.37}
\end{equation*}
$$

We now show that the contact points satisfy $u(\bar{x}) \leq C_{4} a$. Indeed, since by assumption $P_{y_{1}}\left(x_{1}\right)=u\left(x_{1}\right) \leq a$ and all points lie inside $B_{1}(0)$, we have

$$
P_{y_{1}}(\bar{x})=u\left(x_{1}\right)+\frac{a}{2}\left|x_{1}-y_{1}\right|^{2}-\frac{a}{2}\left|\bar{x}-y_{1}\right|^{2} \leq a+4 a=5 a,
$$

so from (6.36) we obtain

$$
u(\bar{x}) \leq P_{y_{1}}(\bar{x})-C_{4} \frac{a}{2}|\bar{x}-y|^{2}+C_{1} a r^{2}+C_{4} \frac{a}{2}\left(\frac{r}{64}\right)^{2} \leq 5 a+C_{1} a r^{2}+C_{4} \frac{a}{2}\left(\frac{r}{64}\right)^{2},
$$

which is less than $C_{4} a$ provided that $C_{4}$ is chosen sufficiently large.
We now observe that, as $y$ varies in $B_{r / 64}(z)$, the set of vertices of the paraboloids is a ball around $\frac{y_{1}+C_{4} z}{1+C_{4}}$ of radius $\frac{C_{4} r}{64\left(1+C_{4}\right)}$ (see (6.35)). Hence, recalling (6.37) and that $u \leq C_{4} a$ at the contact points, it follows from Lemma 6.7 that

$$
c\left(\frac{C_{4} r}{64\left(1+C_{4}\right)}\right)^{d}\left|B_{1}(0)\right| \leq\left|B_{r / 8}\left(x_{0}\right) \cap A_{C_{4} a}\right|+\int_{B_{r / 8}\left(x_{0}\right)} \frac{|f(x)|^{d}}{a^{d}} d x .
$$

Since the last integral can be estimated with

$$
\int_{B_{2 r}\left(x_{1}\right)} \frac{|f(x)|^{d}}{a^{d}} d x \leq M\left[|f|^{d}\right]\left(x_{1}\right) \frac{\left|B_{2 r}\left(x_{1}\right)\right|}{a^{d}} \leq \mu^{d} r^{d}\left|B_{2}(0)\right|,
$$

we conclude that (6.26) holds with $\tilde{C}:=\max \left\{C_{0}, C_{4}\right\}$, provided $\mu$ is sufficiently small.

The following measure covering lemma is proved by Savin in [Sav, Lemma 2.3] in a slightly different version.

Lemma 6.9. Let $\sigma, r_{0} \in(0,1)$, and let $D_{0}, D_{1}$ be two closed sets satisfying

$$
\emptyset \neq D_{0} \subseteq D_{1} \subseteq \overline{B_{r_{0}}(0)}
$$

Assume that whenever $x \in B_{r_{0}}(0)$ and $r>0$ satisfy

$$
B_{4 r}(x) \subseteq B_{1}(0), \quad B_{r / 8}(x) \subseteq B_{r_{0}}(0), \quad \overline{B_{r}(x)} \cap D_{0} \neq \emptyset
$$

then

$$
\left|B_{r / 8}(x) \cap D_{1}\right| \geq \sigma\left|B_{r}(x)\right|
$$

Then, if $r_{0}>0$ is sufficiently small we get

$$
\begin{equation*}
\left|B_{r_{0}}(0) \backslash D_{1}\right| \leq(1-\sigma)\left|B_{r_{0}}(0) \backslash D_{0}\right| \tag{6.38}
\end{equation*}
$$

Although the proof is a minor variant of the argument of Savin in [Sav, Lemma 2.3], we give the argument for completeness. As we will see from the proof, a possible choice for $r_{0}$ is $1 / 13$.

Proof. Given $x_{0} \in B_{r_{0}}(0) \backslash D_{0}$, set $\bar{r}:=\operatorname{dist}\left(x_{0}, D_{0}\right) \leq 2 r_{0}$, and define

$$
x_{1}:=x_{0}-\frac{\bar{r}}{7} \frac{x_{0}}{\left|x_{0}\right|}, \quad r:=\frac{8}{7} \bar{r} .
$$

Then it is easy to check that

$$
B_{r / 8}\left(x_{1}\right) \subset B_{r / 4}\left(x_{0}\right) \cap B_{r_{0}}(0), \quad \overline{B_{r}\left(x_{1}\right)} \cap D_{0}=\emptyset
$$

In addition, since $r \leq 3 r_{0}$ and $\left|x_{1}\right|<r_{0}$,

$$
B_{4 r}\left(x_{1}\right) \subset B_{13 r_{0}}(0) \subseteq B_{1}(0) \quad \text { provided } r_{0} \leq 1 / 13
$$

Hence, using our assumptions we get

$$
\left|B_{r / 4}\left(x_{0}\right) \cap B_{r_{0}}(0) \cap D_{1}\right| \geq\left|B_{r / 8}\left(x_{1}\right) \cap D_{1}\right| \geq \sigma\left|B_{r}\left(x_{1}\right)\right|=\sigma\left|B_{r}\left(x_{0}\right)\right| \geq \sigma\left|B_{r_{0}}(0) \cap B_{r}\left(x_{0}\right)\right|
$$

Now, for every $x \in B_{r_{0}}(0) \backslash D_{0}$ we consider the ball centered at $x$ and radius $r:=$ $\operatorname{dist}\left(x, D_{0}\right)$, and we apply Vitali covering's Lemma to this family to extract a subfamily $\left\{B_{r_{i}}\left(x_{i}\right)\right\}$ such that the balls $B_{r_{i} / 3}\left(x_{i}\right)$ (and so in particular also the balls $\left.B_{r_{i} / 4}\left(x_{i}\right)\right)$ are disjoint. Hence

$$
\begin{aligned}
\sigma\left|B_{r_{0}}(0) \backslash D_{0}\right| & \leq \sigma \sum_{i}\left|\left(B_{r_{i}}\left(x_{i}\right) \cap B_{r_{0}}\right) \backslash D_{0}\right| \\
& \leq \sum_{i}\left|B_{r_{i} / 4}\left(x_{i}\right) \cap B_{r_{0}}(0) \cap\left(D_{1} \backslash D_{0}\right)\right| \\
& \leq\left|B_{r_{0}} \cap\left(D_{1} \backslash D_{0}\right)\right|,
\end{aligned}
$$

from which the result follows easily.

Proof of Proposition 6.6. Let $c_{0}$ be the constant from Lemma 6.7, and $\tilde{C}, \tilde{c}, \mu$ the constants given by Lemma 6.8. Also, we fix $r_{0}>0$ sufficiently small so that Lemma 6.9 applies, and we define $r_{1}:=r_{0} / 8$.

Let $\nu<1 / 2$ and $N$ be universal constants (to be chosen later) satisfying $N \nu \ll 1$, set $a:=N \nu \delta^{\prime}, m:=\inf _{B_{1}(0)} u$ and assume by contradiction that there exists $x_{0} \in B_{r_{0} / 2}(0)$ such that

$$
\begin{equation*}
u\left(x_{0}\right)-m<\nu \delta^{\prime} \tag{6.39}
\end{equation*}
$$

and in addition

$$
\begin{equation*}
\sup _{B_{r_{1}}(0)} u-m>\delta^{\prime} / 2 \tag{6.40}
\end{equation*}
$$

(Note that if either (6.39) or (6.40) fails, then $\operatorname{osc}_{B_{r_{1}}(0)} u \leq(1-\nu) \delta^{\prime}$, so the statement is true with $\rho=r_{1}$ ).

We define the sets $A_{a}$ as before but replacing $u$ with the nonnegative function $u-m$, that is $A_{a}$ is the set of points where $u-m$ is bounded by $a$ and can be touched from below with a paraboloid of opening $-a$.

Step 1. The following holds:

$$
\begin{equation*}
\left|B_{r_{0}}(0) \cap A_{a}\right| \geq \frac{c_{0}\left|B_{r_{1}}(0)\right|}{2}, \quad\left|M_{\mu a}\right|>\left|B_{1}\right|-\frac{c_{0}\left|B_{r_{1}}(0)\right|}{2} \tag{6.41}
\end{equation*}
$$

To prove this, for every $y \in B_{r_{1}}(0)$ we consider the paraboloid

$$
P_{y}(x):=\frac{a}{2}\left(\left(r_{0}-r_{1}\right)^{2}-|x-y|^{2}\right) .
$$

We observe that

$$
P_{y} \leq 0 \quad \text { for }|x| \geq r_{0}
$$

(because $|x-y| \geq|x|-|y| \geq r_{0}-r_{1}$ ), while $|x-y| \leq|x|+|y| \leq r_{0} / 2+r_{1}$ for $x \in B_{r_{0} / 2}(0)$, which implies (recall that $a=N \nu \delta^{\prime}$ )

$$
\begin{equation*}
P_{y}(x) \geq \frac{a}{2}\left(\left(r_{0}-r_{1}\right)^{2}-\left(\frac{r_{0}}{2}+r_{1}\right)^{2}\right)>\nu \delta^{\prime} \geq u\left(x_{0}\right)-m \quad \forall x \in B_{r_{0} / 2}(0) \tag{6.42}
\end{equation*}
$$

provided $N$ is sufficiently large. Moreover $P_{y}(x) \leq a$ for every $x, y \in B_{1}(0)$.
Hence, let us slide the paraboloids $P_{y}$ from below until they touch the function $u-m$. Let $A$ be the contact set as $y$ varies inside $B_{r_{1}}(0)$. By what said before it follows that the contact points are contained inside $B_{r_{0}}(0)$. In addition, thanks to (6.39) and (6.42), at any contact point $x$ we have

$$
\begin{aligned}
0 & >u\left(x_{0}\right)-m-\nu \delta^{\prime} \geq \min _{z \in B_{1}(0)}\left\{u(z)-m-P_{y}(z)\right\} \\
& =u(x)-m-P_{y}(x) \geq u(x)-m-a
\end{aligned}
$$

which proves that $A \subset B_{r_{0}}(0) \cap A_{a}$. From Lemma 6.7 applied to $K=B_{r_{1}}(0)$ we obtain

$$
\begin{aligned}
\left|B_{r_{0}}(0) \cap A_{a}\right| \geq|A| & \geq c_{0}\left|B_{r_{1}}(0)\right|-\int_{A} \frac{|f(x)|^{d}}{a^{d}} d x \\
& \geq c_{0}\left|B_{r_{1}}(0)\right|-\int_{B_{1}(0)} \frac{|f(x)|^{d}}{a^{d}} d x \\
& \geq c_{0}\left|B_{r_{1}}(0)\right|-\frac{\varepsilon^{d}}{N^{d} \nu^{d}}
\end{aligned}
$$

while the maximal estimate (6.25) gives

$$
\left|B_{1}(0) \backslash M_{\mu a}\right| \leq \frac{C_{d}\|f\|_{L^{d}\left(B_{1}(0)\right)}^{d}}{(\mu a)^{d}} \leq \frac{C_{d} \varepsilon^{d}}{\mu^{d} N^{d} \nu^{d}}
$$

hence (6.41) is satisfied provided $\varepsilon$ is sufficiently small.

Step 2. There exists a constant $\bar{C}>0$, depending only on the dimension, such that

$$
\begin{equation*}
\left|B_{r_{0}}(0) \backslash A_{\tilde{C}^{k} a}\right| \leq \bar{C}(1-\tilde{c})^{k} \quad \text { provided } \tilde{C}^{k+1} a \leq \delta \tag{6.43}
\end{equation*}
$$

From (6.41) it follows that

$$
B_{r_{0}}(0) \cap A_{a} \cap M_{\mu a} \neq \emptyset
$$

Since the sets $A_{a}$ and $M_{a}$ are increasing with respect to $k$, this implies that

$$
\begin{equation*}
B_{r_{0}}(0) \cap A_{\tilde{C}^{k} a} \cap M_{\mu \tilde{C}^{k} a} \neq \emptyset \quad \forall k \in \mathbb{N} \tag{6.44}
\end{equation*}
$$

where $\tilde{C} \geq 2$ is as in Lemma 6.8.
Now, for every $k \in \mathbb{N}$ such that $\tilde{C}^{k+1} a \leq \delta$ we apply Lemma 6.9 to the closed sets

$$
D_{0}:=\overline{B_{r_{0}}(0)} \cap A_{\tilde{C}^{k} a} \cap M_{\mu \tilde{C}^{k} a}, \quad D_{1}:=\overline{B_{r_{0}}(0)} \cap A_{\tilde{C}^{k+1} a}
$$

Since $D_{0}$ is nonempty (see (6.44)), Lemma 6.8 applied with $\tilde{C}^{k} a$ instead of $a$ proves that assumption of Lemma 6.9 are satisfied with $\sigma=\tilde{c}>0$. Therefore

$$
\begin{align*}
\left|B_{r_{0}}(0) \backslash A_{\tilde{C}^{k+1} a}\right| & \leq(1-\tilde{c})\left|B_{r_{0}}(0) \backslash\left(A_{\tilde{C}^{k} a} \cap M_{\mu \tilde{C}^{k} a}\right)\right| \\
& \leq(1-\tilde{c})\left(\left|B_{r_{0}}(0) \backslash A_{\tilde{C}^{k} a}\right|+\left|B_{r_{0}}(0) \backslash M_{\mu \tilde{C}^{k} a}\right|\right) . \tag{6.45}
\end{align*}
$$

Applying (6.45) inductively for every positive integer $k$ such that $\tilde{C}^{k+1} a \leq \delta$ and using the maximal estimate (6.25), we obtain

$$
\begin{aligned}
\left|B_{r_{0}}(0) \backslash A_{\tilde{C}^{k} a}\right| & \leq(1-\tilde{c})^{k}\left|B_{r_{0}}(0) \backslash A_{a}\right|+\sum_{i=1}^{k}(1-\tilde{c})^{i}\left|B_{r_{0}}(0) \backslash M_{\tilde{C}^{k-i} a}\right| \\
& \leq(1-\tilde{c})^{k}\left|B_{r_{0}}(0)\right|+\sum_{i=1}^{k}(1-\tilde{c})^{i} \frac{C_{d}\|f\|_{L^{d}\left(B_{1}(0)\right)}^{d}}{\mu^{d} \tilde{C}^{d(k-i)} a^{d}}
\end{aligned}
$$

so by (6.18) we get (recall that $a=N \nu \delta^{\prime}$ )

$$
\begin{align*}
\left|B_{r_{0}}(0) \backslash A_{\tilde{C}^{k} a}\right| & \leq(1-\tilde{c})^{k}\left[\left|B_{r_{0}}(0)\right|+\frac{C_{d} \varepsilon^{d}}{\mu^{d} N^{d} \nu^{d}} \sum_{i=1}^{k} \frac{1}{\left((1-\tilde{c}) \tilde{C}^{d}\right)^{k-i}}\right]  \tag{6.46}\\
& \leq(1-\tilde{c})^{k}\left[\left|B_{r_{0}}(0)\right|+\frac{C_{d} \varepsilon^{d}}{\mu^{d} N^{d} \nu^{d}} \sum_{i=0}^{\infty} \frac{1}{\left((1-\tilde{c}) \tilde{C}^{d}\right)^{i}}\right]
\end{align*}
$$

Assuming without loss of generality that $\tilde{c} \leq 1 / 2, \tilde{C} \geq 3$, and $\varepsilon \leq \mu N \nu / C_{d}^{-1 / d}$ we have

$$
\left|B_{r_{0}}(0) \backslash A_{\tilde{C}^{k} a}\right| \leq(1-\tilde{c})^{k}\left[\left|B_{r_{0}}(0)\right|+\sum_{i=0}^{\infty}\left(\frac{2}{3^{d}}\right)^{i}\right]
$$

which proves (6.43).

Step 3. Let $E:=\left\{x \in B_{r_{0}}(0): u(x)-m \geq \delta^{\prime} / 4\right\}$. Then

$$
\begin{equation*}
|E| \geq \frac{c_{0}\left|B_{r_{1}}(0)\right|}{2} \tag{6.47}
\end{equation*}
$$

For every $y \in B_{r_{1}}(0)$ we consider the paraboloid

$$
Q_{y}(x):=\frac{\delta^{\prime}}{\left(r_{0}-r_{1}\right)^{2}}|x-y|^{2}+\frac{\delta^{\prime}}{4}
$$

and we slide it from above (in Step 1 we slided paraboloids from below) until it touches the graph of $u-m$ inside $B_{1}(0)$. It is easy to check that, since $|x-y| \geq|x|-|y|$, we have

$$
Q_{y}(x)>\delta^{\prime} \geq u(x)-m \quad \text { for }|x| \geq r_{0}
$$

(recall that $y \in B_{r_{1}}(0)$ and $u-m \leq \delta^{\prime}$ inside $B_{1}(0)$ ), while by (6.40)

$$
\begin{equation*}
\sup _{B_{r_{1}}(0)} Q_{y} \leq \delta^{\prime} / 2<\sup _{B_{r_{1}}(0)} u-m \tag{6.48}
\end{equation*}
$$

(recall that $r_{0}=8 r_{1}$ ), so the contact point lies inside $B_{r_{0}}(0)$. If we denote by $A^{\prime}$ the contact set as $y$ varies inside $B_{r_{1}}(0)$ applying Lemma 6.7 "from above" (namely to the function $-u(x)+m$ touched from below by the paraboloids $\left.-Q_{y}(x)\right)$ with $a=2 \delta^{\prime} /\left(r_{0}-r_{1}\right)^{2}$ (notice that $\delta^{\prime} \leq \kappa \delta$, so $a \leq \delta / 2$ if $\kappa$ is sufficiently small) we obtain

$$
\begin{equation*}
\left|A^{\prime}\right| \geq c_{0}\left|B_{r_{1}}(0)\right|-\int_{A^{\prime}} \frac{|f(x)|^{d}}{a^{d}} d x \geq c_{0}\left|B_{r_{1}}(0)\right|-\frac{\varepsilon^{d}}{N^{d} \nu^{d}} \tag{6.49}
\end{equation*}
$$

Moreover, it follows by (6.48) tha $u-m \geq \delta^{\prime} / 4$ at every contact point. This implies that the contact set $A^{\prime}$ is contained in $E$, so the desired estimate follows by (6.49).

Step 4. Conclusion. Let $k_{0} \in \mathbb{N}$ be the largest number such that $\tilde{C}^{k_{0}+1} a \leq \delta^{\prime} / 4$. Since $\delta^{\prime} \leq \delta$, by Step 2 we get

$$
\left|B_{r_{0}}(0) \backslash A_{\tilde{C}^{k_{0}} a}\right| \leq \bar{C}(1-\tilde{c})^{k_{0}}
$$

On the other hand, since

$$
E \subset\left\{x \in B_{r_{0}}(0): u(x)-m>\tilde{C}^{k_{0}} a\right\} \subset B_{r_{0}}(0) \backslash A_{\tilde{C}^{k} a}
$$

it follows by Step 3 that

$$
\frac{c_{0}\left|B_{r_{1}}(0)\right|}{2} \leq \bar{C}(1-\tilde{c})^{k_{0}}
$$

Since $k_{0} \sim\left|\log _{\tilde{C}}(N \nu)\right|$ (recall that $a=N \nu \delta^{\prime}$ ), we get a contradiction by first fixing $N$ large enough (so that all the previous arguments apply) and then choosing $\nu$ sufficiently small.

Proof of Theorem 6.5. Let $\nu, \varepsilon, \kappa, \rho \in(0,1)$ be the constants of Proposition 6.6. Without loss of generality we assume that $\nu, \rho \leq 1 / 2$. We prove (6.17) by induction on $s$. For $s=0$ the result is true by assumption. We prove the result for $s+1$ given the one for $s$. Let $\widetilde{F}: B_{1}(0) \times \mathbb{R} \times \mathbb{R}^{d} \times \mathcal{S} \rightarrow \mathbb{R}$ be

$$
\widetilde{F}(x, z, p, M):=\rho^{s} F\left(x, \rho^{s} z, p, \rho^{-s} M\right),
$$

and consider the function

$$
v(x):=\rho^{-s} u\left(\rho^{s} x\right) \quad \forall x \in B_{1}(0)
$$

Then $\widetilde{F}$ satisfies the same assumptions (H1), (H2), and (H3) which are satisfied by $F$ with the same ellipticity constants $\lambda$ and $\Lambda$, and $v$ solves the fully nonlinear equation

$$
\widetilde{F}\left(x, v(x), \nabla v(x), \nabla^{2} v(x)\right)=\rho^{s} f\left(\rho^{s} x\right)
$$

By inductive hypothesis

$$
\begin{equation*}
\|v\|_{L^{\infty}\left(B_{\rho^{s}}(0)\right)}=\rho^{-s}\|u\|_{L^{\infty}\left(B_{\rho^{s}(0)}\right)} \leq \rho^{-s}(1-\nu)^{s} \delta^{\prime} \leq \rho^{-s} \delta^{\prime} \leq \rho^{k-s} \kappa \delta \leq \kappa \delta \tag{6.50}
\end{equation*}
$$

Also, by (6.16),

$$
\left\|\rho^{s} f\left(\rho^{s} x\right)\right\|_{L^{d}\left(B_{1}(0)\right)}=\|f\|_{L^{d}\left(B_{\rho^{s}}(0)\right)} \leq\|f\|_{L^{d}\left(B_{1}(0)\right)} \leq \varepsilon \delta^{\prime} \leq \varepsilon \rho^{-s}(1-\nu)^{s} \delta^{\prime}
$$

Hence, we apply Proposition 6.6 to $v$ with $\rho^{-s}(1-\nu)^{s} \delta^{\prime}$ instead of $\delta^{\prime}$, to obtain

$$
\rho^{-s}\|u\|_{L^{\infty}\left(B_{\rho^{s+1}}(0)\right)}=\|v\|_{L^{\infty}\left(B_{\rho}(0)\right)} \leq \rho^{-s}(1-\nu)^{s+1} \delta^{\prime}
$$

which proves the inductive step.

### 6.3 Separation between degenerancy and nondegeneracy

First, we introduce some notation regarding the norm induced by a convex set $E$ (see (6.6)).

We denote by $E^{*}$ the ball in the dual norm

$$
\begin{equation*}
E^{*}:=\left\{e^{*} \in \mathbb{R}^{d}: e^{*} \cdot e \leq 1 \quad \forall e \in E\right\} \tag{6.51}
\end{equation*}
$$

It can be easily seen that with this definition

$$
|e|_{E}=\sup \left\{e^{*} \cdot e: e^{*} \in E^{*}\right\} \quad \forall e \in \mathbb{R}^{d}
$$

We denote by $d_{E}$ (and $d_{E^{*}}$, respectively) the smallest radius such that $E \subseteq B_{d_{E}}(0)$, $\left(E^{*} \subseteq B_{d_{E^{*}}}(0)\right.$, respectively $)$. Notice that

$$
\begin{equation*}
d_{E}=\max \left\{|e|:|e|_{E}=1\right\} \tag{6.52}
\end{equation*}
$$

Similarly, we denote by $\widetilde{d}_{E}$ the biggest radius such that $B_{\widetilde{d}_{E}}(0) \subseteq E$. It satisfies

$$
\begin{equation*}
|e|_{E} \leq|e| / \widetilde{d}_{E} \quad \forall e \in \mathbb{R}^{d} \tag{6.53}
\end{equation*}
$$

Moreover, if $E$ is strictly convex, then we can define map $\ell: \partial E^{*} \rightarrow \partial E$, where $\ell_{e^{*}}:=\ell\left(e^{*}\right)$ is the unique element of $\partial E$ such that $\left|\ell_{e^{*}}\right|_{E}=e^{*} \cdot \ell_{e^{*}}$ (in other terms, $\left\{x \cdot e^{*}=1\right\}$ is a supporting hyperplane for $E$ at $\left.\ell_{e^{*}}\right)$. In addition, again by the strict convexity of $E, \ell$ is continuous in the following sense: for every $\varepsilon_{0}>0$ there exists $\eta\left(\varepsilon_{0}\right)>0$ such that

$$
\begin{equation*}
e \in \bar{E}, \quad e^{*} \in \partial E^{*}, \quad 1-\eta\left(\varepsilon_{0}\right) \leq e^{*} \cdot e \leq 1 \quad \Rightarrow \quad\left|e-\ell_{e^{*}}\right| \leq \varepsilon_{0} \tag{6.54}
\end{equation*}
$$

In the following lemma we prove that, at every scale, if none of the partial derivatives of $u$ is close to the $L^{\infty}$ norm of $|\nabla u|_{E}$ in a set of large measure, then $|\nabla u|_{E}$ decays by a fixed amount on a smaller ball. As we will see in the next Section, if this case does not occur, then the equation is nondegenerate and we can prove that $u$ is $C^{1, \alpha}$ there.

As we will see below, a key observation being the proof of the next result is the fact that the function $v_{e^{*}}(x):=\left(\partial_{e^{*}} u(x)-(1+\delta)\right)_{+}$solves

$$
\begin{equation*}
\partial_{i}\left[\partial_{i j} \mathcal{F}(\nabla u(x)) \partial_{j} v_{e^{*}}(x)\right] \geq \partial_{e^{*}} f(x) 1_{\left\{1 / 2-v_{e^{*}}(x)>0\right\}}, \tag{6.55}
\end{equation*}
$$

and the equation might be assumed to be uniformly elliptic, since the values of the coefficients $\partial_{i j} \mathcal{F}(\nabla u(x))$ are not relevant when $|\nabla u(x)| \leq 1+\delta$ (since at that points $v_{e^{*}}=0$ ). In the previous observation, the convexity of $E$ plays a fundamental role. Indeed, the function $v_{e^{*}}$ vanishes, for any $e^{*} \in \mathbb{R}^{d} \backslash\{0\}$, when $\nabla u$ belongs to an half-space (namely, the set $\left\{x: x \cdot e^{*} \leq 1+\delta\right\}$ ); in order for the equation to be uniformly elliptic, we need to consider only the vectors $e^{*}$ for which the half-space contains $E$. On the other hand, convex sets are the only ones that can be written as intersections of half-spaces.

Lemma 6.10. Fix $\eta>0$, and let $\delta, \mathcal{F}, E, \lambda, \Lambda, M, f$, and $u$ be as in Theorem 6.4. For every $i \in \mathbb{N}$ set

$$
d_{i}:=\sup \left\{\left(|\nabla u(x)|_{E}-(1+\delta)\right)_{+}: x \in B_{2^{-i}(0)}\right\}
$$

and assume that there exists $k \in \mathbb{N}$ such that for every $i=0, \ldots, k$

$$
\begin{equation*}
\sup _{e^{*} \in \partial E^{*}}\left|\left\{x \in B_{2^{-2 i-1}}(0):\left(\partial_{e^{*}} u(x)-(1+\delta)\right)_{+} \geq(1-\eta) d_{2 i}\right\}\right| \leq(1-\eta)\left|B_{2^{-2 i-1}}(0)\right| \tag{6.56}
\end{equation*}
$$

Then there exists $\alpha \in(0,1)$ and $C_{0}>0$, depending only on $\eta, M, q,\|f\|_{L^{q}\left(B_{1}(0)\right)}$, $d_{E^{*}}, \widetilde{d}_{E}, \delta, \lambda$, and $\Lambda$, such that

$$
\begin{equation*}
d_{2 i} \leq C_{0} 2^{-2 i \alpha} \quad \forall i=0, \ldots, k+1 \tag{6.57}
\end{equation*}
$$

Proof. Given $e^{*} \in \partial E^{*}$, we differentiate (6.12) in the direction of $e^{*}$ to obtain

$$
\partial_{i}\left[\partial_{i j} \mathcal{F}(\nabla u(x)) \partial_{j}\left(\partial_{e^{*}} u(x)\right)\right]=\partial_{e^{*}} f(x)
$$

Since the function $t \mapsto(t-(1+\delta))_{+}$is convex, it follows that the function $v_{e^{*}}(x):=$ $\left(\partial_{e^{*}} u(x)-(1+\delta)\right)_{+}$is a subsolution of the above equation, that is (6.55) holds.

Note that, since $v_{e^{*}}(x)$ is constant where $|\nabla u|_{E} \leq 1+\delta$ and $\mathcal{F}$ is uniformly elliptic on the set $\left\{|\nabla u|_{E} \geq 1+\delta / 2\right\}$ (see (6.11)), we can change the coefficients outside this region to ensure that the equation is uniformly elliptic everywhere, with constants $\lambda$ and $\Lambda$. We apply the weak Harnack inequality of Theorem 1.21 to the function $d_{2 i}-v_{e^{*}}(x)$ (which is a nonnegative supersolution inside $B_{2^{-2 i}}(0)$ ); notice that the right-hand side of the equation solved by this function is not exactly a divergence, but the proof of the weak Harnack inequality works also in this case. We obtain that there exists a constant $c_{0}:=c_{0}(d, \lambda, \Lambda)>0$ such that

$$
\begin{aligned}
& \inf \left\{d_{2 i}-v_{e^{*}}(x): x \in B_{2^{-2 i-2}}(0)\right\} \\
& \left.\geq c_{0} 2^{2 i d} \int_{B_{2^{-2 i-1}}(0)}\left(d_{2 i}-v_{e^{*}}(x)\right) d x-2^{-2 i(1-d / q)}\left\|f e^{*}\right\|_{L^{q}\left(B_{2}-2 i\right.}(0)\right)
\end{aligned}
$$

We estimate the integral in the right hand side considering only the set

$$
\left\{x \in B_{2^{-2 i-1}}(0): v_{e^{*}}(x) \leq(1-\eta) d_{2 i}\right\}
$$

There, the integrand is greater than $\eta d_{2 i}$ and the measure of the set is greater than $\eta\left|B_{2^{-2 i-1}}(0)\right|($ by $(6.56))$, hence

$$
\begin{align*}
\inf \left\{d_{2 i}-v_{e^{*}}(x): x \in B_{2^{-2 i-2}}(0)\right\} & \geq c_{0} 2^{2 i d} \eta^{2} d_{2 i}\left|B_{2^{-2 i-1}}(0)\right|-2^{-2 i(1-d / q)}\left\|f e^{*}\right\|_{L^{q}\left(B_{1}(0)\right)} \\
& \geq c_{0} \eta^{2} d_{2 i}\left|B_{1 / 2}(0)\right|-2^{-2 i(1-d / q))}\|f\|_{L^{q}\left(B_{1}(0)\right)} d_{E^{*}} \tag{6.58}
\end{align*}
$$

We now distinguish two cases, depending whether

$$
\begin{equation*}
\frac{c_{0}\left|B_{1 / 2}(0)\right| \eta^{2}}{2} d_{2 i} \geq d_{E^{*}} 2^{-2 i(1-d / q))}\|f\|_{L^{q}\left(B_{1}\right)} \tag{6.59}
\end{equation*}
$$

holds or not.

- Case 1: (6.59) holds. In this case we obtain from (6.58) that

$$
v_{e^{*}}(x) \leq\left(1-\frac{c_{0}\left|B_{1 / 2}(0)\right| \eta^{2}}{2}\right) d_{2 i} \quad \forall x \in B_{2^{-2 i-2}}(0)
$$

Since $e^{*} \in \partial E^{*}$ is arbitrary and

$$
\sup _{e^{*} \in \partial E^{*}} v_{e^{*}}(x)=\left(\sup _{e^{*} \in \partial E^{*}} \partial_{e^{*}} u(x)-(1+\delta)\right)_{+}=\left(|\nabla u(x)|_{E}-(1+\delta)\right)_{+} \quad \forall x \in B_{1}(0)
$$

we get

$$
\left(|\nabla u(x)|_{E}-(1+\delta)\right)_{+} \leq\left(1-\frac{c_{0}\left|B_{1 / 2}(0)\right| \eta^{2}}{2}\right) d_{2 i} \quad \forall x \in B_{2^{-2 i-2}}(0)
$$

that is

$$
\begin{equation*}
d_{2(i+1)} \leq\left(1-\frac{c_{0}\left|B_{1 / 2}(0)\right| \eta^{2}}{2}\right) d_{2 i} \tag{6.60}
\end{equation*}
$$

- Case 2: (6.59) fails. In this case we get

$$
\begin{equation*}
d_{2(i+1)} \leq d_{2 i} \leq C^{\prime} 2^{-2 i(1-d / q)} \tag{6.61}
\end{equation*}
$$

for some constant $C^{\prime}$ depending only on $\eta, d, \lambda, \Lambda, d_{E^{*}}$, and $\|f\|_{L^{q}\left(B_{1}(0)\right)}$.
Let us choose $\alpha \in(0,1)$ such that

$$
\alpha \leq 1-d / q, \quad 1-\frac{c_{0}\left|B_{1 / 2}(0)\right| \eta^{2}}{2} \leq 2^{-2 \alpha}
$$

and $C_{0}:=\max \left\{M / \widetilde{d}_{E}, 4 C^{\prime}\right\}$ (recall that $M$ is an upper bound for $|\nabla u|$ inside $\left.B_{2}(0)\right)$. We prove the result by induction over $i$.

Since $|\nabla u(x)|_{E} \leq|\nabla u(x)| / \widetilde{d}_{E} \leq M / \widetilde{d}_{E}\left(\right.$ see (6.53)), we have that $d_{0} \leq M / \widetilde{d}_{E}$, so the statement is true for $i=0$.

Assuming the result for $i$, if (6.59) holds, then from (6.60) and the inductive hypothesis we obtain

$$
d_{2(i+1)} \leq\left(1-\frac{c_{0}\left|B_{1 / 2}(0)\right| \eta^{2}}{2}\right) d_{2 i} \leq 2^{-2 \alpha} \cdot C_{0} 2^{-2 i \alpha}
$$

while if (6.59) fails then (6.61) gives

$$
d_{2(i+1)} \leq C^{\prime} 2^{-2 i(1-d / q)} \leq C^{\prime} 2^{-2 i \alpha} \leq 4 C^{\prime} \cdot 2^{-2(i+1) \alpha} \leq C_{0} 2^{-2(i+1) \alpha}
$$

This proves the inductive step on $d_{2(i+1)}$, and concludes the proof.

### 6.4 Regularity at nondegenerate points

In the following lemma we prove that in a neighborhood of a nondegenerate point the function $u$ is close to a linear function with a nondegenerate slope. In Proposition 6.13 we prove that this implies $C^{1, \alpha}$ regularity of $u$ at the nondegenerate point. The proof is based on an approximation argument with solutions of a smooth elliptic operator, which is stated in Lemma 6.12 and whose proof is based on the compactness result of Section 6.2.

We recall that $E^{*}$ denotes the dual of a convex set $E$, and $|\cdot|_{E}$ the norm associated to $E$ (see (6.51) and (6.6)).

Lemma 6.11. Let $\delta, \eta, \zeta>0$, and let $E$ be a strictly convex set.
Let $u: B_{1}(0) \rightarrow \mathbb{R}$ with $u(0)=0$ and $|\nabla u(x)|_{E} \leq \zeta+\delta+1$ for every $x \in B_{1}(0)$. Let us assume that there exists $e^{*} \in \partial E^{*}$ such that

$$
\begin{equation*}
\left|\left\{x \in B_{1}:\left(\partial_{e^{*}} u(x)-(1+\delta)\right)_{+} \geq(1-\eta) \zeta\right\}\right| \geq(1-\eta)\left|B_{1}(0)\right| . \tag{6.62}
\end{equation*}
$$

Then for every $\varepsilon>0$ there exists $\eta$ depending only on $E$ and $d$, and constants $A \in \mathbb{R}^{d}$ and $b \in \mathbb{R}$, such that

$$
\begin{equation*}
|u(x)-A \cdot x-b| \leq \varepsilon(\zeta+\delta+1) \quad \forall x \in B_{1}(0) \tag{6.63}
\end{equation*}
$$

In addition $|A|_{E}=\zeta+\delta+1$ and $|b| \leq C(\zeta+\delta+1)$, where $C$ depends only on $E$.
Proof. First of all, by standard Sobolev inequalities, there exists a constant $C_{0}$ such that for every $u \in W^{1,2 d}\left(B_{1}(0)\right)$

$$
\begin{equation*}
\left|u(x)-f_{B_{1}(0)} u(y) d y\right| \leq C_{0}\left(f_{B_{1}(0)}|\nabla u(y)|^{2 d} d y\right)^{1 /(2 d)} \quad \forall x \in B_{1}(0) \tag{6.64}
\end{equation*}
$$

Recalling that $\ell: \partial E^{*} \rightarrow \partial E$ denotes the duality map, we apply (6.64) to the function $u(x)-(\zeta+\delta+1) \ell_{e^{*}} \cdot x$. Thus, setting $m$ to be the average of $u(x) /(\zeta+\delta+1)$ inside $B_{1}(0)$, we obtain

$$
\begin{equation*}
\left|u(x)-(\zeta+\delta+1) \ell_{e^{*}} \cdot x-m(\zeta+\delta+1)\right|^{2 d} \leq C_{0}^{2 d} f_{B_{1}(0)}\left|\nabla u(y)-(\zeta+\delta+1) \ell_{e^{*}}\right|^{2 d} d y \tag{6.65}
\end{equation*}
$$

for every $x \in B_{1}(0)$. We estimate the integral in (6.65) by splitting it into two sets.
Let $\varepsilon_{0}>0$ be a constant that we choose later. Since by assumption $|\nabla u(x)|_{E} \leq \zeta+\delta+1$ for every $x \in B_{1}(0)$, and in addition

$$
\left\{x \in B_{1}: \partial_{e^{*}} u(x) \geq(1-\eta) \zeta+\delta+1\right\} \subseteq\left\{x \in B_{1}: e^{*} \cdot \nabla u(x) \geq(1-\eta)(\zeta+\delta+1)\right\}
$$

we apply (6.54) with $e=\nabla u(x) /(\zeta+\delta+1)$ to deduce that
provided $\eta \leq \eta\left(\varepsilon_{0}\right)$.
On the other hand, since the complement has measure less than $\eta\left|B_{1}(0)\right|$, we simply estimate the integrand there with $C_{E}(\zeta+\delta+1)^{2 d}$, where $C_{E}$ is a constant depending only on $E$.

Hence, by choosing first $\varepsilon_{0}$ so that $C_{0}^{2 d} \varepsilon_{0}^{2 d} \leq \varepsilon^{2 d} / 2$, and then $\eta \leq \eta\left(\varepsilon_{0}\right)$ sufficiently small so that so that $C_{0}^{2 d} C_{E}^{2 d} \eta \leq \varepsilon^{2 d} / 2$, from (6.65) we easily obtain (6.63).

Lemma 6.12. Let $\delta>0$, and let $a_{i j} \in C^{0}\left(\mathbb{R}^{d}\right)$ be bounded coefficients uniformly elliptic in $B_{\delta}(0)$, namely there exist $\lambda, \Lambda>0$ such that

$$
\lambda I \leq a_{i j}(v) \leq \Lambda I \quad \forall v \in B_{\delta}(0)
$$

Then, for every $\tau>0$ there exist $\sigma(\tau)>0, \mu(\tau)>0$, which depend only on $\tau$ and on the modulus of continuity of $a_{i j}$, such that the following holds: For every $\theta \leq \sigma(\tau), f \in$ $C^{0}\left(B_{1}(0)\right)$ such that $\|f\|_{L^{d}\left(B_{1}(0)\right)} \leq \mu(\tau)$, and $w \in C^{2}\left(B_{1}(0)\right)$ such that $\|w\|_{L^{\infty}\left(B_{1}(0)\right)} \leq 1$ and

$$
a_{i j}(\theta \nabla w) \partial_{i j} w=f \quad \text { in } B_{1}(0)
$$

there exists $v: B_{1}(0) \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
a_{i j}(0) \partial_{i j} v=0 \quad \text { in } B_{1}(0) \tag{6.66}
\end{equation*}
$$

and

$$
\|v-w\|_{L^{\infty}\left(B_{1 / 2}(0)\right)} \leq \tau
$$

Proof. By contradiction, there exists $\tau>0$ and sequences $\theta_{m} \rightarrow 0, \mu_{m} \rightarrow 0$ and functions $w_{m}, f_{m}: B_{1}(0) \rightarrow \mathbb{R}$ such that $\left\|w_{m}\right\|_{L^{\infty}\left(B_{1}(0)\right)} \leq 1,\left\|f_{m}\right\|_{L^{d}\left(B_{1}(0)\right)} \leq \mu_{m}$,

$$
\begin{equation*}
a_{i j}\left(\theta_{m} \nabla w_{m}\right) \partial_{i j} w_{m}=f_{m} \quad \text { in } B_{1}(0) \tag{6.67}
\end{equation*}
$$

but for every function $v: B_{1}(0) \rightarrow \mathbb{R}$ satisfying (6.66) we have that

$$
\begin{equation*}
\left\|v-w_{m}\right\|_{L^{\infty}\left(B_{1 / 2}(0)\right)} \geq \tau \quad \forall m \in \mathbb{N} \tag{6.68}
\end{equation*}
$$

We prove that up to subsequence (not relabeled)

$$
\begin{equation*}
w_{m} \rightarrow w_{\infty} \quad \text { locally uniformly in } B_{1}(0) \tag{6.69}
\end{equation*}
$$

and that $w_{\infty}$ satisfies (6.66), which contradicts (6.68).
Consider $\Omega \Subset B_{1}(0)$, let $d_{\Omega}=\operatorname{dist}\left(\Omega, \mathbb{R}^{d} \backslash B_{1}(0)\right)$, and for every $m \in \mathbb{N}$ and $x_{0} \in \Omega$ we consider the function

$$
u_{m}(x):=\frac{\theta_{m}}{d_{\Omega}}\left(w_{m}\left(x_{0}+d_{\Omega} x\right)-w_{m}\left(x_{0}\right)\right) \quad \forall x \in B_{1}(0)
$$

which solves

$$
a_{i j}\left(\nabla u_{m}(x)\right) \partial_{i j} u_{m}(x)=\theta_{m} d_{\Omega} f_{m}\left(d_{\Omega} x\right) \quad \forall x \in B_{1}(0)
$$

We apply Theorem 6.5 to $F(x, z, p, M)=a_{i j}(p) M_{i j}$ (which satisfies all the assumptions) and let $\nu, \varepsilon, \kappa, \rho>0$ be the constants introduced in that theorem. Thus, if $\delta^{\prime}>0$ and $k \in \mathbb{N}$ satisfy

$$
\begin{equation*}
\underset{B_{1}(0)}{\operatorname{osc}} u_{m} \leq \delta^{\prime} \leq \rho^{-k} \kappa \delta, \quad\left\|\theta_{m} d_{\Omega} f_{m}\left(d_{\Omega} x\right)\right\|_{L^{d}\left(B_{1}(0)\right)} \leq \varepsilon \delta^{\prime} \tag{6.70}
\end{equation*}
$$

then

$$
\underset{B_{\rho^{s}(0)}^{\mathrm{osc}}}{\operatorname{On}} u_{m} \leq(1-\nu)^{s} \delta^{\prime} \quad \forall s=0, \ldots, k+1
$$

We want to apply it with $\delta^{\prime}=\theta_{m}$. Hence, define $k_{m}$ to be the biggest positive integer such that $\theta_{m} \leq 2^{-k_{m}} \kappa \delta$. Since

$$
\left\|f_{m}\right\|_{L^{d}\left(B_{1}(0)\right)} \leq \varepsilon
$$

for $m$ sufficiently large, we get

$$
\left\|\theta_{m} d_{\Omega} f_{m}\left(d_{\Omega} x\right)\right\|_{L^{d}\left(B_{1}(0)\right)}=\left\|\theta_{m} f_{m}(x)\right\|_{L^{d}\left(B_{d_{\Omega}}(0)\right)} \leq \theta_{m}\left\|f_{m}(x)\right\|_{L^{d}\left(B_{1}(0)\right)} \leq \varepsilon \theta_{m}
$$

Hence (6.70) is satisfied, and we get

$$
\underset{B_{\rho^{s}(0)}^{\mathrm{OSc}}}{\log } u_{m} \leq(1-\nu)^{s} \theta_{m} \quad \forall s=0, \ldots, k_{m}+1
$$

which can be rewritten in terms of $w_{m}$ as

$$
\begin{equation*}
\underset{B_{\rho^{s}(0)}^{\operatorname{OSc}}}{ }\left(w_{m}\left(x_{0}+d_{\Omega} x\right)\right) \leq(1-\nu)^{s} d_{\Omega} \quad \forall s=0, \ldots, k_{m}+1 \tag{6.71}
\end{equation*}
$$

Let $\alpha:=-\log _{\rho}(1-\nu)$. From (6.71) we obtain that, for every $m$ large enough, $w_{m}$ is $\alpha$-Hölder on points at distance at least $\rho^{-k_{m}} d_{\Omega}$, namely there exists $C$ independent on $m$ such that for every $m$ large enough

$$
\begin{equation*}
\left|w_{m}(x)-w_{m}(y)\right| \leq C|x-y|^{\alpha} \quad \forall x, y \in \Omega:|x-y| \geq 2^{-k_{m}} d_{\Omega} \tag{6.72}
\end{equation*}
$$

Since $k_{m} \rightarrow \infty$ as $m \rightarrow \infty$, it can be easily seen, with the same proof as the one of Ascoli-Arzela theorem, that the family $\left\{w_{m}\right\}_{m \in \mathbb{N}}$ of functions satisfying $\left\|w_{m}\right\|_{L^{\infty}\left(B_{1}(0)\right)} \leq 1$ and (6.72) is relatively compact with respect to the uniform convergence in $\Omega$. Letting $\Omega$ vary in a countable family of open sets compactly supported in $B_{1}(0)$ which cover $B_{1}(0)$, with a diagonal argument we obtain (6.69).

We claim that $w_{\infty}$ solves (6.66) in the viscosity sense. Indeed, assume by contradiction that $w_{\infty}$ is not a supersolution of (6.66) in the viscosity sense. Then there exists a function $\varphi \in C^{2}\left(B_{1}(0)\right)$ and a point $x_{0} \in B_{1}(0)$ such that $\varphi\left(x_{0}\right)=w_{\infty}\left(x_{0}\right), \varphi(x)<w_{\infty}(x)$ for every $x \in B_{1}(0) \backslash\left\{x_{0}\right\}$, and $a_{i j}(0) \partial_{i j} \varphi\left(x_{0}\right)>0$. Since $\varphi$ is $C^{2}$, there exists $r>0$ such that

$$
\begin{equation*}
a_{i j}(0) \partial_{i j} \varphi(x)>0 \quad \forall x \in B_{r}\left(x_{0}\right) \tag{6.73}
\end{equation*}
$$

Since $\varphi$ touches $w_{\infty}$ strictly at $x_{0}$ and $w_{m} \rightarrow w_{\infty}$ uniformly, for every $m \in \mathbb{N}$ large enough there exist $c_{m} \in \mathbb{R}$ and $x_{m} \in \overline{B_{r}\left(x_{0}\right)}$ such that $c_{m}+\varphi\left(x_{m}\right)=w_{m}\left(x_{m}\right)$, and $c_{m}+\varphi(x) \leq w_{m}(x)$ for every $x \in B_{r}\left(x_{0}\right)$. In addition, $c_{m} \rightarrow 0$ and $x_{m} \rightarrow x_{0}$ as $m \rightarrow \infty$.

Let $h:=\inf _{\partial B_{r / 2}\left(x_{0}\right)}\left(w_{\infty}-\varphi\right) / 2>0$. Since $c_{m}$ converge to 0 and $w_{m}$ converge to $w_{\infty}$, for every $m$ large enough $h \leq \inf _{\partial B_{r / 2}\left(x_{0}\right)}\left(w_{m}+c_{m}-\varphi\right)$. Let $\left(w_{m}+c_{m}-\varphi-h\right)^{-}$be the negative part of the function $w_{m}+c_{m}-\varphi-h$, and let $\Gamma_{m}$ be the convex envelope of $\left(w_{m}+c_{m}-\varphi-h\right)^{-}$in $B_{r}\left(x_{0}\right)$.

Since the function $w_{m}+c_{m}-\varphi-h$ is of class $C^{2}$, it is a classical fact that $\Gamma_{m}$ is of class $C^{1,1}$ inside $B_{r}\left(x_{0}\right)$ (see for instance [DF3]).

For every $m$ let $E_{m}$ be the contact set between $w_{m}+c_{m}-\varphi-h$ and $\Gamma_{m}$ in $B_{r / 2}\left(x_{0}\right)$, namely

$$
E_{m}:=\left\{x \in B_{r / 2}\left(x_{0}\right): w_{m}(x)+c_{m}-\varphi(x)-h=\Gamma_{m}(x)\right\} .
$$

Recalling (6.73), we see that the function $w_{m}+c_{m}-\varphi-h$ solves

$$
\begin{align*}
a_{i j}\left(\theta_{m} \nabla w_{m}\right) \partial_{i j}\left(w_{m}+c_{m}-\varphi-h\right) & =f_{m}-a_{i j}\left(\theta_{m} \nabla w_{m}\right) \partial_{i j} \varphi  \tag{6.74}\\
& <f_{m}-\left[a_{i j}\left(\theta_{m} \nabla w_{m}\right)-a_{i j}(0)\right] \partial_{i j} \varphi
\end{align*}
$$

in $B_{r}\left(x_{0}\right)$. In addition, since $\Gamma_{m}$ is convex, has oscillation $h$ and vanishes on $\partial B_{r}\left(x_{0}\right)$, it is easy to see that

$$
\begin{equation*}
\left|\nabla \Gamma_{m}(x)\right| \leq \frac{2 h}{r} \quad \forall x \in B_{r / 2}(0) \tag{6.75}
\end{equation*}
$$

Since at the contact points the gradient of $w_{m}-\varphi$ coincides with the gradient of $\Gamma_{m}$, it follows that, for every $x \in E_{m}$,

$$
a_{i j}\left(\theta_{m} \nabla w_{m}\right)-a_{i j}(0)=a_{i j}\left(\theta_{m}\left(\nabla \varphi+\nabla \Gamma_{m}\right)\right)-a_{i j}(0) .
$$

Hence the equation (6.74) is uniformly elliptic at the contact points for $m$ large enough and in addition the term $a_{i j}\left(\theta_{m} \nabla w_{m}\right)-a_{i j}(0)$ converges uniformly to 0 on $E_{m}$ as $m \rightarrow \infty$.

Hence, applying the Alexandroff-Bakelman-Pucci estimate (see Theorem 1.23) we obtain

$$
\begin{align*}
h-c_{m} & \leq \sup _{B_{r / 2}\left(x_{0}\right)}\left(w_{m}+c_{m}-\varphi-h\right)^{-} \\
& \leq C r\left\|\left(f_{m}+\left(a_{i j}\left(\theta_{m} \nabla w_{m}\right)-a_{i j}(0)\right) \partial_{i j} \varphi\right)^{+}\right\|_{L^{d}\left(E_{m}\right)}  \tag{6.76}\\
& \leq C r\left(\left\|f_{m}\right\|_{L^{d}\left(B_{1}(0)\right)}+\left\|a_{i j}\left(\theta_{m} \nabla w_{m}\right)-a_{i j}(0)\right\|_{L^{d}\left(E_{m}\right)}\|\varphi\|_{C^{2}\left(B_{1}(0)\right)}\right),
\end{align*}
$$

where $C>0$ depends only on $d, \lambda$ and $\Lambda$, and letting $m \rightarrow \infty$ we get

$$
h \leq C r \liminf _{m \rightarrow+\infty}\left[\left\|f_{m}\right\|_{L^{d}\left(B_{1}(0)\right)}+\left\|a_{i j}\left(\theta_{m} \nabla w_{m}\right)-a_{i j}(0)\right\|_{L^{d}\left(E_{m}\right)}\|\varphi\|_{C^{2}\left(B_{1}(0)\right)}\right]=0,
$$

a contradiction. A symmetric argument proves also that $w_{\infty}$ is a subsolution of (6.66).
Therefore $w_{\infty}$ solves (6.66) in the viscosity sense, and being (6.66) a uniformly elliptic equation with constant coefficients, $w_{\infty}$ is actually a classical solution. This fact and (6.69) contradict (6.68).

We prove an improvement of flatness result when the gradient is nondegenerate. In the following proposition the assumption $f \in L^{q}\left(B_{1}(0)\right)$ for some $q>d$ plays a crucial role, and this is the optimal assumption one can make. Indeed, even for the Laplace equation $\Delta u=f$, the $C^{1, \alpha}$ regularity of the solution $u$ is false for $f \in L^{d}$ (since $W^{2, d}$ does not embed into $C^{1, \alpha}$ ).

Proposition 6.13. Let $\delta, \mathcal{F}, E, \lambda, \Lambda, f, u$, and $M$ be as in Theorem 6.4. There exist $\delta_{0}, \mu_{0}>0$, depending only on the modulus of continuity of $\nabla^{2} \mathcal{F}$, and on $\delta, \lambda$, and $\Lambda$, such that the following holds:

If $\|f\|_{L^{q}\left(B_{2}(0)\right)} \leq \delta_{0} \mu_{0}$ and for any $x \in B_{1 / 2}(0)$ there exist $A_{x} \in \mathbb{R}^{d}$ and $b_{x} \in \mathbb{R}$ such that $1+\delta \leq\left|A_{x}\right|_{E} \leq M$ and $\left|u(y)-A_{x} \cdot y-b_{x}\right| \leq \delta_{0}$ for every $y \in B_{1}(0)$, then

$$
\begin{equation*}
|u(y)-u(x)-A \cdot(y-x)| \leq C|y-x|^{1+\alpha} \quad \forall y \in B_{1}(0) \tag{6.77}
\end{equation*}
$$

with $\alpha:=1-d / q, C$ depends only on $\delta, d, \lambda$, and $\Lambda$, and $A \in \mathbb{R}^{d}$ satisfies

$$
\begin{equation*}
\left|A-A_{0}\right| \leq \frac{\widetilde{d}_{E}}{4} \delta \tag{6.78}
\end{equation*}
$$

In particular $u \in C^{1, \alpha}\left(B_{1 / 4}(0)\right)$ (with bounds depending only on the modulus of continuity of $\nabla^{2} \mathcal{F}$, on $\delta, d, \lambda$, and $\Lambda$ ), and $|\nabla u|_{E} \geq 1+\delta / 2$ inside $B_{1 / 4}(0)$.

Proof. We prove (6.77) for $x=0$. Up to a vertical translation, we can assume without loss of generality that $u(0)=0$. It suffices to show that there exists $r \in(0,1)$ such that, for every $k \in \mathbb{N} \cup\{0\}$, there is a linear function $L_{k}(y)=A_{k} \cdot y+b_{k}$ satisfying

$$
\begin{gather*}
\left|u(y)-L_{k}(y)\right| \leq \delta_{0} r^{k(\alpha+1)} \quad \forall y \in B_{r^{k}}(0) \\
\left|A_{k}-A_{k+1}\right| \leq C^{\prime} \delta_{0} r^{k \alpha} \quad\left|b_{k}-b_{k+1}\right| \leq C^{\prime} \delta_{0} r^{k(\alpha+1)} \tag{6.79}
\end{gather*}
$$

For $k=0$ the result is true by assumption.
Now we prove the result for $k+1$ assuming it for $0, \ldots, k$. Let us consider the rescaled function

$$
\begin{equation*}
w(y):=\frac{u\left(r^{k} y\right)-L_{k}\left(r^{k} y\right)}{\delta_{0} r^{k(\alpha+1)}} \quad \forall y \in B_{1}(0) \tag{6.80}
\end{equation*}
$$

Observe that, by the inductive hypothesis, $|w| \leq 1$ inside $B_{1}(0)$ and $w$ solves the equation

$$
\partial_{i j} \mathcal{F}\left(A_{k}+\delta_{0} r^{k \alpha} \nabla w(y)\right) \partial_{i j} w(y)=\frac{r^{k(1-\alpha)}}{\delta_{0}} f\left(r^{k} y\right) \quad \text { in } B_{1}(0)
$$

Recalling that $\alpha=1-d / q$, by a change of variable and Hölder inequality we get

$$
\begin{align*}
\left\|r^{k} f\left(r^{k} y\right)\right\|_{L^{d}\left(B_{1}(0)\right)} & =\|f\|_{L^{d}\left(B_{r^{k}}(0)\right)} \\
& \leq\left|B_{1}(0)\right|^{1 / q} r^{k \alpha}\|f\|_{L^{q}\left(B_{r^{k}}(0)\right)}  \tag{6.81}\\
& \leq\left|B_{1}(0)\right|^{1 / q} r^{k \alpha}\|f\|_{L^{q}\left(B_{2}(0)\right)}
\end{align*}
$$

Since $\|f\|_{L^{q}\left(B_{2}(0)\right)} \leq \delta_{0} \mu_{0}$, we get

$$
\begin{equation*}
\frac{r^{k(1-\alpha)}}{\delta_{0}}\left\|f\left(r^{k} y\right)\right\|_{L^{d}\left(B_{1}(0)\right)} \leq\left|B_{1}(0)\right|^{1 / q} \mu_{0} \tag{6.82}
\end{equation*}
$$

Recalling (6.53) and (6.79), by the inductive assumption we get

$$
\widetilde{d}_{E} \sum_{i=0}^{k-1}\left|A_{i}-A_{i+1}\right|_{E} \leq \sum_{i=0}^{k-1}\left|A_{i}-A_{i+1}\right| \leq C^{\prime} \delta_{0} \sum_{i=0}^{k-1} r^{i \alpha} \leq C^{\prime} \delta_{0} \sum_{i=0}^{\infty} r^{i \alpha} \leq \frac{\tilde{d}_{E}}{4} \delta
$$

provided we choose $\delta_{0}$ small enough. Hence $A_{k} \notin E$, and more precisely

$$
\begin{equation*}
1+\frac{3}{4} \delta \leq\left|A_{0}\right|_{E}-\sum_{i=0}^{k-1}\left|A_{i}-A_{i+1}\right|_{E} \leq\left|A_{k}\right|_{E} \leq\left|A_{0}\right|_{E}+\sum_{i=0}^{k-1}\left|A_{i}-A_{i+1}\right|_{E} \leq M+\frac{\delta}{4} \tag{6.83}
\end{equation*}
$$

Define $a_{i j}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ as $a_{i j}(v):=\partial_{i j} \mathcal{F}\left(A_{k}+v\right)$. Then by (6.53) and (6.83) we have

$$
B_{\widetilde{d}_{E} \delta / 4}\left(A_{k}\right) \subseteq\left\{\left|y-A_{k}\right|_{E} \leq \frac{\delta}{4}\right\} \subseteq\left\{|y|_{E} \geq 1+\frac{\delta}{2}\right\}
$$

so by assumption (6.11) on $\mathcal{F}$ we get

$$
\lambda I \leq \nabla^{2} \mathcal{F}(v) \leq \Lambda I \quad \text { for any } v \in B_{\widetilde{d}_{E} \delta / 4}\left(A_{k}\right)
$$

which implies that the coefficients $a_{i j}$ are uniformly elliptic inside $B_{\widetilde{d}_{E} \delta / 4}(0)$ with constants $\lambda, \Lambda$.

Let $\sigma$ and $\mu$ be the functions provided by Lemma 6.12. If $\delta_{0}$ is small enough so that $\delta_{0} r^{k \alpha} \leq \sigma\left(r^{1+\alpha} / 2\right)$, and $\mu_{0}$ is small enough so that $\left|B_{1}(0)\right|^{1 / q} \mu_{0} \leq \mu\left(r^{1+\alpha} / 2\right)$, Lemma 6.12 applied to $w$ implies the existence of a function $v: B_{1}(0) \rightarrow \mathbb{R}$ such that

$$
\partial_{i j} \mathcal{F}\left(A_{k}\right) \partial_{i j} v=0 \quad \text { in } B_{1}(0)
$$

and

$$
\begin{equation*}
|v(y)-w(y)| \leq \frac{r^{1+\alpha}}{2} \quad \forall y \in B_{1 / 2}(0) \tag{6.84}
\end{equation*}
$$

In particular, since $|v(y)| \leq|v(y)-w(y)|+|w(y)| \leq 3 / 2$ in $B_{1 / 2}(0)$, and $v$ solves a uniformly elliptic equation with constant coefficients, there exist $C^{\prime}>0$ (depending only on $d, \lambda, \Lambda$ ) and a linear function $L(y)=A \cdot y+b$, such that

$$
|v(y)-A \cdot y-b| \leq C^{\prime}|y|^{2} \quad \forall y \in B_{1 / 4}(0)
$$

In particular, if $C^{\prime} r^{1-\alpha} \leq 1 / 2$ and $r \leq 1 / 4$, we get

$$
\begin{equation*}
|v(y)-A \cdot y-b| \leq C^{\prime} r^{2} \leq \frac{r^{1+\alpha}}{2} \quad \forall y \in B_{r}(0) \tag{6.85}
\end{equation*}
$$

Hence, first we choose $0<r<1 / 4$ such that

$$
C^{\prime} r^{1-\alpha} \leq \frac{1}{2}
$$

then fix $\delta_{0}$ such that

$$
\delta_{0} r^{\alpha} \leq \sigma\left(r^{1+\alpha} / 2\right) \quad \text { and } \quad C^{\prime} \delta_{0} \sum_{i=0}^{\infty} r^{i \alpha} \leq \frac{\widetilde{d}_{E}}{4} \delta
$$

and finally take $\mu_{0}$ such that

$$
\left|B_{1}(0)\right|^{1 / q} \mu_{0} \leq \mu\left(r^{1+\alpha} / 2\right)
$$

Then from (6.84) and (6.85) we get

$$
|w(y)-A \cdot y-B| \leq|w(y)-v(y)|+|v(y)-A \cdot y-B| \leq r^{1+\alpha} \quad \forall y \in B_{r}(0)
$$

which can be rewritten in terms of $u$ as (see (6.80))

$$
\left|u(y)-L_{k+1}(y)\right| \leq \delta_{0} r^{(k+1)(\alpha+1)} \quad \forall y \in B_{r^{k+1}}(0)
$$

where

$$
L_{k+1}(y):=L_{k}(y)-\delta_{0} r^{k(\alpha+1)} L\left(\frac{y}{r^{k}}\right)
$$

It is easy to check that (6.79) holds for some $C^{\prime}$ large enough independent of $\delta_{0}$ and $r$, and this concludes the proof of the inductive step.

Also, it follows from (6.79) and the definition of $\delta_{0}$ that

$$
\begin{equation*}
\left|A_{k}-A_{0}\right| \leq \sum_{i=0}^{k-1}\left|A_{i}-A_{i+1}\right| \leq \frac{\widetilde{d}_{E}}{4} \delta \tag{6.86}
\end{equation*}
$$

which proves (6.78) in the limit.
Finally, the fact that (6.77) implies that $u \in C^{1, \alpha}\left(B_{1 / 4}(0)\right)$ is standard (see for instance [DF3, Lemma 3.1]).

### 6.5 Proof of Theorems 6.4 and 6.1

Proof of Theorem 6.4. For any $x_{0} \in B_{1}(0)$ and $r \in(0,1)$, we have

$$
\int_{B_{1}(0)}\left|r f\left(x_{0}+r x\right)\right|^{p} d x=\int_{B_{r}\left(x_{0}\right)} r^{p-d}|f(x)|^{p} d x \leq r^{p-d}\|f\|_{L^{p}\left(B_{2}(0)\right)}^{p}
$$

Let $\mu_{0}$ and $\delta_{0}$ be as in Proposition 6.13. Fix $r<1 / 2$ small enough such that

$$
r^{1-d / p}\|f\|_{L^{p}\left(B_{1}(0)\right)} \leq \delta_{0} \mu_{0}
$$

so that

$$
\begin{equation*}
\left\|r f\left(x_{0}+r x\right)\right\|_{L^{p}\left(B_{1}(0)\right)} \leq \delta_{0} \mu_{0} \tag{6.87}
\end{equation*}
$$

Consider now the function $w: B_{1}(0) \rightarrow \mathbb{R}$ given by

$$
w(x):=\frac{1}{r} u\left(x_{0}+r x\right) \quad \forall x \in B_{1}(0)
$$

which by (6.12) solves

$$
\begin{equation*}
\left.\partial_{i}\left[\partial_{i j} \mathcal{F}(\nabla w(x)) \partial_{j} w(x)\right)\right]=r f\left(x_{0}+r x\right) \tag{6.88}
\end{equation*}
$$

Our goal is to show that the quantity

$$
\begin{equation*}
\sup _{x \in B_{2-i}(0)}\left\{\left|\left(|\nabla w(x)|_{E}-1-\delta\right)_{+}-\left(|\nabla w(0)|_{E}-1-\delta\right)_{+}\right|\right\} \quad \forall i \in \mathbb{N} \tag{6.89}
\end{equation*}
$$

decays geometrically.
For every $i \in \mathbb{N}$ set

$$
d_{i}:=\sup _{x \in B_{2-i}(0)}\left(|\nabla w(x)|_{E}-(1+\delta)\right)_{+}
$$

and let $k$ be the smallest value of $i \in \mathbb{N}$ such that

$$
\begin{equation*}
\sup _{e^{*} \in \partial E^{*}}\left|\left\{x \in B_{2^{-2 i-1}(0)}:\left(\partial_{e^{*}} w(x)-(1+\delta)\right)_{+} \geq(1-\eta) d_{2 i}\right\}\right| \geq(1-\eta)\left|B_{2^{-2 i-1}}(0)\right| \tag{6.90}
\end{equation*}
$$

$(k=\infty$ if there is no such $i)$. By Lemma 6.10 there exists a constant $C_{0}>0$ and $\alpha_{0} \in(0,1)$ such that

$$
\begin{equation*}
d_{2 i} \leq C_{0} 2^{-2 i \alpha_{0}} \quad \forall i=0, \ldots, k \tag{6.91}
\end{equation*}
$$

If $k=\infty$, then there is nothing to prove. Assume then that $k$ is finite.
For every $k+1 \leq i \leq 2 k$ we estimate $d_{2 i}$ with $d_{2 k}$, and from (6.91) applied to $d_{2 k}$ we obtain

$$
\begin{equation*}
d_{2 i} \leq d_{2 k} \leq C_{0} 2^{-2 k \alpha_{0}} \leq C_{0} 2^{-i \alpha_{0}} \tag{6.92}
\end{equation*}
$$

We now scale the function $w$ in order to preserve its gradient:

$$
v(x):=2^{2 k+1}\left(w\left(2^{-2 k-1} x\right)-w(0)\right) \quad \forall x \in B_{1}(0)
$$

Since $\nabla v(x)=\nabla w\left(2^{-2 k-1} x\right)$, from (6.90) we obtain that there exists $e^{*} \in \partial E^{*}$ such that

$$
\begin{equation*}
\left|\left\{x \in B_{1}(0):\left(\partial_{e^{*}} v(x)-(1+\delta)\right)_{+} \geq(1-\eta) d_{2 k}\right\}\right| \geq(1-\eta)\left|B_{1}(0)\right| \tag{6.93}
\end{equation*}
$$

Moreover, we have that $|\nabla v(x)|_{E} \leq d_{2 k}+\delta+1 \leq M / \widetilde{d}_{E}$ for every $x \in B_{1}(0)$ (recall (6.53)). Hence, from Lemma 6.11 applied to $v$ with $\varepsilon=\delta_{0} \widetilde{d}_{E} / M$ (with $\delta_{0}$ as in Proposition 6.13) and $\zeta=d_{2 k}$, there exist $A \in \mathbb{R}^{d}$ with $|A|_{E}=d_{2 k+1}+\delta+1$ and $b \in \mathbb{R}$ such that

$$
\begin{equation*}
|v(x)-A \cdot x-b| \leq \varepsilon\left(d_{2 k+1}+\delta+1\right) \leq \varepsilon M / \widetilde{d}_{E}=\delta_{0} \quad \forall x \in B_{1}(0) \tag{6.94}
\end{equation*}
$$

From (6.88), (6.87), and (6.94), the hypothesis of Proposition 6.13 are satisfied, so there exists a constant $C_{1}$, depending only on $\delta, d, \lambda$, and $\Lambda$, such that

$$
|\nabla v(x)-\nabla v(0)| \leq C_{1}|x|^{\alpha_{1}} \quad \forall x \in B_{1 / 4}(0),
$$

where $\alpha_{1}:=1-d / q$. Since the function $x \rightarrow(|x|-1-\delta)_{+}$is 1 -Lipschitz, we get

$$
\begin{aligned}
\left|(|\nabla w(x)|-1-\delta)_{+}-(|\nabla w(0)|-1-\delta)_{+}\right| & \leq|\nabla w(x)-\nabla w(0)| \\
& =\left|\nabla v\left(2^{2 k+1} x\right)-\nabla v(0)\right|
\end{aligned}
$$

for every $x \in B_{2^{-2 k-2}}(0)$. In particular, for any $i \geq 2 k+1$ and $x \in B_{2^{-2 i}}(0)$ we have

$$
\begin{align*}
\left|(|\nabla w(x)|-1-\delta)_{+}-(|\nabla w(0)|-1-\delta)_{+}\right| & \leq C_{1} 2^{(2 k+1) \alpha_{1}}|x|^{\alpha_{1}} \\
& \leq C_{1} 2^{(2 k+1-2 i) \alpha_{1}} \leq C_{1} 2^{-i \alpha_{1}} \tag{6.95}
\end{align*}
$$

Setting $\bar{C}:=2 \max \left\{C_{0}, C_{1}\right\}$ and $\bar{\alpha}:=\min \left\{\alpha_{0}, \alpha_{1}\right\} / 2$, from (6.91), (6.92), and (6.95), we obtain that for every $i \in \mathbb{N}$

$$
\sup _{x \in B_{2}-2 i(0)}\left\{\left|\left(|\nabla w(x)|_{E}-1-\delta\right)_{+}-\left(|\nabla w(0)|_{E}-1-\delta\right)_{+}\right|\right\} \leq \bar{C} 2^{-2 i \bar{\alpha}}
$$

namely

$$
\sup _{x \in B_{2}-2 i_{r}\left(x_{0}\right)}\left\{\left|\left(|\nabla u(x)|_{E}-1-\delta\right)_{+}-\left(\left|\nabla u\left(x_{0}\right)\right|_{E}-1-\delta\right)_{+}\right|\right\} \leq \bar{C} 2^{-2 i \bar{\alpha}}
$$

from which (6.13) follows easily.
Proof of Theorem 6.1. Let $\Omega^{\prime} \Subset \Omega^{\prime \prime} \Subset \Omega^{\prime \prime \prime} \Subset \Omega$ and set $M:=\|\nabla u\|_{L^{\infty}\left(\Omega^{\prime \prime \prime}\right)}$ ( $M$ is finite because $u$ is locally Lipschitz inside $\Omega$ ). Recall that $\mathcal{F}$ is $C^{2}$ outside $\bar{E}$, so in particular it is $C^{2}$ for $|v|>d_{E}($ recall (6.53)).

We now want to find a functional $\mathcal{G} \in C^{2}\left(\mathbb{R}^{d} \backslash \bar{E}\right)$ which coincides with $\mathcal{F}$ inside $B_{M}(0)$ (so that $\mathcal{F}(\nabla u)=\mathcal{G}(\nabla u)$ inside $\Omega^{\prime \prime \prime}$ ) but $\mathcal{G}$ is quadratic at infinity. We follow a construction used in [AF].

Let $M^{\prime}=\sup \left\{\mathcal{F}(v): v \in B_{M+2 d_{E}}(0)\right\}$. Let $\psi:[0, \infty) \rightarrow \mathbb{R}$ be a $C^{\infty}$ function such that $\psi(t)=t$ in $\left[0, M^{\prime}+1\right]$, and $\psi(t)=M^{\prime}+2$ in $\left[M^{\prime}+2, \infty\right]$. Since $\mathcal{F}$ is coercive, the function $\psi(\mathcal{F}(v))$ is constant outside some ball. Hence

$$
N:=\sup _{|v|>M+d_{E}}\left|\nabla^{2}[\psi \circ \mathcal{F}](v)\right|
$$

is finite. Let $\phi \in C^{2}\left(\mathbb{R}^{d}\right)$ be a convex function such that $\phi(x)=0$ for every $x \in B_{M+d_{E}}(0)$, $\nabla^{2} \phi(x) \leq(2 N+1)$ Id for every $x \in \mathbb{R}^{d}$ and $\nabla^{2} \phi(x) \geq(N+1)$ Id for every $x \in \mathbb{R}^{d} \backslash$ $B_{M+2 d_{E}}(0)$. Define

$$
\begin{equation*}
\mathcal{G}(v):=\psi(\mathcal{F}(v))+\phi(v) \quad \forall v \in \mathbb{R}^{d} . \tag{6.96}
\end{equation*}
$$

Computing the Hessian of $\mathcal{G}$, we obtain that $\mathcal{G}$ is convex, that $\nabla^{2} \mathcal{G}(v) \leq(3 N+1)$ Id for every $|v|>M+d_{E}$ and that $\mathrm{Id} \leq \nabla^{2} \mathcal{G}(v)$ for every $|v|>M+2 d_{E}$. Since $\mathcal{G}=\mathcal{F}$ inside
$B_{2 d_{E}+M}(0)$ and $u$ solves the Euler-Lagrange equation (6.12) in the sense of distributions, $u$ solves also the Euler-Lagrange equation for $\mathcal{G}$, and so by convexity of $\mathcal{G}$ it is a minimizer for the functional

$$
\int_{\Omega^{\prime \prime \prime}} \mathcal{G}(\nabla u)+f u .
$$

By (6.7) we have that for every $\delta>0$ small there exist $\lambda_{\delta}^{\prime}, \Lambda_{\delta}^{\prime}>0$, depending only on $\lambda_{\delta / 4}, \Lambda_{\delta / 4}, N$, such that

$$
\begin{equation*}
\lambda_{\delta}^{\prime} \operatorname{Id} \leq \nabla^{2} \mathcal{G}(v) \leq \Lambda_{\delta}^{\prime} \mathrm{Id} \quad \text { for a.e. } v \text { such that } 1+\frac{\delta}{4} \leq|v|_{E} . \tag{6.97}
\end{equation*}
$$

Let $\rho_{\varepsilon}$ be a standard mollification kernel whose support is contained in $B_{\varepsilon}(0)$ and let

$$
\begin{gathered}
\mathcal{G}_{\varepsilon}(x):=\rho_{\varepsilon} * \mathcal{G}(x)+\varepsilon|x|^{2}, \quad f_{\varepsilon}(x):=\rho_{\varepsilon} * f(x), \\
u_{\varepsilon}:=\operatorname{argmin}\left\{\int_{\Omega^{\prime \prime \prime}} \mathcal{G}_{\varepsilon}(\nabla u)+f_{\varepsilon} u: u \in W^{1,2}\left(\Omega^{\prime \prime \prime}\right)\right\} .
\end{gathered}
$$

Note that $u_{\varepsilon} \in C^{\infty}\left(\Omega^{\prime \prime \prime}\right)$ thanks to the regularity of $\mathcal{G}_{\varepsilon}$ and $f_{\varepsilon}$, and thanks to the uniform convexity of $\mathcal{G}_{\varepsilon}$. From (6.97), for every $\delta$ small there exist $\lambda_{\delta}^{\prime \prime}, \Lambda_{\delta}^{\prime \prime}>0$, depending only on $\lambda_{\delta}^{\prime}, \Lambda_{\delta}^{\prime}, N$, such that, for $\varepsilon \leq \delta /\left(4 \widetilde{d}_{E}\right)$,

$$
\begin{equation*}
\lambda_{\delta}^{\prime \prime} \operatorname{Id} \leq \nabla^{2} \mathcal{G}_{\varepsilon}(v) \leq \Lambda_{\delta}^{\prime \prime} \mathrm{Id} \quad \text { for a.e. } v \text { such that } 1+\frac{\delta}{2} \leq|v|_{E} \tag{6.98}
\end{equation*}
$$

Differentiating the Euler equation solved by $u_{\varepsilon}$ with respect to $\partial_{e}$ for any $e \in \mathbb{S}^{d-1}$ we obtain that

$$
\begin{equation*}
\partial_{i}\left[\partial_{i j} \mathcal{G}_{\varepsilon}\left(\nabla u_{\varepsilon}(x)\right) \partial_{j}\left(\partial_{e} u_{\varepsilon}(x)\right)\right]=\partial_{e} f_{\varepsilon}(x) \tag{6.99}
\end{equation*}
$$

Hence the function $v_{\varepsilon}(x):=\left(\left|\nabla u_{\varepsilon}(x)\right|-\left(1+d_{E}\right)\right)_{+}$is a subsolution of the equation

$$
\partial_{i}\left[\partial_{i j} \mathcal{G}_{\varepsilon}\left(\nabla u_{\varepsilon}(x)\right) \partial_{j} v_{\varepsilon}\right] \geq \partial_{e} f 1_{\left\{1 / 2-v_{e}(x)>0\right\}}
$$

As we already observed in the proof of Lemma 6.10, this equation is uniformly elliptic because the values of $\partial_{i j} \mathcal{G}_{\varepsilon}\left(\nabla u_{\varepsilon}(x)\right)$ are not important when $\left|\nabla u_{\varepsilon}(x)\right| \leq 1+d_{E}$. Hence, we can apply [GT, Theorem 8.17] to obtain

$$
\begin{align*}
\left\|\left(\left|\nabla u_{\varepsilon}(x)\right|-\left(1+d_{E}\right)\right)_{+}\right\|_{L^{\infty}\left(\Omega^{\prime \prime}\right)} & \leq C^{\prime}\left(1+\left\|\left(\left|\nabla u_{\varepsilon}(x)\right|-\left(1+d_{E}\right)\right)_{+}\right\|_{L^{2}\left(\Omega^{\prime \prime \prime}\right)}\right)  \tag{6.100}\\
& \leq C^{\prime}\left(1+\left\|\nabla u_{\varepsilon}(x)\right\|_{L^{2}\left(\Omega^{\prime \prime \prime}\right)}\right)
\end{align*}
$$

for some constant $C^{\prime}$ depending only on $d, \lambda_{\delta_{0}}, \Lambda_{\delta_{0}}, \Omega^{\prime \prime}, \Omega^{\prime \prime \prime}$ (for some $\delta_{0}$ small).
Since the function $G_{\varepsilon}$ has quadratic growth at infinity, we get

$$
\begin{equation*}
\left\|\nabla u_{\varepsilon}(x)\right\|_{L^{2}\left(\Omega^{\prime \prime}\right)} \leq C\left(1+\int_{\Omega^{\prime \prime \prime}} G_{\varepsilon}\left(\nabla u_{\varepsilon}(x)\right) d x\right) \tag{6.101}
\end{equation*}
$$

From the boundedness of energies of $u_{\varepsilon}$, (6.100), and (6.101), it follows that the functions $u_{\varepsilon}$ are $M^{\prime}$-Lipschitz for $\varepsilon$ small.

Let $E_{\delta}$ be a strictly convex set such that $E \subseteq E_{\delta} \subseteq(1+\delta / 2) E$. Since

$$
\left\{|v|_{E_{\delta}}>1+\frac{\delta}{2}\right\}=\left\{v \notin\left(1+\frac{\delta}{2}\right) E_{\delta}\right\} \subseteq\left\{v \notin\left(1+\frac{\delta}{2}\right) E\right\}
$$

from (6.98) it follows that $\lambda_{\delta}^{\prime \prime} I \leq \nabla^{2} \mathcal{G}_{\varepsilon}(x) \leq \Lambda_{\delta}^{\prime \prime}$ for a.e. $x$ such that $1+\frac{\delta}{2} \leq|x|_{E_{\delta}}$. Applying Theorem 6.4 to $u_{\varepsilon}$ and $E_{\delta}$, by a covering argument we deduce that there exists a constant $D_{\delta}$ (independent of $\varepsilon$ ) such that

$$
\begin{equation*}
\left|\left(\left|\nabla u_{\varepsilon}(x)\right|_{E_{\delta}}-1-\delta\right)_{+}-\left(\left|\nabla u_{\varepsilon}(y)\right|_{E_{\delta}}-1-\delta\right)_{+}\right| \leq D_{\delta}|x-y|^{\alpha} \quad \forall x, y \in \Omega^{\prime} \tag{6.102}
\end{equation*}
$$

Without loss of generality, up to adding a constant to $u_{\varepsilon}$ we can assume that $u_{\varepsilon}(0)=0$. Hence, since $\left|\nabla u_{\varepsilon}\right| \leq M$, we obtain that, up to adding a constant a subsequence,

$$
u_{\varepsilon} \rightarrow u_{0} \quad \text { uniformly in } \Omega^{\prime}
$$

and

$$
\begin{equation*}
\nabla u_{\varepsilon} \rightharpoonup \nabla u_{0} \quad \text { weakly* in } L^{\infty}\left(\Omega^{\prime}\right) \tag{6.103}
\end{equation*}
$$

for some Lipschitz function $u_{0}$. We claim that $\nabla u_{0}=\nabla u$ outside $E$ and that

$$
\begin{equation*}
\left(\left|\nabla u_{\varepsilon}(x)\right|_{E_{\delta}}-1-\delta\right)_{+} \rightarrow\left(|\nabla u(x)|_{E_{\delta}}-1-\delta\right)_{+} \quad \text { strongly in } L^{p}\left(\Omega^{\prime}\right) \tag{6.104}
\end{equation*}
$$

for every $p<\infty$.
Indeed, from the convergence of the energies on a sequence of local minimizers, and thanks to the uniform convergence of $\mathcal{G}_{\varepsilon}$ to $\mathcal{G}$ on $B_{M^{\prime}}(0)$, we have that

$$
\begin{equation*}
\int_{\Omega^{\prime}} \mathcal{G}(\nabla u(x)) d x=\lim _{\varepsilon \rightarrow 0} \int_{\Omega^{\prime}} \mathcal{G}_{\varepsilon}\left(\nabla u_{\varepsilon}(x)\right) d x=\lim _{\varepsilon \rightarrow 0} \int_{\Omega^{\prime}} \mathcal{G}\left(\nabla u_{\varepsilon}(x)\right) d x=\int_{\Omega^{\prime}} \mathcal{G}\left(\nabla u_{0}(x)\right) d x \tag{6.105}
\end{equation*}
$$

Since $\mathcal{G}$ is strictly convex outside $E$, it follows by standard results in the calculus of variations that $\nabla u_{0}=\nabla u$ outside $E$ and (6.104) holds (a possible way to show these facts, is to consider the Young measure $\nu_{x}$ generated by $\nabla u_{\varepsilon}$, and show that $\nu_{x}=\delta_{\nabla u(x)}$ for a.e. $x$ such that $\nabla u(x) \notin E)$.

Hence, thanks to (6.104), we can take the limit as $\varepsilon \rightarrow 0$ in (6.102) to obtain $\left(|\nabla u|_{E_{\delta}}-\right.$ $1-\delta)_{+} \in C^{0, \alpha}\left(\Omega^{\prime}\right)$. In particular, the set

$$
A_{\delta}:=\left\{x \in \Omega^{\prime}:|\nabla u(x)|_{E_{\delta}}>1+\delta\right\}
$$

is open. Moreover, from the choice of $E_{\delta}$, it follows easily that

$$
\begin{equation*}
F_{\delta}:=\left\{x \in \Omega^{\prime}:|\nabla u(x)|_{E}>1+2 \delta\right\} \subset A_{\delta} \tag{6.106}
\end{equation*}
$$

Since every partial derivative of $u$ solves (6.99) (with $\varepsilon=0$ ) which is uniformly elliptic inside $A_{\delta}$, from De Giorgi regularity theorem it follows that $\nabla u \in C^{0, \alpha^{\prime}}\left(F_{\delta}\right)$, with $C^{0, \alpha^{\prime}}$ norm bounded by a constant which depends only on $\alpha, M, \delta, \lambda_{\delta}, \Lambda_{\delta}, A_{\delta}$, and $f$. By the
arbitrariness of $\delta$, we deduce that $\nabla u$ is continuous inside the open set $\left\{|\nabla u|_{E}>1\right\}$ with a universal modulus of continuity.

We also note that, since the functions $\left(|v|_{E_{\delta}}-1-\delta\right)_{+}$converge uniformly to $\left(|v|_{E}-1\right)_{+}$ on $B_{M^{\prime}}(0)$, we get that $\left(|\nabla u|_{E_{\delta}}-1-\delta\right)_{+}$converge uniformly to $\left(|\nabla u|_{E}-1\right)_{+}$, so also $\left(|\nabla u|_{E}-1\right)_{+}$is continuous with a universal modulus of continuity.

Combining this fact with the continuity of $\nabla u$ inside $\left\{|\nabla u|_{E}>1\right\}$ and the fact that $\mathcal{H}$ is continuous and vanishes on $E$, it is easy to check that $\mathcal{H}(\nabla u)$ is continuous (again with a universal modulus of continuity) everywhere inside $\Omega^{\prime}$.

## Chapter 7

## An excess-decay result for a class of degenerate elliptic equations

As in the previous Chapter, we study the local regularity of minimizers of the functional

$$
\begin{equation*}
\int_{\Omega} \mathcal{F}(\nabla u)+f u \tag{7.1}
\end{equation*}
$$

where $\Omega \subseteq \mathbb{R}^{d}$ is an open set, $\mathcal{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}, f: \Omega \rightarrow \mathbb{R}$, and $u: \Omega \rightarrow \mathbb{R}$. When a uniform ellipticity condition on $\mathcal{F}$ holds true, the regularity results are classical, as presented in the introductory Section 1.6. Even in the vectorial case, the picture is well understood: for instance, partial regularity of minimizers was proved under the uniform strict quasiconvexity assumption in [GM, AcFu] (see also the references quoted therein).

To understand regularity for more degenerate elliptic problems, a natural idea is to prove Hölder regularity at points which do not see too much the degeneracy of the equation, namely points where the gradient is close to a value where the function $\mathcal{F}$ is $C^{2}$ and uniformly convex. This scheme has been carried out by Anzellotti and Giaquinta in [AG] under the uniform convexity assumption for elliptic systems and in [AcFu2] if uniform strict quasiconvexity is assumed. In the latter paper it is proved that, if $u: \mathbb{R}^{d} \rightarrow \mathbb{R}^{N}$ (with $N \geq 1$ ) and

$$
\begin{equation*}
\lim _{r \rightarrow 0} f_{B_{r}\left(x_{0}\right)}\left|\nabla u(y)-\xi_{0}\right|^{2} d y=0 \tag{7.2}
\end{equation*}
$$

for some $\xi_{0} \in \mathbb{R}^{d N}$ and $x_{0} \in \mathbb{R}^{d}, \mathcal{F}$ is $C^{2}$ in a neighborhood of $\xi_{0}$, and a uniform strict quasiconvexity holds true around $\xi_{0}$, then $u$ is of class $C^{1, \alpha}$ in a neighborhood of $x_{0}$ for every $\alpha<1$. Their proof is based on a linearization argument. They differentiate the Euler equation

$$
\partial_{i}\left(\partial_{i} \mathcal{F}(\nabla u)\right)=f \quad \text { in } \Omega
$$

(here and in the following we use the Einstein's summation convention) with respect to a direction $e \in \mathbb{S}^{d-1}$ to obtain

$$
\begin{gathered}
\partial_{i}\left[\partial_{i j} \mathcal{F}(\nabla u(x)) \partial_{j}\left(\partial_{e} u(x)\right)\right]=\partial_{e} f(x) \quad \text { in } \Omega . \\
135
\end{gathered}
$$

Then, using (7.2), they prove that the solution of the differentiated operator is close, on smaller scales, to the solution $v$ of a differential operator with constant coefficients

$$
\partial_{i}\left[\partial_{i j} \mathcal{F}\left(\xi_{0}\right) \partial_{j} v(x)\right]=0 \quad \text { in } \Omega
$$

Since $\mathcal{F}$ is strictly quasiconvex in $\xi_{0}$, this equation is in turn nondegenerate. In this way, they obtain regularity of $u$ from the regularity of the linearized operator.

In this Chapter we study the regularity of minimizers of the function (7.1) in the scalar case assuming that $\mathcal{F}$ is $C^{1,1}$ and uniformly elliptic outside a ball, and ellipticity may degenerate inside. Basic examples which fall under these assumptions are $\mathcal{F}(x)=\boldsymbol{n}(x)^{p}$ for some $p>1$ with $\boldsymbol{n}$ an elliptic norm (see Definition 7.4), and $\mathcal{F}(x)=(|x|-1)_{+}^{p}$ for some $p>1$ (notice that, since we consider Lipschitz minimizers, the behavior of $\mathcal{F}$ at infinity is not relevant). The first example arises as an anisotropic generalization of the $p$-laplacian, whereas the second example has been already presented in Chapter 6 and it is related to some recent problems of traffic dynamic. In the following we assume that $\mathcal{F} \in C^{1,1}$ outside the degeneracy region to prove that every locally Lipschitz minimizer is $C^{1, \alpha}$ at nondegenerate points, weakening the assumptions of Theorem 6.1 (where $\mathcal{F}$ was assumed to be of class $C^{2}$ ). When $\mathcal{F}$ is assumed to be $C^{1,1}$ new techniques are needed. In this respect we mention a De Giorgi type approach in a work of De Silva and Savin [DS]; it looks possible to us that also their technique may lead to prove our result, but we believe that our approach in this setting has its own interest. On the contrary, the results in [AcFu2, CF1] described above assumed $\mathcal{F} \in C^{2}$ and this assumption cannot be easily removed with their technique, since their proof is based on a linearization argument which cannot work if the second derivatives of $\mathcal{F}$ are not continuous, because the linearized operator has no reason to stay close to the nonlinear one. Our approach is still based on a blow-up argument; however, we prove that the operator can be linearized, up to subsequence, around a limit operator which is uniformly elliptic thanks to the fact that the gradient is assumed to be mainly outside the degeneracy. To obtain strong compactness of a rescaled sequence, we use an idea of De Silva and Savin [DS] presented in Lemma 7.10.

The Chapter is organized as follows. In Section 7.1 we present the basic estimate of decay of the excess function around nondegenerate points. Then we see that this estimate can be iterated at every scale to obtain the $C^{1, \alpha}$ regularity. Finally, we see that the smallness assumption is satisfied if $u$ is close to a linear nondegenerate function in a certain sense, which in turn can be verified in the applications. In Section 7.2 we see how the estimate allows to prove $C^{1, \alpha}$ regularity for the solutions of the anisotropic $p$-laplacian and regularity outside the degeneracy for the equations arising in the context of traffic congestion. In Section 7.3 we collect all the proofs.

### 7.1 Excess-decay result at nondegenerate points and consequences

First we introduce the excess function, which measures the distance of the gradient of a solution $\nabla u$ from its average. In terms of this quantity we express the smallness condition
which guarantees regularity. The $C^{0, \alpha}$ regularity for $\nabla u$ is expressed in terms of the decay of the excess itself, through Campanato's Theorem.

We denote by $B_{r}(x)$ the open ball of center $x \in \mathbb{R}^{d}$ and radius $r>0$, often shortened as $B_{r}$ if $x=0$. Given $g: \Omega \rightarrow \mathbb{R}^{d}$, with the notation $\int_{B_{r}(x)} g$ or $(g)_{B_{r}(x)}$ we mean the average of $g$ on the ball $B_{r}(x)$.

Let $\Omega$ be an open set and let $f \in L^{q}(\Omega)$ for some $q>d$. For every $u \in W^{1,2}(\Omega), x \in \Omega$, $r<d(x, \Omega)$ we consider the excess

$$
U(u, x, r):=\left(f_{B_{r}(x)}\left|\nabla u(y)-(\nabla u)_{B_{r}(x)}\right|^{2} d y\right)^{1 / 2}+r^{(q-d) /(2 q)}\|f\|_{L^{q}\left(B_{1}\right)} .
$$

The following Theorem provides an excess-decay estimate for local minimizers of the functional (7.1) at points where $\nabla u$ is nondegenerate. In order for the equation to be considered nondegenerate on a certain ball $B_{r}(x)$, we require that the average $(\nabla u)_{B_{r}(x)}$ is not in the degeneracy region, that $\nabla u$ does not oscillate too much, and that the scale $r$ is chosen sufficiently small to make the right-hand side irrelevant. These last two informations are encoded in the smallness of the excess. As we shall show in the corollaries below, the result can be iterated on smaller scales to provide Hölder regularity for the gradient around nondegenerate points.

Theorem 7.1. Let $0<\lambda \leq \Lambda$ and let $f \in L^{q}\left(B_{1}\right)$ for some $q>d \geq 2$. Let $\mathcal{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a convex function such that $\mathcal{F} \in C^{1,1}\left(\mathbb{R}^{d} \backslash B_{1 / 4}(0)\right)$ and

$$
\begin{equation*}
\lambda \mathrm{Id} \leq \nabla^{2} \mathcal{F}(x) \leq \Lambda \mathrm{Id} \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \in \mathbb{R}^{d} \backslash B_{1 / 4}(0) . \tag{7.3}
\end{equation*}
$$

Let $u \in W^{1, \infty}\left(B_{1}\right)$ be a minimizer of the functional (7.1) and let us assume that $|\nabla u| \leq 1$ in $B_{1}$.

Then there exist $\tau_{0}, \alpha>0$, depending only on $d, q, \lambda, \Lambda,\|\nabla \mathcal{F}\|_{L^{\infty}\left(B_{1}\right)}$, such that for every $\tau \leq \tau_{0}$ there exists $\varepsilon=\varepsilon(\tau)$ for which the following property holds true: If for some $x \in B_{1 / 2}$ and $r<1 / 4$ we have

$$
\frac{3}{4} \leq\left|(\nabla u)_{B_{r}(x)}\right| \leq 1, \quad U(u, x, r) \leq \varepsilon,
$$

then

$$
U(u, x, \tau r) \leq \tau^{\alpha} U(u, x, r) .
$$

Theorem 7.1 can be iterated to obtain the decay of the excess at every scale.
Corollary 7.2. Let $\lambda, \Lambda, q, f, \mathcal{F}$, and $u$ be as in Theorem 7.1. Then there exist $\tau_{0}, \alpha>0$, depending only on $d, q, \lambda, \Lambda,\|\nabla \mathcal{F}\|_{L^{\infty}\left(B_{1}\right)}$, such that for every $\tau \leq \tau_{0}$ there exists $\varepsilon=\varepsilon(\tau)$ for which the following property holds true: If for some $x \in B_{1 / 2}$ and $r<1 / 4$ we have

$$
\begin{equation*}
\frac{7}{8} \leq\left|(\nabla u)_{B_{r}(x)}\right| \leq 1, \quad U(u, x, r) \leq \varepsilon, \tag{7.4}
\end{equation*}
$$

then

$$
\begin{equation*}
U\left(u, x, \tau^{k} r\right) \leq \tau^{\alpha k} U(u, x, r) \quad \forall k \in \mathbb{N} . \tag{7.5}
\end{equation*}
$$

The assumption in Corollary 7.3 is satisfied in a ball if the gradient of $u$ is aligned in a fixed direction, as the following corollary states. This will be in turn useful to obtain $C^{1, \alpha}$ regularity at nondegenerate points in the applications of Section 7.2.
Corollary 7.3. Let $\lambda, \Lambda, q, f, \mathcal{F}$, and $u$ be as in Theorem 7.1. Then there exist $\eta, \alpha, C, \tau, r_{0}>0$, depending only on $d, q, \lambda, \Lambda,\|f\|_{L^{q}\left(B_{1}\right)},\|\nabla \mathcal{F}\|_{L^{\infty}\left(B_{1}\right)}$, such that if $|\nabla u(x)| \leq$ 1 for every $x \in B_{1}$ and

$$
\begin{equation*}
\left|\left\{x \in B_{1}: \partial_{\mathbf{v}} u(x) \geq 1-\eta\right\}\right| \geq(1-\eta)\left|B_{1}\right| \tag{7.6}
\end{equation*}
$$

for some $\mathbf{v} \in \mathbb{S}^{d-1}$, then

$$
\begin{equation*}
U\left(u, x, \tau^{k} r_{0}\right) \leq \tau^{\alpha k} U\left(u, x, r_{0}\right) \quad \forall k \in \mathbb{N} \quad \forall x \in B_{1 / 2} \tag{7.7}
\end{equation*}
$$

In particular, we have

$$
\begin{equation*}
\|u\|_{C^{1, \alpha}\left(B_{1 / 2}\right)} \leq C \tag{7.8}
\end{equation*}
$$

### 7.2 Applications: the anisotropic $p$-Laplace equation and traffic models

The anisotropic $p$-Laplace equation The simplest example of degenerate elliptic equation is given by the $p$-Laplace equation

$$
\partial_{i}\left(|\nabla u|^{p-2} \partial_{i} u\right)=f
$$

corresponding to the choice $\mathcal{F}(x)=|x|^{p} / p$ in the minimization of the function (7.1); in this case the degeneracy consists in a single point, the origin, and it is possible to obtain $C^{1, \alpha}$ regularity of the solution (see Section 1.6.1). In the following, we introduce a generalization of the $p$-laplacian which involves an anisotropic norm. We consider an open set $\Omega \subseteq \mathbb{R}^{d}$ and a local minimizer for the functional

$$
\begin{equation*}
\int_{\Omega} \frac{\boldsymbol{n}(\nabla u)^{p}}{p}+f u \tag{7.9}
\end{equation*}
$$

where $\boldsymbol{n}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$is a positively 1-homogeneous convex function and $f \in L^{q}(\Omega)$ for some $q>d$.

To ensure the equation to be elliptic outside the origin, we need to consider only norms which satisfy an ellipticity condition in the direction orthogonal to $\nabla \boldsymbol{n}$. For example, the $p$-norms (namely $\boldsymbol{n}(x)=\left(\left|x_{1}\right|^{p}+\ldots+\left|x_{d}\right|^{p}\right)^{1 / p}$ for $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$ ) are not included in the following definition and indeed the problem of regularity of minimizers is, to our knowledge, open.
Definition 7.4. An "elliptic norm" $\boldsymbol{n} \in C_{\mathrm{loc}}^{1,1}\left(\mathbb{R}^{d} \backslash\{0\}\right)$ is a convex positively 1-homogenous function with $\boldsymbol{n}(0)=0$, positive outside the origin, for which there exist $\lambda, \Lambda>0$ such that

$$
\begin{equation*}
\lambda\left|\tau-(\tau \cdot \nabla \boldsymbol{n}(v)) \frac{\nabla \boldsymbol{n}(v)}{|\nabla \boldsymbol{n}(v)|^{2}}\right|^{2} \leq \boldsymbol{n}(v) \partial_{i j} \boldsymbol{n}(v) \tau_{i} \tau_{j} \leq \Lambda|\tau|^{2} \tag{7.10}
\end{equation*}
$$

for $\mathscr{L}^{d}$-a.e. $v \in \mathbb{R}^{d}, \tau \in \mathbb{R}^{d} .{ }^{1}$
In the following, we prove that every Lipschitz solution of the anisotropic p-Laplace equation is $C^{1, \alpha}$.

Theorem 7.5. Let $0<\lambda \leq \Lambda, p>1, \Omega$ a bounded open subset of $\mathbb{R}^{d}$, $d \geq 2$, and $f \in L^{q}\left(B_{1}\right)$ for some $q>d$. Let $\boldsymbol{n}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be an elliptic norm and let $u \in W_{\text {loc }}^{1, \infty}(\Omega)$ be a local minimizer of the functional (7.9).

Then there exists $\alpha \in(0,1)$, which depends only on $d, p, q, \lambda, \Lambda,\|\nabla \boldsymbol{n}\|_{\infty}$ such that $\nabla u \in C_{\operatorname{loc}}^{0, \alpha}(\Omega)$, namely for every $\Omega^{\prime} \Subset \Omega$ there exists a constant $C>0$ such that

$$
|\nabla u(x)-\nabla u(y)| \leq C|x-y|^{\alpha} \quad \forall x, y \in \Omega^{\prime} .
$$

This constant $C$ depends only on $d, p, q, \lambda, \Lambda,\|\nabla \boldsymbol{n}\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right),\|f\|_{q}$, and $\|\nabla u\|_{\infty}$ in a neighborhood of $\Omega^{\prime}$.

In the theorem above we assume Lipschitz regularity of the solution to prove $C^{1, \alpha}$ regularity; notice that the Lipschitz regularity follows from $[\mathbf{E M T}, \mathbf{B r}, \mathbf{F F M}]$. To avoid annoying details about a regularization argument, we prove the result in terms of an apriori estimate; hence we assume that $u$ is smooth, and so is $\boldsymbol{n}$ outside the origin (For more details about the regularization, see for instance the proof of Theorem 6.1).

The key idea to prove Theorem 7.5 is a lemma which provides a separation between degeneracy and nondegeneracy; here, there is a clear analogy with the main idea behind the proof of Theorem 6.1. The basic lemma says that the gradient of the solution $\nabla u$ is either close to a nonzero constant, or it decays on a smaller ball. When the first case happens at some scale, we obtain $C^{1, \alpha}$ regularity of $u$ through Corollary 7.3. Otherwise, the decay of $\nabla u$ at every scale provides $C^{1, \alpha}$ regularity of $u$.

As we show now the dichotomy, stated at scale one in Lemma 7.11 (compare with Lemma 6.10), is based on the construction of suitable subsolutions to a uniformly elliptic equation, namely $\left(\partial_{e} u(x)-1 / 2\right)_{+}$for every $e \in \mathbb{S}^{d-1}$. Indeed, let $u: B_{1} \rightarrow \mathbb{R}$ be a Lipschitz local minimizer of (7.1) with Lipschitz constant 1 ; then it solves the Euler equation

$$
\begin{equation*}
\partial_{i}\left[\boldsymbol{n}(\nabla u(x))^{p-1} \partial_{i} \boldsymbol{n}(\nabla u(x))\right]=f(x) \quad x \in B_{1} \tag{7.11}
\end{equation*}
$$

Let us introduce the coefficients

$$
\begin{equation*}
A_{i j}(x):=\boldsymbol{n}(x)^{p-2}\left((p-1) \partial_{i} \boldsymbol{n}(x) \partial_{j} \boldsymbol{n}(x)+\boldsymbol{n}(x) \partial_{i j} \boldsymbol{n}(x)\right) \quad \forall x \in \mathbb{R}^{d} \tag{7.12}
\end{equation*}
$$

Given $e \in \mathbb{S}^{d-1}$, we differentiate (7.11) in the direction $e \in \mathbb{S}^{d-1}$ to obtain

$$
\partial_{i}\left[A_{i j}(\nabla u(x)) \partial_{j}\left(\partial_{e} u(x)\right)\right]=\partial_{e} f(x)
$$

[^2]We notice that, setting

$$
\begin{equation*}
a_{i j}(x):=(p-1) \partial_{i} \boldsymbol{n}(x) \partial_{j} \boldsymbol{n}(x)+\boldsymbol{n}(x) \partial_{i j} \boldsymbol{n}(x) \quad \forall x \in \mathbb{R}^{d} \tag{7.13}
\end{equation*}
$$

the coefficients $a_{i j}$ are uniformly elliptic. Indeed, $\nabla \boldsymbol{n}$ is 0 -homogeneous and since $\boldsymbol{n} \in$ $C_{\mathrm{loc}}^{1,1}\left(\mathbb{R}^{d} \backslash\{0\}\right)$ we have that $0<c \leq|\nabla \boldsymbol{n}| \leq C<\infty$; therefore for every $\tau \in \mathbb{R}^{d}$ we obtain that

$$
\begin{aligned}
a_{i j} \tau_{i} \tau_{j} & \geq(p-1)|\nabla \boldsymbol{n}(v)|^{2}\left|\tau \cdot \frac{\nabla \boldsymbol{n}(v)}{|\nabla \boldsymbol{n}(v)|}\right|^{2}+\lambda\left|\tau-(\tau \cdot \nabla \boldsymbol{n}(v)) \frac{\nabla \boldsymbol{n}(v)}{|\nabla \boldsymbol{n}(v)|^{2}}\right|^{2} \\
& \geq \min \left\{c^{2}(p-1), \lambda\right\}|\tau|^{2}
\end{aligned}
$$

and analogously from above. Hence the coefficients $A_{i j}$ are uniformly elliptic in every compact region which does not contain the origin.

Since the function $t \mapsto(t-1 / 2)_{+}$is convex and Lipschitz with derivative $\mathbf{1}_{\{t>1 / 2\}}$, it follows that the function

$$
\begin{equation*}
v_{e}(x):=\left(\partial_{e} u(x)-1 / 2\right)_{+} \quad e \in \mathbb{S}^{d-1} \tag{7.14}
\end{equation*}
$$

is a subsolution of the equation

$$
\partial_{i}\left[A_{i j}(\nabla u(x)) \partial_{j} v_{e}(x)\right]=\partial_{e} f(x) 1_{\left\{\partial_{e} u>1 / 2\right\}}(x)
$$

Notice that the values of the coefficients $A_{i j}(\nabla u(x))$ are only relevant when $1 / 2 \leq|\nabla u(x)| \leq$ 1. Indeed the solution satisfies $|\nabla u(x)| \leq 1$ (by assumption), and when $|\nabla u(x)| \leq 1 / 2$ we have that $v_{e}(x)=0$. Therefore, thanks to the ellipticity assumption on $\boldsymbol{n}$, the equation might be assumed to be uniformly elliptic.

The idea of the proof now follows a paper by Wang [Wa], where Theorem 7.5 is presented for the classical $p$-laplacian. In this case, however, the author considers a different subsolution, namely $\boldsymbol{n}(\nabla u)^{p}$, which solves an elliptic equation with nondegenerate coefficients. Indeed, given a locally Lipschitz minimizer of (7.1) with $f=0$, the coefficients $a_{i j}$ (introduced in (7.13)) are uniformly elliptic and the function $\boldsymbol{n}(\nabla u)^{p}$ formally solves

$$
\partial_{i}\left[a_{i j}(\nabla u(x)) \partial_{j}\left(\boldsymbol{n}(\nabla u(x))^{p}\right)\right] \geq 0
$$

The choice of the subsolution in [Wa] leads to additional difficulties to pass from a nondegenerate slope of $u$ in modulus to closeness to a linear function. Moreover, the regularity at nondegenerate points is carried out in [Wa] through the analysis of the equation in nondivergence form, proving as a key lemma that any solution of the $p$-laplace equation is close to the solution of the linearized problem at nondegeneracy points. Wang's scheme can be carried out for a general elliptic norm $\boldsymbol{n}$ only assuming better regularity on $\boldsymbol{n}$, namely $\boldsymbol{n} \in C^{2}\left(\mathbb{R}^{d} \backslash\{0\}\right)$. Hence, as we shall see in Section 7.3 , the proof of Theorem 7.5 requires the use of our Theorem 7.1.

Degenerate elliptic equations and traffic models Corollary 7.3 can be used to prove local $C^{0, \alpha}$ regularity of the gradient of the solution of a degenerate elliptic equation outside the degeneracy region.

The following result is a generalization of Theorem 6.1 to more general functions $\mathcal{F}$ (we do not require $C^{2}$ regularity of $\mathcal{F}$ ). The degeneracy region is a convex set containing the origin, described, in coherence with the present Chapter, as the unit ball of a convex positively 1-homogenous function which does not need to be elliptic. The variational proof is based on Corollary 7.3, which in turn uses a different technique with respect to the proof presented in Chapter 6, that is based on some ideas of Savin [Sav] and Wang [Wa].

Theorem 7.6. Let $0<\lambda \leq \Lambda, \Omega$ a bounded open subset of $\mathbb{R}^{d}, d \geq 2, f \in L^{q}(\Omega)$ for some $q>d$. Let $\boldsymbol{m}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a convex positively 1 -homogenous function with $\boldsymbol{m}(0)=0$ which is positive outside the origin. Let $\mathcal{F}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a convex nonnegative function such that $\mathcal{F} \in C_{l o c}^{1,1}\left(\mathbb{R}^{d} \backslash \overline{\{\boldsymbol{m} \leq 1\}}\right)$, and assume that for every $\delta>0$ there exist $\lambda_{\delta}, \Lambda_{\delta}>0$ such that

$$
\lambda_{\delta} I \leq \nabla^{2} \mathcal{F}(x) \leq \Lambda_{\delta} I \quad \text { for } \mathscr{L}^{d} \text {-a.e. } x \text { such that } 1+\delta \leq \boldsymbol{m}(x) \leq 1 / \delta
$$

Let $u \in W_{\operatorname{loc}}^{1, \infty}(\Omega)$ be a local minimizer of the functional (7.1). Then, for any continuous function $H: \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that $\{\boldsymbol{m} \leq 1\} \subseteq\{H=0\}$, we have

$$
H(\nabla u) \in C^{0}(\Omega)
$$

More precisely, for every open set $\Omega^{\prime} \Subset \Omega$ there exists a modulus of continuity $\omega$ : $[0, \infty) \rightarrow[0, \infty)$ for $H(\nabla u)$ on $\Omega^{\prime}$, which depends only on $d$, the modulus of continuity of $H$, the functions $\delta \rightarrow \lambda_{\delta}, \delta \rightarrow \Lambda_{\delta},\|\nabla u\|_{\infty}$ in a neighborhood $\Omega^{\prime \prime} \subset \Omega$ of $\Omega^{\prime}$, and $\|\nabla \mathcal{F}\|_{\infty}$ in a neighborhood of $\nabla u\left(\Omega^{\prime \prime}\right)$, such that

$$
|H(\nabla u(x))-H(\nabla u(y))| \leq \omega(|x-y|) \quad \forall x, y \in \Omega^{\prime} .
$$

In particular, if $\mathcal{F} \in C^{1}\left(\mathbb{R}^{d}\right)$ then $\nabla \mathcal{F}(\nabla u) \in C^{0}(\Omega)$.

### 7.3 Proofs

Proof of Theorem 7.1 Before proving the result, we state some simple lemmas. The proof of the first lemma is an easy computation which is left to the reader.

Lemma 7.7. Let $p>1, X \in \mathbb{R}^{d}$, and let $\mathbf{v}_{1}, \ldots, \mathbf{v}_{d} \in \mathbb{R}^{d}$ be a family of vectors satisfying $\left|\mathbf{v}_{i}\right|=1$ for any $i=1, \ldots, d$ and $\left|\operatorname{det}\left(\mathbf{v}_{1}|\ldots| \mathbf{v}_{d}\right)\right|>c_{0}>0$ (here $\left(\mathbf{v}_{1}|\ldots| \mathbf{v}_{d}\right)$ denotes the matrix whose columns are given by the vectors $\left.\mathbf{v}_{1}, \ldots, \mathbf{v}_{d} \in \mathbb{R}^{d}\right)$. Then there exists a constant $c>0$, which depends only on $d$ and $c_{0}$, such that

$$
\begin{equation*}
\left|X \cdot \mathbf{v}_{j}\right| \leq|X| \leq \frac{1}{c} \sum_{i=1}^{d}\left|X \cdot \mathbf{v}_{i}\right| \quad \forall j=1, \ldots, d \tag{7.15}
\end{equation*}
$$

Proof. The first inequality follows by $\left|X \cdot v_{j}\right| \leq\left|v_{j}\right||X|$. To prove the second inequality we estimate $|X|$ with $\left|X \cdot e_{1}\right|+\ldots+\left|X \cdot e_{d}\right|$; we write each element of the canonical basis of $\mathbb{R}^{d}$, namely $e_{j}$, as a linear combination of $v_{1}, \ldots, v_{d}$; we estimate each $\left|X \cdot e_{j}\right|$ with the same linear combination of $\left|X \cdot v_{i}\right|$. Hence we proved (7.15) with a constant $c$ that may depend on the particular choice of $v_{1}, \ldots, v_{d}$. A simple contradiction argument shows that the constant depends only on $c_{0}$.

From Lemma 7.7 we deduce that, given independent unit vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{d} \in \mathbb{R}^{d}$ and $X \in L^{2}\left(\Omega ; \mathbb{R}^{d}\right)$, we have

$$
\left\|X \cdot \mathbf{v}_{j}\right\|_{L^{2}(\Omega)} \leq\|X\|_{L^{2}\left(\Omega ; \mathbb{R}^{d}\right)} \leq \frac{1}{c} \sum_{i=1}^{d}\left\|X \cdot \mathbf{v}_{i}\right\|_{L^{2}(\Omega)} \quad \forall j=1, \ldots, d
$$

This implies the following lemma:
Lemma 7.8. Let $\Omega \subseteq \mathbb{R}^{d}$ be an open set. Let $\left\{X_{h}\right\}_{h \in \mathbb{N}} \subseteq L^{2}\left(\Omega ; \mathbb{R}^{d}\right), X_{\infty} \in L^{2}\left(\Omega ; \mathbb{R}^{d}\right)$, and let $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{d}\right\}$ be a basis of $\mathbb{R}^{d}$. Then $\left\{X_{h}\right\}_{h \in \mathbb{N}}$ is precompact in $L^{2}\left(\Omega ; \mathbb{R}^{d}\right)$ if and only if $\left\{X_{h} \cdot \mathbf{v}_{i}\right\}_{h \in \mathbb{N}}$ is precompact in $L^{2}(\Omega)$ for every $i=1, . ., d$. If this happens then we have that

$$
\begin{align*}
& \lim _{h \rightarrow \infty} X_{h}=X_{\infty} \quad \text { in } L^{2}\left(\Omega ; \mathbb{R}^{d}\right) \quad \text { if and only if }  \tag{7.16}\\
& \qquad \lim _{h \rightarrow \infty} X_{h} \cdot \mathbf{v}_{i}=X_{\infty} \cdot \mathbf{v}_{i} \quad \text { in } L^{2}(\Omega) \forall i=1, . ., d .
\end{align*}
$$

Another useful lemma is the following:
Lemma 7.9. Let $\Lambda>\lambda>0$ and $r>0$. For every $h \in \mathbb{N}$ let $A^{h}: B_{r} \rightarrow \mathbb{R}^{d \times d}$ be a sequence of measurable functions such that $A^{h}(x)$ is a nonnegative symmetric matrix for $\mathscr{L}^{d}$-a.e. $x \in B_{r}, A^{h} \leq \Lambda \operatorname{Id}$ and

$$
\begin{equation*}
\lim _{h \rightarrow \infty}\left|\left\{A^{h} \leq \lambda \mathrm{Id}\right\}\right|=0 \tag{7.17}
\end{equation*}
$$

Then there exists a measurable function $A: B_{r} \rightarrow \mathbb{R}^{d \times d}$ such that $A(x)$ is a nonnegative symmetric matrix for $\mathscr{L}^{d}$-a.e. $x \in B_{r}$,

$$
\begin{equation*}
\lambda \mathrm{Id} \leq A(x) \leq \Lambda \mathrm{Id} \quad \text { for } \mathscr{L}^{n} \text {-a.e. } x \in B_{r} \tag{7.18}
\end{equation*}
$$

and, up to subsequences,

$$
\begin{equation*}
A^{h} \rightarrow A \quad \text { weakly in } L^{2}\left(B_{r} ; \mathbb{R}^{d \times d}\right) \tag{7.19}
\end{equation*}
$$

Proof. Since $0 \leq A^{h} \leq \Lambda$ Id for every $h \in \mathbb{N}$ we have that there exists a function $A: B_{r} \rightarrow$ $\mathbb{R}^{d \times d}$ with $0 \leq A \leq \bar{\Lambda}$ Id and such that, up to a subsequence, (7.19) holds. By (7.17), up to a further subsequence we may assume that

$$
\begin{equation*}
\sum_{h=1}^{\infty}\left|\left\{A^{h} \leq \lambda \mathrm{Id}\right\}\right|<\infty \tag{7.20}
\end{equation*}
$$

Setting

$$
I_{k}=\bigcup_{k \leq h}\left\{A^{h} \leq \lambda \operatorname{Id}\right\} \quad \forall k \in \mathbb{N}
$$

we have that $\left|I_{k}\right| \rightarrow 0$ by (7.20) and that, by (7.19), $A^{h} \rightarrow A$ weakly in $L^{2}\left(B_{r} \backslash I_{k} ; \mathbb{R}^{d \times d}\right)$ for every $k \in \mathbb{N}$. The set $\left\{A \in \mathbb{R}^{d \times d}: \lambda \operatorname{Id} \leq A \leq \Lambda \operatorname{Id}\right\}$ is convex and closed in $\mathbb{R}^{d \times d}$. Since $\lambda \operatorname{Id} \leq A^{h}(x) \leq \Lambda$ Id for every $x \in B_{r} \backslash I_{k}$ and for every $h>k$, we take the limit in the weak convergence as $h \rightarrow \infty$ and we obtain that $\lambda \operatorname{Id} \leq A(x) \leq \Lambda \operatorname{Id}$ for $\mathscr{L}^{d}$-a.e. $x \in B_{r} \backslash I_{k}$. Since $k$ is arbitrary, we obtain (7.18).

The following lemma is a Caccioppoli inequality for a subsolution of an elliptic differential operator in terms of an a priori estimate. The proof follows an idea in [DS, Proposition $2.3]$ and it is based on the variational structure of the equation (7.22).

Lemma 7.10. Let $\mathbf{v} \in \mathbb{S}^{d-1}, \lambda>0, c>0$, and $f \in C^{1}\left(B_{1}\right)$. Let $\mathcal{F} \in C^{2}\left(\mathbb{R}^{d}\right)$ be a convex function such that

$$
\begin{equation*}
\lambda \operatorname{Id} \leq \nabla^{2} \mathcal{F}(x) \quad \text { for all } x \in \mathbb{R}^{d} \text { such that } x \cdot \mathbf{v} \geq c \tag{7.21}
\end{equation*}
$$

Let $u \in C^{2}\left(B_{1}\right)$ be a solution of

$$
\begin{equation*}
\partial_{i}\left(\partial_{i} \mathcal{F}(\nabla u)\right)=f \quad \text { in } B_{1} \tag{7.22}
\end{equation*}
$$

which is Lipschitz with constant 1 in $B_{1}$. Let $G: \mathbb{R} \rightarrow \mathbb{R}$ be a nondecreasing 1-Lipschitz function which is constant on the set $\{t \leq c\}$. Then there exists $C>0$, depending only on $d$ and $\lambda$, such that for every $\eta \in \mathbb{R}^{d}$

$$
\begin{equation*}
\left\|\nabla\left[G\left(\partial_{\mathbf{v}} u\right)\right]\right\|_{L^{2}\left(B_{3 / 4}\right)} \leq C\left(\left\|G\left(\partial_{\mathbf{v}} u\right)\right\|_{L^{2}\left(B_{1}\right)}+\|f\|_{L^{2}\left(B_{1}\right)}+\|\nabla \mathcal{F}(\nabla u)-\eta\|_{L^{2}\left(B_{1}\right)}\right) \tag{7.23}
\end{equation*}
$$

Proof. By approximation, it suffices to prove the result when $G \in C^{1}$.
We differentiate the equation (7.22) in the direction $\mathbf{v}$ to get

$$
\partial_{i}\left(\partial_{i j} \mathcal{F}(\nabla u) \partial_{j \mathbf{v}} u\right)=\partial_{\mathbf{v}} f \quad \text { in } B_{1}
$$

Let $\zeta \in C_{c}^{\infty}\left(B_{1}\right)$ be a nonnegative and smooth cutoff function which is 1 in $B_{3 / 4}$. We test the above equation with the test function $G\left(\partial_{\mathbf{v}} u\right) \zeta^{2}$, which is Lipschitz and compactly supported, and we integrate by parts:

$$
\begin{align*}
& \int_{B_{1}} \partial_{i j} \mathcal{F}(\nabla u) \partial_{j \mathbf{v}} u \partial_{i}\left[G\left(\partial_{\mathbf{v}} u\right)\right] \zeta^{2} \\
& =-2 \int_{B_{1}} \partial_{i j} \mathcal{F}(\nabla u) \partial_{j \mathbf{v}} u G\left(\partial_{\mathbf{v}} u\right) \zeta \partial_{i} \zeta+\int_{B_{1}} f \partial_{\mathbf{v}}\left[G\left(\partial_{\mathbf{v}} u\right)\right] \zeta^{2}+2 \int_{B_{1}} f G\left(\partial_{\mathbf{v}} u\right) \zeta \partial_{\mathbf{v}} \zeta \tag{7.24}
\end{align*}
$$

We estimate each term of (7.24). As regards the left-hand side we notice that $G^{\prime}\left(\partial_{\mathbf{v}} u\right)=0$ on the set $\left\{\partial_{\mathbf{v}} u \leq c\right\}$. Hence we apply (7.21) and the fact that $0 \leq G^{\prime} \leq 1$ to get

$$
\begin{align*}
\int_{B_{1}} \partial_{i j} \mathcal{F}(\nabla u) \partial_{j \mathbf{v}} u G^{\prime}\left(\partial_{\mathbf{v}} u\right) \partial_{i \mathbf{v}} u \zeta^{2} & \geq \lambda \int_{B_{1}} G^{\prime}\left(\partial_{\mathbf{v}} u\right)\left|\nabla \partial_{\mathbf{v}} u\right|^{2} \zeta^{2} \\
& \geq \lambda \int_{B_{1}}\left|\nabla\left[G\left(\partial_{\mathbf{v}} u\right)\right]\right|^{2} \zeta^{2} \tag{7.25}
\end{align*}
$$

To estimate the first term in the right-hand side of (7.24) we integrate by parts and, for some $\varepsilon$ to be chosen later, we have

$$
\begin{align*}
&- 2 \int_{B_{1}} \partial_{i j} \mathcal{F}(\nabla u) \partial_{j \mathbf{v}} u G\left(\partial_{\mathbf{v}} u\right) \zeta \partial_{i} \zeta=-2 \int_{B_{1}} \partial_{\mathbf{v}}\left[\partial_{i} \mathcal{F}(\nabla u)-\eta_{i}\right] G\left(\partial_{\mathbf{v}} u\right) \zeta \partial_{i} \zeta \\
&= 2 \int_{B_{1}}\left[\partial_{i} \mathcal{F}(\nabla u)-\eta_{i}\right] \partial_{\mathbf{v}}\left[G\left(\partial_{\mathbf{v}} u\right)\right] \zeta \partial_{i} \zeta+2 \int_{B_{1}}\left[\partial_{i} \mathcal{F}(\nabla u)-\eta_{i}\right] G\left(\partial_{\mathbf{v}} u\right) \partial_{\mathbf{v}}\left[\zeta \partial_{i} \zeta\right]  \tag{7.26}\\
& \leq \varepsilon \int_{B_{1}}\left|\nabla\left[G\left(\partial_{\mathbf{v}} u\right)\right]\right|^{2} \zeta^{2}+\frac{\|\nabla \zeta\|_{\infty}^{2}}{\varepsilon} \int_{B_{1}}|\nabla \mathcal{F}(\nabla u)-\eta|^{2} \\
& \quad+\|\nabla[\zeta \nabla \zeta]\|_{\infty}^{2} \int_{B_{1}}\left|G\left(\partial_{\mathbf{v}} u\right)\right|^{2}+\int_{B_{1}}|\nabla \mathcal{F}(\nabla u)-\eta|^{2}
\end{align*}
$$

As regards the last two terms in (7.24) we have

$$
\begin{align*}
& \int_{B_{1}} f \partial_{\mathbf{v}}\left[G\left(\partial_{\mathbf{v}} u\right)\right] \zeta^{2}+2 \int_{B_{1}} f G\left(\partial_{\mathbf{v}} u\right) \zeta \partial_{\mathbf{v}} \zeta \\
& \leq \frac{\varepsilon}{2} \int_{B_{1}}\left|\nabla\left[G\left(\partial_{\mathbf{v}} u\right)\right]\right|^{2} \zeta^{2}+\frac{1}{2 \varepsilon} \int_{B_{1}} f^{2}+\|\nabla \zeta\|_{\infty}^{2} \int_{B_{1}}\left|G\left(\partial_{\mathbf{v}} u\right)\right|^{2}+\int_{B_{1}} f^{2} \tag{7.27}
\end{align*}
$$

We choose $\varepsilon \leq \lambda / 3$ and we obtain from (7.24), (7.25), (7.26), (7.27) that there exists a constant $C$, depending only on $d$ and $\lambda$, such that

$$
\begin{aligned}
\int_{B_{3 / 4}}\left|\nabla\left[G\left(\partial_{\mathbf{v}} u\right)\right]\right|^{2} & \leq \int_{B_{1}}\left|\nabla\left[G\left(\partial_{\mathbf{v}} u\right)\right]\right|^{2} \zeta^{2} \\
& \leq C\left(\int_{B_{1}}\left|G\left(\partial_{\mathbf{v}} u\right)\right|^{2}+\int_{B_{1}} f^{2}+\int_{B_{1}}|\nabla \mathcal{F}(\nabla u)-\eta|^{2}\right)
\end{aligned}
$$

proving (7.23).
Proof of Theorem 7.1. With a standard regularization, presented in detail in an analogous situation in the proof of Theorem 6.1, we may assume without loss of generality that $\mathcal{F} \in C^{2}\left(B_{1}\right), f \in C^{1}\left(B_{1}\right)$, and that $u \in C^{2}\left(B_{1}\right)$ is a solution of

$$
\begin{equation*}
\partial_{i}\left(\partial_{i} \mathcal{F}(\nabla u)\right)=f \quad \text { in } B_{1} \tag{7.28}
\end{equation*}
$$

By contradiction, let $\tau, \alpha>0$ to be chosen later and let us consider sequences $\left\{x_{h}\right\}_{h \in \mathbb{N}} \subseteq$ $B_{1 / 2},\left\{r_{h}\right\}_{h \in \mathbb{N}} \subseteq(0,1 / 4)$, and $\left\{u_{h}\right\}_{h \in \mathbb{N}} \subseteq C^{2}\left(B_{1}\right)$ such that $u_{h}$ are solutions to (7.28) and

$$
\begin{equation*}
\left|\nabla u_{h}\right| \leq 1 \quad \text { in } B_{1} \quad \forall h \in \mathbb{N} \tag{7.29}
\end{equation*}
$$

$$
\begin{gather*}
U\left(u_{h}, x_{h}, r_{h}\right)=\lambda_{h} \rightarrow 0 \quad \text { as } h \rightarrow \infty  \tag{7.30}\\
U\left(u_{h}, x_{h}, \tau r_{h}\right)>\tau^{\alpha} U\left(u_{h}, x_{h}, r_{h}\right) \quad \forall h \in \mathbb{N}  \tag{7.31}\\
\left(\nabla u_{h}\right)_{B_{r_{h}}\left(x_{h}\right)} \rightarrow \gamma_{\infty} \quad \text { as } h \rightarrow \infty, \quad \gamma_{\infty} \in \mathbb{R}^{d}, \frac{3}{4} \leq\left|\gamma_{\infty}\right| \leq 1 \tag{7.32}
\end{gather*}
$$

Let us define the rescaled functions

$$
\tilde{u}_{h}(x):=\frac{u_{h}\left(x_{h}+r_{h} x\right)}{r_{h}} \quad x \in B_{1} ;
$$

since $u_{h}$ are solutions to (7.28) we have

$$
\begin{equation*}
\partial_{i}\left(\partial_{i} \mathcal{F}\left(\nabla \tilde{u}_{h}\right)\right)=\tilde{f}_{h} \quad \text { in } B_{1}, \tag{7.33}
\end{equation*}
$$

where $\tilde{f}_{h}(x):=r_{h} f\left(x_{h}+r_{h} x\right)$ for $x \in B_{1}$. Moreover, setting $\gamma_{h}:=\left(\nabla u_{h}\right)_{B_{r_{h}}\left(x_{h}\right)}$, we have that $\gamma_{h}=\left(\nabla \tilde{u}_{h}\right)_{B_{1}}$. We remark that, by a change of variables,

$$
\begin{equation*}
\left\|\tilde{f}_{h}\right\|_{L^{q}\left(B_{1}\right)}=r_{h}^{(q-d) / q}\left(\int_{B_{r_{h}}\left(x_{h}\right)}|f(y)|^{q} d y\right)^{1 / q}=r_{h}^{(q-d) / q}\|f\|_{L^{q}\left(B_{r_{h}}\left(x_{h}\right)\right)} \tag{7.34}
\end{equation*}
$$

By the change of variable formula we rewrite (7.29), (7.30), (7.31), and (7.32) in terms of $\tilde{u}_{h}$ :

$$
\begin{equation*}
\left|\nabla \tilde{u}_{h}\right| \leq 1 \quad \forall h \in \mathbb{N} \tag{7.35}
\end{equation*}
$$

$$
\begin{equation*}
\left(f_{B_{1}}\left|\nabla \tilde{u}_{h}(y)-\gamma_{h}\right|^{2} d y\right)^{1 / 2}+r_{h}^{(q-d) /(2 q)}\|f\|_{L^{q}\left(B_{1}\right)}=\lambda_{h} \rightarrow 0 \quad \text { as } h \rightarrow \infty \tag{7.36}
\end{equation*}
$$

(which implies that $r_{h} \rightarrow 0$ as $h \rightarrow \infty$ unless $f \equiv 0$ ),

$$
\begin{gather*}
\left(f_{B_{\tau}} \frac{\left|\nabla \tilde{u}_{h}-\left(\nabla \tilde{u}_{h}\right)_{B_{\tau}}\right|^{2}}{\lambda_{h}^{2}}\right)^{1 / 2}+\frac{\left(\tau r_{h}\right)^{(q-d) /(2 q)}}{\lambda_{h}}\|f\|_{L^{q}\left(B_{1}\right)}>\tau^{\alpha} \quad \forall h \in \mathbb{N},  \tag{7.37}\\
\left(\nabla \tilde{u}_{h}\right)_{B_{1}}=\gamma_{h} \rightarrow \gamma_{\infty} \quad \text { as } h \rightarrow \infty, \quad \gamma_{\infty} \in \mathbb{R}^{d}, \quad \frac{3}{4} \leq\left|\gamma_{\infty}\right| \leq 1 \tag{7.38}
\end{gather*}
$$

By Poincaré inequality and (7.36) we have that

$$
\begin{equation*}
\left\|\tilde{u}_{h}(x)-\tilde{u}_{h}(0)-\gamma_{h} \cdot x\right\|_{L^{2}\left(B_{1}\right)} \lesssim \lambda_{h} \tag{7.39}
\end{equation*}
$$

therefore the functions

$$
\frac{\tilde{u}_{h}(x)-\tilde{u}_{h}(0)-\gamma_{h} \cdot x}{\lambda_{h}}
$$

are bounded in $W^{1,2}\left(B_{1}\right)$. Hence there exists $u_{\infty} \in W^{1,2}\left(B_{1}\right)$ such that, up to a subsequence,

$$
\begin{align*}
& \frac{\tilde{u}_{h}(x)-\tilde{u}_{h}(0)-\gamma_{h} \cdot x}{\lambda_{h}} \rightarrow u_{\infty}(x) \quad \text { in } L^{2}\left(B_{1}\right)  \tag{7.40}\\
& \frac{\nabla \tilde{u}_{h}(x)-\gamma_{h}}{\lambda_{h}} \rightarrow \nabla u_{\infty}(x) \quad \text { weakly in } L^{2}\left(B_{1}\right) . \tag{7.41}
\end{align*}
$$

The scheme of the proof is the following. In Step 1 we employ the Caccioppoli-type inequality of Lemma 7.10 to obtain that the (suitably rescaled) partial derivatives $\partial_{\mathbf{v}} \tilde{u}_{h}(x)$ in certain directions $\mathbf{v}$ are strongly precompact in $L^{2}$. In Step 2 we deduce that $\left(\nabla \tilde{u}_{h}-\right.$ $\left.\gamma_{h}\right) / \lambda_{h}$ converges to $\nabla u_{\infty}$ strongly in $L^{2}$, by taking $d$ linearly independent directions in Step 1. Next, we would like to show that, for any $\mathbf{v} \in \mathbb{S}^{d-1}$, the function $\partial_{\mathbf{v}} u_{\infty}$ solves a uniformly elliptic PDE. Indeed, $\partial_{\mathbf{v}} u_{\infty}$ is a limit of solutions $\left(\partial_{\mathbf{v}} \tilde{u}_{h}-\gamma_{h} \cdot \mathbf{v}\right) / \lambda_{h}$ of degenerate PDEs, whose degeneracy becomes less relevant as $h \rightarrow \infty$ due to the fact that $\nabla \tilde{u}_{h}$ is nondegenerate on average and the excess vanishes.

However, the equation for $\left(\partial_{\mathbf{v}} \tilde{u}_{h}-\gamma_{h} \cdot \mathbf{v}\right) / \lambda_{h}$ involves the second derivatives of $\tilde{u}_{h}$, and unfortunately we don't have any strong convergence at this level. We overcome this difficulty by finding the equation solved by the incremental quotients $\partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}=\left[\tilde{u}_{h}(\cdot+\varepsilon \mathbf{v})-\right.$ $\left.\tilde{u}_{h}\right] / \varepsilon$ and taking the limit as $h \rightarrow \infty$ with $\varepsilon$ fixed (see Steps 3-5). Finally, in Step 6 we apply De Giorgi-Nash-Moser Theorem to obtain Hölder estimates for the incremental quotients $\partial_{\mathbf{v}}^{\varepsilon} u_{\infty}$; this provides an excess decay for $u_{\infty}$ which, in turn, gives a contradiction. Step 1: precompactness of certain rescaled partial derivatives of $\tilde{u}_{h}$ in $L^{2}$ via a Caccioppoli-type inequality. Let $\mathbf{v} \in \mathbb{S}^{d-1}$ be such that $5 / 8<\gamma_{\infty} \cdot \mathbf{v}$ (so that $1 / 2<\gamma_{h} \cdot \mathbf{v} \leq 1$ for $h$ large enough), and set

$$
\begin{gather*}
v_{h}(x):=\left(\partial_{\mathbf{v}} \tilde{u}_{h}(x)-\frac{\gamma_{h} \cdot \mathbf{v}}{2}\right)_{+}-\frac{\gamma_{h} \cdot \mathbf{v}}{2} \\
w_{h}(x):=\partial_{\mathbf{v}} \tilde{u}_{h}(x)-\gamma_{h} \cdot \mathbf{v} \tag{7.42}
\end{gather*}
$$

From the fact that

$$
v_{h}=w_{h} \quad \text { on }\left\{x \in B_{1}: \partial_{\mathbf{v}} \tilde{u}_{h}(x) \geq \frac{\gamma_{h} \cdot \mathbf{v}}{2}\right\}
$$

and

$$
0>v_{h}=-\frac{\gamma_{h} \cdot \mathbf{v}}{2}>w_{h} \quad \text { on }\left\{x \in B_{1}: \partial_{\mathbf{v}} \tilde{u}_{h}(x)<\frac{\gamma_{h} \cdot \mathbf{v}}{2}\right\}
$$

we obtain

$$
\begin{equation*}
\left\|v_{h}\right\|_{L^{2}\left(B_{1}\right)} \leq\left\|w_{h}\right\|_{L^{2}\left(B_{1}\right)} \leq C_{0} \lambda_{h} \tag{7.43}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\lim _{h \rightarrow \infty}\left\|v_{h}\right\|_{L^{2}\left(B_{1}\right)}=0, \quad \lim _{h \rightarrow \infty}\left\|w_{h}\right\|_{L^{2}\left(B_{1}\right)}=0 \tag{7.44}
\end{equation*}
$$

Let $\sigma:=2 d /(d-1)$. We claim that there exist constants $C_{1}, C_{2}, C_{3}>0$ such that

$$
\begin{align*}
&\left\|\nabla v_{h}\right\|_{L^{2}\left(B_{3 / 4}\right)} \leq C_{1}\left(\left\|v_{h}\right\|_{L^{2}\left(B_{1}\right)}+\left\|\tilde{f}_{h}\right\|_{L^{2}\left(B_{1}\right)}+\left\|\nabla \mathcal{F}\left(\nabla \tilde{u}_{h}\right)-\nabla \mathcal{F}\left(\gamma_{h}\right)\right\|_{L^{2}\left(B_{1}\right)}\right)  \tag{7.45}\\
& \leq C_{2} \lambda_{h}, \\
&\left\|v_{h}\right\|_{L^{\sigma}\left(B_{3 / 4}\right)}+\left\|w_{h}\right\|_{L^{\sigma}\left(B_{3 / 4}\right)} \leq C_{3} \lambda_{h},  \tag{7.46}\\
& \lim _{h \rightarrow \infty}\left\|\frac{v_{h}-w_{h}}{\lambda_{h}}\right\|_{L^{2}\left(B_{3 / 4}\right)}=0 . \tag{7.47}
\end{align*}
$$

Notice that from (7.45) and (7.43) we obtain that the sequence $\left\{v_{h} / \lambda_{h}\right\}_{h \in \mathbb{N}}$ is bounded in $W^{1,2}\left(B_{3 / 4}\right)$ and therefore it is precompact in $L^{2}\left(B_{3 / 4}\right)$; from (7.47) we also obtain that

$$
\begin{equation*}
\text { the sequence }\left\{w_{h} / \lambda_{h}\right\}_{h \in \mathbb{N}} \text { is precompact in } L^{2}\left(B_{3 / 4}\right) \text {. } \tag{7.48}
\end{equation*}
$$

We now prove (7.45), (7.46), and (7.47). By Lemma 7.10 applied with $u=\tilde{u}_{h}, f=\tilde{f}_{h}$, $c=\gamma_{h} \cdot \mathbf{v} / 2>1 / 4, \eta=\nabla \mathcal{F}\left(\gamma_{h}\right)$, and $G(t)=\left(t-\gamma_{h} \cdot \mathbf{v} / 2\right)_{+}-\gamma_{h} \cdot \mathbf{v} / 2$, we obtain that

$$
\left\|\nabla v_{h}\right\|_{L^{2}\left(B_{3 / 4}\right)} \leq C_{1}\left(\left\|v_{h}\right\|_{L^{2}\left(B_{1}\right)}+\left\|\tilde{f}_{h}\right\|_{L^{2}\left(B_{1}\right)}+\left\|\nabla \mathcal{F}\left(\nabla \tilde{u}_{h}\right)-\nabla \mathcal{F}\left(\gamma_{h}\right)\right\|_{L^{2}\left(B_{1}\right)}\right)
$$

We claim that the three terms in the right-hand side can be estimated by the excess $\lambda_{h}$ up to a constant. Indeed by (7.43) we estimate the first term; from (7.34) we deduce that

$$
\left\|\tilde{f}_{h}\right\|_{L^{2}\left(B_{1}\right)} \lesssim\left\|\tilde{f}_{h}\right\|_{L^{q}\left(B_{1}\right)} \leq r_{h}^{-(q-d) /(2 q)}\left\|\tilde{f}_{h}\right\|_{L^{q}\left(B_{1}\right)} \lesssim \lambda_{h}
$$

Finally, for the last term we remember that $\left|\gamma_{h}\right| \geq 3 / 4, \mathcal{F}$ is Lipschitz in $B_{1}$ (by convexity) and $\mathcal{F} \in C^{1,1}\left(\mathbb{R}^{d} \backslash B_{1 / 4}\right)$. Hence, $\left|\nabla \mathcal{F}\left(\nabla \tilde{u}_{h}\right)-\nabla \mathcal{F}\left(\gamma_{h}\right)\right|$ can be estimated thanks to the Lipschitz regularity of $\nabla \mathcal{F}$ on the set $\left\{\left|\nabla \tilde{u}_{h}\right| \geq 1 / 4\right\}$; on the complement $\left\{\left|\nabla \tilde{u}_{h}\right|<1 / 4\right\}$ we estimate the quantity $\left|\nabla \mathcal{F}\left(\nabla \tilde{u}_{h}\right)-\nabla \mathcal{F}\left(\gamma_{h}\right)\right|$ by $2\|\nabla \mathcal{F}\|_{L^{\infty}\left(B_{1}\right)}^{2}$ and we notice that on that set $\left|\nabla \tilde{u}_{h}-\gamma_{h}\right| \geq 1 / 8$. We therefore obtain

$$
\int_{B_{1}}\left|\nabla \mathcal{F}\left(\nabla \tilde{u}_{h}\right)-\nabla \mathcal{F}\left(\gamma_{h}\right)\right|^{2} \leq C\left(\left\|\nabla^{2} \mathcal{F}\right\|_{L^{\infty}\left(\mathbb{R}^{d} \backslash B_{1 / 4}\right)}^{2}+\|\nabla \mathcal{F}\|_{L^{\infty}\left(B_{1}\right)}^{2}\right) \int_{B_{1}}\left|\nabla \tilde{u}_{h}-\gamma_{h}\right|^{2}
$$

and we conclude the proof of the second inequality in (7.45).
Since $W^{1,2}\left(B_{3 / 4}\right)$ embeds into $L^{\sigma}\left(B_{3 / 4}\right)$, by (7.45) we have that

$$
\left\|v_{h}\right\|_{L^{\sigma}\left(B_{3 / 4}\right)} \leq C_{4} \lambda_{h}
$$

from the higher integrability of $v_{h}$ and the fact that $\gamma_{h} \cdot \mathbf{v} / 2 \geq 1 / 4$ we obtain

$$
\begin{align*}
\left|\left\{x \in B_{3 / 4}: \partial_{\mathbf{v}} \tilde{u}_{h}(x)<\frac{\gamma_{h} \cdot \mathbf{v}}{2}\right\}\right| & \leq\left|\left\{x \in B_{3 / 4}: \partial_{\mathbf{v}} \tilde{u}_{h}(x)<\frac{\gamma_{h} \cdot \mathbf{v}}{2}\right\}\right| 4^{\sigma}\left(\frac{\gamma_{h} \cdot \mathbf{v}}{2}\right)^{\sigma}  \tag{7.49}\\
& \leq 4^{\sigma}\left\|v_{h}\right\|_{L^{\sigma}\left(B_{3 / 4}\right)}^{\sigma} \leq C_{5} \lambda_{h}^{\sigma}
\end{align*}
$$

Then, from (7.49) and since $\tilde{u}_{h}$ is Lipschitz with constant 1 (see (7.35)) we get

$$
\left\|\frac{v_{h}-w_{h}}{\lambda_{h}}\right\|_{L^{2}\left(B_{3 / 4}\right)}^{2} \leq \frac{4}{\lambda_{h}^{2}}\left|\left\{x \in B_{3 / 4}: \partial_{\mathbf{v}} \tilde{u}_{h}(x)<\frac{\gamma_{h} \cdot \mathbf{v}}{2}\right\}\right| \leq 4 C_{5} \lambda_{h}^{\sigma-2}
$$

which converges to 0 by (7.36) and proves (7.47).
Finally, by (7.35), (7.49), and (7.43) we have

$$
\begin{aligned}
& \left\|w_{h}\right\|_{L^{\sigma}\left(B_{3 / 4}\right)}^{\sigma} \\
& \leq \int_{B_{3 / 4} \cap\left\{\partial_{\mathbf{v}} \tilde{u}_{h} \geq \frac{\gamma_{h} \cdot \mathbf{v}}{2}\right\}}\left|\partial_{\mathbf{v}} \tilde{u}_{h}(x)-\gamma_{h} \cdot \mathbf{v}\right|^{\sigma}+\left|\left\{x \in B_{3 / 4}: \partial_{\mathbf{v}} \tilde{u}_{h}(x)<\frac{\gamma_{h} \cdot \mathbf{v}}{2}\right\}\right| 2^{\sigma} \\
& \leq\left\|v_{h}\right\|_{L^{\sigma}\left(B_{3 / 4}\right)}^{\sigma}+C_{5} 2^{\sigma} \lambda_{h}^{\sigma} \leq\left(1+2^{\sigma} C_{5}\right) \lambda_{h}^{\sigma}
\end{aligned}
$$

which proves (7.46).
Step 2: strong convergence of the rescaled gradients of $\tilde{u}_{h}$. We claim that

$$
\begin{equation*}
\lim _{h \rightarrow \infty} \frac{\nabla \tilde{u}_{h}-\gamma_{h}}{\lambda_{h}}=\nabla u_{\infty} \quad \text { in } L^{2}\left(B_{3 / 4}\right) \tag{7.50}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla \tilde{u}_{h}-\gamma_{h}\right\|_{L^{\sigma}\left(B_{3 / 4}\right)} \leq C_{6} \lambda_{h} \tag{7.51}
\end{equation*}
$$

Indeed, let $\mathbf{v}_{1}, \ldots, \mathbf{v}_{d} \in \mathbb{S}^{d-1}$ be $d$ linearly independent vectors such that $\gamma_{\infty} \cdot \mathbf{v}_{i}>5 / 8$ and $\left|\operatorname{det}\left(\mathbf{v}_{1}|\ldots| \mathbf{v}_{d}\right)\right| \geq C(d)>0$. First, we prove that the sequence $\left(\nabla \tilde{u}_{h}-\gamma_{h}\right) / \lambda_{h}$ is precompact in $L^{2}\left(B_{3 / 4} ; \mathbb{R}^{d}\right)$. Thanks to Lemma 7.8 it is enough to show that $\mathbf{v}_{i} \cdot\left(\nabla \tilde{u}_{h}-\gamma_{h}\right) / \lambda_{h}$ is precompact for every $i=1, \ldots, d$, which in turn follows from (7.48), applied with $w_{h}=\partial_{\mathbf{v}_{i}} \tilde{u}_{h}(x)-\gamma_{h} \cdot \mathbf{v}_{i}$. The characterization of the limit of a subsequence of $\left(\nabla \tilde{u}_{h}-\gamma_{h}\right) / \lambda_{h}$ follows from (7.41). As a consequence, it is not necessary to consider a subsequence. Finally, from Lemma 7.7 and (7.46) we obtain that

$$
\left\|\nabla \tilde{u}_{h}-\gamma_{h}\right\|_{L^{\sigma}\left(B_{3 / 4}\right)} \lesssim \sum_{i=1}^{d}\left\|\mathbf{v}_{i} \cdot\left(\nabla \tilde{u}_{h}-\gamma_{h}\right)\right\|_{L^{\sigma}\left(B_{3 / 4}\right)} \leq d C_{3} \lambda_{h}
$$

which proves (7.51).
Step 3: incremental quotients for $u_{\infty}$. Given a function $f: B_{1} \rightarrow \mathbb{R}, \mathbf{v} \in \mathbb{S}^{d-1}$, and $\varepsilon>0$, we define the discrete derivative of $f$ as

$$
\left[\partial_{\mathbf{v}}^{\varepsilon} f\right](x):=\frac{f(x+\varepsilon \mathbf{v})-f(x)}{\varepsilon} \quad x \in B_{1-\varepsilon}
$$

and the discrete gradient as

$$
\nabla^{\varepsilon} f(x):=\left(\left[\partial_{e_{1}}^{\varepsilon} f\right](x), \ldots,\left[\partial_{e_{d}}^{\varepsilon} f\right](x)\right) \quad x \in B_{1-\varepsilon}
$$

We claim that, for $\varepsilon$ sufficiently small,

$$
\begin{align*}
& \left\|\nabla^{\varepsilon} u_{\infty}\right\|_{L^{2}\left(B_{3 / 4}\right)} \leq\left\|\nabla u_{\infty}\right\|_{L^{2}\left(B_{1}\right)} \lesssim 1  \tag{7.52}\\
& f_{B_{\tau}}\left|\nabla u_{\infty}-\left(\nabla u_{\infty}\right)_{B_{\tau}}\right|^{2} d x \geq \frac{\tau^{2 \alpha}}{4}  \tag{7.53}\\
& f_{B_{\tau}}\left|\nabla^{\varepsilon} u_{\infty}-\left(\nabla^{\varepsilon} u_{\infty}\right)_{B_{\tau}}\right|^{2} d x>\frac{\tau^{2 \alpha}}{8} \tag{7.54}
\end{align*}
$$

We notice that the second inequality in (7.52) follows from (7.41) and the lower semicontinuity of the norm. To prove (7.53), we see that from the definition of $\lambda_{h}$

$$
\begin{equation*}
\frac{\left(\tau r_{h}\right)^{(q-d) /(2 q)}}{\lambda_{h}}\|f\|_{L^{q}\left(B_{1}\right)} \leq \tau^{(q-d) /(2 q)} \leq \frac{\tau^{\alpha}}{2} \tag{7.55}
\end{equation*}
$$

where in the last inequality we have assumed that $\alpha<(q-d) /(2 q)$ and $\tau$ is sufficiently small (depending on $q, d, \alpha$ ).

We notice now, as a general remark, that if $r \in(0,1], f_{h}, f \in L^{2}\left(B_{r}\right)$, and $\lim _{h \rightarrow \infty} f_{h}=$ $f$ in $L^{2}\left(B_{r}\right)$, then

$$
\begin{equation*}
\lim _{h \rightarrow \infty} f_{B_{r}}\left|f_{h}-\left(f_{h}\right)_{B_{r}}\right|^{2}=f_{B_{r}}\left|f-(f)_{B_{r}}\right|^{2} \tag{7.56}
\end{equation*}
$$

Applying (7.56) to $f_{h}:=\left(\nabla u_{h}-\gamma_{h}\right) / \lambda_{h}$ and $r:=\tau<3 / 4$ (so that by (7.50) we have that $\left(\nabla u_{h}-\gamma_{h}\right) / \lambda_{h} \rightarrow \nabla u_{\infty}$ in $\left.L^{2}\left(B_{\tau}\right)\right)$, letting $h \rightarrow \infty$ in (7.37) and taking (7.55) into account we obtain

$$
\begin{aligned}
\left(f_{B_{\tau}}\left|\nabla u_{\infty}-\left(\nabla u_{\infty}\right)_{B_{\tau}}\right|^{2} d x\right)^{1 / 2} & =\lim _{h \rightarrow \infty}\left(f_{B_{\tau}} \frac{\left|\nabla \tilde{u}_{h}-\left(\nabla \tilde{u}_{h}\right)_{B_{\tau}}\right|^{2}}{\lambda_{h}^{2}}\right)^{1 / 2} \\
& \geq \liminf _{h \rightarrow \infty}\left(\tau^{\alpha}-\frac{\left(\tau r_{h}\right)^{(q-d) /(2 q)}}{\lambda_{h}}\|f\|_{L^{q}\left(B_{1}\right)}\right) \\
& \geq \tau^{\alpha}-\frac{\tau^{\alpha}}{2}=\frac{\tau^{\alpha}}{2},
\end{aligned}
$$

which proves (7.53).
Finally, since $\lim _{\varepsilon \rightarrow 0} \nabla^{\varepsilon} u_{\infty}=\nabla u_{\infty}$ in $L^{2}\left(B_{\tau}\right)$, we apply (7.56) to $\nabla^{\varepsilon} u_{\infty}$ and $r=\tau$ to deduce from (7.53) that (7.54) holds true for $\varepsilon$ sufficiently small.

Step 4: a degenerate equation solved by $\partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}$. Let $\mathbf{v} \in \mathbb{S}^{d-1}$ and for every $h \in \mathbb{N}$ let $\mathbf{w}_{h}=\gamma_{h} /\left|\gamma_{h}\right|$. We claim that the function $\partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}$ solves

$$
\begin{equation*}
\int_{B_{3 / 4}} A_{i j}^{h, \varepsilon}(x) \partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x) \partial_{j} \phi(x) d x+\int_{B_{3 / 4}} \partial_{\mathbf{v}}^{\varepsilon} \tilde{f}_{h}(x) \phi(x) d x=0 \tag{7.57}
\end{equation*}
$$

for every $\phi \in W_{0}^{1,2}\left(B_{3 / 4}\right), h \in \mathbb{N}$, and $\varepsilon \in(0,1 / 4)$, for some measurable coefficients $A_{i j}^{h, \varepsilon}: B_{3 / 4} \rightarrow \mathbb{R}$ with the property that $A^{h, \varepsilon}(x)$ is a nonnegative symmetric matrix for every $x \in B_{3 / 4}$ and that

$$
\begin{align*}
& \lambda \operatorname{Id} \leq\left(A_{i j}^{h, \varepsilon}(y)\right) \leq \Lambda \operatorname{Id} \\
& \quad \forall y \in\left\{z \in B_{3 / 4}: \partial_{\mathbf{w}_{h}} \tilde{u}_{h}(z) \geq \frac{1}{4}\right\} \cap\left\{z \in B_{3 / 4}: \partial_{\mathbf{w}_{h}} \tilde{u}_{h}(z+\varepsilon \mathbf{v}) \geq \frac{1}{4}\right\} . \tag{7.58}
\end{align*}
$$

Indeed, since $\tilde{u}_{h}$ are solutions of (7.33), for every $\phi \in W_{0}^{1,2}\left(B_{3 / 4}\right)$ and $\varepsilon<1 / 4$ we have

$$
\begin{aligned}
\int_{B_{3 / 4}} \partial_{i} \mathcal{F}\left(\nabla \tilde{u}_{h}(x)\right) \partial_{i} \phi(x) & =-\int_{B_{3 / 4}} \tilde{f}_{h}(x) \phi(x) \\
\int_{B_{3 / 4}} \partial_{i} \mathcal{F}\left(\nabla \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right) \partial_{i} \phi(x) & =-\int_{B_{3 / 4}} \tilde{f}_{h}(x+\varepsilon \mathbf{v}) \phi(x)
\end{aligned}
$$

Subtracting the two equations and dividing by $\varepsilon$ we obtain

$$
\begin{aligned}
-\int_{B_{3 / 4}} \frac{\tilde{f}_{h}(x+\varepsilon \mathbf{v})-\tilde{f}_{h}(x)}{\varepsilon} \phi(x) & =\int_{B_{3 / 4}} \frac{\partial_{i} \mathcal{F}\left(\nabla \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)-\partial_{i} \mathcal{F}\left(\nabla \tilde{u}_{h}(x)\right)}{\varepsilon} \partial_{i} \phi(x) \\
& =\int_{B_{3 / 4}} A_{i j}^{h, \varepsilon}(x) \partial_{j} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x) \partial_{i} \phi(x),
\end{aligned}
$$

where

$$
\begin{equation*}
A_{i j}^{h, \varepsilon}(x):=\int_{0}^{1} \partial_{i j} \mathcal{F}\left((1-t) \nabla \tilde{u}_{h}(x+\varepsilon \mathbf{v})+t \nabla \tilde{u}_{h}(x)\right) d t \quad \forall x \in B_{3 / 4} \tag{7.59}
\end{equation*}
$$

Notice that, if $x \in B_{3 / 4}$ is a point such that $\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x) \geq 1 / 4$ and $\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v}) \geq 1 / 4$ then for every $t \in[0,1]$

$$
\left|(1-t) \nabla \tilde{u}_{h}(x+\varepsilon \mathbf{v})+t \nabla \tilde{u}_{h}(x)\right| \geq(1-t) \partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})+t \partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x) \geq \frac{1}{4}
$$

therefore (7.58) holds true thanks to (7.3).
Step 5: a uniformly elliptic equation solved by $\partial_{\mathbf{v}}^{\varepsilon} u_{\infty}$. Let $\mathbf{v} \in \mathbb{S}^{d-1}$. We claim that, for every $\varepsilon>0$ sufficiently small, the function $\partial_{\mathbf{v}}^{\varepsilon} u_{\infty}$ solves

$$
\begin{equation*}
\int_{B_{3 / 4}} A_{i j}^{\varepsilon}(x) \partial_{i} \partial_{\mathbf{v}}^{\varepsilon} u_{\infty}(x) \partial_{j} \varphi(x) d x=0 \tag{7.60}
\end{equation*}
$$

for every $\varphi \in W_{0}^{1,2}\left(B_{3 / 4-\varepsilon}\right)$, for some measurable coefficients $A_{i j}^{\varepsilon}: B_{3 / 4} \rightarrow \mathbb{R}$ with the property that

$$
\begin{equation*}
\lambda \operatorname{Id} \leq\left(A_{i j}^{\varepsilon}\right) \leq \Lambda \operatorname{Id} \quad \forall x \in B_{3 / 4} \tag{7.61}
\end{equation*}
$$

Indeed, let us consider the function $\phi(x):=\varphi(x) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)$ where $\varphi \in W_{0}^{1,2}\left(B_{3 / 4-\varepsilon}\right)$ and $\chi \in C^{\infty}(\mathbb{R})$ is a function such that $\chi((-\infty, 1 / 2])=0$ and $\chi([5 / 8, \infty))=1$. By the identity

$$
\chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}\right)=\chi\left(\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)-\frac{\left|\gamma_{h}\right|}{2}\right)_{+}-\frac{\left|\gamma_{h}\right|}{2}\right)
$$

and (7.45) applied to $v_{h}=\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)-\left|\gamma_{h}\right| / 2\right)_{+}+\left|\gamma_{h}\right| / 2$ we have that $\chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \in$ $W^{1,2} \cap L^{\infty}\left(B_{3 / 4}\right)$ with derivative

$$
\partial_{j}\left[\chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}\right)\right]=\chi^{\prime}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}\right) \partial_{j}\left[\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)-\frac{\left|\gamma_{h}\right|}{2}\right)_{+}\right] .
$$

Similarly $\chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right) \in W^{1,2} \cap L^{\infty}\left(B_{3 / 4}\right)$ with derivative

$$
\left.\partial_{j}\left[\chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)\right)\right]=\chi^{\prime}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right) \partial_{j}\left[\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})-\frac{\left|\gamma_{h}\right|}{2}\right)_{+}\right] .
$$

Hence $\phi(x) \in W_{0}^{1,2} \cap L^{\infty}\left(B_{3 / 4}\right)$. Notice also that from (7.45) it follows that

$$
\begin{equation*}
\left\|\nabla\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)-\frac{\left|\gamma_{h}\right|}{2}\right)_{+}\right\|_{L^{2}\left(B_{3 / 4}\right)} \lesssim \lambda_{h} \tag{7.62}
\end{equation*}
$$

Moreover we have that, since $\left|\gamma_{h}\right| \geq 3 / 4$,

$$
\begin{aligned}
\frac{\left|\left\{x \in B_{3 / 4}: \partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)<\frac{5}{8}\right\}\right|^{1 / 2}}{\left|B_{3 / 4}\right|^{1 / 2}} \cdot \frac{1}{8} & \leq\left(f_{B_{3 / 4}}\left|\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(y)-\left|\gamma_{h}\right|\right|^{2} d y\right)^{1 / 2} \\
& \lesssim\left(f_{B_{1}}\left|\nabla \tilde{u}_{h}(y)-\gamma_{h}\right|^{2} d y\right)^{1 / 2} \lesssim \lambda_{h}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\lim _{h \rightarrow \infty}\left|\left\{x \in B_{3 / 4}: \partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x) \geq \frac{5}{8}\right\}\right|=\left|B_{3 / 4}\right| \tag{7.63}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\lim _{h \rightarrow \infty}\left|\left\{x \in B_{3 / 4}: \partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v}) \geq \frac{5}{8}\right\}\right|=\left|B_{3 / 4}\right| \tag{7.64}
\end{equation*}
$$

Using $\phi$ as a test function in (7.57) and dividing by $\lambda_{h}$ we obtain

$$
\begin{align*}
0= & \int_{B_{3 / 4}} \frac{\partial_{\mathbf{v}}^{\varepsilon} \tilde{f}_{h}(x)}{\lambda_{h}} \phi(x) \\
& +\int_{B_{3 / 4}} A_{i j}^{h, \varepsilon}(x) \partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x) \partial_{j}\left[\varphi(x) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)\right] \\
= & \int_{B_{3 / 4}} \frac{\partial_{\mathbf{v}}^{\varepsilon} \tilde{f}_{h}(x)}{\lambda_{h}} \phi(x)  \tag{7.65}\\
& +\int_{B_{3 / 4}} A_{i j}^{h, \varepsilon}(x) \frac{\partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x)}{\lambda_{h}} \partial_{j} \varphi(x) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right) \\
& +\int_{B_{3 / 4}} A_{i j}^{h, \varepsilon}(x) \frac{\partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x)}{\lambda_{h}} \varphi(x) \partial_{j}\left(\chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)\right) .
\end{align*}
$$

We want to take the limit as $h \rightarrow \infty$ in (7.65). As regards the first term in the right-hand side, by Hölder inequality and (7.34) we have (here we can assume that $f \not \equiv 0$, so in particular $r_{h} \rightarrow 0$ )

$$
\begin{aligned}
\left|\int_{B_{3 / 4}} \frac{\partial_{\mathbf{v}}^{\varepsilon} \tilde{f}_{h}(x)}{\lambda_{h}} \phi(x)\right| & \leq \frac{\left\|\partial_{\mathbf{v}}^{\varepsilon} \tilde{f}_{h}(x)\right\|_{L^{1}\left(B_{3 / 4}\right)}}{\lambda_{h}}\|\phi(x)\|_{L^{\infty}\left(B_{3 / 4}\right)} \\
& \lesssim \frac{\left\|\tilde{f}_{h}(x)\right\|_{L^{q}\left(B_{1}\right)}}{\varepsilon r_{h}^{(q-d) /(2 q)}\|f\|_{L^{q}\left(B_{1}\right)}}\|\phi(x)\|_{L^{\infty}\left(B_{3 / 4}\right)} \\
& \leq \frac{r_{h}^{(q-d) /(2 q)}}{\varepsilon}\|\phi(x)\|_{L^{\infty}\left(B_{3 / 4}\right)},
\end{aligned}
$$

therefore

$$
\begin{equation*}
\lim _{h \rightarrow \infty} \int_{B_{3 / 4}} \frac{\partial_{\mathbf{v}}^{\varepsilon} \tilde{f}_{h}(x)}{\lambda_{h}} \phi(x)=0 \tag{7.66}
\end{equation*}
$$

Then, we apply Lemma 7.9 to $A^{h}(x):=A^{h, \varepsilon}(x) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)$. For this, notice that the assumption (7.17) of the lemma is satisfied thanks to (7.58), (7.63), (7.64), and the fact that

$$
\chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right)=\chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)=1
$$

on the set

$$
\left\{x \in B_{3 / 4}: \partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x) \geq \frac{5}{8}\right\} \cap\left\{x \in B_{3 / 4}: \partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v}) \geq \frac{5}{8}\right\}
$$

Moreover, for every $x \in B_{3 / 4}$ such that $\chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)>0$ we have that $\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)>1 / 2$ and $\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})>1 / 2$ and therefore

$$
\lambda \operatorname{Id} \leq A^{h, \varepsilon}(x) \leq \Lambda \operatorname{Id}
$$

This implies that

$$
0 \leq A^{h, \varepsilon}(x) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right) \leq \Lambda \operatorname{Id} \quad \forall x \in B_{3 / 4}
$$

Hence, applying Lemma 7.9 we obtain that there exist $A^{\varepsilon}: B_{3 / 4} \rightarrow \mathbb{R}^{d \times d}$ such that $\lambda \mathrm{Id} \leq A^{\varepsilon} \leq \Lambda \mathrm{Id}$ and, up to subsequences,

$$
\begin{equation*}
A^{h, \varepsilon}(x) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right) \rightarrow A^{\varepsilon}(x) \quad \text { weakly in } L^{2}\left(B_{3 / 4} ; \mathbb{R}^{d \times d}\right) \tag{7.67}
\end{equation*}
$$

From the equality

$$
\frac{\partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x)}{\lambda_{h}}=\frac{1}{\varepsilon}\left(e_{i} \cdot\left(\frac{\nabla \tilde{u}_{h}(x+\varepsilon \mathbf{v})-\gamma_{h}}{\lambda_{h}}\right)-e_{i} \cdot\left(\frac{\nabla \tilde{u}_{h}(x)-\gamma_{h}}{\lambda_{h}}\right)\right)
$$

and by (7.50) we have

$$
\begin{equation*}
\lim _{h \rightarrow \infty} \frac{\partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x)}{\lambda_{h}}=\frac{\partial_{i} u_{\infty}(x+\varepsilon \mathbf{v})-\partial_{i} u_{\infty}(x)}{\varepsilon}=\partial_{i} \partial_{\mathbf{v}}^{\varepsilon} u_{\infty}(x) \quad \text { in } L^{2}\left(B_{3 / 4-\varepsilon}\right) \tag{7.68}
\end{equation*}
$$

so by $(7.67),(7.68)$, and the fact that $\partial_{j} \varphi \in L^{\infty}\left(B_{3 / 4}\right)$, we obtain

$$
\begin{align*}
\lim _{h \rightarrow \infty} \int_{B_{3 / 4}} A_{i j}^{h, \varepsilon}(x) \frac{\partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x)}{\lambda_{h}} \partial_{j} \varphi(x) & \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right) \\
& =\int_{B_{3 / 4}} A_{i j}^{\varepsilon}(x) \partial_{i} \partial_{\mathbf{v}}^{\varepsilon} u_{\infty}(x) \partial_{j} \varphi(x) \tag{7.69}
\end{align*}
$$

To estimate the last term we notice that, since

$$
\frac{1}{2}+\frac{1}{\sigma}+\frac{1}{2 d}=1
$$

by Hölder inequality we have that

$$
\begin{aligned}
& \left|\int_{B_{3 / 4}} A_{i j}^{h, \varepsilon}(x) \frac{\partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x)}{\lambda_{h}} \varphi(x) \chi^{\prime}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \partial_{j}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)-\frac{\left|\gamma_{h}\right|}{2}\right)_{+} \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)\right| \\
& \leq\|\varphi\|_{L^{\infty}\left(B_{3 / 4}\right)} \cdot\left\|\frac{\nabla \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x)}{\lambda_{h}}\right\|_{L^{\sigma}\left(B_{3 / 4}\right)} \cdot\left\|\nabla\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)-\frac{\left|\gamma_{h}\right|}{2}\right)_{+}\right\|_{L^{2}\left(B_{3 / 4}\right)} \\
& \quad \cdot\left\|A_{i j}^{h, \varepsilon}(x) \chi^{\prime}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)\right\|_{L^{2 d}\left(B_{3 / 4}\right)} .
\end{aligned}
$$

Since $0 \leq A_{i j}^{h, \varepsilon}(x) \leq \Lambda$ Id for every $x$ such that $\chi^{\prime}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)>0$, it follows that

$$
\begin{equation*}
\left\|A_{i j}^{h, \varepsilon}(x) \chi^{\prime}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)\right\|_{L^{2 d}\left(B_{3 / 4}\right)} \leq C(\Lambda)\left\|\chi^{\prime}\right\|_{\infty} \tag{7.70}
\end{equation*}
$$

Thus, from (7.70), (7.51), (7.62), (7.70) we have that

$$
\begin{align*}
\lim _{h \rightarrow \infty} \int_{B_{3 / 4}} A_{i j}^{h, \varepsilon}(x) \frac{\partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x)}{\lambda_{h}} \varphi(x) \chi^{\prime}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right)  \tag{7.71}\\
\partial_{j}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)-\frac{\left|\gamma_{h}\right|}{2}\right)_{+} \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right)=0
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \lim _{h \rightarrow \infty} \int_{B_{3 / 4}} A_{i j}^{h, \varepsilon}(x) \frac{\partial_{i} \partial_{\mathbf{v}}^{\varepsilon} \tilde{u}_{h}(x)}{\lambda_{h}} \varphi(x) \chi\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x)\right)  \tag{7.72}\\
& \chi^{\prime}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})\right) \partial_{j}\left(\partial_{\mathbf{w}_{h}} \tilde{u}_{h}(x+\varepsilon \mathbf{v})-\frac{\left|\gamma_{h}\right|}{2}\right)_{+}=0
\end{align*}
$$

Hence, letting $h \rightarrow \infty$ in (7.57) and taking (7.66), (7.69), (7.71), and (7.72) into account, we obtain

$$
0=\int_{B_{3 / 4}} A_{i j}^{\varepsilon}(x) \partial_{i} \partial_{\mathbf{v}}^{\varepsilon} u_{\infty}(x) \partial_{j} \varphi(x)
$$

Step 6: a contradiction based on the excess decay for $u_{\infty}$. We find a contradiction.

Since by (7.60) the functions $\partial_{\mathbf{v}}^{\varepsilon} u_{\infty} \in W^{1,2}\left(B_{3 / 4}\right)$ solve a uniformly elliptic equation for $\varepsilon>0$ small enough, by De Giorgi-Nash-Moser Theorem (see Theorem 1.19) there exists $\alpha>0$ such that for every $\mathbf{v} \in \mathbb{S}^{d-1}$

$$
\begin{equation*}
\left\|\partial_{\mathbf{v}}^{\varepsilon} u_{\infty}\right\|_{C^{0,2 \alpha}\left(B_{1 / 2}\right)} \lesssim\left\|\partial_{\mathbf{v}}^{\varepsilon} u_{\infty}\right\|_{L^{2}\left(B_{3 / 4}\right)} \leq\left\|\nabla^{\varepsilon} u_{\infty}\right\|_{L^{2}\left(B_{3 / 4}\right)} \lesssim 1 \tag{7.73}
\end{equation*}
$$

where the last inequality follows from (7.52); in particular, applying the previous inequality to $\mathbf{v}=e_{1}, \ldots, e_{d}$, we obtain that

$$
\begin{equation*}
\left\|\nabla^{\varepsilon} u_{\infty}\right\|_{C^{0,2 \alpha}\left(B_{1 / 2}\right)} \leq C_{7} \tag{7.74}
\end{equation*}
$$

Hence, by Jensen inequality and (7.74), for $\tau$ sufficiently small we have that

$$
\begin{aligned}
f_{B_{\tau}}\left|\nabla^{\varepsilon} u_{\infty}(x)-\left(\nabla^{\varepsilon} u_{\infty}\right)_{B_{\tau}}\right|^{2} d x & \leq f_{B_{\tau}} f_{B_{\tau}}\left|\nabla^{\varepsilon} u_{\infty}(x)-\nabla^{\varepsilon} u_{\infty}(y)\right|^{2} d x d y \\
& \leq C_{7}^{2}(2 \tau)^{4 \alpha}<\frac{\tau^{2 \alpha}}{8}
\end{aligned}
$$

which contradicts (7.54) and concludes the proof.

Proof of Corollaries 7.2 and 7.3 The proof of Corollary 7.2 relies on an iterated application of Theorem 7.1; at every scale, the assumptions are satisfied thanks to the geometric decay of the excess on larger scales. In particular, we estimate at every step the difference between the average of $u$ on $B_{\tau^{i-1}}$ and on $B_{\tau^{i}}$ by means of the excess in $B_{\tau^{i-1}}$.

Proof of Corollary 7.2. Let $x \in B_{1 / 2}$ and $r<1 / 4$; let $\tau_{0}, \alpha, \tau, \varepsilon(\tau)$ be as in Theorem 7.1. Let $\varepsilon \leq \varepsilon(\tau)$ be a constant to be chosen later. We prove (7.5) by induction. For $k=1$ we apply Theorem 7.1 and we obtain (7.5). Assuming as inductive assumption that

$$
\begin{equation*}
U\left(u, x, \tau^{i} r\right) \leq \tau^{\alpha i} U(u, x, r) \quad \forall i \leq k-1 \tag{7.75}
\end{equation*}
$$

we prove

$$
\begin{equation*}
U\left(u, x, \tau^{k} r\right) \leq \tau^{\alpha k} U(u, x, r) \tag{7.76}
\end{equation*}
$$

By (7.4) and (7.75) applied with $i=k-1$ we have that $U\left(u, x, \tau^{k-1} r\right) \leq \varepsilon \leq \varepsilon(\tau)$. In order to satisfy the assumptions of Theorem 7.1 at $x$ with radius $\tau^{k-1} r$ we have to show that

$$
\begin{equation*}
\frac{3}{4} \leq\left|(\nabla u)_{B_{\tau^{k-1}}(x)}\right| \leq 1 \tag{7.77}
\end{equation*}
$$

For every $i \in \mathbb{N}$ let us set $\gamma_{i}=(\nabla u)_{B_{\tau^{i} r}(x)}$. For every $i=1, \ldots, k-1$ by (7.75) we have that

$$
\begin{aligned}
& \left|\gamma_{i}-\gamma_{i-1}\right|=\left(f_{B_{\tau^{i}}(x)}\left|\gamma_{i}-\gamma_{i-1}\right| d y\right)^{1 / 2} \\
& \leq\left(f_{B_{\tau^{i} r}(x)}\left|\nabla u(y)-\gamma_{i}\right|^{2} d y\right)^{1 / 2}+\left(f_{B_{\tau^{i} r}(x)}\left|\nabla u(y)-\gamma_{i-1}\right|^{2} d y\right)^{1 / 2} \\
& \leq\left(f_{B_{\tau^{i} r}(x)}\left|\nabla u(y)-\gamma_{i}\right|^{2} d y\right)^{1 / 2}+\frac{1}{\tau^{d / 2}}\left(f_{B_{\tau^{i-1} r}(x)}\left|\nabla u(y)-\gamma_{i-1}\right|^{2} d y\right)^{1 / 2} \\
& \leq U\left(u, x, \tau^{i} r\right)+\frac{1}{\tau^{d / 2}} U\left(u, x, \tau^{i-1} r\right) \leq\left(\tau^{\alpha}+\frac{1}{\tau^{d / 2}}\right) \tau^{\alpha(i-1)} U(u, x, r)
\end{aligned}
$$



Figure 7.1: Under the assumptions of Corollary 7.3, $\nabla u$ lies in $B_{1}$ and, in particular, in the grey area for a fraction of large measure (namely, $1-\eta$ ) of points in $B_{1}$.

Hence, by the triangular inequality we obtain

$$
\begin{align*}
& \left|(\nabla u)_{B_{\tau^{k-1}}(x)}-(\nabla u)_{B_{r}(x)}\right|=\left|\gamma_{k-1}-\gamma_{0}\right| \\
& \leq \sum_{i=1}^{k-1}\left|\gamma_{i}-\gamma_{i-1}\right| \leq\left(\tau^{\alpha}+\frac{1}{\tau^{d / 2}}\right)\left(\sum_{i=1}^{\infty} \tau^{\alpha(i-1)}\right) U(u, x, r)  \tag{7.78}\\
& \leq C(\tau, d, \alpha) \varepsilon \leq \frac{1}{8}
\end{align*}
$$

where in the last inequality we have chosen $\varepsilon$ small (depending on $d, \tau, \alpha$ ). From (7.78) and (7.4) we obtain (7.77). So, we can apply Theorem 7.1 with radius $\tau^{k-1} r$ to obtain

$$
\begin{equation*}
U\left(u, x, \tau^{k} r\right) \leq \tau^{\alpha} U\left(u, x, \tau^{k-1} r\right) \tag{7.79}
\end{equation*}
$$

which, together with (7.75), implies (7.76).
In order to prove Corollary 7.3, we apply Corollary 7.2; its assumptions are satisfied because the gradient of $u$ lies close to a fixed vector $\mathbf{v}$ for a large fraction of points in $B_{1}$ (see Figure 7.1).

Proof of Corollary 7.3. Let $x \in B_{1 / 2}$; let $\tau=\tau_{0}, \alpha, \varepsilon=\varepsilon\left(\tau_{0}\right)$ be as in Corollary 7.2. First we prove that, if $\eta$ and $r_{0}$ are chosen sufficiently small, then

$$
\begin{equation*}
\frac{7}{8} \leq\left|(\nabla u)_{B_{r_{0}}(x)}\right| \leq 1 \quad U\left(u, x, r_{0}\right) \leq \varepsilon \tag{7.80}
\end{equation*}
$$

We choose $r_{0}<1 / 4$ sufficiently small so that

$$
\begin{equation*}
r_{0}^{(q-d) /(2 q)}\|f\|_{L^{q}\left(B_{1}\right)} \leq \frac{\varepsilon}{2} \tag{7.81}
\end{equation*}
$$

We estimate the first term in the excess splitting the integral over $B_{r_{0}}(x) \cap\left\{\partial_{\mathbf{v}} u \geq 1-\eta\right\}$ and its complement. For every $y \in B_{r_{0}}(x) \cap\left\{\partial_{\mathbf{v}} u \geq 1-\eta\right\}$ we have that

$$
|\nabla u(y)-\mathbf{v}|^{2}=|\nabla u(y)|^{2}+|\mathbf{v}|^{2}-2 \nabla u(y) \cdot \mathbf{v} \leq 2(1-\nabla u(y) \cdot \mathbf{v}) \leq 2 \eta
$$

In the complement of $B_{r_{0}}(x) \cap\left\{\partial_{\mathbf{v}} u \geq 1-\eta\right\}$ we have that $|\nabla u-\mathbf{v}| \leq|\nabla u|+|\mathbf{v}| \leq 2$. Therefore we have

$$
\begin{align*}
& f_{B_{r_{0}}(x)}|\nabla u(y)-\mathbf{v}|^{2} d y \\
& \leq \frac{1}{\left|B_{r_{0}}\right|}\left(\left|\left\{y \in B_{r_{0}}(x): \partial_{\mathbf{v}} u(y) \geq 1-\eta\right\}\right| 4 \eta^{2}+4\left|\left\{y \in B_{r_{0}}(x): \partial_{\mathbf{v}} u(y) \leq 1-\eta\right\}\right|\right)  \tag{7.82}\\
& \leq 4 \eta^{2}+\frac{1}{\left|B_{r_{0}}\right|}\left|\left\{y \in B_{1}: \partial_{\mathbf{v}} u(y) \leq 1-\eta\right\}\right|
\end{align*}
$$

Noticing that (7.6) implies that $\left|\left\{y \in B_{1}: \partial_{\mathbf{v}} u(y) \leq 1-\eta\right\}\right| \leq \eta\left|B_{1}\right|$ we obtain

$$
\begin{equation*}
f_{B_{r_{0}}(x)}|\nabla u(y)-\mathbf{v}|^{2} d y \leq 4 \eta^{2}+\eta \frac{\left|B_{1}\right|}{\left|B_{r_{0}}\right|} \leq \frac{\varepsilon^{2}}{4} \tag{7.83}
\end{equation*}
$$

where in the last inequality we have chosen $\eta$ sufficiently small, depending only on $\|f\|_{L^{q}\left(B_{1}\right)}$ and $\varepsilon$. From (7.83) it follows that

$$
\begin{align*}
& f_{B_{r_{0}}(x)}\left|\nabla u(y)-(\nabla u)_{B_{r_{0}}(x)}\right|^{2} d y=\inf _{\gamma \in \mathbb{R}^{d}} f_{B_{r_{0}}(x)}|\nabla u(y)-\gamma|^{2} d y \\
& \leq f_{B_{r_{0}}(x)}|\nabla u(y)-\mathbf{v}|^{2} d y \leq \frac{\varepsilon^{2}}{4} \tag{7.84}
\end{align*}
$$

and therefore by (7.84) and (7.81) we get the second inequality in (7.80). From (7.83) we have

$$
\left|f_{B_{r_{0}}(x)}(\nabla u(y)-\mathbf{v}) d y\right| \leq\left(f_{B_{r_{0}}(x)}|\nabla u(y)-\mathbf{v}|^{2} d y\right)^{1 / 2} \leq \frac{\varepsilon}{2}
$$

it implies

$$
\left|(\nabla u)_{B_{r_{0}}(x)}\right| \geq|\mathbf{v}|-\left|(\nabla u)_{B_{r_{0}}(x)}-\mathbf{v}\right| \geq 1-\frac{\varepsilon}{2} \geq \frac{7}{8}
$$

which proves the first inequality in (7.80). Hence the assumptions of Corollary 7.2 are satisfied and we obtain (7.7).

We are left to prove (7.8). From (7.7) and (7.80) it follows that for every $k \in \mathbb{N}$ and $x \in B_{1 / 2}$,

$$
\left(f_{B_{\tau^{k} r_{0}}(x)}\left|\nabla u(y)-(\nabla u)_{B_{\tau^{k} r_{0}}(x)}\right|^{2} d y\right)^{1 / 2} \leq U\left(u, x, \tau^{k} r_{0}\right) \leq \tau^{\alpha k} U\left(u, x, r_{0}\right) \leq \varepsilon \tau^{\alpha k}
$$

From Campanato theorem, stated in Lemma 1.24 we obtain (7.8).

## Proof of Theorem 7.5

Lemma 7.11. Let $\eta \in(0,1)$. Let $p, \boldsymbol{n}, \lambda, \Lambda, u, q, f$ be as in Theorem 7.5 with $\Omega=B_{1}$. Assume that $|\nabla u(x)| \leq 1$ for every $x \in B_{1}$ and

$$
\begin{equation*}
\sup _{e \in \mathbb{S}^{d-1}}\left|\left\{x \in B_{1 / 2}: \partial_{e} u(x) \geq(1-\eta)\right\}\right| \leq(1-\eta)\left|B_{1 / 2}\right| \tag{7.85}
\end{equation*}
$$

Then there exist constants $c:=c(d, p, q, \lambda, \Lambda)$ and $C:=C(d, \eta, p, q, \lambda, \Lambda)$ such that if $\|f\|_{L^{q}\left(B_{1}\right)} \leq C$ then

$$
\begin{equation*}
|\nabla u| \leq 1-c \eta^{2} \quad \forall x \in B_{1 / 4} \tag{7.86}
\end{equation*}
$$

Proof. Let us fix $e \in \mathbb{S}^{d-1}$ and let $v_{e}$ be defined as in (7.14). We repeat the proof of [GT, Theorem 8.18] (see also [SV, Lemma 4]) applied to the function $1 / 2-v_{e}(x)$, which is a nonnegative supersolution in $B_{1}$ of the equation

$$
\partial_{i}\left[A_{i j}(\nabla u(x)) \partial_{j}\left(\frac{1}{2}-v_{e}(x)\right)\right]=\partial_{e} f(x) 1_{\left\{\partial_{e} u \geq 1 / 2\right\}}
$$

(the coefficients $A_{i j}$ are defined in (7.12); as we mentioned before, to properly justify this computation one needs to perform a suitable regularization argument in the spirit of the proof of Theorem 6.1 and $[\mathbf{W a}]$ ). This equation can be considered to be uniformly elliptic since the values of $A_{i j}(\nabla u(x))$ where $|\nabla u(x)| \leq 1 / 2$ are not relevant. We obtain that there exists a constant $c_{0}:=c_{0}(d, p, q, \lambda, \Lambda)$ such that a weak Harnack inequality holds

$$
c_{0}\left\|1 / 2-v_{e}\right\|_{L^{1}\left(B_{1 / 2}\right)} \leq \inf _{x \in B_{1 / 4}(0)}\left\{1 / 2-v_{e}(x)\right\}+\|f\|_{L^{q}\left(B_{1}\right)}
$$

On the set

$$
\left\{x \in B_{1 / 2}: \partial_{e} u \leq(1-\eta)\right\}
$$

(whose measure is greater than $\eta\left|B_{1 / 2}\right|$ from (7.85)), the integrand is greater or equal to $\eta$ and we obtain

$$
\begin{aligned}
& \inf \left\{1 / 2-v_{e}(x): x \in B_{1 / 4}\right\} \\
& \quad \geq c_{0} \int_{B_{1 / 2}}\left(1 / 2-v_{e}(x)\right) d x-\|f\|_{L^{q}\left(B_{1}\right)} \\
& \quad \geq c_{0} \eta\left|\left\{x \in B_{1 / 2}:\left(\partial_{e} u(x)-1 / 2\right)_{+} \leq 1-\eta\right\}\right|-\|f\|_{L^{q}\left(B_{1}\right)} \\
& \quad \geq c_{0} \eta^{2}\left|B_{1 / 2}\right|-C .
\end{aligned}
$$

Therefore, setting $c:=c_{0}\left|B_{1 / 2}\right| / 2$ and $C:=c_{0} \eta^{2}\left|B_{1 / 2}\right| / 2$, we have

$$
\inf \left\{1 / 2-v_{e}(x): x \in B_{1 / 4}\right\} \geq c \eta^{2}
$$

which in turn can be rewritten as

$$
\partial_{e} u(x) \leq 1-c \eta^{2} \quad \forall x \in B_{1 / 4} .
$$

Since this argument holds true for every direction $e \in \mathbb{S}^{d-1}$ we obtain (7.86).

Iterating the previous lemma on smaller scales and using the scale invariance of the anisotropic $p$-laplacian we obtain the following result.

Lemma 7.12. Let $p, \boldsymbol{n}, \lambda, \Lambda, u, q, f$ be as in Theorem 7.5. Let $\eta>0$ be sufficiently small, $c$ and $C$ as in Lemma 7.11, $\delta=c \eta^{2}$, and $k \in \mathbb{N}$. If $|\nabla u(x)| \leq 1$ for every $x \in B_{1}$,

$$
\begin{equation*}
\sup _{e \in \mathbb{S}^{d-1}}\left|\left\{x \in B_{2^{-2 i-1}}(0): \partial_{e} u \geq(1-\eta)(1-\delta)^{i}\right\}\right| \leq(1-\eta)\left|B_{2^{-2 i-1}}\right| \quad \forall i=1, \ldots, k \tag{7.87}
\end{equation*}
$$

and $\|f\|_{L^{q}\left(B_{1}\right)} \leq C$, then we have that

$$
\begin{equation*}
|\nabla u(x)| \leq(1-\delta)^{i} \quad \forall x \in B_{2^{-2 i}} \quad \forall i=1, \ldots, k+1 \tag{7.88}
\end{equation*}
$$

Proof. We prove the result by induction on $i$. Assuming (7.87) with $i=0$ we obtain (7.88) with $i=1$ from Lemma 7.11. Let us assume that the result holds true for $i$ and let us prove it for $i+1$. Thanks to the homogeneity of the anisotropic $p$-laplacian, the function

$$
v(x):=\frac{2^{2 i} u\left(2^{-2 i} x\right)}{(1-\delta)^{i}} \quad x \in B_{1}
$$

satisfies by inductive assumption $|\nabla v| \leq 1$ in $B_{1}$ and it is a minimizer of

$$
\begin{equation*}
\int_{B_{1}} \frac{\boldsymbol{n}(\nabla v)^{p}}{p}+\tilde{f} v \tag{7.89}
\end{equation*}
$$

where

$$
\tilde{f}(x):=\frac{2^{-2 i}}{(1-\delta)^{i(p-1)}} f\left(2^{-2 i} x\right)
$$

Hence the norm of $\tilde{f}$ is estimated by

$$
\|\tilde{f}\|_{L^{q}\left(B_{1}\right)}^{q}=\frac{2^{-2 i(p-d)}}{(1-\delta)^{i(p-1) q}} \int_{B_{2-2 i}}|f(y)|^{q} d y \leq \frac{2^{-2 i(q-d)}}{(1-\delta)^{i(p-1) q}}\|f\|_{L^{q}\left(B_{1}\right)}^{q}
$$

Therefore, provided that $\delta$ is chosen small enough so that $2^{-2(q-d) /(p q-q)} \leq 1-\delta$, we obtain that $\|\tilde{f}\|_{L^{q}\left(B_{1}\right)} \leq\|f\|_{L^{q}\left(B_{1}\right)} \leq C$. The assumption (7.87) can be rewritten as (7.85) applied to $v$ instead of $u$; therefore, Lemma 7.11 gives us that

$$
|\nabla v(x)| \leq 1-\delta \quad \forall x \in B_{1 / 4}
$$

which implies (7.88) with $i+1$ in place of $i$.
Proof of Theorem 7.5. By a covering argument, it is enough to show that, if $u: B_{1} \rightarrow \mathbb{R}$ is Lipschitz, then

$$
\begin{equation*}
\sup _{x \in B_{2}-2 i}|\nabla u(x)-\nabla u(0)| \leq C_{0} 2^{-2 \alpha i} \quad \forall i \in \mathbb{N} \tag{7.90}
\end{equation*}
$$

for some $\alpha \in(0,1), C_{0}>0$ which depends only on $d, p, \lambda, \Lambda$ to be chosen later. Let $\eta>0$ to be fixed later; let $c, C, \delta=c \eta^{2}$ as in Lemma 7.12. Up to changing $u$ with

$$
\frac{u\left(r_{0} x\right)-u(0)}{r_{0}\|\nabla u\|_{L^{\infty}\left(B_{1}\right)}} \quad \forall x \in B_{1}
$$

thanks to the homogeneity of the anisotropic $p$-laplacian we can assume that

$$
u(0)=0, \quad|\nabla u(x)| \leq 1 \quad \forall x \in B_{1}, \quad \text { and } \quad\|f\|_{L^{q}\left(B_{1}\right)} \leq C
$$

Let $k \in \mathbb{N} \cup\{\infty\}$ be the largest index for which (7.87) holds true. Let $\alpha_{1} \in(0, \infty)$ be such that $2^{-2 \alpha_{1}}=1-\delta$. If $k=\infty$ we have that by Lemma 7.12

$$
\sup _{x \in B_{2}-2 i}|\nabla u(x)| \leq(1-\delta)^{i}=2^{-2 \alpha_{1} i} \quad \forall i \in \mathbb{N} ;
$$

hence (7.90) is satisfied. If $k<\infty$ set

$$
v(x):=\frac{2^{2(k+1)} u\left(2^{-2(k+1)} x\right)}{(1-\delta)^{k+1}}
$$

By the maximality of $k$ we have that there exists $e \in \mathbb{S}^{d-1}$ such that

$$
\begin{equation*}
\left|\left\{x \in B_{1 / 2}: \partial_{e} v(x) \geq 1-\eta\right\}\right| \geq(1-\eta)\left|B_{1}\right| . \tag{7.91}
\end{equation*}
$$

Thanks to Lemma 7.12 applied to $u$ we obtain that

$$
\begin{equation*}
\sup _{x \in B_{2}-2 i}|\nabla u(x)| \leq(1-\delta)^{i}=2^{-2 \alpha_{1} i} \quad \forall i=1, \ldots, k+1 \tag{7.92}
\end{equation*}
$$

and

$$
|\nabla v(x)| \leq 1 \quad \forall x \in B_{1}
$$

We choose $\eta>0$ so that Corollary 7.3 applies to $v$ with $\mathcal{F}(x)=\boldsymbol{n}(x)^{p} / p$ (notice that assumption (7.3) is not a restriction since $|\nabla v| \leq 1$ ); we obtain that there exist $\alpha_{2}, C_{2}>0$ such that for every $i \in \mathbb{N}$

$$
\frac{1}{2^{-\alpha_{1}(k+1)}} \sup _{x \in B_{2}-2 i}\left|\nabla u\left(2^{-2(k+1)} x\right)-\nabla u(0)\right|=\sup _{x \in B_{2}-2 i}|\nabla v(x)-\nabla v(0)| \leq C_{2} 2^{-2 \alpha_{2} i},
$$

which can be rewritten, setting $\alpha=\min \left\{\alpha_{1}, \alpha_{2}\right\}$, as

$$
\begin{equation*}
\sup _{x \in B_{2}-2(i+k+1)}|\nabla u(x)-\nabla u(0)| \leq C_{2} 2^{-2 \alpha_{2} i+\alpha_{1}(k+1)} \leq C_{2} 2^{-2 \alpha(i+k+1)} \tag{7.93}
\end{equation*}
$$

From (7.92) we deduce that for every $i=1, \ldots, k+1$

$$
\sup _{x \in B_{2}-2 i}|\nabla u(x)-\nabla u(0)| \leq 2 \sup _{x \in B_{2}-2 i}|\nabla u(x)| \leq 2 \cdot 2^{-2 \alpha_{1} i} \leq 2 \cdot 2^{-2 \alpha i}
$$

which, together with (7.93), proves (7.90) when $k<\infty$ with $C_{0}=\max \left\{2, C_{2}\right\}$.

Proof of Theorem 7.6 Since the proof of this theorem is a modification of the proof of Theorem 6.1, we just outline the differences.

First we remark that all results in Section 7.1 hold replacing $B_{1}$ and $B_{1 / 4}$ with sets $\{\boldsymbol{m}<M\}$ and $\{\boldsymbol{m}<m\}$ for some $0 \leq m<M$ (indeed, the statements and the proofs can easily be adapted to this setting with easy modifications).

Then we regularize the equation by approximation, reducing ourselves to prove an a-priori estimate on a regular solution as in the proof Theorem 6.1. Finally, to prove regularity at nondegenerate points we use Corollary 7.3 instead of Lemma 6.11 and Proposition 6.13.

## Chapter 8

## The Vlasov-Poisson system

The $d$-dimensional Vlasov-Poisson system describes the evolution of a nonnegative distribution function $f:(0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow[0, \infty)$ according to Vlasov's equation, under the action of a self-consistent force determined by the Poisson's equation:

$$
\begin{cases}\partial_{t} f_{t}+v \cdot \nabla_{x} f_{t}+E_{t} \cdot \nabla_{v} f_{t}=0 & \text { in }(0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d}  \tag{8.1}\\ \rho_{t}(x)=\int_{\mathbb{R}^{d}} f_{t}(x, v) d v & \text { in }(0, \infty) \times \mathbb{R}^{d} \\ E_{t}(x)=\sigma c_{d} \int_{\mathbb{R}^{d}} \rho_{t}(y) \frac{x-y}{|x-y|^{d}} d y & \text { in }(0, \infty) \times \mathbb{R}^{d} .\end{cases}
$$

Here $f_{t}(x, v)$ stands for the density of particles having position $x$ and velocity $v$ at time $t$, $\rho_{t}(x)$ is the distribution of particles in the physical space, $E_{t}=-\sigma \nabla\left(\Delta^{-1} \rho_{t}\right)$ is the force field, $c_{d}>0$ is a dimensional constant chosen in such a way that $c_{d} \operatorname{div}\left(\frac{x}{|x|^{d}}\right)=\delta_{0}$, and $\sigma \in\{ \pm 1\}$. The case $\sigma=1$ corresponds to the case of electrostatic forces between charged particles with the same sign (repulsion) while $\sigma=-1$ corresponds to the gravitational case (attraction).

This system appears in several physical models. For instance, when $\sigma=1$ it describes in plasma physics the evolution of charged particles under their self-consistent electric field, while when $\sigma=-1$ the same system is used in astrophysics to describe the motion of galaxy clusters under the gravitational field. Many different models have been developed in connection with the Vlasov-Poisson equation: amongst others, we mention the relativistic version of (8.1) (where the velocity of particles is given by $v / \sqrt{1+|v|^{2}}$ ) and the VlasovMaxwell system (which takes into account both the electric and magnetic fields of the Maxwell equations). The latter can be written as

$$
\begin{cases}\partial_{t} f_{t}+v \cdot \nabla_{x} f_{t}+\left(E_{t}+v \times B_{t}\right) \cdot \nabla_{v} f_{t}=0 & \text { in }(0, \infty) \times \mathbb{R}^{3} \times \mathbb{R}^{3}  \tag{8.2}\\ \partial_{t} E_{t}-\nabla \times B_{t}=-j_{t}, \quad \nabla \cdot E_{t}=\rho_{t} & \text { in }(0, \infty) \times \mathbb{R}^{3} \\ \partial_{t} B_{t}+\nabla \times E_{t}=0, \quad \nabla \cdot B_{t}=0 & \text { in }(0, \infty) \times \mathbb{R}^{3} \\ j_{t}=\int_{\mathbb{R}^{3}} v f_{t} d v, \quad \rho_{t}=\int_{\mathbb{R}^{3}} f_{t} d v & \text { in }(0, \infty) \times \mathbb{R}^{3} .\end{cases}
$$

Regarding the existence of classical solutions of the Vlasov-Poisson system, namely, solutions where all the relevant derivatives exist, the first contributions were given by Iordanskii [Io] for the existence of solutions in dimension 1, by Ukai and Okabe [UO] in dimension 2, and by Bardos and Degond $[\mathbf{B D}]$ in dimension 3 for small data. For symmetric initial data, more existence results have been proven in $[\mathbf{B a}, \mathbf{W o}, \mathbf{H o}, \mathbf{S c}]$ (see also the presentation in $[\mathbf{R e}]$ for an overview of the topic and the references quoted therein). Finally, in 1989 Pfaffelmöser [Pf] and Lions and Perthame [LP] were able to prove global existence of classical solutions starting from general data. In [LP] the authors consider an initial datum $f_{0} \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{6}\right)$ with finite moments $|v|^{m} f_{0}(x, v) \in L^{1}\left(\mathbb{R}^{6}\right)$ for some $m>3$, and, thanks to an a priori estimate on the propagation of moments, they show the existence of a distributional solution $f \in C\left((0, \infty) ; L^{p}\left(\mathbb{R}^{6}\right)\right) \cap L^{\infty}\left((0, \infty) ; L^{\infty}\left(\mathbb{R}^{6}\right)\right)$ for every $1 \leq p<\infty$. Moreover, in $[\mathbf{L P}]$ the problem of uniqueness is also addressed; under more restrictive assumptions on the initial datum, the authors show that there is uniqueness in the class of solutions with bounded space densities in $[0, \infty) \times \mathbb{R}^{3}$. Uniqueness is achieved by considering the Lagrangian flow associated to the vector field $\boldsymbol{b}_{t}(x, v):=\left(v, E_{t}(x)\right)$, which is regular enough under a global bound on the space density (see also [Lo3] for a different proof based on stability in the Wasserstein metric).

As one can see, the above results require strong assumptions on the initial data. However, it would be very desirable to get global existence of solutions under much weaker conditions. In the classical paper [Ar], Arsen'ev proved global existence of weak solutions under the assumption that the initial datum is bounded and has finite kinetic energy (see also [IN]). This result has then been improved in $[\mathbf{H H}]$, where the authors relaxed the boundedness assumption on an $L^{p}$ bound for some suitable $p>1$.

Notice that these higher integrability assumptions are needed even to give a meaning to the equation in the distributional sense: indeed, when $f_{t}$ is merely $L^{1}$ the product $E_{t} f_{t}$ does not belong to $L_{\mathrm{loc}}^{1}$ (when $d=3$, for the term $E_{t} f_{t}$ to belong to $L_{\text {loc }}^{1}$ one needs to have $f_{t} \in L^{p}$ with $p \geq(12+2 \sqrt{5}) / 11$, see for instance [DPL1]). To overcome this difficulty, in [DPL1] the authors considered the concept of renormalized solutions and obtained global existence in the case $\sigma=1$ under the assumption that the total energy is finite and $f_{0} \log \left(1+f_{0}\right) \in L^{1}$ (in the case $\sigma=-1$ they still need some $L^{p}$ assumption on $f$ ). Also, under some suitable integrability assumptions on $f_{t}$, they can show that the concepts of weak and renormalized solutions are equivalent.

In order to conclude this general introduction about the Vlasov-Poisson system, we mention a surprising regularizing effect of the equation, that was used in a similar context, namely for the Vlasov-Maxwell system (8.2), to build distributional solutions. Indeed, given an equation of the type

$$
\partial_{t} f_{t}+v \cdot \nabla_{x} f_{t}=\nabla_{v} \cdot g \quad \text { in }(0, \infty) \times \mathbb{R}^{3} \times \mathbb{R}^{3}
$$

where $f \in L^{2}\left(\mathbb{R} \times \mathbb{R}^{3} \times \mathbb{R}^{3}\right)$ and $g \in L^{2}\left(\mathbb{R} \times \mathbb{R}^{3} \times \mathbb{R}^{3} ; \mathbb{R}^{3}\right)$, a velocity averaging lemma [DPL3] says that the velocity averages of $f_{t}$ with respect to all smooth weight functions $\psi(v) \in$ $\mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{3}\right)$ gain a fractional derivative, namely

$$
\int_{\mathbb{R}^{d}} f_{t}(x, v) \psi(v) d v \in H^{1 / 4}\left(\mathbb{R} \times \mathbb{R}^{3}\right)
$$

Similar results were first proved in [GPS, GLPS, Ge].
A velocity average lemma was used, together with the transport arguments presented below in the context o the Vlasov-Poisson system, to show existence of weak solutions of the Vlasov-Maxwell system (8.2). More precisely, Di Perna and Lions [DPL3] proved that, given arbitrary initial data $f_{0}, B_{0}, E_{0}$ with finite mass and total energy, there exists a distributional solution of the Vlasov-Maxwell system (8.2) with initial data $f_{0}, B_{0}$, and $E_{0}$. The assumptions on the initial data are the following: $f_{0} \geq 0$,

$$
\int_{\mathbb{R}^{6}}\left(1+|v|^{2}\right) f_{0} d x d v<\infty, \quad \int_{\mathbb{R}^{6}} f_{0}^{2} d x d v+\int_{\mathbb{R}^{3}}\left(\left|E_{0}\right|^{2}+\left|B_{0}\right|^{2}\right) d x<\infty
$$

together with the compatibility conditions

$$
\operatorname{div} B_{0}=0, \quad \operatorname{div} E_{0}=\int_{\mathbb{R}^{3}} f_{0} d v
$$

It is important to observe that the Vlasov-Poisson system has a transport structure which allows one to prove that, when the solutions is sufficiently smooth, $f_{t}$ is transported along the characteristics of the vector field $\boldsymbol{b}_{t}(x, v)=\left(v, E_{t}(x)\right)$. However, when dealing with weak or renormalized solutions, it is not clear that such a vector field defines a flow on the phase-space and, at least a priori, one loses the relation between the Eulerian and Lagrangian picture.

The goal of this Chapter is twofold: on the one hand we show that the Lagrangian picture is still valid even for weak/renormalized solutions, and secondly we obtain global existence of weak solutions under minimal assumptions on the initial data. Both results rely on a combination of the following tools:
(i) the local version of the DiPerna-Lions theory developed in Chapters 2, 3, and 4;
(ii) the uniqueness of bounded compactly supported solutions to the continuity equation for a special class of vector fields obtained by convolving a singular kernel with a measure (see Section 1.4);
(iii) the fact that the concept of Lagrangian solution is stronger than the one of renormalized solution (see Section 4.2);
(iv) a general superposition principle stating that every nonnegative solution of the continuity equation has a Lagrangian structure without any regularity or growth assumption on the vector field (see Section 4.3).

The above machinery, developed in the first four chapters of this thesis, was needed to prove Theorem 4.9, a general result on the renormalization property for solutions of transport equations which is crucial in our proof. However, from a PDE viewpoint all we shall need is the statement of Theorem 4.9 and the renormalization property, which will be presented again in the context of the Vlasov-Poisson equation (see Definition 8.1 below). Therefore, we keep the presentation as much as possible independent of the heavy machinery of Chapters 2,3 , and 4 , so that the statements of the next section and the PDE proofs can be read with the sole reference to Theorem 4.9.

### 8.1 Statement of the results

As already observed in the introduction, the Vlasov-Poisson system has a transport structure: indeed we can rewrite it as

$$
\begin{equation*}
\partial_{t} f_{t}+\boldsymbol{b}_{t} \cdot \nabla_{x, v} f_{t}=0, \tag{8.3}
\end{equation*}
$$

where the vector field $\boldsymbol{b}_{t}(x, v)=\left(v, E_{t}(x)\right): \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{2 d}$ is divergence-free, and is coupled to $f_{t}$ via the relation $E_{t}=\sigma c_{d} \rho_{t} *\left(x /|x|^{d}\right)$. Recalling that $c_{d} \operatorname{div}\left(\frac{x}{|x|^{d}}\right)=\delta_{0}$, the vector field $E_{t}$ can also be found as $E_{t}=-\nabla_{x} V_{t}$ where the potential $V_{t}:(0, \infty) \times \mathbb{R}^{d} \rightarrow \mathbb{R}$ solves $^{1}$

$$
\begin{equation*}
-\Delta V_{t}=\sigma \rho_{t} \quad \text { in } \mathbb{R}^{d}, \quad \lim _{|x| \rightarrow \infty} V_{t}(x)=0 \tag{8.4}
\end{equation*}
$$

Notice that, because the kernel $x /|x|^{d}$ is locally integrable, the electric field $E_{t}$ belongs to $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)$, therefore $\boldsymbol{b}_{t} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2 d} ; \mathbb{R}^{2 d}\right)$.

Now, since $\boldsymbol{b}_{t}$ is divergence-free, the above equation can be rewritten as

$$
\partial_{t} f_{t}+\operatorname{div}_{x, v}\left(\boldsymbol{b}_{t} f_{t}\right)=0
$$

In order to apply the theory of flows of vector fields to this equation, however, one needs to face three difficulties.

- The equation can be reinterpreted in the distributional sense provided the product $\boldsymbol{b}_{t} f_{t}$ belongs to $L_{\mathrm{loc}}^{1}$. Unfortunately, as mentioned before, this is not true if $f_{t}$ is merely $L^{1}$.
- The vector field $\boldsymbol{b}_{t}$ is not in general Lipschitz, so one cannot use the standard CauchyLipschitz theory to construct a flow for such a vector field, and not even $W_{\text {loc }}^{1,1}$ or $B V_{\text {loc }}$, the regularity assumptions of the DiPerna-Lions and Ambrosio theory.
- The theory of flows of non-smooth vector fields requires usually the a priori assumption that the trajectories of the flow do not blow up in finite time, which is expressed in terms of the vector field by the following global hypothesis:

$$
\begin{equation*}
\frac{\left|\boldsymbol{b}_{t}\right|(x, v)}{1+|x|+|v|} \in L^{1}\left((0, T) ; L^{1}\left(\mathbb{R}^{2 d}\right)\right)+L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{2 d}\right)\right) . \tag{8.5}
\end{equation*}
$$

For Vlasov-Poisson (or more in general for any Hamiltonian system where $\boldsymbol{b}_{t}(x, v)$ is of the form $\left.\left(v,-\nabla V_{t}(x)\right)\right)$ the above assumption is satisfied if and only if

$$
E_{t}=-\nabla V_{t} \in L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)\right) .
$$

Unfortunately this is a very restrictive assumption, as it requires both some integrability and moment (in $v$ ) conditions on $f_{t}$.

[^3]To overcome the first difficulty, one notices that if $f_{t}$ is a smooth solution of (8.3) then also $\beta\left(f_{t}\right)$ is a solution for all $C^{1}$ functions $\beta: \mathbb{R} \rightarrow \mathbb{R}$; indeed

$$
\partial_{t} \beta\left(f_{t}\right)+\boldsymbol{b}_{t} \cdot \nabla_{x, v} \beta\left(f_{t}\right)=\left[\partial_{t} f_{t}+\boldsymbol{b}_{t} \cdot \nabla_{x, v} f_{t}\right] \beta^{\prime}\left(f_{t}\right)=0
$$

or equivalently $\left(\right.$ since $\left.\operatorname{div}_{x, v}\left(\boldsymbol{b}_{t}\right)=0\right)$

$$
\begin{equation*}
\partial_{t} \beta\left(f_{t}\right)+\operatorname{div}_{x, v}\left(\boldsymbol{b}_{t} \beta\left(f_{t}\right)\right)=0 . \tag{8.6}
\end{equation*}
$$

This motivates the introduction of the concept of renormalized solution of the VlasovPoisson system [DPL1], which requires to interpret the first equation of (8.1) in a renormalized sense.

Definition 8.1. A function $f \in L^{\infty}\left([0, T] ; L^{1}\left(\mathbb{R}^{2 d}\right)\right)$ is a renormalized solution of the Vlasov-Poisson system (8.1) (starting from $f_{0}$ ) if, setting

$$
\rho_{t}(x):=\int_{\mathbb{R}^{d}} f_{t}(x, v) d v, \quad E_{t}:=\sigma c_{d} \int_{\mathbb{R}^{d}} \rho_{t}(y) \frac{x-y}{|x-y|^{d}} d y, \quad b_{t}(x, v):=\left(v, E_{t}^{\text {eff }}(x)\right),
$$

for every $\beta \in C^{1} \cap L^{\infty}(\mathbb{R})$ we have that (8.6) holds in the sense of distributions, namely, for every $\phi \in C_{c}^{\infty}\left([0, T) \times \mathbb{R}^{2 d}\right)$,

$$
\begin{align*}
\int_{\mathbb{R}^{2 d}} \phi_{0}(x, v) & \beta\left(f_{0}(x, v)\right) d x d v \\
& +\int_{0}^{T} \int_{\mathbb{R}^{2 d}}\left[\partial_{t} \phi_{t}(x, v)+\nabla_{x, v} \phi_{t}(x, v) \boldsymbol{b}_{t}(x, v)\right] \beta\left(f_{t}(x, v)\right) d x d v d t=0 . \tag{8.7}
\end{align*}
$$

Notice that because $\beta$ is bounded by assumption, $\beta\left(f_{t}\right) \in L^{\infty}$ so $\boldsymbol{b}_{\boldsymbol{t}} \beta\left(f_{t}\right) \in L_{\text {loc }}^{1}$ (recall that $\boldsymbol{b}_{t} \in L_{\mathrm{loc}}^{1}$ ) and (8.7) makes always sense.

In order to deal with the second difficulty listed above, by a modification of the argument in [BBC1], we proved in Section 1.4 that for any vector field of the form $\left(v, \mu_{t} * x /|x|^{d}\right)$ with $\mu_{t}$ a time-dependent measure there is uniqueness of bounded compactly supported solutions of the continuity equation (see Theorem 1.14). By Remark 1.8, this property is enough to replace the regularity assumption on the vector field in Theorem 1.5.

In Chapters 2, 3, and 4, we developed a local version of the DiPerna-Lions' theory under no global assumptions on the vector field, and this will be a crucial tool for us to give a Lagrangian description of solutions and to overcome the third difficulty. More precisely, in Theorem 4.9 we proved that every bounded nonnegative solution of a continuity equation can be always represented as a superposition of mass transported along integral curves of the vector field (and these curves cannot split/intersect by the regularity of the vector field). Combining these facts we can show that all bounded/renormalized solutions of Vlasov-Poisson are Lagrangian.

As mentioned before, to express the fact that solutions are Lagrangian we need the concept of Maximal Regular Flow. Roughly speaking, the reader of this Chapter who is not familiar with the first part of this thesis may think that the (uniquely defined)
incompressible flow on the phase-space is composed of integral curves of $\boldsymbol{b}_{t}$ that "transport" the density $f_{t}$ (notice that, since trajectories may blow-up in finite time, mass of $f_{t}$ can disappear at infinity and/or come from infinity, but it has to follow the integral curves of $\boldsymbol{b}_{t}$ ).

Our first main result shows that bounded or renormalized solutions of Vlasov-Poisson are Lagrangian. As shown in Theorem 4.6, the concept of Lagrangian solutions is stronger than the one of renormalized solutions, as all Lagrangian solutions of Vlasov-Poisson are renormalized. We recall the notation $L_{+}^{1}$ to denote the space of nonnegative integrable functions and that by weakly continuous solutions we mean that the map $t \mapsto$ $\int_{\mathbb{R}^{2 d}} f_{t} \varphi d x d v$ is continuous for any $\varphi \in C_{c}\left(\mathbb{R}^{2 d}\right)$.

Theorem 8.2. Let $T>0$ and $f_{t} \in L^{\infty}\left((0, T) ; L_{+}^{1}\left(\mathbb{R}^{2 d}\right)\right)$ be a weakly continuous function. Assume that:
(i) either $f_{t} \in L^{\infty}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{2 d}\right)\right)$ and $f_{t}$ is a distributional solution of the VlasovPoisson equation (8.1);
(ii) or $f_{t}$ is a renormalized solution of the Vlasov-Poisson equation (8.1) (according to Definition 8.1).
Then $f_{t}$ is a Lagrangian solution transported by the Maximal Regular Flow associated to $\boldsymbol{b}_{t}(x, v)=\left(v, E_{t}(x)\right)$. In particular $f_{t}$ is renormalized.

The next corollary provides conditions in dimension $d=2,3,4$ in order to avoid the finite-time blow up of the flow that transports $f_{t}$. The finiteness of kinetic energy is usually satisfied when we consider the repulsive case and the energy is assumed to be finite at time 0 .

Corollary 8.3. Let $d \leq 4, T>0$, and let $f_{t} \in L^{\infty}\left((0, T) ;\left(L_{+}^{1} \cap L_{+}^{q}\right)\left(\mathbb{R}^{2 d}\right)\right)$ be a renormalized solution of the Vlasov-Poisson equation (8.1) (according to Definition 8.1) with

$$
q= \begin{cases}1 & \text { if } d=2 \text { or } d=3  \tag{8.8}\\ 2 & \text { if } d=4\end{cases}
$$

Let us assume that the kinetic energy is integrable in time, that is

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t}(x, v) d x d v d t<\infty \tag{8.9}
\end{equation*}
$$

Then the flow associated to $\boldsymbol{b}_{t}(x, v)=\left(v, E_{t}(x)\right)$ is globally defined on $[0, T]$ (i.e., trajectories do not blow-up) for $f_{0}$-a.e. $(x, v) \in \mathbb{R}^{2 d}$. In particular $f_{t}$ is the image of $f_{0}$ through an incompressible flow, hence, for all $\psi:[0, \infty) \rightarrow[0, \infty)$ Borel,

$$
[0, T] \ni t \mapsto \int_{\mathbb{R}^{2 d}} \psi\left(f_{t}(x, v)\right) d x d v
$$

is constant in time.
The next statement improves the exponent $q$ of the previous Corollary in the case $d=4$, by further assuming the finiteness of the potential energy.

Corollary 8.4. Let $T>0$ and let $f_{t} \in L^{\infty}\left((0, T) ; L_{+}^{1}\left(\mathbb{R}^{8}\right)\right)$ be a renormalized solution of the Vlasov-Poisson equation (8.1) (according to Definition 8.1). Let us assume that the kinetic energy and the potential energy are integrable in time, that is

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{8}}|v|^{2} f_{t}(x, v) d x d v d t+\int_{0}^{T} \int_{\mathbb{R}^{4}}\left|E_{t}(x)\right|^{2} d x d t<\infty \tag{8.10}
\end{equation*}
$$

Then, as in Corollary 8.3, the flow associated to $\boldsymbol{b}_{t}(x, v)=\left(v, E_{t}(x)\right)$ is globally defined on $[0, T]$.

Remark 8.5. The energy is formally conserved along solutions of the Vlasov-Poisson system; whether this property holds also for distributional/renormalized solutions is an important open problem in the theory. However, many weak solutions built by approximation satisfy that the energy at time $t$ is at least controlled from above by the initial energy. Hence, when $\sigma=1$ the validity of (8.9) is often guaranteed by the assumption on the initial datum

$$
\int_{\mathbb{R}^{2 d}}|v|^{2} f_{0} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{0} \rho_{0} d x<\infty
$$

where $H(x):=\frac{c_{d}}{d-2}|x|^{2-d}$ (see also Corollary 8.9 below). In the case $\sigma=-1$ a bound on the total energy does not provide in general a bound on the kinetic energy, since the potential energy is negative. For instance, when $d=3$ and $\sigma=-1$ one needs the additional hypothesis that $f_{0} \in L^{9 / 7}\left(\mathbb{R}^{6}\right)$ (see [DPL2, Equation (38)]). A similar result can also be given when $d=4, \sigma=-1$ and $f_{0} \in L^{2}\left(\mathbb{R}^{8}\right)$, while in the case $d=2, \sigma=-1$ and $f_{0} \in L \log L\left(\mathbb{R}^{4}\right)$ one would need to slightly change the form of the electric field (see Remark 8.10 below). Indeed, in dimension 3 the solution $V_{t}=H * \rho_{t}$ of the equation $\Delta V_{t}=$ $-\rho_{t}$ satisfies, by Calderón-Zygmund estimates and the Sobolev embedding, $\left\|V_{t}\right\|_{L^{6}\left(\mathbb{R}^{3}\right)} \leq$ $C\left\|D^{2} V_{t}\right\|_{L^{6 / 5}\left(\mathbb{R}^{3}\right)} \leq C\left\|\rho_{t}\right\|_{L^{6 / 5}\left(\mathbb{R}^{3}\right)}^{2}$. Thanks to this fact, Hölder inequality, and Lemma 8.15 below applied with $\alpha=0, q=9 / 7, p_{0}=6 / 5$, we estimate

$$
\begin{align*}
\frac{1}{4 \pi} \int_{\mathbb{R}^{3}} H * \rho_{t} \rho_{t} d x & \leq C\left\|H * \rho_{t}\right\|_{L^{6}\left(\mathbb{R}^{3}\right)}\left\|\rho_{t}\right\|_{L^{6 / 5}\left(\mathbb{R}^{3}\right)} \leq C\left\|\rho_{t}\right\|_{L^{6 / 5}\left(\mathbb{R}^{3}\right)}^{2} \\
& \leq C\left\|f_{t}\right\|_{L^{9 / 7}\left(\mathbb{R}^{6}\right)}^{3 / 2}\left(\int_{\mathbb{R}^{6}}|v|^{2} f_{t} d x d v\right)^{1 / 2} \tag{8.11}
\end{align*}
$$

where $C$ is a universal constant. If the total energy is bounded by a constant $C_{0}$, we deduce that

$$
\begin{aligned}
C_{0} & \geq \int_{\mathbb{R}^{6}}|v|^{2} f_{t} d x d v-\frac{1}{4 \pi} \int_{\mathbb{R}^{3}} H * \rho_{t} \rho_{t} d x \\
& \geq \int_{\mathbb{R}^{6}}|v|^{2} f_{t}(x, v) d x d v-C\left(\int_{\mathbb{R}^{6}}|v|^{2} f_{t} d x d v\right)^{1 / 2}
\end{aligned}
$$

where $C$ depends only on $\sup _{t \in[0, \infty)}\left\|f_{t}\right\|_{L^{9 / 7}\left(\mathbb{R}^{6}\right)}$, which in turn is often bounded (for instance, on solutions built by approximation) by $\left\|f_{0}\right\|_{L^{9 / 7}\left(\mathbb{R}^{6}\right)}$. Hence if the energy at time $t$ is bounded, we deduce a bound on the kinetic part of the energy.

In dimension $d=4$, the same argument works except for the fact that the estimate of the potential energy in terms of the kinetic energy (8.11) uses different exponents

$$
\begin{aligned}
\frac{1}{4 \pi} \int_{\mathbb{R}^{4}} H * \rho_{t} \rho_{t} d x & \leq C\left\|H * \rho_{t}\right\|_{L^{6}\left(\mathbb{R}^{3}\right)}\left\|\rho_{t}\right\|_{L^{4 / 3}\left(\mathbb{R}^{3}\right)} \leq C\left\|\rho_{t}\right\|_{L^{4 / 3}\left(\mathbb{R}^{3}\right)}^{2} \\
& \leq C\left\|f_{t}\right\|_{L^{2}\left(\mathbb{R}^{6}\right)}^{3 / 2}\left(\int_{\mathbb{R}^{8}}|v|^{2} f_{t} d x d v\right)^{1 / 2}
\end{aligned}
$$

Remark 8.6. Since we proved in Theorem 8.2 that all bounded distributional solutions are renormalized, one may wonder when the converse is true, namely if renormalized solutions are also distributional solutions. This happens basically as soon as we ask enough integrability for the term $E_{t} f_{t}$ to belong to $L_{\text {loc }}^{1}\left(\mathbb{R}^{2 d}\right)$ : for instance, in dimension $d=$ 3 it is enough to consider solutions $f \in L^{\infty}\left((0, T) ; L^{q}\left(\mathbb{R}^{6}\right)\right)$ with $q=(12+2 \sqrt{5}) / 11$ (see [DPL1, Theorem 1], whose proof is based on Lemma 8.15 below applied with $\alpha=0$ ).

Our second result deals with existence of global Lagrangian solutions under minimal assumptions on the initial data. In this case the sign of $\sigma$ (i.e., whether the potential is attractive or repulsive) plays a crucial role, since in the repulsive case the total energy controls the kinetic part, while in the attractive case the loss of an a priori bound of the kinetic energy prevents us for showing such a result. However we can state a general existence theorem that holds both in the attractive and repulsive case, and then show that in the repulsive case it gives us what we want.

The basic idea is the following: when proving existence of solutions by approximation it may happen that, in the approximating sequence, there are some particles that move at higher and higher speed while still remaining localized in a compact set in space (think of a family of particle rotating faster and faster along circles around the origin). Then, while in the limit these particles will disappear from the phase-space (having infinite velocity), the electric field generated by them will survive, since they are still in the physical space. Hence the electric field is not anymore generated by the marginal of $f_{t}$ in the $v$-variable, instead it is generated by an "effective density" $\rho_{t}^{\text {eff }}(x)$ that is larger than $\rho_{t}(x)$.

So, our strategy will be first to prove global existence of Lagrangian (hence renormalized) solutions for a generalized Vlasov-Poisson system where the electric field is generated by $\rho_{t}^{\text {eff }}$ and then show that, in the particular case $\sigma=1$, if the initial datum has finite total energy, then $\rho_{t}^{\text {eff }}=\rho_{t}$ and our solution solves the classical Vlasov-Poisson system.

We begin by introducing the concept of generalized solutions to Vlasov-Poisson. We use the notation $\mathscr{M}_{+}$to denote the space of nonnegative measures with finite total mass.

Definition 8.7 (Generalized solution of the Vlasov-Poisson equation). Given $\bar{f} \in L^{1}\left(\mathbb{R}^{2 d}\right)$, let $f_{t} \in L^{\infty}\left((0, \infty) ; L_{+}^{1}\left(\mathbb{R}^{2 d}\right)\right)$ and $\rho_{t}^{\text {eff }} \in L^{\infty}\left((0, \infty) ; \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)\right)$. We say that the couple $\left(f_{t}, \rho_{t}^{\text {eff }}\right)$, is a (global in time) generalized solution of the Vlasov-Poisson system starting from $\bar{f}$ if, setting

$$
\begin{equation*}
\rho_{t}(x):=\int_{\mathbb{R}^{d}} f_{t}(x, v) d v, \quad E_{t}^{\mathrm{eff}}:=\sigma c_{d} \int_{\mathbb{R}^{d}} \rho_{t}^{\mathrm{eff}}(y) \frac{x-y}{|x-y|^{d}} d y, \quad \boldsymbol{b}_{t}(x, v):=\left(v, E_{t}^{\mathrm{eff}}(x)\right), \tag{8.12}
\end{equation*}
$$

$\underline{f}_{t}$ is a renormalized solution of the continuity equation with vector field $\boldsymbol{b}_{t}$ starting from $\bar{f}$,

$$
\begin{equation*}
\rho_{t} \leq \rho_{t}^{\mathrm{eff}} \quad \text { as measures for } \mathscr{L}^{1} \text {-a.e. } t \in(0, \infty) \tag{8.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\rho_{t}^{\mathrm{eff}}\right|\left(\mathbb{R}^{d}\right) \leq\left\|f_{0}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \quad \text { for } \mathscr{L}^{1} \text {-a.e. } t \in(0, \infty) \tag{8.14}
\end{equation*}
$$

Notice that since $\left\|\rho_{t}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=\left\|f_{t}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}$, it follows by (8.13) and (8.14) that whenever the mass of $f_{t}$ is conserved in time, that is $\left\|f_{t}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}=\left\|f_{0}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}$ for $\mathscr{L}^{1}$-a.e. $t \in(0, \infty)$, then $\rho_{t}^{\text {eff }}=\rho_{t}$ and generalized solutions of the Vlasov-Poisson system are just standard renormalized solutions.

We prove here that generalized solutions of the Vlasov-Poisson equation exist globally for any $L^{1}$ initial datum, both in the attractive and in the repulsive case.

Theorem 8.8. Let us consider $f_{0} \in L_{+}^{1}\left(\mathbb{R}^{2 d}\right)$. Then there exists a generalized solution $\left(f_{t}, \rho_{t}^{\text {eff }}\right)$ of the Vlasov-Poisson system starting from $f_{0}$. Moreover, $f_{t}$ belongs to $C\left([0, \infty) ; L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2 d}\right)\right)$ and it is transported by the Maximal Regular Flow associated to $\boldsymbol{b}_{t}(x, v)=\left(v, E_{t}^{\text {eff }}(x)\right)$.

As observed before, if $\rho_{t}^{\text {eff }}=\rho_{t}$ then $f_{t}$ is a renormalized solution of the Vlasov-Poisson system. When $\sigma=1$ (i.e., in the repulsive case) the equality $\rho^{\text {eff }}=\rho_{t}$ is satisfied in many cases of interest, for instance whenever the initial energy is finite (namely $|v|^{2} f_{0} \in L^{1}\left(\mathbb{R}^{2 d}\right)$ and $E_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$, see Corollary 8.9 below), or in the case of infinite energy if other weaker conditions are satisfied as it happens in the context of $[\mathbf{Z W}]$ and $[\mathbf{L P}]$ (see Remark 8.25).

The following result improves the result announced in [DPL1], generalizing their statement to any dimension and with weaker conditions on the initial datum.

Corollary 8.9. Let $d \geq 3$, and let $f_{0} \in L_{+}^{1}\left(\mathbb{R}^{2 d}\right)$ satisfy

$$
\int_{\mathbb{R}^{2 d}}|v|^{2} f_{0} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{0} \rho_{0} d x<\infty
$$

where $\rho_{0}(x):=\int_{\mathbb{R}^{d}} f_{0}(x, v) d v$ and $H(x):=\frac{c_{d}}{d-2}|x|^{2-d}$. Assume that $\sigma=1$. Then there exists a global Lagrangian (hence renormalized) solution $f_{t} \in C\left([0, \infty) ; L_{\text {loc }}^{1}\left(\mathbb{R}^{2 d}\right)\right)$ of the Vlasov-Poisson system (8.1) with initial datum $f_{0}$.

Moreover, the solution $f_{t}$, the associated density $\rho_{t}$, and the electric field $E_{t}$ satisfy the following properties:
(i) the density $\rho_{t}$ and the electric field $E_{t}$ are strongly continuous in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$;
(ii) for every $t \geq 0$, we have the energy bound

$$
\begin{equation*}
\int_{\mathbb{R}^{2 d}}|v|^{2} f_{t} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{t} \rho_{t} d x \leq \int_{\mathbb{R}^{2 d}}|v|^{2} f_{0} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{0} \rho_{0} d x \tag{8.15}
\end{equation*}
$$

(iii) if $d=3$ or $d=4$ the flow is globally defined on $[0, T]$ (i.e., trajectories do not blow-up) and $f_{t}$ is the image of $f_{0}$ through an incompressible flow.

According to the definition of generalized solution of the Vlasov-Poisson system (see Definition 8.7), the function $f$ and the densities $\rho$ and $\rho^{\text {eff }}$ are defined only for $\mathscr{L}^{1}$-a.e. $t$. In Theorem 8.8 we build solutions with better properties, namely with $f_{t}$ strongly continuous in $L_{\text {loc }}^{1}\left(\mathbb{R}^{2 d}\right)$. At the level of generality of this result, we cannot say the continuity of $\rho^{\text {eff }}$. Assuming also the finiteness of energy, instead, the function $\rho^{\text {eff }}=\rho$ turns out to be strongly $L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$ continuous, as well as the force field. This justifies the fact that the energy bound (8.15) holds not only for $\mathscr{L}^{1}$-a.e. $t \geq 0$, but for all $t \geq 0$.

Remark 8.10. In dimension $d=2$, even with an initial datum $f_{0} \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$, the electric field $E_{0}$ cannot belong to $L^{2}$ (this is due to the fact that the kernel $x /|x|^{d}$ does not belong to $L^{2}$ at infinity) and therefore the initial potential energy, which coincides with $\left\|E_{0}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}$ is not finite. However, one can show that an analogous statement of Corollary 8.9 holds also for solutions of a slightly modified equation, which has the form

$$
\begin{cases}\partial_{t} f_{t}+v \cdot \nabla_{x} f_{t}+E_{t} \cdot \nabla_{v} f_{t}=0 & \text { in }(0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d}  \tag{8.16}\\ \rho_{t}(x)=\int_{\mathbb{R}^{d}} f_{t}(x, v) d v & \text { in }(0, \infty) \times \mathbb{R}^{d} \\ E_{t}(x)=\sigma c_{d} \int_{\mathbb{R}^{d}}\left(\rho_{t}(y)-\rho_{b}(y)\right) \frac{x-y}{|x-y|^{d}} d y & \text { in }(0, \infty) \times \mathbb{R}^{d}\end{cases}
$$

where $f_{t}, \rho_{t}, E_{t}$ play the same role as in the standard Vlasov-Poisson equation (8.1), and $\rho_{b} \in L_{+}^{1}\left(\mathbb{R}^{d}\right)$ represents a fixed background satisfying

$$
\int_{\mathbb{R}^{d}} \rho_{b}(x) d x=\int_{\mathbb{R}^{d}} \rho_{0}(x) d x
$$

This allows for cancellations in the expression for the $L^{2}$ norm of $E_{0}$, which turns out to be finite if $\rho_{b}$ and $\rho_{0}$ are sufficiently nice.

Remark 8.11. When $d=3$, the above result can be generalized to the attractive case $\sigma=-1$ under the additional assumption $f_{0} \in L^{9 / 7}\left(\mathbb{R}^{6}\right)$. Indeed, as already mentioned in Remark 8.5, this allows one to prove the the kinetic energy is uniformly bounded in time, and then by standard interpolation inequalities one obtains that also the potential energy is bounded.

In [BBC2], Bohun, Bouchut, and Crippa gave a different proof of Corollary 8.9 in dimension $d=2$ and $d=3$. Their proofs are outlined in the remarks below. In both cases, the basic idea is to prove an a priori estimate on solutions with bounded energy, which shows that the flow cannot blow up in finite time. This, in turn, allows to apply the classical DiPerna-Lions theory (with the further difficulty that the vector field is not $W_{\text {loc }}^{1,1}$ ), instead of the theory of maximal regular flows developed in the first part of this thesis.

Remark 8.12. In dimension $d=2$, the key observation is that any solution of the modified Vlasov-Poisson system (8.16) with $\sigma=1$ and finite energy (more precisely, it is enough
to require $E \in L^{\infty}\left((0, \infty) ; L^{2}\left(\mathbb{R}^{4}\right)\right)$ ) satisfies the standard growth conditions on the vector field in (8.5), which prevent the finite-time blow-up of the flow. Indeed, clearly

$$
\frac{|v|}{1+|x|+|v|} \in L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{4}\right)\right)
$$

and, decomposing $E_{t}$ as

$$
\frac{E_{t}(x)}{1+|x|+|v|}=\frac{E_{t}(x) 1_{\left\{|v| \leq E_{t}(x)\right\}}}{1+|x|+|v|}+\frac{E_{t}(x) 1_{\left\{|v|>E_{t}(x)\right\}}}{1+|x|+|v|}=: E_{1 t}(x, v)+E_{2 t}(x, v)
$$

we have that $E_{2 t}(x, v) \in L^{\infty}\left(\mathbb{R}^{4}\right)$ uniformly in $t$ and

$$
\int_{\mathbb{R}^{4}}\left|E_{2 t}(x, v)\right| d x d v \leq \int_{\mathbb{R}^{2}}\left|E_{t}(x)\right| \int_{\left\{|v| \leq\left|E_{t}(x)\right|\right\}} \frac{1}{|v|} d v d x=2 \pi \int_{\mathbb{R}^{2}}\left|E_{t}(x)\right|^{2} d x
$$

for every $t \geq 0$. Hence, we see that

$$
\frac{\left|\boldsymbol{b}_{t}\right|(x, v)}{1+|x|+|v|} \leq \frac{|v|+\left|E_{t}(x)\right|}{1+|x|+|v|} \in L^{1}\left((0, T) ; L^{1}\left(\mathbb{R}^{4}\right)\right)+L^{1}\left((0, T) ; L^{\infty}\left(\mathbb{R}^{4}\right)\right)
$$

Remark 8.13. In dimension $d=3$ any solution of the Vlasov-Poisson system with $\sigma=1$ and finite energy satisfies the following property: any regular lagrangian flow $\boldsymbol{X}:[a, b] \times$ $\mathbb{R}^{6} \rightarrow \mathbb{R}^{6}$ relative to $\boldsymbol{b}_{t}(x, v)=\left(v, E_{t}(x)\right)$, where $[a, b] \subset[0, \infty)$, verifies the inequality (a kind of local equi-integrability)

$$
\begin{equation*}
\mathscr{L}^{6}\left(B_{r} \backslash\left\{(x, v) \in \mathbb{R}^{6}:|\boldsymbol{X}(t, x, v)| \leq \lambda\right\}\right) \leq g(r, \lambda) \tag{8.17}
\end{equation*}
$$

for every $r, \lambda>0$ and for a function $g(r, \lambda)$ which converges to 0 as $\lambda \rightarrow \infty$ at fixed $r$. This property of the vector field $\boldsymbol{b}$ can replace the assumption (8.5) and it is enough to guarantee a stability property of the regular lagrangian flow in the classical DiPerna-Lions setting. The proof of (8.17) is obtained by showing that for every $r>0$

$$
\int_{B_{r}} \sup _{s \in[a, b]}\left(1+\log \left(1+\left|\boldsymbol{X}^{2}(s, x, v)\right|\right)\right)^{\alpha} d x d v<\infty
$$

where $\alpha \in(0,1 / 3)$ and $\boldsymbol{X}=\left(\boldsymbol{X}^{1}, \boldsymbol{X}^{2}\right) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$. This estimate is based on the finiteness of energy, which in turn implies by the Sobolev embedding that the potential $V_{t}$ belongs to $L^{6}\left(\mathbb{R}^{3}\right)$.

Remark 8.14. In this Chapter we restricted ourselves to the Vlasov-Poisson equation but the argument and techniques introduced here generalize to other equations. For instance, a minor modification of our proofs allows one to obtain the same results in the context of the relativistic Vlasov-Poisson system.

The proofs of Theorems 8.2 and 8.8 and Corollaries 8.3, 8.4, and 8.9 are given in the next sections.

### 8.2 The flow associated to Vlasov-Poisson: proof of Theorem 8.2 and Corollaries 8.3 and 8.4

Before proving the result, we recall a classical interpolation lemma (see for instance [DPL1], where the lemma is stated in the case $\alpha=0$ ).

Lemma 8.15. Let $\alpha \in[0, \infty), f \in L_{+}^{1}\left(\mathbb{R}^{2 d}\right)$, and assume that $f \in L^{q}\left(\mathbb{R}^{2 d}\right)$ for some $q \geq 1$ and that $|v|^{2} f \in L^{1}\left(\mathbb{R}^{2 d}\right)$. Set $p_{\alpha}:=\frac{d(q-1)+(2+\alpha) q}{d(q-1)+2+\alpha}$. Then $\rho_{\alpha}(x):=\int_{\mathbb{R}^{d}} \frac{f(x, v)}{(1+|v|)^{\alpha}} d v$ belongs to $L^{p_{\alpha}}\left(\mathbb{R}^{d}\right)$ and there exists a constant $C>0$, depending only on $n, \alpha$ and $q$, such that

$$
\left\|\rho_{\alpha}\right\|_{L^{p_{\alpha}\left(\mathbb{R}^{d}\right)}} \leq C\left\||v|^{2} f\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}^{\theta_{\alpha}}\|f\|_{L^{q}\left(\mathbb{R}^{2 d}\right)}^{1-\theta_{\alpha}}
$$

where $\theta_{\alpha} \in[0,1]$ is given by $\theta_{\alpha}=\frac{d(q-1)}{d(q-1)+(2+\alpha) q}$.
Proof. We prove here the case $q<\infty$, the case $q=\infty$ being completely analogous.
By Hölder's inequality, for every $x \in \mathbb{R}^{d}$ and $R>0$ we estimate

$$
\begin{aligned}
\rho_{\alpha}(x) & =\int_{\{|v|<R\}} \frac{f(x, v)}{(1+|v|)^{\alpha}} d v+\int_{\{|v| \geq R\}} \frac{f(x, v)}{(1+|v|)^{\alpha}} d v \\
& \leq R^{d(q-1) / q}\left(\int_{\mathbb{R}^{d}} f(x, v)^{q} d v\right)^{1 / q}+\frac{1}{R^{2+\alpha}} \int_{\mathbb{R}^{d}}|v|^{2} f(x, v) d v
\end{aligned}
$$

Minimizing the right-hand side with respect to $R$, for every $x \in \mathbb{R}^{d}$ we deduce that

$$
\rho_{\alpha}(x) \leq\left(\int_{\mathbb{R}^{d}} f(x, v)^{q} d v\right)^{\frac{2+\alpha}{d(q-1)+(2+\alpha) q}}\left(\int_{\mathbb{R}^{d}}|v|^{2} f(x, v) d v\right)^{\frac{d(q-1)}{d(q-1)+(2+\alpha) q}}
$$

Taking the $L^{p_{\alpha}}$-norm of $\rho_{\alpha}$ and using Hölder's inequality, we find the result.
We can now proceed with the proof of Theorem 8.2. Notice that the vector field $\boldsymbol{b}$ satisfies assumption (a) of Section 3.5 and is divergence-free. Also, by Theorem 1.14 it satisfies assumption (b). Therefore by Theorem 4.9 we deduce that $f_{t}$ (resp. $\beta\left(f_{t}\right)$ with $\beta(s)=\arctan (s)$ if $f_{t}$ is not bounded but is renormalized) is a Lagrangian solution. In particular Theorem 4.6 ensures that $f_{t}$ is a renormalized solution.

Proof of Corollary 8.3. We assume that (8.9) holds and that $f_{t} \in L^{\infty}\left((0, T) ; L^{q}\left(\mathbb{R}^{2 d}\right)\right)$ with the choice of $q$ given by (8.8). By Theorem 8.2 , the solution is transported by the maximal regular flow associated to $\boldsymbol{b}_{t}$. In order to prove that trajectories do not blow up, we apply the criterion stated in Proposition 4.7 to $g_{t}:=2 \pi^{-1} \arctan f_{t}:(0, T) \times \mathbb{R}^{d} \rightarrow[0,1]$. Since $f_{t}$ is a renormalized solution of the continuity equation with vector field $\boldsymbol{b}$, by definition of renormalization $g_{t}$ is a solution of the continuity equation; we need to verify that

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{2 d}} \frac{\left|\boldsymbol{b}_{t}(x, v)\right| g_{t}(x, v)}{\left(1+\left(|x|^{2}+|v|^{2}\right)^{1 / 2}\right) \log \left(2+\left(|x|^{2}+|v|^{2}\right)^{1 / 2}\right)} d x d v d t<\infty \tag{8.18}
\end{equation*}
$$

To this end, let $p$ be the integrability exponent provided by Lemma 8.15

$$
p=\frac{d(q-1)+2 q}{d(q-1)+2}= \begin{cases}1 & \text { if } d=2 \text { or } d=3  \tag{8.19}\\ 4 / 3 & \text { if } d=4\end{cases}
$$

In the rest of the proof we denote by $C$ any constant which depends only on $d$, on the quantity in (8.9), and on the norm of $f_{t}$ in $L^{q}\left(\mathbb{R}^{2 d}\right)$. Thanks to Lemma 8.15 applied with $\alpha=0$, for $\mathscr{L}^{1}$-a.e. $t \in(0, T)$, we have that

$$
\begin{equation*}
\left\|\rho_{t}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C\left\||v|^{2} f_{t}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}^{\theta_{0}}\left\|f_{t}\right\|_{L^{q}\left(\mathbb{R}^{2 d}\right)}^{1-\theta_{0}} \leq C \tag{8.20}
\end{equation*}
$$

By (8.20), Sobolev inequality, and Calderón-Zygmund estimates (see for instance [GT, Corollary 9.10]) we deduce that, for $\mathscr{L}^{1}$-a.e. $t \in(0, T)$,

$$
\begin{equation*}
\left\|E_{t}\right\|_{L^{d p /(d-p)}\left(\mathbb{R}^{d}\right)} \leq C\left\|\nabla E_{t}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C\left\|\rho_{t}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C \tag{8.21}
\end{equation*}
$$

Then we consider $\gamma \in(0,2)$ to be fixed later and, by Young inequality with exponents $\gamma / 2$ and $(2-\gamma) / 2$, we estimate

$$
\begin{aligned}
\frac{\left|E_{t}\right| g_{t}}{(1+|v|) \log (2+|v|)} & =\frac{\left|E_{t}\right|}{(1+|v|)^{1+\gamma} \log (2+|v|)}\left((1+|v|)^{\gamma} g_{t}\right) \\
& \leq\left(\frac{\left|E_{t}\right|}{(1+|v|)^{1+\gamma} \log (2+|v|)}\right)^{2 /(2-\gamma)}+\left((1+|v|)^{\gamma} g_{t}\right)^{2 / \gamma}
\end{aligned}
$$

For every $\gamma \in(0,2)$, by $g_{t} \leq \arctan f_{t} \leq \min \left\{f_{t}, 1\right\}$, we have that $g_{t}^{2 / \gamma} \leq f_{t}$. Hence, the last term in the right-hand side of the previous display has finite integral since $f_{t}$ has finite kinetic energy (by (8.9))

$$
\int_{0}^{T} \int_{\mathbb{R}^{2 d}}(1+|v|)^{2} g_{t}^{2 / \gamma} d x d v d t \leq \int_{0}^{T} \int_{\mathbb{R}^{2 d}}(1+|v|)^{2} f_{t} d x d v d t<\infty
$$

As regards the first term, we rewrite it with Fubini's theorem

$$
\begin{align*}
& \int_{0}^{T} \int_{\mathbb{R}^{2 d}}\left(\frac{\left|E_{t}\right|}{(1+|v|)^{1+\gamma} \log (2+|v|)}\right)^{2 /(2-\gamma)} d x d v d t \\
& =\left(\int_{\mathbb{R}^{d}} \frac{1}{(1+|v|)^{2(1+\gamma) /(2-\gamma)} \log (2+|v|)^{2 /(2-\gamma)}} d v\right)\left(\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|E_{t}\right|^{2 /(2-\gamma)} d x d t\right) \tag{8.22}
\end{align*}
$$

and we choose $\gamma$ as

$$
\frac{2}{2-\gamma}=\frac{p d}{d-p} \quad \Longleftrightarrow \quad \gamma=\frac{2(p d+p-d)}{p d}
$$

With this choice, thanks to (8.21) the second integral in the right-hand side of (8.22) is finite. Recalling the choice of $p$ in (8.19), in dimension $d=2,3$, and 4 it is easily checked that $\gamma=1,2 / 3$, and 1 respectively. In all three cases, we see that the first integral
in the right-hand side of (8.22) is finite with these choices of $d$ and $\gamma$. Hence, since $\left|\boldsymbol{b}_{t}(x, v)\right| \leq|v|+\left|E_{t}(x)\right|$, we find that

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}^{2 d}} \frac{\left|\boldsymbol{b}_{t}\right| g_{t}}{\left(1+\left(|x|^{2}+|v|^{2}\right)^{1 / 2}\right) \log \left(2+\left(|x|^{2}+|v|^{2}\right)^{1 / 2}\right)} d x d v d t \\
& \leq \int_{0}^{T} \int_{\mathbb{R}^{2 d}} f_{t} d x d v d t+\int_{0}^{T} \int_{\mathbb{R}^{2 d}}\left|E_{t}\right| \frac{g_{t}}{(1+|v|) \log (2+|v|)} d x d v d t \\
& \leq\left(\int_{\mathbb{R}^{d}} \frac{1}{(1+|v|)^{2(1+\gamma) /(2-\gamma)} \log (2+|v|)^{2 /(2-\gamma)}} d v\right)\left(\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|E_{t}\right|^{2 /(2-\gamma)} d x d t\right) \\
& \quad+2 \int_{0}^{T} \int_{\mathbb{R}^{2 d}}(1+|v|)^{2} f_{t} d x d v d t
\end{aligned}
$$

As explained above, each term in the previous sum is bounded by our choice of $\gamma$. This proves (8.18). By the no blow-up criterion stated in Proposition 4.7, it follows that the Maximal Regular Flow $\boldsymbol{X}$ of $\boldsymbol{b}$ is globally defined on $[0, T]$, namely its trajectories $\boldsymbol{X}(\cdot, x, v)$ belong to $A C\left([0, T] ; \mathbb{R}^{2 d}\right)$ for $f_{0}$-a.e. $(x, v) \in \mathbb{R}^{2 d}$, and $f_{t}=\boldsymbol{X}(t, \cdot)_{\#} f_{0}=f_{0} \circ \boldsymbol{X}(t, \cdot)^{-1}$. In particular, for all Borel functions $\psi:[0, \infty) \rightarrow[0, \infty)$ we have

$$
\int_{\mathbb{R}^{2 d}} \psi\left(f_{t}\right) d x d v=\int_{\mathbb{R}^{2 d}} \psi\left(f_{0}\right) \circ \boldsymbol{X}(t, \cdot)^{-1} d x d v=\int_{\mathbb{R}^{2 d}} \psi\left(f_{0}\right) d x d v
$$

where the second equality follows by the incompressibility of the flow.
Remark 8.16. In the previous proof, the logarithm in the denominator of (8.18) is needed only to deal with the case $d=4, q=2$. In all other cases (namely, $d=2$ or 3 and $p=1$, $d=4$ and $q>2$ ), it would have been enough to verify the condition

$$
\int_{0}^{T} \int_{\mathbb{R}^{2 d}} \frac{\left|\boldsymbol{b}_{t}\right|(x, v) g_{t}(x, v)}{1+\left(|x|^{2}+|v|^{2}\right)^{1 / 2}} d x d v d t<\infty
$$

Remark 8.17. Another strategy to prove Corollary 8.3 which leads to worse bounds on $q$ with respect to (8.8). More precisely, in this Remark we sketch a proof of Corollary 8.3 when we assume that $f_{t} \in L^{\infty}\left((0, T) ; L^{q}\left(\mathbb{R}^{2 d}\right)\right)$ with the choice of $q$ given by

$$
q= \begin{cases}\frac{23+\sqrt{145}}{24} \approx 1.46 & \text { if } d=2 \\ \frac{10+\sqrt{37}}{7} \approx 2.30 & \text { if } d=3 \\ 13+3 \sqrt{17} \approx 25.37 & \text { if } d=4\end{cases}
$$

Let

$$
p=\frac{d(q-1)+2 q}{d(q-1)+2}=\left\{\begin{array}{cl}
\approx 1.31 & \text { if } d=2 \\
\approx 1.44 & \text { if } d=3 \\
\approx 1.48 & \text { if } d=4
\end{array}\right.
$$

and

$$
r=\frac{d(q-1)+3 q}{d(q-1)+3}=\left\{\begin{array}{cl}
\approx 1.35 & \text { if } d=2 \\
\approx 1.56 & \text { if } d=3 \\
\approx 1.72 & \text { if } d=4
\end{array}\right.
$$

With this choice, the integrability exponent $p_{\alpha}$ provided by Lemma 8.15 is precisely $p$ if $\alpha=0$ and $r$ if $\alpha=1$. In addition, by the choice of $q$ in (8.8), with some elementary computations one can check that, for $d=2,3,4$, the exponents $p$ and $r$ satisfy the relation $1+d^{-1}=p^{-1}+r^{-1}$.

Thanks to Lemma 8.15 applied with $\alpha=0$ and $\alpha=1$, we have that $\left\|\rho_{t}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C$ (as in (8.20)) and

$$
\left\|\eta_{t}\right\|_{L^{r}\left(\mathbb{R}^{d}\right)} \leq C\left\||v|^{2} f_{t}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}^{\theta_{1}}\left\|f_{t}\right\|_{L^{q}\left(\mathbb{R}^{2 d}\right)}^{1-\theta_{1}} \leq C
$$

where $\eta_{t}:=\int_{\mathbb{R}^{d}} \frac{f_{t}(x, v)}{1+|v|} d v$. As in (8.21) we deduce that $\left\|E_{t}\right\|_{L^{d p /(d-p)}\left(\mathbb{R}^{d}\right)} \leq C$ for $\mathscr{L}^{1}$-a.e. $t \in(0, T)$. Thus, noticing that our choices of $p$ and $r$ imply $\frac{r}{r-1}=\frac{d p}{d-p}$, using Hölder's inequality we find that, for every $t \in[0, T]$,

$$
\begin{align*}
\int_{\mathbb{R}^{2 d}}\left|E_{t}(x)\right| \frac{f_{t}(x, v)}{1+|v|} d x d v & =\int_{\mathbb{R}^{d}}\left|E_{t}(x)\right| \eta_{t}(x) d x \leq\left\|E_{t}\right\|_{L^{r /(r-1)}\left(\mathbb{R}^{d}\right)}\left\|\eta_{t}\right\|_{L^{r}\left(\mathbb{R}^{d}\right)}  \tag{8.23}\\
& =\left\|E_{t}\right\|_{L^{d p /(d-p)}\left(\mathbb{R}^{d}\right)}\left\|\eta_{t}\right\|_{L^{r}\left(\mathbb{R}^{d}\right)} \leq C
\end{align*}
$$

Integrating (8.23) with respect to time, we get

$$
\begin{aligned}
\int_{0}^{T} \int_{\mathbb{R}^{2 d}} \frac{\left|\boldsymbol{b}_{t}\right| f_{t}}{1+\left(|x|^{2}+|v|^{2}\right)^{1 / 2}} d x d v d t & \leq \int_{0}^{T} \int_{\mathbb{R}^{2 d}} f_{t} d x d v d t+\int_{0}^{T} \int_{\mathbb{R}^{2 d}}\left|E_{t}\right| \frac{f_{t}}{1+|v|} d x d v d t \\
& <\infty
\end{aligned}
$$

We finally apply Proposition 4.7 to deduce that the Maximal Regular Flow $\boldsymbol{X}$ of $\boldsymbol{b}$ is globally defined on $[0, T]$.
Proof of Corollary 8.4. As for the proof of Corollary 8.3, setting $g_{t}:=2 \pi^{-1} \arctan f_{t}$, we need only to verify (8.18) to prove that trajectories do not blow up. The proof is a simple variant of the proof of Corollary 8.3; this time we don't employ the information $E_{t} \in L^{d p /(d-p)}$, coming from the higher integrability of $\rho_{t}$ and from the Sobolev embedding, but we know that $E_{t} \in L^{2}$ by the finiteness of potential energy. We observe that $g_{t}^{2} \leq$ $\arctan f_{t} \leq f_{t}$; hence

$$
\begin{aligned}
& \int_{0}^{T} \int_{\mathbb{R}^{2 d}} \frac{\left|\boldsymbol{b}_{t}\right| g_{t}}{\left(1+\left(|x|^{2}+|v|^{2}\right)^{1 / 2}\right) \log \left(2+\left(|x|^{2}+|v|^{2}\right)^{1 / 2}\right)} d x d v d t \\
& \leq \int_{0}^{T} \int_{\mathbb{R}^{2 d}} f_{t} d x d v d t+\int_{0}^{T} \int_{\mathbb{R}^{2 d}}\left|E_{t}\right| \frac{g_{t}}{(1+|v|) \log (2+|v|)} d x d v d t \\
& \leq \int_{0}^{T} \int_{\mathbb{R}^{2 d}} f_{t} d x d v d t+\int_{0}^{T} \int_{\mathbb{R}^{2 d}}\left(\frac{\left|E_{t}\right|^{2}}{(1+|v|)^{4} \log ^{2}(2+|v|)}+(1+|v|)^{2} g_{t}^{2}\right) d x d v d t \\
& \leq\left(\int_{\mathbb{R}^{d}} \frac{1}{(1+|v|)^{4} \log ^{2}(2+|v|)} d v\right)\left(\int_{0}^{T} \int_{\mathbb{R}^{d}}\left|E_{t}\right|^{2} d x d t\right)+2 \int_{0}^{T} \int_{\mathbb{R}^{2 d}}(1+|v|)^{2} f_{t} d x d v d t
\end{aligned}
$$

We notice that, if $d \leq 4$,

$$
\int_{\mathbb{R}^{d}} \frac{1}{(1+|v|)^{4} \log ^{2}(2+|v|)} d v<\infty
$$

By the finiteness of kinetic and potential energy, each term in the previous sum is controlled by the total mass and energy of $f_{t}$, which is bounded by (8.10). This proves (8.18) also in this case.

### 8.3 Global existence for the Vlasov-Poisson system: proof of Theorem 8.8 and Corollary 8.9

In this section we shall prove Theorem 8.8 and Corollary 8.9.
Proof of Theorem 8.8. To prove existence of global generalized Lagrangian solutions of Vlasov-Poisson we shall use an approximation procedure. Since the argument is rather long and involved, we divide the proof in five steps that we now describe briefly: In Step 1 we start from approximate solutions $f^{n}$, obtained by smoothing the initial datum and the kernel, and we decompose them along their level sets. Exploiting the incompressibility of the flow, these functions are still solutions of the continuity equation with the same vector field and, when $n$ varies, they are uniformly bounded. This allows us to take their limit as $n \rightarrow \infty$ in Step 2, and show that the limit belongs to $L^{1}$. In Step 3 we introduce $\rho^{\text {eff }}$ as the limit as $n \rightarrow \infty$ of the approximate densities $\rho^{n}$, and we motivate its properties. In Step 4 we show that the vector fields $E^{n}$ converge to the vector field obtained by convolving $\rho^{\text {eff }}$ with the Poisson kernel. Finally, in Step 5 we employ the stability results for the continuity equation and the results of Section 4.3 to take the limit in the approximate Vlasov-Poisson equation and show that the limiting solution is transported by the limiting incompressible flow. We now enter into the details of the proof.
Step 1: approximating solutions. Let $K(x):=\sigma c_{d} x /|x|^{d}$ and let us consider approximating kernels $K_{n}:=K * \psi_{n}$, where $\psi_{n}(x)=n^{d} \psi(n x)$ and $\psi \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ is a standard convolution kernel in $\mathbb{R}^{d}$. Let $f_{0}^{n} \in C_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$ be a sequence of functions such that

$$
\begin{equation*}
f_{0}^{n} \rightarrow f_{0} \quad \text { in } L^{1}\left(\mathbb{R}^{2 d}\right) \tag{8.24}
\end{equation*}
$$

Let $f_{t}^{n}$ be distributional solutions of the Vlasov system with initial datum $f_{0}^{n}$ and kernel $K_{n}$

$$
\begin{cases}\partial_{t} f_{t}^{n}+v \cdot \nabla_{x} f_{t}^{n}+E_{t}^{n} \cdot \nabla_{v} f_{t}^{n}=0 & \text { in }(0, \infty) \times \mathbb{R}^{d} \times \mathbb{R}^{d} \\ \rho_{t}^{n}(x)=\int_{\mathbb{R}^{d}} f_{t}^{n}(x, v) d v & \text { in }(0, \infty) \times \mathbb{R}^{d} \\ E_{t}^{n}(x)=\sigma c_{d} \int_{\mathbb{R}^{d}} \rho_{t}^{n}(y) K_{n}(x, y) d y & \text { in }(0, \infty) \times \mathbb{R}^{d}\end{cases}
$$

(see [Do] for this classical construction based on a fixed point argument in the Wasserstein metric, and $[\mathbf{R e}])$. Notice that since $K_{n}$ is smooth and decays at infinity, both $E_{t}^{n}$ and $\nabla E_{t}^{n}$ are bounded on $[0, \infty) \times \mathbb{R}^{d}$ (with a bound that depends on $n$ ). Hence $\boldsymbol{b}_{t}^{n}$ is a

Lipschitz divergence-free vector field, and by standard theory for the transport equation we obtain that, for every $t \in(0, \infty)$,

$$
\begin{equation*}
f_{t}^{n}=f_{0}^{n} \circ \boldsymbol{X}^{n}(t)^{-1} \tag{8.25}
\end{equation*}
$$

where $\boldsymbol{X}^{n}(t): \mathbb{R}^{2 d} \rightarrow \mathbb{R}^{2 d}$ is the flow of the vector field $\boldsymbol{b}_{t}^{n}(x, v)=\left(v, E_{t}^{n}(x)\right)$, and

$$
\begin{equation*}
\left\|\rho_{t}^{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=\left\|f_{t}^{n}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}=\left\|f_{0}^{n}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \tag{8.26}
\end{equation*}
$$

Assuming without loss of generality that $\mathscr{L}^{2 d}\left(\left\{f_{0}=k\right\}\right)=0$ for every $k \in \mathbb{N}$ (otherwise we consider as level sets the values $R+k$ in place of $k$ for some $R \in[0,1]$ ), from (8.24) we deduce that

$$
\begin{equation*}
f_{0}^{n, k} \rightarrow f_{0}^{k}:=1_{\left\{k \leq f_{0}<k+1\right\}} f_{0} \quad \text { in } L^{1}\left(\mathbb{R}^{2 d}\right) \tag{8.27}
\end{equation*}
$$

We then consider $f_{t}^{n, k}:=1_{\left\{k \leq f_{t}^{n}<k+1\right\}} f_{t}^{n}$ for every $k, n \in \mathbb{N}$, and by (8.25) we notice that, for every $t \in(0, \infty)$,

$$
\begin{equation*}
f_{t}^{n, k}=1_{\left\{k \leq f_{0}^{n} \circ \boldsymbol{X}^{n}(t)^{-1}<k+1\right\}} f_{0}^{n} \circ \boldsymbol{X}^{n}(t)^{-1} \tag{8.28}
\end{equation*}
$$

is the image of $f_{0}^{n, k}:=1_{\left\{k \leq f_{0}^{n}<k+1\right\}} f_{0}^{n}$ through the flow $\boldsymbol{X}^{n}(t)$, that $f_{t}^{n, k}$ is a distributional solution of the continuity equation with vector field $\boldsymbol{b}_{t}^{n}(x, v)$, and that

$$
\begin{equation*}
\left\|f_{t}^{n, k}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}=\left\|f_{0}^{n, k}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \quad \text { for every } t \in(0, \infty) \tag{8.29}
\end{equation*}
$$

Step 2: limit in the phase-space. By construction the functions $\left\{f^{n, k}\right\}_{n \in \mathbb{N}}$ are nonnegative and bounded by $k+1$ in $L^{\infty}\left((0, \infty) \times \mathbb{R}^{2 d}\right)$, hence there exists $f^{k} \in L^{\infty}\left((0, \infty) \times \mathbb{R}^{2 d}\right)$ nonnegative such that, up to subsequences,

$$
\begin{equation*}
f^{n, k} \rightharpoonup f^{k} \quad \text { weakly* in } L^{\infty}\left((0, \infty) \times \mathbb{R}^{2 d}\right) \text { as } n \rightarrow \infty \text { for every } k \in \mathbb{N} \tag{8.30}
\end{equation*}
$$

Moreover, for any $K$ compact subset of $\mathbb{R}^{2 d}$ and any nonnegative function $\phi \in L^{\infty}(0, \infty)$ with compact support, using the test function $\phi(t) 1_{K}(x, v) \operatorname{sign}\left(f_{t}^{k}\right)(x, v)$ in the previous weak convergence, by Fatou's Lemma, (8.29), and (8.27), we get

$$
\begin{align*}
\int_{0}^{\infty} \phi(t)\left\|f_{t}^{k}\right\|_{L^{1}(K)} d t & \leq \liminf _{n \rightarrow \infty} \int_{0}^{\infty} \phi(t)\left\|f_{t}^{n, k}\right\|_{L^{1}(K)} d t \\
& \leq \liminf _{n \rightarrow \infty} \int_{0}^{\infty} \phi(t)\left\|f_{t}^{n, k}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} d t \\
& =\liminf _{n \rightarrow \infty} \int_{0}^{\infty} \phi(t)\left\|f_{0}^{n, k}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} d t  \tag{8.31}\\
& =\int_{0}^{\infty} \phi(t)\left\|f_{0}^{k}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} d t .
\end{align*}
$$

Hence, taking the supremum among all compact subsets $K \subset \mathbb{R}^{2 d}$, this proves that

$$
\begin{equation*}
\left\|f_{t}^{k}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \leq\left\|f_{0}^{k}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \quad \text { for } \mathscr{L}^{1} \text {-a.e. } t \in(0, \infty) \tag{8.32}
\end{equation*}
$$

so, in particular, $f^{k} \in L^{\infty}\left((0, \infty) ; L^{1}\left(\mathbb{R}^{2 d}\right)\right)$.
Thanks to (8.32), we can define $f \in L^{\infty}\left((0, \infty) ; L^{1}\left(\mathbb{R}^{2 d}\right)\right)$ by

$$
\begin{equation*}
f:=\sum_{k=0}^{\infty} f^{k} \quad \text { in }(0, \infty) \times \mathbb{R}^{2 d} \tag{8.33}
\end{equation*}
$$

where, for $\mathscr{L}^{1}$-a.e. $t \in[0, \infty)$, the global bound on the $L^{1}$-norm of $f_{t}$ comes from

$$
\begin{equation*}
\left\|f_{t}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \leq \sum_{k=0}^{\infty}\left\|f_{t}^{k}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \leq \sum_{k=0}^{\infty}\left\|f_{0}^{k}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}=\left\|f_{0}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \tag{8.34}
\end{equation*}
$$

We now claim that, for every $T>0$,

$$
\begin{equation*}
f^{n} \rightharpoonup f \quad \text { weakly in } L^{1}\left((0, T) \times \mathbb{R}^{2 d}\right) \tag{8.35}
\end{equation*}
$$

that is, for every $\varphi \in L^{\infty}\left((0, T) \times \mathbb{R}^{2 d}\right)$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\mathbb{R}^{2 d}} \varphi f^{n} d x d v d t=\int_{0}^{T} \int_{\mathbb{R}^{2 d}} \varphi f d x d v d t \tag{8.36}
\end{equation*}
$$

Indeed, noticing that $f^{n}=\sum_{k=0}^{\infty} f^{n, k}$ and $f=\sum_{k=0}^{\infty} f^{k}$, by the triangle inequality we have that, for every $k_{0} \geq 1$,

$$
\begin{aligned}
& \left|\int_{0}^{T} \int_{\mathbb{R}^{2 d}} \varphi\left(f^{n}-f\right) d x d v d t\right|=\left|\sum_{k=0}^{\infty} \int_{0}^{T} \int_{\mathbb{R}^{2 d}} \varphi\left(f^{n, k}-f^{k}\right) d x d v d t\right| \\
& \leq\left|\sum_{k=0}^{k_{0}-1} \int_{0}^{T} \int_{\mathbb{R}^{2 d}} \varphi\left(f^{n, k}-f^{k}\right) d x d v d t\right| \\
& \quad+\sum_{k=k_{0}}^{\infty} \int_{0}^{T} \int_{\mathbb{R}^{2 d}}|\varphi|\left|f^{n, k}\right| d x d v d t+\sum_{k=k_{0}}^{\infty} \int_{0}^{T} \int_{\mathbb{R}^{2 d}}\left|\varphi \| f^{k}\right| d x d v d t
\end{aligned}
$$

Using (8.29) and (8.32), the last two terms can be estimated

$$
\begin{aligned}
\sum_{k=k_{0}}^{\infty} \int_{0}^{T} \int_{\mathbb{R}^{2 d}}|\varphi|\left|f^{n, k}\right| d x d v d t+\sum_{k=k_{0}}^{\infty} \int_{0}^{T} \int_{\mathbb{R}^{2 d}}|\varphi|\left|f^{k}\right| d x d v d t \\
\quad \leq T\|\varphi\|_{\infty} \sum_{k=k_{0}}^{\infty} \int_{\mathbb{R}^{2 d}}\left|f_{0}^{n, k}\right| d x d v+T\|\varphi\|_{\infty} \sum_{k=k_{0}}^{\infty} \int_{\mathbb{R}^{2 d}}\left|f_{0}^{k}\right| d x d v \\
\quad \leq T\|\varphi\|_{\infty} \int_{\left\{f_{0}^{n} \geq k_{0}\right\}}\left|f_{0}^{n}\right| d x d v+T\|\varphi\|_{\infty} \int_{\left\{f_{0} \geq k_{0}\right\}}\left|f_{0}\right| d x d v \\
\quad=T\|\varphi\|_{\infty}\left(\left\|f_{0}^{n} 1_{\left\{f_{0}^{n} \geq k_{0}\right\}}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}+\left\|f_{0} 1_{\left\{f_{0} \geq k_{0}\right\}}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}\right)
\end{aligned}
$$

Notice that, thanks to (8.27) and (8.24), it follows that

$$
f_{0}^{n} 1_{\left\{f_{0}^{n} \geq k_{0}\right\}} \rightarrow f_{0} 1_{\left\{f_{0} \geq k_{0}\right\}} \quad \text { in } L^{1}\left(\mathbb{R}^{2 d}\right),
$$

so by letting $n \rightarrow \infty$ and using (8.30) we deduce that

$$
\begin{aligned}
\limsup _{n \rightarrow \infty}\left|\int_{0}^{T} \int_{\mathbb{R}^{2 d}} \varphi\left(f^{n}-f\right) d x d t\right| \leq & \limsup _{n \rightarrow \infty}\left|\sum_{k=0}^{k_{0}-1} \int_{0}^{T} \int_{\mathbb{R}^{2 d}} \varphi\left(f^{n, k}-f^{k}\right) d x d v d t\right| \\
& +2 T\|\varphi\|_{\infty}\left\|f_{0} 1_{\left\{f_{0} \geq k_{0}\right\}}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \\
= & 2 T\|\varphi\|_{\infty}\left\|f_{0} 1_{\left\{f_{0} \geq k_{0}\right\}}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}
\end{aligned}
$$

Finally, letting $k_{0} \rightarrow \infty$ we deduce (8.36), which proves the claim.
Step 3: limit of physical densities. Since by (8.26) the sequence $\left\{\rho^{n}\right\}_{n \in \mathbb{N}}$ is bounded in $L^{\infty}\left((0, \infty) ; \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)\right) \subset\left[L^{1}\left((0, \infty), C_{0}\left(\mathbb{R}^{d}\right)\right)\right]^{*}$, there exists

$$
\rho^{\mathrm{eff}} \in L^{\infty}\left((0, \infty) ; \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)\right)
$$

such that

$$
\begin{equation*}
\rho^{n} \rightharpoonup \rho^{\mathrm{eff}} \quad \text { weakly}^{*} \text { in } L^{\infty}\left((0, \infty) ; \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)\right) \tag{8.37}
\end{equation*}
$$

Moreover, by the lower semicontinuity of the norm under weak* convergence, using (8.26) again we deduce that

$$
\begin{equation*}
\underset{t \in(0, \infty)}{\operatorname{ess} \sup }\left|\rho_{t}^{\mathrm{eff}}\right|\left(\mathbb{R}^{d}\right) \leq \lim _{n \rightarrow \infty}\left(\sup _{t \in(0, \infty)}\left\|\rho_{t}^{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right)=\lim _{n \rightarrow \infty}\left\|f_{0}^{n}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)}=\left\|f_{0}\right\|_{L^{1}\left(\mathbb{R}^{2 d}\right)} \tag{8.38}
\end{equation*}
$$

Now, let us consider any nonnegative function $\varphi \in C_{c}\left((0, \infty) \times \mathbb{R}^{d}\right)$. By (8.37) and (8.35) we obtain that, for any $R>0$,

$$
\begin{aligned}
\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \varphi_{t}(x) d \rho_{t}^{\mathrm{eff}}(x) d t & =\lim _{n \rightarrow \infty} \int_{0}^{\infty} \int_{\mathbb{R}^{d}} \rho_{t}^{n}(x) \varphi_{t}(x) d x d t \\
& =\lim _{n \rightarrow \infty} \int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} f_{t}^{n}(x, v) \varphi_{t}(x) d v d x d t \\
& \geq \liminf _{n \rightarrow \infty} \int_{0}^{\infty} \int_{\mathbb{R}^{d} \times B_{R}} f_{t}^{n}(x, v) \varphi_{t}(x) d v d x d t \\
& =\int_{0}^{\infty} \int_{\mathbb{R}^{d} \times B_{R}} f_{t}(x, v) \varphi_{t}(x) d v d x d t
\end{aligned}
$$

so by letting $R \rightarrow \infty$ we get

$$
\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \varphi_{t}(x) d \rho_{t}^{\mathrm{eff}}(x) d t \geq \int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} f_{t}(x, v) \varphi_{t}(x) d v d x d t=\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \varphi_{t}(x) d \rho_{t}(x) d t
$$

By the arbitrariness of $\varphi$ we deduce that

$$
\begin{equation*}
\rho_{t} \leq \rho_{t}^{\mathrm{eff}} \quad \text { as measures for } \mathscr{L}^{1} \text {-a.e. } t \in(0, \infty) \tag{8.39}
\end{equation*}
$$

as desired.
Step 4: limit of vector fields. Set $E_{t}^{\mathrm{eff}}:=K * \rho_{t}^{\mathrm{eff}}$ and $\boldsymbol{b}_{t}(x, v):=\left(v, E_{t}^{\mathrm{eff}}(x)\right)$. We claim that

$$
\begin{equation*}
\boldsymbol{b}^{n} \rightharpoonup \boldsymbol{b} \quad \text { weakly in } L_{\mathrm{loc}}^{1}\left((0, \infty) \times \mathbb{R}^{2 d} ; \mathbb{R}^{2 d}\right) \tag{8.40}
\end{equation*}
$$

and that, for every ball $B_{R} \subset \mathbb{R}^{d}$,

$$
\begin{equation*}
\left[\rho_{t}^{n} * K_{n}\right](x+h) \rightarrow\left[\rho_{t}^{n} * K_{n}\right](x) \quad \text { as }|h| \rightarrow 0 \text { in } L_{\mathrm{loc}}^{1}\left((0, \infty) ; L^{1}\left(B_{R}\right)\right), \text { uniformly in } n \tag{8.41}
\end{equation*}
$$

To show this we first prove that the sequence $\left\{\boldsymbol{b}^{n}\right\}_{n \in \mathbb{N}}$ is bounded in $L_{\text {loc }}^{p}((0, \infty) \times$ $\left.\mathbb{R}^{2 d} ; \mathbb{R}^{2 d}\right)$ for every $p \in[1, d /(d-1))$. Indeed, using Young's inequality, for every $t \geq 0$, $n \in \mathbb{N}$, and $r>0$,

$$
\begin{aligned}
& \left\|\rho_{t}^{n} * K_{n}\right\|_{L^{p}\left(B_{r}\right)}=\left\|\left(\rho_{t}^{n} * \psi_{n}\right) * K\right\|_{L^{p}\left(B_{r}\right)} \\
& \leq\left\|\left(\rho_{t}^{n} * \psi_{n}\right) *\left(K 1_{B_{1}}\right)\right\|_{L^{p}\left(B_{r}\right)}+\left\|\left(\rho_{t}^{n} * \psi_{n}\right) *\left(K 1_{\mathbb{R}^{d} \backslash B_{1}}\right)\right\|_{L^{p}\left(B_{r}\right)} \\
& \leq\left\|\left(\rho_{t}^{n} * \psi_{n}\right) *\left(K 1_{B_{1}}\right)\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}+\mathscr{L}^{d}\left(B_{r}\right)^{1 / p}\left\|\left(\rho_{t}^{n} * \psi_{n}\right) *\left(K 1_{\mathbb{R}^{d} \backslash B_{1}}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \\
& \leq\left\|\rho_{t}^{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|\psi_{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\|K\|_{L^{p}\left(B_{1}\right)}+\mathscr{L}^{d}\left(B_{r}\right)^{1 / p}\left\|\rho_{t}^{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|\psi_{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\|K\|_{L^{\infty}\left(\mathbb{R}^{d} \backslash B_{1}\right)}
\end{aligned}
$$

hence, up to subsequences, the sequence $\left\{\boldsymbol{b}^{n}\right\}_{n \in \mathbb{N}}$ converges locally weakly in $L^{p}$. In order to identify the limit, we claim that for every $\varphi \in C_{c}\left((0, \infty) \times \mathbb{R}^{d}\right)$

$$
\lim _{n \rightarrow \infty} \int_{0}^{\infty} \int_{\mathbb{R}^{d}} \rho_{t}^{n} * K_{n} \varphi_{t} d x d t=\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \rho_{t}^{\mathrm{eff}} * K \varphi_{t} d x d t
$$

Indeed, by standard properties of convolution,

$$
\begin{aligned}
& \left|\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \rho_{t}^{n} * K_{n} \varphi_{t} d x d t-\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \rho_{t}^{\text {eff }} * K \varphi_{t} d x d t\right| \\
& =\left|\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \rho_{t}^{n} \varphi_{t} * K_{n} d x d t-\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \rho_{t}^{\text {eff }} \varphi_{t} * K d x d t\right| \\
& \leq\left|\int_{0}^{\infty} \int_{\mathbb{R}^{d}}\left(\rho_{t}^{n}-\rho_{t}^{\text {eff }}\right) \varphi_{t} * K d x d t\right|+\left|\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \rho_{t}^{n}\left(\varphi_{t} * K-\varphi_{t} * K * \psi_{n}\right) d x d t\right| \\
& \leq\left|\int_{0}^{\infty} \int_{\mathbb{R}^{d}}\left(\rho_{t}^{n}-\rho_{t}^{\text {eff }}\right) \varphi_{t} * K d x d t\right| \\
& \quad+\left(\sup _{t \in(0, \infty)}\left\|\rho_{t}^{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\right)\left\|\varphi_{t} * K-\varphi_{t} * K * \psi_{n}\right\|_{L^{\infty}\left((0, \infty) \times \mathbb{R}^{d}\right)} .
\end{aligned}
$$

Letting $n \rightarrow \infty$, the first term converges to 0 thanks to the weak convergence (8.37) of $\rho_{t}^{n}$ to $\rho_{t}^{\text {eff }}$ and thanks to the fact that $\varphi * K=\varphi *\left(1_{B_{1}} K\right)+\varphi *\left(1_{\mathbb{R}^{d} \backslash B_{1}} K\right)$ is a bounded continuous function, compactly supported in time and decaying at infinity in space. The second term, in turn, converges to 0 since the first factor is bounded by (8.38) and $\varphi_{t} * K * \psi_{n}$ converges to $\varphi_{t} * K$ uniformly in $(0, \infty) \times \mathbb{R}^{d}$.

This computation identifies the weak limit of $\rho_{t}^{n} * K_{n}$ in $L_{\mathrm{loc}}^{1}\left([0, T] \times \mathbb{R}^{2 d}\right)$, showing that it coincides with $\rho_{t}^{\mathrm{eff}} * K$ and proving (8.40).

We now prove (8.41). First of all, since $K \in W_{\text {loc }}^{\alpha, p}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ for every $\alpha<1$ and $p<d /(d-1+\alpha),{ }^{2}$ using Young's inequality we deduce that, for any $t \in(0, \infty)$,

$$
\left\|\rho_{t}^{n} * K_{n}\right\|_{W^{\alpha, p}\left(B_{R} ; \mathbb{R}^{d}\right)}=\left\|\left(\rho_{t}^{n} * \psi_{n}\right) * K\right\|_{W^{\alpha, p}\left(B_{R} ; \mathbb{R}^{d}\right)} \leq C(R)\left\|\rho_{t}^{n} * \psi_{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}
$$

Since $\left\|\psi_{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=1$, thanks to $(8.26)$ we deduce that the last term is bounded independently of $t$ and $n$, that is, for every $R>0$,

$$
\sup _{t \in(0, \infty)} \sup _{n \in \mathbb{N}}\left\|\rho_{t}^{n} * K_{n}\right\|_{W^{\alpha, p}\left(B_{R} ; \mathbb{R}^{d}\right)}<\infty
$$

Hence, by a classical embedding between fractional Sobolev spaces and Nikolsky spaces (see for instance [KM, Lemma 2.3]) we find that, for $|h| \leq R$,

$$
\int_{B_{R}}\left|\rho_{t}^{n} * K_{n}(x+h)-\rho_{t}^{n} * K_{n}(x)\right|^{p} d x \leq C\left(p, \alpha, R,\left\|\rho_{t}^{n} * K_{n}\right\|_{W^{\alpha, p}\left(B_{2 R} ; \mathbb{R}^{d}\right)}\right)|h|^{\alpha p}
$$

from which (8.41) follows.
Step 5: conclusion. Thanks to (8.40) and (8.41), we can apply the stability result from [DPL4, Theorem II.7] (which does not require any growth condition on the vector fields, see also Theorem 3.2 for the stability of the associated flows) to deduce that, for every $k \in \mathbb{N}, f^{k}$ is a weakly continuous distributional solution of the continuity equation starting from $f_{0}^{k}$. Since the continuity equation is linear, we deduce that also $F^{m}:=$ $\sum_{k=1}^{m} f^{k}$ is a distributional solution for every $m \in \mathbb{N}$.

Since $F^{m}$ is bounded, Theorem 4.9 gives that $F^{m}$ is a renormalized solution for every $m \in \mathbb{N}$. Letting $m \rightarrow \infty$, since $F^{m} \rightarrow f$ strongly in $L_{\text {loc }}^{1}\left((0, \infty) \times \mathbb{R}^{2 d}\right)$, also $f$ is a renormalized solution of the continuity equation starting from $f_{0}$ with vector field $\boldsymbol{b}$. Together with $(8.39),(8.34)$, and (8.38) this proves that $\left(f_{t}, \rho_{t}^{\text {eff }}\right)$ is a generalized solution of the Vlasov-Poisson equation starting from $f_{0}$ according to Definition 8.7.

Finally, the fact that $f$ is transported by the Maximal Regular Flow associated to $\boldsymbol{b}_{t}$ simply follows by the fact that each density $f^{k}$ is transported by Maximal Regular Flow associated to $\boldsymbol{b}_{t}$ (thanks to Theorem 8.2) and that $f=\sum_{k=0}^{\infty} f^{k}$ is an absolutely convergent series (see (8.34)). Finally, this implies that $f_{t}$ belongs to $C\left([0, \infty) ; L_{\text {loc }}^{1}\left(\mathbb{R}^{2 d}\right)\right)$ by Theorem 4.6.

Remark 8.18. We remark that the existence of global solutions for the Vlasov-Poisson equation starting from regular initial data is known only in dimension up to 3 (see for instance [Re, Theorem 6.1]). Therefore, the smoothing of the kernel $K$ performed in the proof of Theorem 8.8 is essential in order to be able to build smooth solutions of the approximating problems in dimension $d \geq 4$; in dimension $d=2$ or 3 one could avoid this part of the approximation argument. Indeed the stability of the scheme allows to prove that the solutions obtained by smoothing only the initial datum (and not the kernel) converge, when $d=2$ or 3 , to a generalized solution of the Vlasov-Poisson equation.

[^4]The proof of existence of renormalized solutions in Corollary 8.9 is an easy adaptation of the proof of Theorem 8.8, obtained by approximating the initial datum with a sequence of smooth data with bounded energy. In turn, this bound ensures that the approximating sequence of phase-space distributions is tight in the $v$ variable uniformly in time, allowing us to show that $\rho_{t}^{\text {eff }}=\rho_{t}$ for $\mathscr{L}^{1}$-a.e. $t \in(0, \infty)$. The approximation of the initial datum with a smooth sequence having uniformly bounded energy is a technical task that we describe in the next lemma.

Lemma 8.19. Let $d \geq 3$, let $\psi$ be a standard convolution kernel, and set $\psi_{k}(x):=k^{d} \psi(k x)$ for every $k \geq 1$. Let $\bar{f}_{0} \in L^{1}\left(\mathbb{R}^{2 d}\right)$ be an initial datum of finite energy, namely

$$
\int_{\mathbb{R}^{2 d}}|v|^{2} f_{0}(x, v) d x d v+\int_{\mathbb{R}^{d}}\left[H * \rho_{0}\right](x) \rho_{0}(x) d x<\infty
$$

where $\rho_{0}(x):=\int_{\mathbb{R}^{d}} f_{0}(x, v) d v$ and $H(x):=c_{d}(d-2)^{-1}|x|^{2-d}$ for every $x \in \mathbb{R}^{d}$. Then there exist a sequence of functions $\left\{f_{0}^{n}\right\}_{n \in \mathbb{N}} \subset C_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$ and a sequence $\left\{k_{n}\right\}_{n \in \mathbb{N}}$ such that $k_{n} \rightarrow \infty$ and, setting $\rho_{0}^{n}(x)=\int_{\mathbb{R}^{d}} f_{0}^{n}(x, v) d v$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\int_{\mathbb{R}^{2 d}}|v|^{2} f_{0}^{n} d x d v+\int_{\mathbb{R}^{d}} H * \psi_{k_{n}} * \rho_{0}^{n} \rho_{0}^{n} d x\right)=\int_{\mathbb{R}^{2 d}}|v|^{2} f_{0} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{0} \rho_{0} d x \tag{8.42}
\end{equation*}
$$

Proof. We split the approximation procedure in three steps. We use the notation $L_{c}^{\infty}$ to denote the space of bounded functions with compact support.
Step 1: approximation of the initial datum when $f_{0} \in L_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$. Assuming that $f_{0} \in L_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$, we claim that there exists $\left\{f_{0}^{n}\right\}_{n \in \mathbb{N}} \subset C_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\int_{\mathbb{R}^{2 d}}|v|^{2} f_{0}^{n} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{0}^{n} \rho_{0}^{n} d x\right)=\int_{\mathbb{R}^{2 d}}|v|^{2} f_{0} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{0} \rho_{0} d x \tag{8.43}
\end{equation*}
$$

To this end, consider smooth functions $f_{0}^{n}$ which converge to $f_{0}$ pointwise, whose $L^{\infty}$ norms are bounded by $\left\|f_{0}\right\|_{L^{\infty}\left(\mathbb{R}^{2 d}\right)}$, and whose supports are all contained in the same ball. By construction the densities $\rho_{0}^{n}$ are bounded as well and their supports are also contained in a fixed ball; moreover, the functions $H * \rho_{0}^{n}$ are bounded and converge to $H * \rho_{0}$ locally in every $L^{p}$. These observations show the validity of (8.43), by dominated convergence.
Step 2: approximation of the initial datum when $f_{0} \in L^{1}\left(\mathbb{R}^{2 d}\right)$. Assuming that $f_{0} \in L^{1}\left(\mathbb{R}^{2 d}\right)$, we claim that there exists a sequence of functions $\left\{f_{0}^{n}\right\}_{n \in \mathbb{N}} \subset C_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$ such that (8.43) holds.

Indeed, by Step 1 it is enough to approximate $f_{0}$ with a sequence in $L_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$ and converging energies. To this aim, for every $n \in \mathbb{N}$ we define the truncations of $f_{0}$ given by

$$
f_{0}^{n}(x, v):=\min \left\{n, 1_{B_{n}}(x, v) f_{0}(x, v)\right\} \quad(x, v) \in \mathbb{R}^{2 d}
$$

Since $H \geq 0$ the integrands in the left-hand side of (8.43) converge monotonically, hence the integrals converge by monotone convergence.

Step 3: approximation of the kernel. We conclude the proof of the lemma. In order to approximate the kernel, we notice that, given the sequence of functions $f_{0}^{n} \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ provided by Steps $1-2$, for $n \in \mathbb{N}$ fixed we have

$$
\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} H * \psi_{k} * \rho_{0}^{n} \rho_{0}^{n} d x=\int_{\mathbb{R}^{d}} H * \rho_{0}^{n} \rho_{0}^{n} d x
$$

Hence, choosing $k_{n}$ sufficiently large so that

$$
\left|\int_{\mathbb{R}^{d}} H * \psi_{k_{n}} * \rho_{0}^{n} \rho_{0}^{n} d x-\int_{\mathbb{R}^{d}} H * \rho_{0}^{n} \rho_{0}^{n} d x\right| \leq \frac{1}{n}
$$

we conclude the proof of the approximation lemma.

Proof of Corollary 8.9, existence of renormalized solutions. Given $f_{0}$ of finite energy, let $\left\{f_{0}^{n}\right\}_{n \in \mathbb{N}} \subset C_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$ and $\left\{k_{n}\right\}_{n \in \mathbb{N}}$ be as in Lemma 8.19. Also let $K:=c_{d} x /|x|^{d}$ and $K_{n}:=K * \psi_{k_{n}}$. Applying verbatim the arguments in Steps 1-3 in the proof of Theorem 8.8 we get a sequence $f_{n}$ of smooth solutions with kernels $K_{n}$ such that

$$
\begin{equation*}
f^{n} \rightharpoonup f \quad \text { weakly in } L^{1}\left([0, T] \times \mathbb{R}^{2 d}\right) \quad \text { for any } T>0 \tag{8.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho^{n} \rightharpoonup \rho^{\text {eff }} \quad \text { weakly* in } L^{\infty}\left((0, T) ; \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)\right), \tag{8.45}
\end{equation*}
$$

where $\rho_{t}^{n}(x):=\int_{\mathbb{R}^{d}} f_{t}^{n}(x, v) d v$.
In addition, the conservation of the energy along classical solutions gives that, for every $n \in \mathbb{N}$ and $t \in[0, \infty)$

$$
\begin{equation*}
\int_{\mathbb{R}^{2 d}}|v|^{2} f_{t}^{n} d x d v+\int_{\mathbb{R}^{d}} H * \psi_{k_{n}} * \rho_{t}^{n} \rho_{t}^{n} d x=\int_{\mathbb{R}^{2 d}}|v|^{2} f_{t}^{n} d x d v+\int_{\mathbb{R}^{d}} H * \psi_{k_{n}} * \rho_{0}^{n} \rho_{0}^{n} d x \leq C \tag{8.46}
\end{equation*}
$$

Hence, since $H \geq 0$ we deduce that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \sup _{t \in[0, \infty)} \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t}^{n} d x d v \leq C \tag{8.47}
\end{equation*}
$$

and by lower semicontinuity of the kinetic energy we deduce that, for every $T>0$,

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t} d x d v d t \leq \liminf _{n \rightarrow \infty} \int_{0}^{T} \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t}^{n} d x d v d t \leq C T \tag{8.48}
\end{equation*}
$$

We now want to exploit (8.47) and (8.48) to show that $\rho^{\text {eff }}=\rho$, where $\rho_{t}(x):=\int_{\mathbb{R}^{d}} f_{t}(x, v) d v \in$ $L^{\infty}\left((0, T) ; L^{1}\left(\mathbb{R}^{d}\right)\right)$. For this, we want to show that for any $\varphi \in C_{c}\left((0, \infty) \times \mathbb{R}^{d}\right)$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{\infty} \int_{\mathbb{R}^{d}} \varphi \rho_{t}^{n} d x d t=\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \varphi \rho_{t} d x d t \tag{8.49}
\end{equation*}
$$

To prove this, for every $k \in \mathbb{N}$ we consider a continuous nonnegative function $\zeta_{k}: \mathbb{R}^{d} \rightarrow$ $[0,1]$ which equals 1 inside $B_{k}$ and 0 outside $B_{k+1}$, and observe that

$$
\begin{aligned}
\int_{0}^{\infty} \int_{\mathbb{R}^{d}} \varphi\left(\rho_{t}^{n}-\rho_{t}\right) d x d t= & \int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} \varphi_{t}(x) f_{t}^{n}(x, v)\left(1-\zeta_{k}(v)\right) d x d v d t \\
& +\int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} \varphi_{t}(x)\left(f_{t}^{n}(x, v)-f(x, v)\right) \zeta_{k}(v) d x d v d t \\
& +\int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} \varphi_{t}(x) f_{t}(x, v)\left(\zeta_{k}(v)-1\right) d x d v d t
\end{aligned}
$$

The second term in the right-hand side converges to 0 by the weak convergence of $f^{n}$ to $f$ in $L^{1}$, while the other two terms are estimated by the finiteness of energy (8.47) and (8.48) as

$$
\begin{aligned}
\left|\int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} \varphi f_{t}^{n}(x, v)\left(1-\zeta_{k}(v)\right) d x d v d t\right| & \leq \frac{\|\varphi\|_{\infty}}{k^{2}} \int_{0}^{T} \int_{\mathbb{R}^{2 d}} f_{t}^{n}(x, v)|v|^{2} d x d v d t \\
& \leq \frac{C T\|\varphi\|_{\infty}}{k^{2}},
\end{aligned}
$$

and similarly

$$
\left|\int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} \varphi f_{t}(x, v)\left(1-\zeta_{k}(v)\right) d x d v d t\right| \leq \frac{C T\|\varphi\|_{\infty}}{k^{2}} .
$$

Letting $k \rightarrow \infty$, this proves (8.49). Thanks to this fact, the conclusion of the proof proceeds exactly as in Steps 4 and 5 in the proof of Theorem 8.8 with $\rho_{t}^{\text {eff }}=\rho_{t}$.

The proof of the energy inequality (8.15) is based on the conservation of energy along approximate solutions and on a lower semicontinuity argument. In the following basic lemmas, we prove some properties of the potential energy, namely the lower semicontinuity and an estimate from below. A formal integration by parts, rigorously justified in the case that $\mu$ has smooth, compactly supported density with respect to the Lebesgue measure, suggest that for every $\mu \in \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} H * \mu(x) d \mu(x)=\int_{\mathbb{R}^{d}}|\nabla H * \mu(x)|^{2} d x \tag{8.50}
\end{equation*}
$$

(meaning that, if one of the two sides is finite, than so is the other and they coincide). This would immediately imply the convexity of the potential energy and its lower semicontinuity with respect to the weak* convergence of measures. However, since the justification of (8.50) seems to require some work, we prove directly the lower semicontinuity with a simpler trick.
Lemma 8.20. Let $H(x):=c_{d}(d-2)^{-1}|x|^{2-d}$ for every $x \in \mathbb{R}^{d}$. Then the functional

$$
\mathcal{F}(\mu)=\int_{\mathbb{R}^{d}} H * \mu(x) d \mu(x) \quad \mu \in \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)
$$

is lower semicontinuous with respect to the weak* topology of $\mathscr{M}\left(\mathbb{R}^{d}\right)$.

Proof. Given a sequence of nonnegative measures $\mu^{n}$ weakly converging to $\mu$ in $\mathscr{M}\left(\mathbb{R}^{d}\right)$, the measures $\mu^{n}(x) \mu^{n}(y) \in \mathscr{M}\left(\mathbb{R}^{2 d}\right)$ weakly converge to $\mu(x) \mu(y)$. Hence, since the function $H(x, y)=c_{d}(d-2)^{-1}|x-y|^{2-d}$ is lower semicontinuous and nonnegative in $\mathbb{R}^{2 d}$, we deduce that

$$
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{1}{|x-y|^{d-2}} d \mu(x) d \mu(y) \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{1}{|x-y|^{d-2}} d \mu^{n}(x) d \mu^{n}(y)
$$

This proves the lower semicontinuity.
The following lemma adapts the previous one to the time-dependent framework and its proof is very similar to the previous one. In particular, it takes care of a further approximation of the kernel in the right-hand side of (8.51) below and involves the time dependence of the functional. We need this kind of lemma since, at the level of generality of Theorem 8.8, the weak convergence of the approximating solutions is not pointwise in time, but it happens only as functions in space-time.

Lemma 8.21. Let $T>0, \phi \in C_{c}((0, T))$, let $\psi$ be a standard convolution kernel, and let $\psi_{n}(x):=n^{d} \psi(n x)$ for every $n \geq 1$.

Then for every sequence $\left\{\rho^{n}\right\}_{n \in \mathbb{N}} \subseteq L^{\infty}\left((0, T) ; \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)\right)$ converging weakly* in $L^{\infty}\left((0, T) ; \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)\right)$ to $\rho \in L^{\infty}\left((0, T) ; \mathscr{M}_{+}\left(\mathbb{R}^{d}\right)\right)$, we have

$$
\begin{equation*}
\int_{0}^{T} \phi(t) \int_{\mathbb{R}^{d}} H * \rho_{t}(x) d \rho_{t}(x) d t \leq \liminf _{n \rightarrow \infty} \int_{0}^{T} \phi(t) \int_{\mathbb{R}^{d}} H * \psi_{n} * \rho_{t}^{n}(x) d \rho_{t}^{n}(x) d t \tag{8.51}
\end{equation*}
$$

Proof. We notice that $\psi_{n} * \rho_{t}^{n} d t$ weakly* converges to $\rho_{t} d t$ in $\mathscr{M}\left((0, T) \times \mathbb{R}^{d}\right)$ and therefore the sequence of nonnegative measures $\psi_{n} * \rho_{t}^{n}(x) \rho_{t}^{n}(y) d t \in \mathscr{M}\left((0, T) \times \mathbb{R}^{2 d}\right)$ weakly* converges to $\rho_{t}(x) \rho_{t}(y) d t$. Since the function $\phi(t) c_{d}(d-2)^{-1}|x-y|^{2-d}$ is lower semicontinuous and nonnegative in $(0, T) \times \mathbb{R}^{2 d}$, we have

$$
\begin{aligned}
\int_{0}^{T} & \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \phi(t) \frac{1}{|x-y|^{d-2}} d \rho(x) d \rho(y) d t \\
& \leq \liminf _{n \rightarrow \infty} \int_{0}^{T} \phi(t) \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{1}{|x-y|^{d-2}} d\left(\psi_{n} * \rho^{n}\right)(x) d \rho^{n}(y) d t
\end{aligned}
$$

which proves (8.51).
In the following lemma we establish an inequality, under no assumptions on $\rho$, between the potential energy and the $L^{2}$-norm of the force field. It will be used to show the third property in Corollary 8.9.

Lemma 8.22. Let $H(x):=c_{d}(d-2)^{-1}|x|^{2-d}$ for every $x \in \mathbb{R}^{d}$. Then for every nonnegative $\rho \in L^{1}\left(\mathbb{R}^{d}\right)$ we have

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} H * \rho(x) d \rho(x) \geq \int_{\mathbb{R}^{d}}|\nabla H * \rho(x)|^{2} d x \tag{8.52}
\end{equation*}
$$

Proof. We split the approximation procedure in three steps.
Step 1: Proof of the equality between the quantities in (8.52) for smooth, compactly supported $\rho$. Let $\rho$ be a smooth, compactly supported function. For every $R>0$, the integration by parts formula gives

$$
\int_{B_{R}} H * \rho \rho d x=\int_{B_{R}}|\nabla H * \rho|^{2} d x-\int_{\partial B_{R}} H * \rho \nabla(H * \rho) \cdot \nu_{B_{R}} d \mathcal{H}^{d-1} .
$$

Letting $R \rightarrow \infty$ the boundary term in the previous equality disappears for $d \geq 3$, since $H * \rho$ and $\nabla H * \rho$ decay as $R^{2-d}$ and $R^{1-d}$, respectively, when evaluated on $\partial B_{R}$. This proves that

$$
\int_{\mathbb{R}^{d}} H * \rho \rho d x=\int_{\mathbb{R}^{d}}|\nabla H * \rho|^{2} d x .
$$

Step 2: Proof of (8.52) for $\rho \in L_{c}^{\infty}\left(\mathbb{R}^{d}\right)$. Let $\rho \in L_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and let us approximate $\rho$ with a sequence $\left\{\rho^{n}\right\}_{n \in \mathbb{N}}$ obtained by convolution. By construction the densities $\rho^{n}$ are bounded as well as their supports; moreover, the functions $H * \rho^{n}$ are bounded and converge to $H * \rho$ locally in every $L^{p}$. Hence, by Step 1 we have

$$
\int_{\mathbb{R}^{d}} H * \rho(x) \rho(x) d x=\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} H * \rho^{n}(x) \rho^{n}(x) d x=\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|\nabla H * \rho^{n}(x)\right|^{2} d x .
$$

Therefore, the sequence $\left\{\nabla H * \rho^{n}\right\}_{n \in \mathbb{N}}$ is bounded in $L^{2}\left(\mathbb{R}^{d}\right)$ and hence it weakly converges to $\nabla H * \rho$. By the lower semicontinuity of the norm with respect to weak convergence, we find (8.52).
Step 3: Proof of (8.52) for $\rho \in L^{1}\left(\mathbb{R}^{d}\right)$. Let $\rho \in L^{1}\left(\mathbb{R}^{d}\right)$ and for every $n \in \mathbb{N}$ consider the truncations of $\rho$ given by $\rho^{n}:=\min \left\{n, 1_{B_{n}} \rho\right\}$ in $\mathbb{R}^{d}$. Since $H \geq 0$, by monotone convergence and Step 2

$$
\int_{\mathbb{R}^{d}} H * \rho(x) \rho(x) d x=\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} H * \rho^{n}(x) \rho^{n}(x) d x \geq \lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|\nabla H * \rho^{n}(x)\right|^{2} d x .
$$

Hence the sequence $\left\{\nabla H * \rho^{n}\right\}_{n \in \mathbb{N}}$ weakly converges in $L^{2}\left(\mathbb{R}^{d}\right)$ to $\nabla H * \rho$; the lower semicontinuity of the norm with respect to weak convergence implies (8.52).

Proof of Corollary 8.9, properties of renormalized solutions. In order to prove (8.15) we perform a lower semicontinuity argument on the energy. Since the convergence of the approximate solutions $f^{n}$ to $f$ is only in space-time, in Step 1 we obtain the energy inequality integrated in time, and therefore we deduce that (8.15) holds for $\mathscr{L}^{1}$-a.e. $t \in$ $[0, \infty)$. Then, in Step 2, 3, and 4, we employ the bound on the kinetic energy to prove the strong $L_{\text {loc }}^{1}$ continuity of $\rho_{t}$ and $E_{t}$ in time. We remark that this does not imply, by itself, the conservation of mass of $\rho_{t}$ in time, since we don't have any information on the compactness of $f_{t}$ in the $x$ variable, but only in $v$ (see Remark 8.23 below). In Step 5, we use again the lower semicontinuity of the energy to deduce that the energy inequality (8.15) holds for every $t \in[0, \infty)$. Finally, in Step 6 we show the existence of a
global measure-preserving flow associated to our solution $f_{t}$; this implies in particular the conservation of mass, namely that $\rho_{t}\left(\mathbb{R}^{d}\right)=\rho_{0}\left(\mathbb{R}^{d}\right)$ for every $t \in[0, \infty)$.
Step 1: bound on the total energy for $\mathscr{L}^{1}$-almost every time. Let us consider $T>0$ and a nonnegative function $\phi \in C_{c}((0, T])$. Testing the weak convergence (8.44) of $f^{n}$ with $\phi(t)|v|^{2} \chi_{r}(x, v)$, where $\chi_{r} \in C_{c}^{\infty}\left(\mathbb{R}^{2 d}\right)$ is a nonnegative cutoff function between $B_{r}$ and $B_{r+1}$, we find that for every $r>0$

$$
\begin{aligned}
\int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} \phi(t)|v|^{2} \chi_{r}(x, v) f_{t} d x d v d t & =\lim _{n \rightarrow \infty} \int_{0}^{\infty} \int_{\mathbb{R}^{2 d}} \phi(t)|v|^{2} \chi_{r}(x, v) f_{t}^{n} d x d v d t \\
& \leq \liminf _{n \rightarrow \infty} \int_{0}^{\infty} \phi(t) \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t}^{n} d x d v d t
\end{aligned}
$$

Taking the supremum in $r$, we deduce that

$$
\begin{equation*}
\int_{0}^{\infty} \phi(t) \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t} d x d v d t \leq \liminf _{n \rightarrow \infty} \int_{0}^{\infty} \phi(t) \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t}^{n} d x d v d t \tag{8.53}
\end{equation*}
$$

As regards the potential energy, from Lemma 8.21 we deduce that

$$
\begin{equation*}
\int_{0}^{\infty} \phi(t) \int_{\mathbb{R}^{d}} H * \rho_{t} \rho_{t} d x d t \leq \liminf _{n \rightarrow \infty} \int_{0}^{\infty} \phi(t) \int_{\mathbb{R}^{d}} H * \psi_{k_{n}} * \rho_{t}^{n} \rho_{t}^{n} d x d t \tag{8.54}
\end{equation*}
$$

Adding (8.53) and (8.54), by the subadditivity of the liminf and by the energy bound on approximating solutions (8.46) we find that

$$
\begin{aligned}
& \int_{0}^{\infty} \phi(t)\left(\int_{\mathbb{R}^{2 d}}|v|^{2} f_{t} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{t} \rho_{t} d x\right) d t \\
& \leq \liminf _{n \rightarrow \infty} \int_{0}^{\infty} \phi(t)\left(\int_{\mathbb{R}^{2 d}}|v|^{2} f_{t}^{n} d x d v+\int_{\mathbb{R}^{d}} H * \psi_{k_{n}} * \rho_{t}^{n} \rho_{t}^{n} d x\right) d t \\
& =\lim _{n \rightarrow \infty} \int_{0}^{\infty} \phi(t)\left(\int_{\mathbb{R}^{2 d}}|v|^{2} f_{0}^{n} d x d v+\int_{\mathbb{R}^{d}} H * \psi_{k_{n}} * \rho_{0}^{n} \rho_{0}^{n} d x\right) d t \\
& =\left(\int_{0}^{\infty} \phi(t) d t\right)\left(\int_{\mathbb{R}^{2 d}}|v|^{2} f_{0} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{0} \rho_{0} d x\right) .
\end{aligned}
$$

By the arbitrariness of $\phi$, we deduce that (8.15) holds for $\mathscr{L}^{1}$-a.e. $t \in[0, \infty)$.
Step 2: boundedness of the kinetic energy for every time. We show that

$$
\begin{equation*}
\sup _{t \in[0, \infty)} \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t} d x d v \leq \int_{\mathbb{R}^{2 d}}|v|^{2} f_{0} d x d v+\int_{\mathbb{R}^{d}} H * \rho_{0} \rho_{0} d x \tag{8.55}
\end{equation*}
$$

To this end, let $t \geq 0$ and $t_{n} \rightarrow t$ be a sequence of times such that the energy bound (8.15) holds for every $t_{n}$. The strong convergence of $f_{t_{n}}$ to $f_{t}$ in $L_{\text {loc }}^{1}$ implies that for every $r>0$

$$
\int_{B_{r}}|v|^{2} f_{t} d x d v=\lim _{n \rightarrow \infty} \int_{B_{r}}|v|^{2} f_{t_{n}} d x d v \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t_{n}} d x d v
$$

Taking the supremum in $r$, we deduce that

$$
\begin{equation*}
\int_{\mathbb{R}^{2 d}}|v|^{2} f_{t} d x d v \leq \liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{2 d}}|v|^{2} f_{t_{n}} d x d v . \tag{8.56}
\end{equation*}
$$

This proves (8.55).
Step 3: strong $L_{\mathrm{loc}}^{1}$-continuity of the physical density. We prove that $\rho_{t}$ is strongly $L_{\text {loc }}^{1}$-continuous, namely that for every sequence of times $t_{n} \rightarrow t$ we have

$$
\lim _{n \rightarrow \infty} \rho_{t_{n}}=\rho_{t} \quad \text { in } L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right) .
$$

This, in turn, implies that $\rho_{t}$ is weakly* continuous in time (as measures in $\mathscr{M}\left(\mathbb{R}^{d}\right)$ ).
Let $r>0$. For every $R>0$, noticing that $\left|f_{t_{n}}-f_{t}\right| \leq|v|^{2} R^{-2}\left(f_{t_{n}}+f_{t}\right)$ when $|v|>R$, we have that

$$
\int_{B_{r}} \int_{\mathbb{R}^{d}}\left|f_{t_{n}}-f_{t}\right| d v d x \leq \int_{B_{r}} \int_{B_{R}}\left|f_{t_{n}}-f_{t}\right| d v d x+\int_{B_{r}} \int_{\mathbb{R}^{d} \backslash B_{R}} \frac{|v|^{2}}{R^{2}}\left(f_{t_{n}}+f_{t}\right) d v d x
$$

Letting first $n \rightarrow \infty$ in the previous equation, by the strong $L_{\text {loc }}^{1}$ continuity of $f_{t}$ the first term goes to 0 . Letting then $R \rightarrow \infty$, we deduce that

$$
\lim _{n \rightarrow \infty} \int_{B_{r}} \int_{\mathbb{R}^{d}}\left|f_{t_{n}}-f_{t}\right| d v d x=0
$$

Step 4: strong $L_{\text {loc }}^{1}$-continuity of the force field. We prove that the force field $E_{t}$ is strongly $L_{\text {loc }}^{1}$-continuous with respect to time.

The force field $E_{t}=K * \rho_{t}$ is weakly $L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$ continuous since, by Step $3, \rho_{t}$ is weakly* continuous in time (as measures in $\mathscr{M}\left(\mathbb{R}^{d}\right)$ ).

Since, as observed above, $K=\nabla H \in W_{\text {loc }}^{\alpha, p}\left(\mathbb{R}^{d} ; \mathbb{R}^{d}\right)$ for every $\alpha<1$ and $p<d /(d-$ $1+\alpha)$, a simple computation shows that, for every $R>0$ and $t \in(0, \infty)$,

$$
\left\|\rho_{t} * K\right\|_{W^{\alpha, p}\left(B_{R} ; \mathbb{R}^{d}\right)} \leq\left\|\rho_{t}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)} \sup _{y \in \mathbb{R}^{d}}\|K\|_{W^{\alpha, p}\left(B_{R}(y) ; \mathbb{R}^{d}\right)} \leq C(R) .
$$

Hence, for every $R>0$,

$$
\sup _{t \in(0, \infty)} \sup _{n \in \mathbb{N}}\left\|\rho_{t} * K\right\|_{W^{\alpha, p}\left(B_{R} ; \mathbb{R}^{d}\right)}<\infty .
$$

The strong continuity of the force field $E_{t}=K * \rho_{t}$ in $L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$ follows then from the fractional Rellich theorem, which provides the compact embedding of the fractional space $W^{\alpha, p}\left(B_{R} ; \mathbb{R}^{d}\right)$ in $L^{1}\left(B_{R} ; \mathbb{R}^{d}\right)$.
Step 5: bound on the total energy for every time. In order to conclude the proof of (8.15), we observe that both the kinetic and the potential energy are lower semicontinuous with respect to strong $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{2 d}\right)$-convergence of $f$ and weak convergence (as measures) of $\rho$, respectively. Indeed, the first has been observed in Step 2 and the second is proved in

Lemma 8.21. Then by Step 1 the total energy is bounded by the initial energy for $\mathscr{L}^{1}$-a.e. time and the lower semicontinuity of the total energy implies that the same property holds for every time.
Step 6: global characteristics in dimension 3 and 4. In order to prove that trajectories do not blow up, we apply Corollary 8.3 and 8.4. The assumptions of these Corollaries are satisfied thanks to the finiteness of energy of Step 5 , the fact that $E_{t}=\nabla\left(H * \rho_{t}\right)$, and Lemma 8.22.

Remark 8.23. In Corollary 8.9 we did not prove that $\left\|f_{t}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}=\left\|f_{0}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}$ for every $t \in[0, \infty)$. Indeed, although the energy bound prevents mass from escaping in the $v$ variable, one would need more assumptions on the initial datum (for instance, the finiteness of a momentum in the $x$ variable) to prevent a mass loss. The conservation of the $L^{1}$-norm of $f_{t}$ holds along solutions whose flow is globally defined (see Theorem 8.2); in this case, the solution belongs also to $C\left([0, \infty) ; L^{1}\left(\mathbb{R}^{2 d}\right)\right)$.

Remark 8.24. In the case $\sigma=-1$, Theorem 8.8 allows to show the existence of generalized solutions starting from any finite $L^{1}$ datum. The existence of renormalized solutions starting from an $L^{1}$ datum of finite (kinetic and potential) energy follows as in Corollary 8.9 provided that on the approximating sequence the kinetic energy is bounded by a fixed constant. This last fact, in turn, cannot be deduced by the boundedness of the energy itself, since in this case the potential energy is not positive any more as in the repulsive case. Hence it can be either assumed on the approximating sequence, or it follows under further integrability assumptions on the initial datum, for instance if $d=3$ and $f_{0} \in L^{9 / 7}\left(\mathbb{R}^{6}\right)$ (see Remark 8.5).

Remark 8.25. The construction in Theorem 8.8 provides distributional solutions of the Vlasov-Poisson system if further assumptions are assumed on the initial datum such as finiteness of the total energy, as shown in Corollary 8.9. Still, there are examples of infinite energy data such that the generalized solution built in Theorem 8.8 is in fact distributional. For instance, in $[\mathbf{P e}]$ Perthame considers an initial datum $f_{0} \in L^{1} \cap L^{\infty}\left(\mathbb{R}^{6}\right)$ with $\left(1+|x|^{2}\right) f_{0} \in L^{1}\left(\mathbb{R}^{6}\right)$ and infinite energy, and he shows the existence of a solution $f \in L^{\infty}\left([0, \infty) ; L^{1} \cap L^{\infty}\left(\mathbb{R}^{6}\right)\right)$ of the Vlasov-Poisson system such that the quantities

$$
\begin{equation*}
t^{1 / 2}\left\|E_{t}\right\|_{L^{2}}, \quad t^{3 / 5}\left\|\rho_{t}\right\|_{L^{5 / 3}}, \quad \int_{\mathbb{R}^{6}} \frac{|x-v t|^{2}}{t} f_{t}(x, v) d x d v \tag{8.57}
\end{equation*}
$$

are bounded for all $t \in(0, \infty)$.
It can be easily seen that, under Perthame's assumptions, the construction in the proof of Theorem 8.8 provides a solution of the Vlasov-Poisson equation as the one built in $[\mathbf{P e}]$. In particular, thanks to the a priori estimate (8.57) on the approximating sequence, it is easy to see that $\rho^{\text {eff }}=\rho$, therefore providing a Lagrangian (and therefore renormalized and distributional) solution of Vlasov-Poisson.

Similarly, under the assumptions of $[\mathbf{Z W}]$, a similar argument shows that the generalized solutions built in Theorem 8.8 solve the classical Vlasov-Poisson system.

Remark 8.26. A stability result holds for renormalized solutions of the Vlasov-Poisson system (see [BBC2, Theorems 8.2 and 8.3]). For instance, when $\sigma=1, d=3$, if $f^{k}$ is a sequence of renormalized solutions with

$$
\sup _{k \in \mathbb{N}} \sup _{t \in[0, \infty)}\left\|f_{t}^{k}\right\|_{L^{1}\left(\mathbb{R}^{6}\right)}<\infty, \quad \sup _{k \in \mathbb{N}} \sup _{t \in[0, \infty)} \int_{\mathbb{R}^{6}}|v|^{2} f_{t}^{k} d x d v+\int_{\mathbb{R}^{3}} H * \rho_{t}^{k} \rho_{t}^{k} d x<\infty
$$

(where $H(x):=\frac{c_{d}}{d-2}|x|^{2-d}$ ), then up to subsequences $f^{k} \rightharpoonup f$ weakly in $L^{1}\left([0, T] \times \mathbb{R}^{6}\right)$ for any $T>0$ and $f$ is a renormalized solution of Vlasov-Poisson. Moreover, if $f_{0}^{k} \rightarrow f_{0}$ in $L^{1}\left(\mathbb{R}^{3}\right)$, then $f^{k} \rightarrow f$ strongly in $C\left([0, T] ; L^{1}\left(\mathbb{R}^{6}\right)\right), E^{k} \rightarrow E$ in $C\left([0, T] ; L_{\text {loc }}^{1}\left(\mathbb{R}^{3}\right)\right)$ for any $T>0$ and $f$ is a renormalized solution of the Vlasov-Poisson system starting from $f_{0}$. The proof of this fact is an easy consequence of the stability of regular lagrangian flows since by Remark 8.13 the maximal regular flows associated to the solutions $f^{k}$ do not blow up in finite time. Generalizing this result to any dimension may require some work, because under the assumptions of Corollary 8.9 it is not guaranteed that the maximal regular flows do not blow up in finite time.

## Chapter 9

## The semigeostrophic system

The semigeostrophic equations are a simple model used in meteorology to describe large scale atmospheric flows. As explained for instance in [BB, Section 2.2] and [Lo2, Section 1.1] (see also $[\mathbf{C u}]$ for a more complete exposition), the semigeostrophic equations can be derived from the 3-d incompressible Euler equations, with Boussinesq and hydrostatic approximations, subject to a strong Coriolis force. Since for large scale atmospheric flows the Coriolis force dominates the advection term, the flow is mostly bi-dimensional. For this reason, the study of the semigeostrophic equations in 2 -d or 3 -d is pretty similar, and in order to simplify the presentation we focus here on the 2 -dimensional periodic case, though the results have been extended to three dimensions and can be found in [ACDF2].

The semigeostrophic system on the 2-dimensional torus $\mathbb{T}^{2}$ is given by

$$
\begin{cases}\partial_{t} \boldsymbol{u}_{t}^{g}(x)+\left(\boldsymbol{u}_{t}(x) \cdot \nabla\right) \boldsymbol{u}_{t}^{g}(x)+\nabla p_{t}(x)=-J \boldsymbol{u}_{t}(x) & (x, t) \in \mathbb{T}^{2} \times(0, \infty)  \tag{9.1}\\ \boldsymbol{u}_{t}^{g}(x)=J \nabla p_{t}(x) & (x, t) \in \mathbb{T}^{2} \times[0, \infty) \\ \nabla \cdot \boldsymbol{u}_{t}(x)=0 & (x, t) \in \mathbb{T}^{2} \times[0, \infty) \\ p_{0}(x)=p^{0}(x) & x \in \mathbb{T}^{2} .\end{cases}
$$

Here $p^{0}$ is the initial datum, $J$ is the rotation matrix

$$
J:=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right),
$$

and the functions $\boldsymbol{u}_{t}$ and $p_{t}$ represent respectively the velocity and the pressure, while $\boldsymbol{u}_{t}^{g}$ is the so-called semi-geostrophic wind. Clearly the pressure is defined up to a (timedependent) additive constant. In the sequel we are going to identify functions (and measures) defined on the torus $\mathbb{T}^{2}$ with $\mathbb{Z}^{2}$-periodic functions defined on $\mathbb{R}^{2}$.

Substituting the relation $\boldsymbol{u}_{t}^{g}=J \nabla p_{t}$ into the equation, the system (9.1) can be rewritten as

$$
\left\{\begin{array}{l}
\partial_{t} J \nabla p_{t}+J \nabla^{2} p_{t} \boldsymbol{u}_{t}+\nabla p_{t}+J \boldsymbol{u}_{t}=0  \tag{9.2}\\
\nabla \cdot \boldsymbol{u}_{t}=0 \\
p_{0}=p^{0}
\end{array}\right.
$$



Figure 9.1: The dual change of variables.
with $\boldsymbol{u}_{t}$ and $p_{t}$ periodic.
Energetic considerations (see $[\mathbf{C u}$, Section 3.2]) show that it is natural to assume that $p_{t}$ is ( -1 -convex, i.e., the function $P_{t}(x):=p_{t}(x)+|x|^{2} / 2$ is convex on $\mathbb{R}^{2}$. If we denote with $\mathscr{L}_{\mathbb{T}^{2}}$ the (normalized) Lebesgue measure on the torus, then $\rho_{t}:=\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}$ satisfies the following dual problem:

$$
\left\{\begin{array}{l}
\partial_{t} \rho_{t}+\nabla \cdot\left(\boldsymbol{v}_{t} \rho_{t}\right)=0  \tag{9.3}\\
\boldsymbol{v}_{t}(x)=J\left(x-\nabla P_{t}^{*}(x)\right) \\
\rho_{t}=\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}} \\
P_{0}(x)=p^{0}(x)+|x|^{2} / 2
\end{array}\right.
$$

Here $P_{t}^{*}$ is the convex conjugate of $P_{t}$, namely

$$
P_{t}^{*}(y):=\sup _{x \in \mathbb{R}^{2}}\left(y \cdot x-P_{t}(x)\right) .
$$

Indeed, an easy formal computation allows to obtain (9.3) from (9.2). Taking into account the definition of $P_{t}$, the identities $J^{2}=-I d, \nabla p_{t}(y)+y=\nabla P_{t}(y), \nabla^{2} p_{t}(y)+I d=$ $\nabla^{2} P_{t}(y)$ and the fact that $\boldsymbol{u}_{t}$ is divergence-free, for every test function $\varphi$ we obtain

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{T}^{2}} \varphi(x) d \rho_{t}(x)=\frac{d}{d t} \int_{\mathbb{T}^{2}} \varphi\left(\nabla P_{t}(y)\right) d y=\int_{\mathbb{T}^{2}} \nabla \varphi\left(\nabla P_{t}(y)\right) \cdot \frac{d}{d t} \nabla p_{t}(y) d y \\
& =-\int_{\mathbb{T}^{2}} \nabla \varphi\left(\nabla P_{t}(y)\right) \cdot\left\{\left(\nabla^{2} p_{t}(y)+I d\right) \boldsymbol{u}_{t}(y)-J \nabla p_{t}(y)\right\} d y \\
& =-\int_{\mathbb{T}^{2}} \nabla\left[\varphi\left(\nabla P_{t}(y)\right)\right] \cdot \boldsymbol{u}_{t}(y) d y+\int_{\mathbb{T}^{2}} \nabla \varphi\left(\nabla P_{t}(y)\right) \cdot J\left(\nabla P_{t}(y)-y\right) d y \\
& =\int_{\mathbb{T}^{2}} \nabla \varphi(x) \cdot J\left(x-\nabla P_{t}^{*}(x)\right) d \rho_{t}(x)=\int_{\mathbb{T}^{2}} \nabla \varphi(x) \cdot \boldsymbol{v}_{t}(x) d \rho_{t}(x) .
\end{aligned}
$$

Notice that this formal derivation holds independently of $\boldsymbol{u}$ (only the divergence-free condition of $\boldsymbol{u}$ is needed), and that $\boldsymbol{u}$ does not appear explicitly in (9.3).


Figure 9.2: The flow of the velocity field in physical and dual variables.

Since $P_{t}(x)-|x|^{2} / 2$ is periodic, we observe that

$$
\begin{equation*}
\nabla P_{t}(x+h)=\nabla P_{t}(x)+h \quad \forall x \in \mathbb{R}^{2}, h \in \mathbb{Z}^{2} . \tag{9.4}
\end{equation*}
$$

Hence $\nabla P_{t}$ can be viewed as a map from $\mathbb{T}^{2}$ to $\mathbb{T}^{2}$ and $\rho_{t}$ is a well defined measure on $\mathbb{T}^{2}$. One can also verify easily that the inverse map $\nabla P_{t}^{*}$ satisfies (9.4) as well. Accordingly, we shall understand (9.3) as a PDE on $\mathbb{T}^{2}$, i.e., using test functions which are $\mathbb{Z}^{2}$-periodic in space. One may wonder if it is convenient to rewrite the original system (9.2) as an equation for the function $P_{t}$ instead of $p_{t}$, that would look like

$$
\left\{\begin{array}{l}
\partial_{t} \nabla P_{t}+\left(\boldsymbol{u}_{t} \cdot \nabla\right) \nabla P_{t}=J\left(\nabla P_{t}-x\right)  \tag{9.5}\\
\nabla \cdot \boldsymbol{u}_{t}=0 \\
P_{0}=p^{0}+|x|^{2} / 2 .
\end{array}\right.
$$

Rewriting the system in these terms happens to be a good choice for the corresponding system in 3 -space dimensions. However, since we are on the torus and since the map $\nabla P_{t}$ has to be understood with values in $\mathbb{T}^{2}$, it becomes complicated to give a distributional meaning to (9.5). Indeed, there is no natural notion of duality with test functions for maps with value in a manifold. For this reason, we prefer to deal with $p_{t}$ and the system (9.2) rather than with $P_{t}$ and (9.5). Regarding the dual equation, the problem of interpreting $\nabla P_{t}$ (or $\nabla P_{t}^{*}$ ) as a map with values in the torus does not appear. Indeed, the only occurrence of the functions $P_{t}$ and $P_{t}^{*}$ in the dual equation happens in the formula $\boldsymbol{v}_{t}(x)=$ $J\left(x-\nabla P_{t}^{*}(x)\right)$; with this definition, $\boldsymbol{v}_{t}$ is a well defined, $\mathbb{Z}^{2}$-periodic vector field in $\mathbb{R}^{2}$.

The dual problem (9.3) is nowadays pretty well understood. In particular, Benamou and Brenier proved in [BB] existence of weak solutions to (9.3), see Theorem 9.4 below. On the contrary, much less is known about the original system (9.2). Formally, given a solution $\rho_{t}$ of (9.3) and defining $P_{t}^{*}$ through the relation $\rho_{t}=\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}$ (namely the
optimal transport map from $\rho_{t}$ to $\mathscr{L}_{\mathbb{T}^{2}}$, see Theorem 1.17) the pair $\left(p_{t}, \boldsymbol{u}_{t}\right)$ given by ${ }^{1}$

$$
\left\{\begin{array}{l}
p_{t}(x):=P_{t}(x)-|x|^{2} / 2  \tag{9.6}\\
\boldsymbol{u}_{t}(x):=\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\nabla P_{t}(x)\right)+\left[\nabla^{2} P_{t}^{*}\right]\left(\nabla P_{t}(x)\right) J\left(\nabla P_{t}(x)-x\right)
\end{array}\right.
$$

solves (9.2). Here, the velocity field $\boldsymbol{u}_{t}$ has been obtained by substituting the expression for $p_{t}$ in the first equation of (9.2) and solving for $\boldsymbol{u}_{t}$. However, being $P_{t}^{*}$ just a convex function, a priori $\nabla^{2} P_{t}^{*}$ is just a matrix-valued measure, thus as pointed out in $[\mathbf{C u F e}]$ it is not clear the meaning to give to the previous equation.

The formal correspondence between solutions of the dual and of the original equation given by (9.6) appears also when one adopts the Lagrangian point of view. Indeed, we may expect that each particle in the physical space moves along a trajectory and that this trajectory corresponds to a characteristic of the dual velocity $\boldsymbol{v}_{t}$ when read in the dual variables. Reversing the point of view, given the flow $\boldsymbol{Y}(t, x)$ of $\boldsymbol{v}_{t}$ in the dual variables, we may look at each characteristic $\boldsymbol{Y}(\cdot, y)$ in the physical variables by performing the change of variables back

$$
\boldsymbol{X}(t, x):=\nabla P_{t}^{*}\left(\boldsymbol{Y}\left(t, \nabla P_{0}(x)\right)\right)
$$

(see Figure 9.2). With this definition, a simple computation shows that $\boldsymbol{X}(t, x)$ is, formally, the flow of the velocity field $\boldsymbol{u}_{t}$ defined in (9.6):

$$
\begin{aligned}
& \frac{d}{d t} \mathbf{X}_{t}=\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\mathbf{Y}_{t}\left(\nabla P_{0}\right)\right)+\left[\nabla^{2} P_{t}^{*}\right]\left(\mathbf{Y}_{t}\left(\nabla P_{0}\right)\right) \frac{d}{d t} \mathbf{Y}_{t}\left(\nabla P_{0}\right) \\
& =\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\mathbf{Y}_{t}\left(\nabla P_{0}\right)\right)+\left[\nabla^{2} P_{t}^{*}\right]\left(\mathbf{Y}_{t}\left(\nabla P_{0}\right)\right) J\left[\mathbf{Y}_{t}\left(\nabla P_{0}\right)-\nabla P_{t}^{*}\left(\mathbf{Y}_{t}\left(\nabla P_{0}\right)\right)\right] \\
& =\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\nabla P_{t}\left(\mathbf{X}_{t}\right)\right)+\left[\nabla^{2} P_{t}^{*}\right]\left(\nabla P_{t}\left(\mathbf{X}_{t}\right)\right) J\left(\nabla P_{t}\left(\mathbf{X}_{t}\right)-\mathbf{X}_{t}\right) .
\end{aligned}
$$

In this Chapter we prove that (9.6) is a well defined velocity field, and that the couple $\left(p_{t}, \boldsymbol{u}_{t}\right)$ is a solution of (9.2) in a distributional sense. In order to carry out our analysis, a fundamental tool is a recent result for solutions of the Monge-Ampère equation, proved by De Philippis and Figalli in [DF1], showing $L \log ^{k} L$ regularity on $\nabla^{2} P_{t}^{*}$ (see Theorem 1.18(ii)).

Thanks to this result, we can easily show that the second term appearing in the definition of the velocity $\boldsymbol{u}_{t}$ in (9.6) is a well defined $L^{1}$ function (see the proof of Theorem 9.2). Moreover, following some ideas developed in [Lo1] we can show that the first term is also $L^{1}$, thus giving a meaning to $\boldsymbol{u}_{t}$ (see Proposition 9.6). At this point we can prove that the pair $\left(p_{t}, \boldsymbol{u}_{t}\right)$ is actually a distributional solution of system (9.2). Let us recall, following [ $\mathbf{C u F e}]$, the proper definition of weak Eulerian solution of (9.2).

Definition 9.1. Let $p: \mathbb{T}^{2} \times(0, \infty) \rightarrow \mathbb{R}$ and $\boldsymbol{u}: \mathbb{T}^{2} \times(0, \infty) \rightarrow \mathbb{R}^{2}$. We say that $(p, \boldsymbol{u})$ is a weak Eulerian solution of (9.2) if:

- $|\boldsymbol{u}| \in L^{\infty}\left((0, \infty), L^{1}\left(\mathbb{T}^{2}\right)\right), p \in L^{\infty}\left((0, \infty), W^{1, \infty}\left(\mathbb{T}^{2}\right)\right)$, and $p_{t}(x)+|x|^{2} / 2$ is convex for any $t \geq 0$;

[^5]- For every $\phi \in C_{c}^{\infty}\left(\mathbb{T}^{2} \times[0, \infty)\right)$, it holds

$$
\begin{align*}
\int_{0}^{\infty} \int_{\mathbb{T}^{2}} J \nabla p_{t}(x)\left\{\partial_{t} \phi_{t}(x)+\boldsymbol{u}_{t}(x) \cdot \nabla \phi_{t}(x)\right\}- & \left\{\nabla p_{t}(x)+J \boldsymbol{u}_{t}(x)\right\} \phi_{t}(x) d x d t \\
& +\int_{\mathbb{T}^{2}} J \nabla p_{0}(x) \phi_{0}(x) d x=0 \tag{9.7}
\end{align*}
$$

- For $\mathscr{L}^{1}$-a.e. $t \in(0, \infty)$ it holds

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \nabla \psi(x) \cdot \boldsymbol{u}_{t}(x) d x=0 \quad \text { for all } \psi \in C^{\infty}\left(\mathbb{T}^{2}\right) \tag{9.8}
\end{equation*}
$$

We can now state the main result.
Theorem 9.2. Let $p_{0}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a $\mathbb{Z}^{2}$-periodic function such that $p_{0}(x)+|x|^{2} / 2$ is convex, and assume that the measure $\left(I d+\nabla p_{0}\right)_{\#} \mathscr{L}^{2}$ is absolutely continuous with respect to $\mathscr{L}^{2}$ with density $\rho_{0}$, namely

$$
\left(I d+\nabla p_{0}\right)_{\#} \mathscr{L}^{2}=\rho_{0} \mathscr{L}^{2} .
$$

Moreover, let us assume that both $\rho_{0}$ and $1 / \rho_{0}$ belong to $L^{\infty}\left(\mathbb{R}^{2}\right)$.
Let $\rho_{t}$ be the solution of (9.3) (given by Theorem 9.4 below), let $P_{t}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be the (unique up to an additive constant) convex function such that $\left(\nabla P_{t}\right) \# \mathscr{L}^{2}=\rho_{t} \mathscr{L}^{2}$ and $P_{t}(x)-|x|^{2} / 2$ is $\mathbb{Z}^{2}$-periodic, and let $P_{t}^{*}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ its convex conjugate.

Then the couple ( $p_{t}, \boldsymbol{u}_{t}$ ) defined in (9.6) is a weak Eulerian solution of (9.2), in the sense of Definition 9.1.

Although the vector field $\boldsymbol{u}$ provided by the previous theorem is only $L^{1}$, as explained in Section 9.3 we can associate to it a measure-preserving Lagrangian flow. In particular we recover (in the case of the 2-dimensional periodic setting) the result of Cullen and Feldman [ CuFe ] on the existence of Lagrangian solutions to the semigeostrophic equations in physical space.

Many problems regarding the semigeostrophic equation and its dual formulation are nowadays open. Are the distributional solutions of (9.2) and of (9.3) unique? Is the lagrangian flow associated to $\boldsymbol{u}_{t}$ unique? (we remark that the lagrangian flow associated to the dual equation is unique thanks to Theorem 1.5). Does there exist a regular solution for all times if the initial datum is sufficiently smooth? This was proven by Loeper [Lo2] for short times, but any global result is missing.

The Chapter is structured as follows: in Section 1.5 .1 we recall some preliminary results on optimal transport maps on the torus and their regularity. Then, in Section 9.1 we state the existence result of Benamou and Brenier for solutions to the dual problem (9.3), and we show some important regularity estimates on such solutions, which are used in Section 9.2 to prove Theorem 9.2. In Section 9.3 we prove the existence of a regular lagrangian flow associated to the vector field $\boldsymbol{u}$ provided by Theorem 9.2.

### 9.1 The dual problem and the regularity of the velocity field

In this section we recall some properties of solutions of the dual system (9.3), and we show the $L^{1}$ integrability of the velocity field $\boldsymbol{u}_{t}$ defined in (9.6).
Remark 9.3. The dual system (9.3) is made by a continuity equation with an instantaneous coupling between the velocity field and the density through a time independent elliptic PDE (the Monge-Ampère equation). A similar structure was already observed in the Vlasov-Poisson system (8.1), but in this case we needed to consider the equation in the phase space rather than in the physical space. Another equation of this form is the 2-dimensional incompressible Euler equation in the vorticity formulation in $(0, \infty) \times \mathbb{R}^{2}$

$$
\left\{\begin{array}{l}
\partial_{t} \omega_{t}+\nabla \cdot\left(\boldsymbol{v}_{t} \omega_{t}\right)=0  \tag{9.9}\\
\boldsymbol{v}_{t}=J \nabla \psi_{t} \\
\omega_{t}=\Delta \psi_{t} .
\end{array}\right.
$$

Existence and uniqueness (in the class of solutions with bounded vorticities) was proved for this equation by Yudovich $[\mathbf{Y u}]$. As we will see in Theorem 9.4, despite the nonlinearity of the coupling in the dual semigeostrophic system (which is given by the Monge-Ampère equation and not by the Poisson equation as in (9.9)), we can still prove existence of solutions for the dual semigeostrophic system (9.3). The uniqueness problem, instead, remains open, since the argument of Yudovich cannot be easily adapted. The connection between the 2-dimensional incompressible Euler equation in the vorticity formulation and the dual semigeostrophic system (9.3) is also confirmed by Loeper in [Lo2]: if we "linearize" (9.3) writing $\rho_{t}=1+\varepsilon \omega_{t}+o(\varepsilon)$ and $P_{t}^{*}=|x|^{2} / 2+\varepsilon \psi_{t}+o(\varepsilon)$ and we rescale the time variable according to $t \rightarrow t / \varepsilon$, then, formally, $\omega$ and $\psi$ solve (9.9).

We know by Theorem 1.17 that $\rho_{t}$ uniquely defines $P_{t}$ (and so also $P_{t}^{*}$ ) through the relation $\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=\rho_{t}$ up to an additive constant. In [BB] (see also [CuFe]), the authors prove the existence of distributional solutions to the dual equation by means of an approximation argument, based in turn on the well-posedness and stability of solutions of the transport equation presented in Chapter 1. To be precise, in $[\mathrm{BB}, \mathrm{CuFe}]$ the proof is given in $\mathbb{R}^{3}$, but actually it can be rewritten verbatim on the 2 -dimensional torus, using the optimal transport maps provided by Theorem 1.17.
Theorem 9.4 (Existence of solutions of (9.3)). Let $P_{0}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a convex function such that $P_{0}(x)-|x|^{2} / 2$ is $\mathbb{Z}^{2}$-periodic, $\left(\nabla P_{0}\right) \not \mathscr{L}_{\mathbb{T}^{2}} \ll \mathscr{L}_{\mathbb{T}^{2}}$, and the density $\rho_{0}$ satisfies $0<\lambda \leq \rho_{0} \leq \Lambda<\infty$. Then there exist convex functions $P_{t}, P_{t}^{*}: \mathbb{R}^{2} \rightarrow \mathbb{R}$, with $P_{t}(x)-|x|^{2} / 2$ and $P_{t}^{*}(y)-|y|^{2} / 2$ periodic, uniquely determined up to time-dependent additive constants, such that $\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=\rho_{t} \mathscr{L}_{\mathbb{T}^{2}},\left(\nabla P_{t}^{*}\right)_{\#} \rho_{t}=\mathscr{L}_{\mathbb{T}^{2}}$. In addition, setting $\boldsymbol{v}_{t}(x)=J\left(x-\nabla P_{t}^{*}(x)\right), \rho_{t}$ is a distributional solution to (9.3), namely

$$
\begin{equation*}
\iint_{\mathbb{T}^{2}}\left\{\partial_{t} \varphi_{t}(x)+\nabla \varphi_{t}(x) \cdot \boldsymbol{v}_{t}(x)\right\} \rho_{t}(x) d x d t+\int_{\mathbb{T}^{2}} \varphi_{0}(x) \rho_{0}(x) d x=0 \tag{9.10}
\end{equation*}
$$

for every $\varphi \in C_{c}^{\infty}\left(\mathbb{R}^{2} \times[0, \infty)\right) \mathbb{Z}^{2}$-periodic in the space variable.
Finally, the following regularity properties hold:
(i) $\lambda \leq \rho_{t} \leq \Lambda$;
(ii) $\rho_{t} \mathscr{L}^{2} \in C\left([0, \infty), \mathcal{P}_{w}\left(\mathbb{T}^{2}\right)\right) ;{ }^{2}$
(iii) $P_{t}-f_{\mathbb{T}^{2}} P_{t}, P_{t}^{*}-f_{\mathbb{T}^{2}} P_{t}^{*} \in L^{\infty}\left([0, \infty), W_{\mathrm{loc}}^{1, \infty}\left(\mathbb{R}^{2}\right)\right) \cap C\left([0, \infty), W_{\mathrm{loc}}^{1, r}\left(\mathbb{R}^{2}\right)\right)$ for every $r \in[1, \infty) ;$
(iv) $\left\|\boldsymbol{v}_{t}\right\|_{\infty} \leq \sqrt{2} / 2$.

Sketch of the proof of Theorem 9.4. We prove the existence of a distributional solution to (9.3) by approximation. We introduce a time discretization with parameter $1 / n, n \in \mathbb{N}$, and we split $(0, \infty)$ in intervals of the form $((k-1) / n, k / n)$ for $k \in \mathbb{N}$, each of length $1 / n$.

We define the approximate solutions $\left(P_{t}^{n}\right)^{*}$ and $\rho_{t}^{n}$ inductively on $k$, where $\left(P_{t}^{n}\right)^{*}$ are a time-dependent family of convex functions and $\rho_{t}^{n}$ are bounded, $\mathbb{Z}^{2}$-periodic densities with $\lambda \leq \rho_{t}^{n} \leq \Lambda$. In each interval $((k-1) / n, k / n)$ we consider the transport map between the density at the beginning of this interval and the Lebesgue measure; we define $\left(P_{t}^{n}\right)^{*}$ to be equal to this map (provided by Theorem 1.17) in the entire time interval

$$
\left[\nabla\left(P_{k / n}^{n}\right)^{*}\right]_{\#} \rho_{(k-1) / n}^{n}=\mathscr{L}_{\mathbb{T}^{2}}, \quad \nabla\left(P_{t}^{n}\right)^{*}:=\nabla\left(P_{k / n}^{n}\right)^{*}
$$

This transport map induces a velocity field (constant in time in $((k-1) / n, k / n)$, as also $\left.\left(P_{t}^{n}\right)^{*}\right)$ through the relation

$$
\boldsymbol{v}_{t}^{n}:=J\left(x-\nabla\left(P_{t}^{n}\right)^{*}\right)=J\left(x-\nabla\left(P_{k / n}^{n}\right)^{*}\right) .
$$

Finally, we let the density at the beginning of our time interval, namely $\rho_{(k-1) / n}^{n}$, evolve according to this velocity field for time $1 / n$. In other words, for $t \in((k-1) / n, k / n)$ we let $\rho_{t}^{n}$ be the solution of

$$
\begin{cases}\partial_{t} \rho+\nabla \cdot\left(\boldsymbol{v}_{t}^{n} \rho\right)=0 & \text { in }((k-1) / n, k / n) \times \mathbb{R}^{2}  \tag{9.11}\\ \rho_{(k-1) / n}=\rho_{(k-1) / n}^{n} & \text { in } \mathbb{R}^{2} .\end{cases}
$$

We remark that the well-posedness of the continuity equation (9.11) is guaranteed the results described in Chapter 1 (and in particular by the main result of [A1]) and by the fact that $\boldsymbol{v}_{t}^{n}$ is an authonomous, divergence-free, BV vector field in $((k-1) / n, k / n) \times \mathbb{T}^{2}$. Finally, a solution to (9.3) is obtained by taking the limit as $n \rightarrow \infty$ in the discrete scheme presented above; the compactness of the functions $\left(P_{t}^{n}\right)^{*}-f_{\mathbb{T}^{2}}\left(P_{t}^{n}\right)^{*}$ and $\rho_{t}^{n}$ and the equation solved in the limit are studied in $[\mathrm{BB}]$, where the scheme is performed with a careful regularization of the initial data in order to avoid the use of the results of Chapter 1 on the solutions of the continuity equation with non-smooth vector fields.

Observe that, by Theorem 9.4(ii), $t \mapsto \rho_{t} \mathscr{L}_{\mathbb{T}^{2}}$ is weakly continuous, so $\rho_{t}$ is a welldefined function for every $t \geq 0$. Further regularity properties of $\nabla P_{t}$ and $\nabla P_{t}^{*}$ with respect to time will be proved in Propositions 9.6 and 9.10.

In the proof of Theorem 9.2 we will need to test with functions which are merely $W^{1,1}$. This is made possible by the following lemma.

[^6]Lemma 9.5. Let $\rho_{t}$ and $P_{t}$ be as in Theorem 9.4. Then (9.10) holds for every $\varphi \in$ $W^{1,1}\left(\mathbb{T}^{2} \times[0, \infty)\right)$ which is compactly supported in time. (Now $\varphi_{0}(x)$ has to be understood in the sense of traces.)

Proof. Let $\varphi^{n} \in C^{\infty}\left(\mathbb{T}^{2} \times[0, \infty)\right)$ be strongly converging to $\varphi$ in $W^{1,1}$, so that $\varphi_{0}^{n}$ converges to $\varphi_{0}$ in $L^{1}\left(\mathbb{T}^{2}\right)$. Taking into account that both $\rho_{t}$ and $\boldsymbol{v}_{t}$ are uniformly bounded from above in $\mathbb{T}^{2} \times[0, \infty)$, we can apply (9.10) to the test functions $\varphi^{n}$ and let $n \rightarrow \infty$ to obtain the same formula with $\varphi$.

The following proposition, which provides the Sobolev regularity of $t \mapsto \nabla P_{t}^{*}$, is our main technical tool. Notice that, in order to prove Theorem 9.2, only finiteness of the left hand side in (9.12) would be needed, and the proof of this fact involves only a smoothing argument, the regularity estimates of [DF1] collected in Theorem 1.18(ii), and the argument of [Lo1, Theorem 5.1]. However, the continuity result in [DF2] allows to show the validity of the natural a priori estimate on the left hand side in (9.12).

Proposition 9.6 (Time regularity of optimal maps). Let $\rho_{t}$ and $P_{t}$ be as in Theorem 9.4. Then $\nabla P_{t}^{*} \in W_{\mathrm{loc}}^{1,1}\left(\mathbb{T}^{2} \times[0, \infty) ; \mathbb{R}^{2}\right)$, and for every $k \in \mathbb{N}$ there exists a constant $C(k)$ such that, for $\mathscr{L}^{1}$-a.e. $t \geq 0$,

$$
\begin{align*}
& \int_{\mathbb{T}^{2}} \rho_{t}\left|\partial_{t} \nabla P_{t}^{*}\right| \log _{+}^{k}\left(\left|\partial_{t} \nabla P_{t}^{*}\right|\right) d x \\
& \quad \leq C(k)\left(\int_{\mathbb{T}^{2}} \rho_{t}\left|\nabla^{2} P_{t}^{*}\right| \log _{+}^{2 k}\left(\left|\nabla^{2} P_{t}^{*}\right|\right) d x+\operatorname{ess} \sup _{\mathbb{T}^{2}}\left(\rho_{t}\left|\boldsymbol{v}_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x\right) . \tag{9.12}
\end{align*}
$$

Remark 9.7. Under the assumptions of the previous proposition, one could actually prove a slightly stronger statement, showing that the map $\nabla P_{t}^{*}$ belongs to $W_{\text {loc }}^{1, \gamma_{0}}\left(\mathbb{T}^{2} \times[0, \infty) ; \mathbb{R}^{2}\right)$ for some $\gamma_{0}>1$. More precisely, there exist constants $C, \gamma_{0}>1$, depending only on $\lambda$, such that, for almost every $t \geq 0$,

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \rho_{t}\left|\partial_{t} \nabla P_{t}^{*}\right|^{\frac{2 \gamma_{0}}{1+\gamma_{0}}} d x \leq C\left(\int_{\mathbb{T}^{2}} \rho_{t}\left|\nabla^{2} P_{t}^{*}\right|^{\gamma_{0}} d x+\operatorname{ess} \sup _{\mathbb{T}^{2}}\left(\rho_{t}\left|\boldsymbol{v}_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x\right) \tag{9.13}
\end{equation*}
$$

This estimate, however, is less powerful than (9.12) when dealing with the semigeostrophic system in a non-periodic setting (for instance, see [ACDF2], where the semigeostrophic system is studied in $\mathbb{R}^{3}$ ), since in the localized version of (1.27) and (9.13) the exponent $\gamma_{0}$ depends also on the set where the estimate is localized, whereas in (9.12) the modulus of integrability of $\left|\partial_{t} \nabla P_{t}^{*}\right|$ (namely, the function $t \rightarrow t \log _{+}^{k}(t)$ ) does not depend on the set. For this reason we prefer to keep this version of Proposition 9.6.

To prove Proposition 9.6, we need some preliminary results.
Lemma 9.8. For every $k \in \mathbb{N}$ we have

$$
\begin{equation*}
a b \log _{+}^{k}(a b) \leq 2^{k-1}\left[\left(\frac{k}{e}\right)^{k}+1\right] b^{2}+2^{3(k-1)} a^{2} \log _{+}^{2 k}(a) \quad \forall(a, b) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \tag{9.14}
\end{equation*}
$$

Proof. From the elementary inequalities

$$
\log _{+}(t s) \leq \log _{+}(t)+\log _{+}(s), \quad(t+s)^{k} \leq 2^{k-1}\left(t^{k}+s^{k}\right), \quad \log _{+}^{k}(t) \leq\left(\frac{k}{e}\right)^{k} t
$$

which hold for every $t, s>0$, we infer

$$
\begin{aligned}
a b \log _{+}^{k}(a b) & \leq a b\left[\log _{+}\left(\frac{b}{a}\right)+2 \log _{+}(a)\right]^{k} \\
& \leq 2^{k-1} a b\left[\log _{+}^{k}\left(\frac{b}{a}\right)+2^{k} \log _{+}^{k}(a)\right] \\
& \leq 2^{k-1}\left[\left(\frac{k}{e}\right)^{k} b^{2}+2^{k} a b \log _{+}^{k}(a)\right] \\
& \leq 2^{k-1}\left[\left(\frac{k}{e}\right)^{k} b^{2}+b^{2}+2^{2(k-1)} a^{2} \log _{+}^{2 k}(a)\right]
\end{aligned}
$$

which proves (9.14).
Lemma 9.9 (Space-time regularity of transport). Let $k \in \mathbb{N} \cup\{0\}$, and let $\rho \in C^{\infty}\left(\mathbb{T}^{2} \times\right.$ $[0, \infty)$ ) and $\boldsymbol{v} \in C^{\infty}\left(\mathbb{T}^{2} \times[0, \infty) ; \mathbb{R}^{2}\right)$ satisfy

$$
\begin{array}{cc}
0<\lambda \leq \rho_{t}(x) \leq \Lambda<\infty & \forall(x, t) \in \mathbb{T}^{2} \times[0, \infty), \\
\partial_{t} \rho_{t}+\nabla \cdot\left(\boldsymbol{v}_{t} \rho_{t}\right)=0 & \text { in } \mathbb{T}^{2} \times[0, \infty),
\end{array}
$$

and $\int_{\mathbb{T}^{2}} \rho_{t} d x=1$ for all $t \geq 0$. Let us consider convex conjugate maps $P_{t}$ and $P_{t}^{*}$ such that $P_{t}(x)-|x|^{2} / 2$ and $P_{t}^{*}(y)-|y|^{2} / 2$ are $\mathbb{Z}^{2}$-periodic, $\left(\nabla P_{t}^{*}\right)_{\#} \rho_{t}=\mathscr{L}_{\mathbb{T}^{2}},\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=\rho_{t}$. Then:
(i) $P_{t}^{*}-f_{\mathbb{T}^{2}} P_{t}^{*} \in \operatorname{Lip}_{\mathrm{loc}}\left([0, \infty) ; C^{k}\left(\mathbb{T}^{2}\right)\right)$ for any $k \in \mathbb{N}$.
(ii) The following linearized Monge-Ampère equation holds:

$$
\begin{equation*}
\nabla \cdot\left(\rho_{t}\left(\nabla^{2} P_{t}^{*}\right)^{-1} \partial_{t} \nabla P_{t}^{*}\right)=-\nabla \cdot\left(\rho_{t} \boldsymbol{v}_{t}\right) \tag{9.15}
\end{equation*}
$$

Proof. Let us fix $T>0$. From the regularity theory for the Monge-Ampère equation (see Theorem 1.18) we obtain that $P_{t} \in C^{\infty}\left(\mathbb{R}^{2}\right)$, uniformly for $t \in[0, T]$, and there exist universal constants $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} I d \leq \nabla^{2} P_{t}^{*}(x) \leq c_{2} I d \quad \forall(x, t) \in \mathbb{T}^{2} \times[0, T] \tag{9.16}
\end{equation*}
$$

Since $\nabla P_{t}^{*}$ is the inverse of $\nabla P_{t}$, by the smoothness of $P_{t}$ and (9.16) we deduce that $P_{t}^{*} \in C^{\infty}\left(\mathbb{R}^{2}\right)$, uniformly on $[0, T]$.

Now, to prove (i), we need to investigate the time regularity of $P_{t}^{*}-f_{\mathbb{T}^{2}} P_{t}^{*}$. Moreover, up to adding a time dependent constant to $P_{t}$, we can assume without loss of generality
that $\int_{\mathbb{T}^{2}} P_{t}^{*}=0$ for all $t$. By the condition $\left(\nabla P_{t}^{*}\right)_{\#} \rho_{t}=\mathscr{L}_{\mathbb{T}^{2}}$, for any $0 \leq s, t \leq T$ and $x \in \mathbb{R}^{2}$ it holds

$$
\begin{align*}
& \frac{\rho_{s}(x)-\rho_{t}(x)}{s-t}=\frac{\operatorname{det}\left(\nabla^{2} P_{s}^{*}(x)\right)-\operatorname{det}\left(\nabla^{2} P_{t}^{*}(x)\right)}{s-t} \\
& =\sum_{i, j=1}^{2}\left(\int_{0}^{1} \frac{\partial \operatorname{det}}{\partial \xi_{i j}}\left(\tau \nabla^{2} P_{s}^{*}(x)+(1-\tau) \nabla^{2} P_{t}^{*}(x)\right) d \tau\right) \frac{\partial_{i j} P_{s}^{*}(x)-\partial_{i j} P_{t}^{*}(x)}{s-t} . \tag{9.17}
\end{align*}
$$

Given a $2 \times 2$ matrix $A=\left(\xi_{i j}\right)_{i, j=1,2}$, we denote by $M(A)$ the cofactor matrix of $A$. We recall that

$$
\begin{equation*}
\frac{\partial \operatorname{det}(A)}{\partial \xi_{i j}}=M_{i j}(A), \tag{9.18}
\end{equation*}
$$

and if $A$ is invertible then $M(A)$ satisfies the identity

$$
\begin{equation*}
M(A)=\operatorname{det}(A) A^{-1} . \tag{9.19}
\end{equation*}
$$

Moreover, if $A$ is symmetric and satisfies $c_{1} I d \leq A \leq c_{2} I d$ for some positive constants $c_{1}, c_{2}$, then

$$
\begin{equation*}
\frac{c_{1}^{2}}{c_{2}} I d \leq M(A) \leq \frac{c_{2}^{2}}{c_{1}} I d . \tag{9.20}
\end{equation*}
$$

Hence, from (9.17), (9.18), (9.16), and (9.20), for any $0 \leq s, t \leq T$ it follows that

$$
\begin{equation*}
\frac{\rho_{s}-\rho_{t}}{s-t}=\sum_{i, j=1}^{2}\left(\int_{0}^{1} M\left(\tau \nabla^{2} P_{s}^{*}+(1-\tau) \nabla^{2} P_{t}^{*}\right) d \tau\right) \partial_{i j}\left(\frac{P_{s}^{*}-P_{t}^{*}}{s-t}\right), \tag{9.21}
\end{equation*}
$$

with

$$
\frac{c_{1}^{2}}{c_{2}} I d \leq \int_{0}^{1} M_{i j}\left(\tau \nabla^{2} P_{s}^{*}+(1-\tau) \nabla^{2} P_{t}^{*}\right) d \tau \leq \frac{c_{2}^{2}}{c_{1}} I d
$$

Since $\nabla^{2} P_{t}^{*}$ is smooth in space, uniformly on $[0, T]$, by classical elliptic regularity theory ${ }^{3}$ it follows that for any $k \in \mathbb{N}$ and $\alpha \in(0,1)$ there exists a constant $C:=C\left(\|\left(\rho_{s}-\rho_{t}\right) /(s-\right.$ $\left.t) \|_{C^{k, \alpha}\left(\mathbb{T}^{2} \times[0, T]\right)}\right)$ such that

$$
\left\|\frac{P_{s}^{*}(x)-P_{t}^{*}(x)}{s-t}\right\|_{C^{k+2, \alpha}\left(\mathbb{T}^{2}\right)} \leq C .
$$

This proves point (i) in the statement. To prove the second part, we let $s \rightarrow t$ in (9.21) to obtain

$$
\begin{equation*}
\partial_{t} \rho_{t}=\sum_{i, j=1}^{2} M_{i j}\left(\nabla^{2} P_{t}^{*}(x)\right) \partial_{t} \partial_{i j} P_{t}^{*}(x) . \tag{9.22}
\end{equation*}
$$

[^7]Taking into account the continuity equation and the well-known divergence-free property of the cofactor matrix

$$
\sum_{i} \partial_{i} M_{i j}\left(\nabla^{2} P_{t}^{*}(x)\right)=0, \quad j=1,2
$$

we can rewrite (9.22) as

$$
-\nabla \cdot\left(\boldsymbol{v}_{t} \rho_{t}\right)=\sum_{i, j=1}^{2} \partial_{i}\left(M_{i j}\left(\nabla^{2} P_{t}^{*}(x)\right) \partial_{t} \partial_{j} P_{t}^{*}(x)\right)
$$

Hence, using (9.19) and the Monge-Ampère equation $\operatorname{det}\left(\nabla^{2} P_{t}^{*}\right)=\rho_{t}$, we finally get (9.15).

Proof of Proposition 9.6. We closely follow the argument of [Lo1, Theorem 5.1], and we split the proof in two parts. In the first step we assume that

$$
\begin{align*}
& \rho_{t} \in C^{\infty}\left(\mathbb{T}^{2} \times \mathbb{R}\right), \boldsymbol{v}_{t} \in C^{\infty}\left(\mathbb{T}^{2} \times \mathbb{R} ; \mathbb{R}^{2}\right)  \tag{9.23}\\
& 0<\lambda \leq \rho_{t} \leq \Lambda<\infty  \tag{9.24}\\
& \partial_{t} \rho_{t}+\nabla \cdot\left(\boldsymbol{v}_{t} \rho_{t}\right)=0  \tag{9.25}\\
& \left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=\rho_{t} \mathscr{L}_{\mathbb{T}^{2}} \tag{9.26}
\end{align*}
$$

and we prove that (9.12) holds for every $t \geq 0$ (in this step, we assume $U_{t}$ to be given, namely we do not assume any relation between $U_{t}$ and $P_{t}$ ). In the second step we prove the general case through an approximation argument.

Step 1: The regular case. Let us assume that the regularity assumptions (9.23), (9.24), (9.25), (9.26) hold. Moreover, up to adding a time dependent constant to $P_{t}$, we can assume without loss of generality that $\int_{\mathbb{T}^{2}} P_{t}^{*}=0$ for all $t \geq 0$, so that by Lemma 9.9 we have $\partial_{t} P_{t}^{*} \in C^{\infty}\left(\mathbb{T}^{2}\right)$. Fix $t \geq 0$. Multiplying (9.15) by $\partial_{t} P_{t}^{*}$ and integrating by parts, we get

$$
\begin{align*}
\int_{\mathbb{T}^{2}} \rho_{t}\left|\left(\nabla^{2} P_{t}^{*}\right)^{-1 / 2} \partial_{t} \nabla P_{t}^{*}\right|^{2} d x & =\int_{\mathbb{T}^{2}} \rho_{t} \partial_{t} \nabla P_{t}^{*} \cdot\left(\nabla^{2} P_{t}^{*}\right)^{-1} \partial_{t} \nabla P_{t}^{*} d x  \tag{9.27}\\
& =-\int_{\mathbb{T}^{2}} \rho_{t} \partial_{t} \nabla P_{t}^{*} \cdot \boldsymbol{v}_{t} d x
\end{align*}
$$

(Since the symmetric matrix $\nabla^{2} P_{t}^{*}(x)$ is nonnegative, both its square root and the square root of its inverse are well-defined.) From Cauchy-Schwartz inequality it follows that the right-hand side of (9.27) can be rewritten and estimated with

$$
\begin{align*}
& -\int_{\mathbb{T}^{2}} \rho_{t} \partial_{t} \nabla P_{t}^{*} \cdot\left(\nabla^{2} P_{t}^{*}\right)^{-1 / 2}\left(\nabla^{2} P_{t}^{*}\right)^{1 / 2} \boldsymbol{v}_{t} d x \\
& \leq\left(\int_{\mathbb{T}^{2}} \rho_{t}\left|\left(\nabla^{2} P_{t}^{*}\right)^{-1 / 2} \partial_{t} \nabla P_{t}^{*}\right|^{2} d x\right)^{1 / 2}\left(\int_{\mathbb{T}^{2}} \rho_{t}\left|\left(\nabla^{2} P_{t}^{*}\right)^{1 / 2} \boldsymbol{v}_{t}\right|^{2} d x\right)^{1 / 2} \tag{9.28}
\end{align*}
$$

Moreover, the second factor in the right-hand side of (9.28) can be estimated with

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \rho_{t} \boldsymbol{v}_{t} \cdot \nabla^{2} P_{t}^{*} \boldsymbol{v}_{t} d x \leq \max _{\mathbb{T}^{2}}\left(\rho_{t}\left|\boldsymbol{v}_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x \tag{9.29}
\end{equation*}
$$

Hence, from (9.27), (9.28), and (9.29) it follows that

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \rho_{t}\left|\left(\nabla^{2} P_{t}^{*}\right)^{-1 / 2} \partial_{t} \nabla P_{t}^{*}\right|^{2} d x \leq \max _{\mathbb{T}^{2}}\left(\rho_{t}\left|\boldsymbol{v}_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x \tag{9.30}
\end{equation*}
$$

We now apply Lemma 9.8 with $a=\left|\left(\nabla^{2} P_{t}^{*}\right)^{1 / 2}\right|$ and $b=\left|\left(\nabla^{2} P_{t}^{*}\right)^{-1 / 2} \partial_{t} \nabla P_{t}^{*}(x)\right|$ to deduce the existence of a constant $C(k)$ such that

$$
\begin{aligned}
& \left|\partial_{t} \nabla P_{t}^{*}\right| \log _{+}^{k}\left(\left|\partial_{t} \nabla P_{t}^{*}\right|\right) \\
& \leq C(k)\left(\left|\left(\nabla^{2} P_{t}^{*}\right)^{1 / 2}\right|^{2} \log _{+}^{2 k}\left(\left|\left(\nabla^{2} P_{t}^{*}\right)^{1 / 2}\right|^{2}\right)+\left|\left(\nabla^{2} P_{t}^{*}\right)^{-1 / 2} \partial_{t} \nabla P_{t}^{*}\right|^{2}\right) \\
& =C(k)\left(\left|\nabla^{2} P_{t}^{*}\right| \log _{+}^{2 k}\left(\left|\nabla^{2} P_{t}^{*}\right|\right)+\left|\left(\nabla^{2} P_{t}^{*}\right)^{-1 / 2} \partial_{t} \nabla P_{t}^{*}\right|^{2}\right)
\end{aligned}
$$

Integrating the above inequality over $\mathbb{T}^{2}$ and using (9.30), we finally obtain

$$
\begin{align*}
& \int_{\mathbb{T}^{2}} \rho_{t}\left|\partial_{t} \nabla P_{t}^{*}\right| \log _{+}^{k}\left(\left|\partial_{t} \nabla P_{t}^{*}\right|\right) d x \\
& \leq C(k)\left(\int_{\mathbb{T}^{2}} \rho_{t}\left|\nabla^{2} P_{t}^{*}\right| \log _{+}^{2 k}\left(\left|\nabla^{2} P_{t}^{*}\right|\right) d x+\int_{\mathbb{T}^{2}} \rho_{t}\left|\left(\nabla^{2} P_{t}^{*}\right)^{-1 / 2} \partial_{t} \nabla P_{t}^{*}\right|^{2} d x\right)  \tag{9.31}\\
& \leq C(k)\left(\int_{\mathbb{T}^{2}} \rho_{t}\left|\nabla^{2} P_{t}^{*}\right| \log _{+}^{2 k}\left(\left|\nabla^{2} P_{t}^{*}\right|\right) d x+\max _{\mathbb{T}^{2}}\left(\rho_{t}\left|\boldsymbol{v}_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x\right),
\end{align*}
$$

which proves (9.12).
Step 2: The approximation argument. First of all, we extend the functions $\rho_{t}$ and $\boldsymbol{v}_{t}$ for $t \leq 0$ by setting $\rho_{t}=\rho_{0}$ and $\boldsymbol{v}_{t}=0$ for every $t<0$. We notice that, with this definition, $\rho_{t}$ solves the continuity equation with velocity $\boldsymbol{v}_{t}$ on $\mathbb{R}^{2} \times \mathbb{R}$.

Fix now $\sigma_{1} \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right), \sigma_{2} \in C_{c}^{\infty}(\mathbb{R})$, define the family of mollifiers $\left(\sigma^{n}\right)_{n \in \mathbb{N}}$ as $\sigma^{n}(x, t):=n^{3} \sigma_{1}(n x) \sigma_{2}(n t)$, and set

$$
\rho^{n}:=\rho * \sigma^{n}, \quad \boldsymbol{v}^{n}(x):=\frac{(\rho \boldsymbol{v}) * \sigma^{n}}{\rho * \sigma^{n}}
$$

Since $\lambda \leq \rho \leq \Lambda$ then

$$
\lambda \leq \rho^{n} \leq \Lambda
$$

Therefore both $\rho^{n}$ and $\boldsymbol{v}^{n}$ are well defined and satisfy (9.23), (9.24), (9.25). Moreover for every $t>0$ the function $\rho_{t}^{n}$ is $\mathbb{Z}^{2}$-periodic and it is a probability density when restricted to $(0,1)^{2}$ (once again we are identifying periodic functions with functions defined on the torus). Let $P_{t}^{n}$ be the only convex function such that $\left(\nabla P_{t}^{n}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=\rho_{t}^{n}$ and its convex conjugate $P_{t}^{n *}$ satisfies $\int_{\mathbb{T}^{2}} P_{t}^{n *}=0$ for all $t \geq 0$. Since $\rho_{t}^{n} \rightarrow \rho_{t}$ in $L^{1}\left(\mathbb{T}^{2}\right)$ for any $t>0$
(recall that, by Theorem 9.4 (ii), $\rho_{t}$ is weakly continuous in time), from standard stability results for Alexandrov solutions of Monge-Ampère (see for instance [DF2]) it follows that

$$
\begin{equation*}
\nabla P_{t}^{n *} \rightarrow \nabla P_{t}^{*} \quad \text { in } L^{1}\left(\mathbb{T}^{2}\right) \tag{9.32}
\end{equation*}
$$

for any $t>0$. Moreover, by Theorems 1.17 and 1.18 (ii), for every $k \in \mathbb{N}$ there exists a constant $C:=C(\lambda, \Lambda, k)$ such that

$$
\int_{\mathbb{T}^{2}} \rho_{t}^{n}\left|\nabla^{2} P_{t}^{n *}\right| \log _{+}^{k}\left(\left|\nabla^{2} P_{t}^{n *}\right|\right) d x \leq C
$$

and by the stability theorem in the Sobolev topology established in [DF2, Theorem 1.3] it follows that

$$
\begin{align*}
\int_{\mathbb{T}^{2}} \rho_{t}^{n}\left|\nabla^{2} P_{t}^{n *}\right| \log _{+}^{k}\left(\left|\nabla^{2} P_{t}^{n *}\right|\right) d x & \rightarrow \int_{\mathbb{T}^{2}} \rho_{t}\left|\nabla^{2} P_{t}^{*}\right| \log _{+}^{k}\left(\left|\nabla^{2} P_{t}^{*}\right|\right) d x  \tag{9.33}\\
\int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{n *}\right| d x & \rightarrow \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x \tag{9.34}
\end{align*}
$$

Finally, since the function $(w, t) \mapsto F(w, t)=|w|^{2} / t$ is convex on $\mathbb{R}^{2} \times(0, \infty)$, by Jensen inequality we get

$$
\begin{equation*}
\left\|\rho^{n}\left|\boldsymbol{v}^{n}\right|^{2}\right\|_{\infty}=\left\|F\left(\rho^{n} \boldsymbol{v}^{n}, \rho^{n}\right)\right\|_{\infty} \leq\left\|\rho|\boldsymbol{v}|^{2}\right\|_{\infty} \tag{9.35}
\end{equation*}
$$

Let us fix $T>0$ and $\phi \in C_{c}^{\infty}((0, T))$ nonnegative. From the previous steps and DunfordPettis Theorem, it is clear that $\phi(t) \rho_{t}^{n} \partial_{t} \nabla P_{t}^{n *}$ weakly converge to $\phi(t) \rho_{t} \partial_{t} \nabla P_{t}^{*}$ in $L^{1}\left(\mathbb{T}^{2} \times\right.$ $(0, T))$. Moreover, since the function $w \mapsto|w| \log _{+}^{k}(|w| / r)$ is convex for every $r \in(0, \infty)$ we can apply Ioffe lower semicontinuity theorem [AFP, Theorem 5.8] to the functions $\phi(t) \rho_{t}^{n} \partial_{t} \nabla P_{t}^{n *}$ and $\phi(t) \rho_{t}^{n}$ to infer

$$
\begin{align*}
& \int_{0}^{T} \phi(t) \int_{\mathbb{T}^{2}} \rho_{t}\left|\partial_{t} \nabla P_{t}^{*}\right| \log _{+}^{k}\left(\left|\partial_{t} \nabla P_{t}^{*}\right|\right) d x d t  \tag{9.36}\\
& \leq \liminf _{n \rightarrow \infty} \int_{0}^{T} \phi(t) \int_{\mathbb{T}^{2}} \rho_{t}^{n}\left|\partial_{t} \nabla P_{t}^{n *}\right| \log _{+}^{k}\left(\left|\partial_{t} \nabla P_{t}^{n *}\right|\right) d x d t
\end{align*}
$$

By Step 1 we can apply (9.12) to $\rho_{t}^{n}, \boldsymbol{v}_{t}^{n}$. Taking (9.33), (9.34), (9.35) and (9.36) into account, by Lebesgue dominated convergence theorem we obtain

$$
\begin{aligned}
& \int_{0}^{T} \phi(t) \int_{\mathbb{T}^{2}} \rho_{t}\left|\partial_{t} \nabla P_{t}^{*}\right| \log _{+}^{k}\left(\left|\partial_{t} \nabla P_{t}^{*}\right|\right) d x d t \\
& \leq C(k) \int_{0}^{T} \phi(t)\left(\int_{\mathbb{T}^{2}} \rho_{t}\left|\nabla^{2} P_{t}^{*}\right| \log _{+}^{2 k}\left(\left|\nabla^{2} P_{t}^{*}\right|\right) d x+\underset{\mathbb{T}^{2}}{\operatorname{ess} \sup _{t}}\left(\rho_{t}\left|\boldsymbol{v}_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x\right) d t
\end{aligned}
$$

Since this holds for every $\phi \in C_{c}^{\infty}((0, T))$ nonnegative, we obtain the desired result.

It is clear from the proof of Proposition 9.6 that the particular coupling between the velocity field $\boldsymbol{v}_{t}$ and the transport map $P_{t}$ is not used. Actually, using Theorem 1.18(ii) and [DF2, Theorem 1.3], and arguing again as in the proof of [Lo1, Theorem 5.1], the following more general statement holds (compare with [Lo1, Theorem 5.1, Equations (27) and (29)]):
Proposition 9.10. Let $\rho_{t}$ and $v_{t}$ be such that $0<\lambda \leq \rho_{t} \leq \Lambda<\infty, v_{t} \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{T}^{2} \times\right.$ $\left.[0, \infty), \mathbb{R}^{2}\right)$, and

$$
\partial_{t} \rho_{t}+\nabla \cdot\left(v_{t} \rho_{t}\right)=0
$$

Assume that $\int_{\mathbb{T}^{2}} \rho_{t} d x=1$ for all $t \geq 0$, let $P_{t}$ be a convex function such that

$$
\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=\rho_{t} \mathscr{L}_{\mathbb{T}^{2}}
$$

and denote by $P_{t}^{*}$ its convex conjugate.
Then $\nabla P_{t}$ and $\nabla P_{t}^{*}$ belong to $W_{\mathrm{loc}}^{1,1}\left(\mathbb{T}^{2} \times[0, \infty) ; \mathbb{R}^{2}\right)$. Moreover, for every $k \in \mathbb{N}$ there exists a constant $C(k)$ such that, for almost every $t \geq 0$,

$$
\begin{align*}
& \int_{\mathbb{T}^{2}} \rho_{t}\left|\partial_{t} \nabla P_{t}^{*}\right| \log _{+}^{k}\left(\left|\partial_{t} \nabla P_{t}^{*}\right|\right) d x \\
& \quad \leq C(k)\left(\int_{\mathbb{T}^{2}} \rho_{t}\left|\nabla^{2} P_{t}^{*}\right| \log _{+}^{2 k}\left(\left|\nabla^{2} P_{t}^{*}\right|\right) d x+\operatorname{ess} \sup _{\mathbb{T}^{2}}\left(\rho_{t}\left|v_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x\right),  \tag{9.37}\\
& \int_{\mathbb{T}^{2}}\left|\partial_{t} \nabla P_{t}\right| \log _{+}^{k}\left(\left|\partial_{t} \nabla P_{t}\right|\right) d x \\
& \quad \leq C(k)\left(\int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}\right| \log _{+}^{2 k}\left(\left|\nabla^{2} P_{t}\right|\right) d x+\operatorname{ess} \sup _{\mathbb{T}^{2}}\left(\rho_{t}\left|v_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x\right) . \tag{9.38}
\end{align*}
$$

Proof. We just give a short sketch of the proof. Equation (9.37) can be proved following the same line of the proof of Proposition 9.6. To prove (9.38) notice that by the approximation argument in the second step of the proof of Proposition 9.6 we can assume that the velocity and the density are smooth and hence, arguing as in Lemma 9.9, we have that $P_{t}, P_{t}^{*} \in \operatorname{Lip}_{\text {loc }}\left([0, \infty), C^{\infty}\left(\mathbb{T}^{2}\right)\right)$. Now, changing variables in the the left hand side of (9.30) we get

$$
\begin{equation*}
\int_{\mathbb{T}^{2}}\left|\left(\left[\nabla^{2} P_{t}^{*}\right]\left(\nabla P_{t}\right)\right)^{-1 / 2}\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\nabla P_{t}\right)\right|^{2} d x \leq \max _{\mathbb{T}^{2}}\left(\rho_{t}\left|v_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x \tag{9.39}
\end{equation*}
$$

Taking into account the identities

$$
\left[\nabla^{2} P_{t}^{*}\right]\left(\nabla P_{t}\right)=\left(\nabla^{2} P_{t}\right)^{-1} \quad \text { and } \quad\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\nabla P_{t}\right)+\left[\nabla^{2} P_{t}^{*}\right]\left(\nabla P_{t}\right) \partial_{t} \nabla P_{t}=0
$$

which follow differentiating with respect to time and space $\nabla P_{t}^{*} \circ \nabla P_{t}=I d$, we can rewrite (9.39) as

$$
\int_{\mathbb{T}^{2}}\left|\left(\nabla^{2} P_{t}\right)^{-1 / 2} \partial_{t} \nabla P_{t}\right|^{2} d x \leq \max _{\mathbb{T}^{2}}\left(\rho_{t}\left|v_{t}\right|^{2}\right) \int_{\mathbb{T}^{2}}\left|\nabla^{2} P_{t}^{*}\right| d x
$$

At this point the proof of (9.38) is obtained arguing as in Proposition 9.6.

### 9.2 Existence of an Eulerian solution

In this section we prove Theorem 9.2.

Proof of Theorem 9.2. First of all notice that, thanks to Theorem 1.18(i) and Proposition 9.6, it holds $\left|\nabla^{2} P_{t}^{*}\right|,\left|\partial_{t} \nabla P_{t}^{*}\right| \in L_{\mathrm{loc}}^{\infty}\left([0, \infty), L^{1}\left(\mathbb{T}^{2}\right)\right)$. Moreover, since $\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=$ $\rho_{t} \mathscr{L}_{\mathbb{T}^{2}}$, it is immediate to check that the function $\boldsymbol{u}$ in (9.6) is well-defined ${ }^{4}$ and $|\boldsymbol{u}|$ belongs to $L_{\text {loc }}^{\infty}\left([0, \infty), L^{1}\left(\mathbb{T}^{2}\right)\right)$.

Let $\phi \in C_{c}^{\infty}\left(\mathbb{R}^{2} \times[0, \infty)\right)$ be a $\mathbb{Z}^{2}$-periodic function in space and let us consider the function $\varphi: \mathbb{R}^{2} \times[0, \infty) \rightarrow \mathbb{R}^{2}$ given by

$$
\begin{equation*}
\varphi_{t}(y):=J\left(y-\nabla P_{t}^{*}(y)\right) \phi_{t}\left(\nabla P_{t}^{*}(y)\right) \tag{9.40}
\end{equation*}
$$

By Theorem 1.17 and the periodicity of $\phi, \varphi_{t}(y)$ is $\mathbb{Z}^{2}$-periodic in the space variable. Moreover $\varphi_{t}$ is compactly supported in time, and Proposition 9.6 implies that $\varphi \in W^{1,1}\left(\mathbb{R}^{2} \times\right.$ $[0, \infty)$ ). So, by Lemma 9.5, each component of the function $\varphi_{t}(y)$ is an admissible test function for (9.10). For later use, we write down explicitly the derivatives of $\varphi$ :

$$
\begin{align*}
& \partial_{t} \varphi_{t}(y)=-J\left[\partial_{t} \nabla P_{t}^{*}\right](y) \phi_{t}\left(\nabla P_{t}^{*}(y)\right)+J\left(y-\nabla P_{t}^{*}(y)\right)\left[\partial_{t} \phi_{t}\right]\left(\nabla P_{t}^{*}(y)\right)+ \\
&+J\left(y-\nabla P_{t}^{*}(y)\right)\left(\left[\nabla \phi_{t}\right]\left(\nabla P_{t}^{*}(y)\right) \cdot \partial_{t} \nabla P_{t}^{*}(y)\right) \\
& \nabla \varphi_{t}(y)=J\left(I d-\nabla^{2} P_{t}^{*}(y)\right) \phi_{t}\left(\nabla P_{t}^{*}(y)\right)+J\left(y-\nabla P_{t}^{*}(y)\right) \otimes\left(\left[\nabla^{T} \phi_{t}\right]\left(\nabla P_{t}^{*}(y)\right) \nabla^{2} P_{t}^{*}(y)\right) . \tag{9.41}
\end{align*}
$$

Taking into account that $\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=\rho_{t} \mathscr{L}_{\mathbb{T}^{2}}$ and that $\left[\nabla P_{t}^{*}\right]\left(\nabla P_{t}(x)\right)=x$ almost everywhere, we can rewrite the boundary term in (9.10) as

$$
\begin{equation*}
\int_{\mathbb{T}^{2}} \varphi_{0}(y) \rho_{0}(y) d y=\int_{\mathbb{T}^{2}} J\left(\nabla P_{0}(x)-x\right) \phi_{0}(x) d x=\int_{R^{2}} J \nabla p_{0}(x) \phi_{0}(x) d x \tag{9.42}
\end{equation*}
$$

In the same way, since $\boldsymbol{v}_{t}(y)=J\left(y-\nabla P_{t}^{*}(y)\right)$, we can use (9.41) to rewrite the other term as

$$
\begin{align*}
\int_{0}^{\infty} \int_{\mathbb{T}^{2}}\{ & \left.\partial_{t} \varphi_{t}(y)+\nabla \varphi_{t}(y) \cdot \boldsymbol{v}_{t}(y)\right\} \rho_{t}(y) d y d t \\
=\int_{0}^{\infty} \int_{\mathbb{T}^{2}}\{ & -J\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\nabla P_{t}(x)\right) \phi_{t}(x)+J\left(\nabla P_{t}(x)-x\right) \partial_{t} \phi_{t}(x) \\
& +J\left(\nabla P_{t}(x)-x\right)\left(\nabla \phi_{t}(x) \cdot\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\nabla P_{t}(x)\right)\right)  \tag{9.43}\\
& +J\left(I d-\nabla^{2} P_{t}^{*}\left(\nabla P_{t}(x)\right)\right) \phi_{t}(x) J\left(\nabla P_{t}(x)-x\right) \\
& \left.+J\left(\nabla P_{t}(x)-x\right) \otimes\left(\nabla^{T} \phi_{t}(x) \nabla^{2} P_{t}^{*}\left(\nabla P_{t}(x)\right)\right) J\left(\nabla P_{t}(x)-x\right)\right\} d x d t
\end{align*}
$$

[^8]which, taking into account the formula (9.6) for $\boldsymbol{u}$, after rearranging the terms turns out to be equal to
\[

$$
\begin{equation*}
\int_{0}^{\infty} \int_{\mathbb{T}^{2}}\left\{J \nabla p_{t}(x)\left(\partial_{t} \phi_{t}(x)+\boldsymbol{u}_{t}(x) \cdot \nabla \phi_{t}(x)\right)+\left(-\nabla p_{t}(x)-J \boldsymbol{u}_{t}(x)\right) \phi_{t}(x)\right\} d x d t \tag{9.44}
\end{equation*}
$$

\]

Hence, combining (9.42), (9.43), (9.44), and (9.10), we obtain the validity of (9.7).
Now we prove (9.8). Given $\phi \in C_{c}^{\infty}(0, \infty)$ and a $\mathbb{Z}^{2}$-periodic function $\psi \in C^{\infty}\left(\mathbb{R}^{2}\right)$, let us consider the function $\varphi: \mathbb{R}^{2} \times[0, \infty) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\varphi_{t}(y):=\phi(t) \psi\left(\nabla P_{t}^{*}(y)\right) \tag{9.45}
\end{equation*}
$$

As in the previous case, we have that $\varphi$ is $\mathbb{Z}^{2}$-periodic in the space variable and $\varphi \in$ $W^{1,1}\left(\mathbb{T}^{2} \times[0, \infty)\right.$, so we can use $\varphi$ as a test function in (9.8). Then, identities analogous to (9.41) yield

$$
\begin{aligned}
0= & \int_{0}^{\infty} \int_{\mathbb{T}^{2}}\left\{\partial_{t} \varphi_{t}(y)+\nabla \varphi_{t}(y) \cdot \boldsymbol{v}_{t}(y)\right\} \rho_{t}(y) d y d t \\
= & \int_{0}^{\infty} \phi^{\prime}(t) \int_{\mathbb{T}^{2}} \psi(x) d x d t+\int_{0}^{\infty} \phi(t) \int_{\mathbb{T}^{2}}\left\{\nabla \psi(x) \cdot \partial_{t} \nabla P_{t}^{*}\left(\nabla P_{t}(x)\right)\right. \\
& \left.\quad+\nabla^{T} \psi(x) \nabla^{2} P_{t}^{*}\left(\nabla P_{t}(x)\right) J\left(\nabla P_{t}(x)-x\right)\right\} d x d t \\
= & \int_{0}^{\infty} \phi(t) \int_{\mathbb{T}^{2}} \nabla \psi(x) \cdot \boldsymbol{u}_{t}(x) d x d t
\end{aligned}
$$

Since $\phi$ is arbitrary we obtain

$$
\int_{\mathbb{T}^{2}} \nabla \psi(x) \cdot \boldsymbol{u}_{t}(x) d x=0 \quad \text { for } \mathscr{L}^{1} \text {-a.e. } t>0
$$

By a standard density argument it follows that the above equation holds outside a negligible set of times independent of the test function $\psi$, thus proving (9.8).

### 9.3 Existence of a regular lagrangian flow for the semigeostrophic velocity

We recall the notion of regular lagrangian flow of a Borel vector field on the 2-dimensional torus, introduced in Definition 1.4 in $\mathbb{R}^{d}$; as observed in Section 1.1, this definition does not require any regularity of $\boldsymbol{b}$ and, by Fubini's theorem, it does not depend on the choice of the representative of $\boldsymbol{b}$ in the Lebesgue equivalence class.

Definition 9.11. Given a Borel, locally integrable vector field $\boldsymbol{b}: \mathbb{T}^{2} \times(0, \infty) \rightarrow \mathbb{R}^{2}$, we say that a Borel function $\boldsymbol{X}: \mathbb{T}^{2} \times[0, \infty) \rightarrow \mathbb{T}^{2}$ is a regular lagrangian flow associated to $\boldsymbol{b}$ if the following two conditions are satisfied.
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(i) For almost every $x \in \mathbb{T}^{2}$ the map $t \mapsto \boldsymbol{X}(\cdot, x)$ is locally absolutely continuous in $[0, \infty)$ and

$$
\begin{equation*}
\boldsymbol{X}(t, x)=x+\int_{0}^{t} \boldsymbol{b}_{s}(\boldsymbol{X}(s, x)) d x \quad \forall t \in[0, \infty) \tag{9.46}
\end{equation*}
$$

(ii) For every $t \in[0, \infty)$ it holds $\boldsymbol{X}(t, \cdot)_{\#} \mathscr{L}_{\mathbb{T}^{2}} \leq C \mathscr{L}_{\mathbb{T}^{2}}$, with $C \in[0, \infty)$ independent of $t$.

A particular class of regular lagrangian flows is the collection of the measure-preserving ones, where (ii) is strengthened to

$$
\boldsymbol{X}(t, \cdot)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=\mathscr{L}_{\mathbb{T}^{2}} \quad \forall t \geq 0
$$

We show existence of a measure-preserving regular lagrangian flow associated to the vector field $\boldsymbol{u}$ defined by

$$
\begin{equation*}
\boldsymbol{u}_{t}(x)=\left[\partial_{t} \nabla P_{t}^{*}\right]\left(\nabla P_{t}(x)\right)+\left[\nabla^{2} P_{t}^{*}\right]\left(\nabla P_{t}(x)\right) J\left(\nabla P_{t}(x)-x\right), \tag{9.47}
\end{equation*}
$$

where $P_{t}$ and $P_{t}^{*}$ are as in Theorem 9.2. Recall also that, under these assumptions, $|\boldsymbol{u}| \in L_{\text {loc }}^{\infty}\left([0, \infty), L^{1}\left(\mathbb{T}^{2}\right)\right)$.

Existence for a weaker notion of Lagrangian flow of the semigeostrophic equations was proved by Cullen and Feldman, see [CuFe, Definition 2.4], but since at that time the results of [DF1] were not available the velocity could not be defined, not even as a function. Hence, they had to adopt a more indirect definition. We shall prove indeed that their flow is a flow according to Definition 9.11. We discuss the uniqueness issue in the last section.

Theorem 9.12. Let us assume that the hypotheses of Theorem 9.2 are satisfied, and let $P_{t}$ and $P_{t}^{*}$ be the convex functions such that

$$
\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=\rho_{t} \mathscr{L}_{\mathbb{T}^{2}}, \quad\left(\nabla P_{t}^{*}\right)_{\#} \rho_{t} \mathscr{L}_{\mathbb{T}^{2}}=\mathscr{L}_{\mathbb{T}^{2}}
$$

Then, for $\boldsymbol{u}_{t}$ given by (9.47) there exists a measure-preserving regular lagrangian flow $\boldsymbol{X}$ associated to $\boldsymbol{u}_{t}$. Moreover $\boldsymbol{X}$ is invertible in the sense that for all $t \geq 0$ there exist Borel maps $\boldsymbol{X}^{-1}(t, \cdot)$ such that $\boldsymbol{X}^{-1}(t, \boldsymbol{X}(t, x))=x$ and $\boldsymbol{X}\left(t, \boldsymbol{X}^{-1}(t, x)\right)=x$ for $\mathscr{L}^{2}$-a.e. $x \in \mathbb{T}^{2}$.

Proof. Let us consider the velocity field in the dual variables $\boldsymbol{v}_{t}(x)=J\left(x-\nabla P_{t}^{*}(x)\right)$. Since $P_{t}^{*}$ is convex, $\boldsymbol{v}_{t} \in B V\left(\mathbb{T}^{2} ; \mathbb{R}^{2}\right)$ uniformly in time (actually, by Theorem 1.18(ii) $\left.\boldsymbol{v}_{t} \in W^{1,1}\left(\mathbb{T}^{2} ; \mathbb{R}^{2}\right)\right)$. Moreover $\boldsymbol{v}_{t}$ is divergence-free. Hence, by the theory of regular lagrangian flows associated to $B V$ vector fields of Theorem 1.5 (notice that, since we are on the torus, no growth conditions are required and trajectories cannot blow up), there exists a unique measure-preserving regular lagrangian flow $\boldsymbol{Y}: \mathbb{T}^{2} \times[0, \infty) \rightarrow \mathbb{T}^{2}$ associated to $\boldsymbol{v}$.

We now define (see also Figure 9.1) ${ }^{5}$

$$
\begin{equation*}
\boldsymbol{X}(t, x):=\nabla P_{t}^{*}\left(\boldsymbol{Y}\left(t, \nabla P_{0}(x)\right)\right) \tag{9.48}
\end{equation*}
$$

The validity of property (b) in Definition 9.11 and the invertibility of $\boldsymbol{X}$ follow from the same arguments of [CuFe, Propositions 2.14 and 2.17]. Hence we only have to show that property (a) in Definition 9.11 holds.

Let us define $Q^{n}:=B * \sigma^{n}$, where $B$ is a Sobolev and uniformly continuous extension of $\nabla P^{*}$ to $\mathbb{T}^{2} \times \mathbb{R}$, and $\sigma^{n}$ is a standard family of mollifiers in $\mathbb{T}^{2} \times \mathbb{R}$. It is well known that $Q^{n} \rightarrow \nabla P^{*}$ locally uniformly and in the strong topology of $W_{\mathrm{loc}}^{1,1}\left(\mathbb{T}^{2} \times[0, \infty)\right)$. Thus, using the measure-preserving property of $\boldsymbol{Y}(t, \cdot)$, for all $T>0$ we get

$$
\begin{aligned}
& 0= \lim _{n \rightarrow \infty} \int_{\mathbb{T}^{2}} \int_{0}^{T}\left\{\left|Q_{t}^{n}-\nabla P_{t}^{*}\right|+\left|\partial_{t} Q_{t}^{n}-\partial_{t} \nabla P_{t}^{*}\right|+\left|\nabla Q_{t}^{n}-\nabla^{2} P_{t}^{*}\right|\right\} d y d t \\
&=\lim _{n \rightarrow \infty} \int_{\mathbb{T}^{2}} \int_{0}^{T}\left\{\mid Q_{t}^{n}\left(\boldsymbol{Y}(t, \cdot)-\nabla P_{t}^{*}(\boldsymbol{Y}(t, \cdot))\left|+\left|\left[\partial_{t} Q_{t}^{n}\right](\boldsymbol{Y}(t, \cdot))-\left[\partial_{t} \nabla P_{t}^{*}\right](\boldsymbol{Y}(t, \cdot))\right|\right.\right.\right. \\
&\left.+\left|\left[\nabla Q_{t}^{n}\right](\boldsymbol{Y}(t, \cdot))-\left[\nabla^{2} P_{t}^{*}\right](\boldsymbol{Y}(t, \cdot))\right|\right\} d x d t
\end{aligned}
$$

Up to a (not re-labeled) subsequence the previous convergence is pointwise in space, namely, for almost every $x \in \mathbb{T}^{2}$,

$$
\begin{align*}
\lim _{n \rightarrow \infty} \int_{0}^{T}\left\{\mid Q_{t}^{n}(\boldsymbol{Y}(t, x))-\right. & \nabla P_{t}^{*}(\boldsymbol{Y}(t, x))\left|+\left|\left[\partial_{t} Q_{t}^{n}\right](\boldsymbol{Y}(t, x))-\left[\partial_{t} \nabla P_{t}^{*}\right](\boldsymbol{Y}(t, x))\right|\right.  \tag{9.49}\\
& \left.+\left|\left[\nabla Q_{t}^{n}\right](\boldsymbol{Y}(t, x))-\left[\nabla^{2} P_{t}^{*}\right](\boldsymbol{Y}(t, x))\right|\right\} d t=0
\end{align*}
$$

Hence, since $\boldsymbol{Y}$ is a regular lagrangian flow and by assumption

$$
\left(\nabla P_{0}\right) \mathscr{L}_{\mathbb{T}^{2}} \ll \mathscr{L}_{\mathbb{T}^{2}}
$$

for almost every $y$ we have that (9.49) holds at $x=\nabla P_{0}(y)$, and the function $t \mapsto \boldsymbol{Y}(t, x)$ is absolutely continuous on $[0, T]$, with derivative given by

$$
\frac{d}{d t} \boldsymbol{Y}(t, x)=\boldsymbol{v}_{t}(\boldsymbol{Y}(t, x))=J\left(\boldsymbol{Y}(t, x)-\nabla P_{t}^{*}(\boldsymbol{Y}(t, x))\right) \quad \text { for } \mathscr{L}^{1} \text {-a.e. } t \in[0, T]
$$

Let us fix such an $y$. Since $Q^{n}$ is smooth, the function $Q_{t}^{n}(\boldsymbol{Y}(t, x))$ is absolutely continuous in $[0, T]$ and its time derivative is given by

$$
\frac{d}{d t}\left(Q_{t}^{n}(\boldsymbol{Y}(t, x))\right)=\left[\partial_{t} Q_{t}^{n}\right](\boldsymbol{Y}(t, x))+\left[\nabla Q_{t}^{n}\right](\boldsymbol{Y}(t, x)) J\left(\boldsymbol{Y}(t, x)-\nabla P_{t}^{*}(\boldsymbol{Y}(t, x))\right) .
$$

[^9]
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Hence, since $J\left(\boldsymbol{Y}(t, x)-\nabla P_{t}^{*}(\boldsymbol{Y}(t, x))\right)=\boldsymbol{v}_{t}(\boldsymbol{Y}(t, x))$ is uniformly bounded, from (9.49) we get

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{d}{d t}\left(Q_{t}^{n}(\boldsymbol{Y}(t, x))\right) & =\left[\partial_{t} \nabla P_{t}^{*}\right](\boldsymbol{Y}(t, x))+\left[\nabla^{2} P_{t}^{*}\right](\boldsymbol{Y}(t, x)) J\left(\boldsymbol{Y}(t, x)-\nabla P_{t}^{*}(\boldsymbol{Y}(t, x))\right) \\
& :=\boldsymbol{w}_{t}(y) \quad \text { in } L^{1}(0, T) \tag{9.50}
\end{align*}
$$

Recalling that

$$
\lim _{n \rightarrow \infty} Q_{t}^{n}(\boldsymbol{Y}(t, x))=\nabla P_{t}^{*}(\boldsymbol{Y}(t, x))=\boldsymbol{X}(t, y) \quad \forall t \in[0, T]
$$

we infer that $\boldsymbol{X}(t, y)$ is absolutely continuous in $[0, T]$ (being the limit in $W^{1,1}(0, T)$ of absolutely continuous maps). Moreover, by taking the limit as $n \rightarrow \infty$ in the identity

$$
Q_{t}^{n}(\boldsymbol{Y}(t, x))=Q_{0}^{n}(\boldsymbol{Y}(0, x))+\int_{0}^{t} \frac{d}{d s}\left(Q_{s}^{n}(\boldsymbol{Y}(s, x))\right) d s
$$

thanks to (9.50) we get

$$
\begin{equation*}
\boldsymbol{X}(t, y)=\boldsymbol{X}(0, y)+\int_{0}^{t} \boldsymbol{w}_{s}(y) d s \tag{9.51}
\end{equation*}
$$

To obtain (9.46) we only need to show that $\boldsymbol{w}_{t}(y)=\boldsymbol{u}_{t}(\boldsymbol{X}(t, y))$, which follows at once from (9.47), (9.48), and (9.50).
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[^0]:    ${ }^{1}$ Since $u$ is a convex function, its Hessian is a matrix-valued locally finite measure. In this case, we denote by $\nabla^{2} u$ the density of the absolutely continuous part of the Hessian.

[^1]:    ${ }^{1}$ Recall that a function $u \in W_{\text {loc }}^{1,1}(\Omega)$ is said a local minimizer of a function of the form (6.4) (with $\left.f \in L_{\text {loc }}^{n}(\Omega)\right)$ if, for every $\Omega^{\prime} \Subset \Omega$, we have

    $$
    \int_{\Omega^{\prime}} \mathcal{F}(\nabla u+\nabla \phi)+f(u+\phi) \geq \int_{\Omega^{\prime}} \mathcal{F}(\nabla u)+f u \quad \forall \phi \in W_{0}^{1,1}\left(\Omega^{\prime}\right) .
    $$

[^2]:    ${ }^{1}$ In this definition the term "norm" is used with a slight abuse of notation: indeed we are not requiring the symmetry of $\boldsymbol{n}$, namely $\boldsymbol{n}(v)=\boldsymbol{n}(-v)$. We also observe that an equivalent formulation for (7.10) is to ask that

    $$
    \lambda^{\prime}|\tau|^{2} \leq \partial_{i j} \mathcal{H}(v) \tau_{i} \tau_{j} \leq \Lambda^{\prime}|\tau|^{2} \quad \forall v, \tau \in \mathbb{R}^{n}
    $$

    for some $0<\lambda^{\prime} \leq \Lambda^{\prime}$, where $\mathcal{H}(v):=(\boldsymbol{n}(v))^{2}$.

[^3]:    ${ }^{1}$ This description is correct in dimension $d \geq 3$ since the fundamental solution of the Laplacian decays at infinity, while in dimension 2 the function $V_{t}$ is given by the convolution of $\rho_{t}$ with $-\frac{1}{2 \pi} \log |x|$.

[^4]:    ${ }^{2}$ This can be seen by a direct computation, using the definition of fractional Sobolev spaces.

[^5]:    ${ }^{1}$ Because of the many compositions involved in this Chapter, we use the notation $\left[\partial_{t} f\right](g)$ (resp. $[\nabla f](g)$ ) to denote the composition $\left(\partial_{t} f\right) \circ g($ resp. $(\nabla f) \circ g)$, avoiding the ambiguous notation $\partial_{t} f(g)$ (resp. $\nabla f(g)$ )

[^6]:    ${ }^{2}$ Here $\mathcal{P}_{w}\left(\mathbb{T}^{2}\right)$ is the space of probability measures on the torus endowed with the weak topology induced by the duality with $C\left(\mathbb{T}^{2}\right)$

[^7]:    ${ }^{3}$ Note that equation (9.17) is well defined on $\mathbb{T}^{2}$ since $P_{t}^{*}-P_{s}^{*}$ is $\mathbb{Z}^{2}$-periodic. We also observe that $P_{t}^{*}-P_{s}^{*}$ has average zero on $\mathbb{T}^{2}$.

[^8]:    ${ }^{4}$ Note that the composition of $\nabla^{2} P_{t}^{*}$ with $\nabla P_{t}$ makes sense. Indeed, by the conditions $\left(\nabla P_{t}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}}=$ $\rho_{t} \mathscr{L}_{\mathbb{T}^{2}} \ll \mathscr{L}_{\mathbb{T}^{2}}$, if we change the value of $\nabla^{2} P_{t}^{*}$ in a set of measure zero, also [ $\left.\nabla^{2} P_{t}^{*}\right]\left(\nabla P_{t}\right)$ will change only on a set of measure zero.

[^9]:    ${ }^{5}$ Observe that the definition of $\boldsymbol{X}$ makes sense. Indeed, by Theorem 1.18(i), both maps $\nabla P_{0}$ and $\nabla P_{t}^{*}$ are Hölder continuous in space. Morever, by the weak continuity in time of $t \mapsto \rho_{t}$ (Theorem 9.4(ii)) and the stability results for Alexandrov solutions of Monge-Ampère, $\nabla P^{*}$ is continuous both in space and time. Finally, since $\left(\nabla P_{0}\right)_{\#} \mathscr{L}_{\mathbb{T}^{2}} \ll \mathscr{L}_{\mathbb{T}^{2}}$, if we change the value of $\boldsymbol{Y}$ in a set of measure zero, also $\boldsymbol{X}$ will change only on a set of measure zero.

