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Introduction

In the last centuries, partial differential equations have been used to model many physical
problems: the Navier-Stokes and Euler equations in fluid dynamics, the Boltzmann and
Vlasov equations in statistical mechanics, the Schrodinger equation in quantum physics,
and many other PDEs concerning, for instance, material science or meteorology. The
richness of mathematical structure in these equations is always reason of surprise.

As a motivating example, we introduce the Vlasov-Poisson system. It describes the
evolution of particles under their self-consistent electric or gravitational field. It is the
continuous counterpart of the N-body problem, which describes the motion of N mass
points under the influence of their mutual attraction governed by Newton’s law of gravity.
The N-body problem has applications in astronomy and plasma physics; for instance, it
describes the solar system or the motion of galaxies. In the gravitational models, each
element of unit mass with position x and velocity v obeys the equation

=0
0= =0, Vi(x),

where V;(z) is the gravitational potential depending on time ¢ and position z. Collisions
between different masses are considered as an extremely unlikely event and are therefore
neglected. Since the number of involved elements in a galaxy can be of order 10'°-10'2,
the galaxy is described in the Vlasov-Poisson system in a statistical way rather than
keeping track of each mass point. For this reason, we introduce the quantity f;(z,v),
which describes the distribution of particles with given position x and velocity v at time
t. The density f; solves a first order conservation law on phase space

Ouft +v-Vafs —VoVi-Vofi =0 in (0,00) x R? x R, (1)

whose characteristics are the equations of motion of a single test particle. In turn, the
gravitational potential V; is obtained from the physical density

pla) = [ Fileo)do i (0,00) xRS (2)
R4
by solving the Poisson equation

— AV, =0p;  inRY, lim V;(z) = 0. (3)
|x|—o00
iii
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Here, o € {1} distinguishes the gravitational (attractive) and the electrostatic (repulsive)
problem.

The nonlinear system of partial differential equations (1), (2), and (3) has a transport
structure: indeed it can be rewritten as

Ouft + b - Vauft =0, (4)

where the vector field by(z,v) = (v, Ey(x)) : R? — R?? is coupled to f; via the relation
E; = ocgp(z/]x|?) and cq is a dimensional constant. Indeed, the force field Ey is obtained
as —V,V; and V; can be written as the convolution of p; with a singular kernel by solving
(3). Since the vector field is divergence free, it can be also rewritten as a continuity
equation

Ocfr + v:c,v : (btft) =0. (5)

Solutions of (5), when considering a fixed vector field b, turn out to be obtained by flowing
the initial datum fy along the characteristics of the vector field b. The deep connection
between the transport/continuity equation (Eulerian point of view) and the notion of flow
(Lagrangian point of view) is one of the most fascinating aspects of this theory. It is
the basis of many results regarding the continuity equation and the flows even in a non-
smooth setting, starting from the fundamental papers of DiPerna and Lions [DPL1] and
Ambrosio [A1].

Many questions regarding the Vlasov-Poisson equation are nowadays little understood
and some of them are deeply related to the dual, Lagrangian and Eulerian, nature of
the equation. One of the main open problems in statistical mechanics is, for instance,
the rigorous derivation of the equation. It amounts in proving that, when a sequence of
configurations with finitely many particles approximates a continuous initial distribution
of particles, the solutions of the approximate systems converge to the solution of the
Vlasov-Poisson equation. As well as the Boltzmann equation, the Vlasov equation has been
rigorously derived only under restrictive smallness assumptions on the time of observation,
the total mass of matter, or the distance of the distribution function to equilibrium.
Moreover, all derivations of the Vlasov equation assume that the interaction at small
scales is either smooth or not too singular.

As we saw above, the Vlasov-Poisson equation can be seen as a transport equation in
the phase space, coupled with a PDE which determines the gravitational field in terms of
the distribution of particles. The main scope of our thesis is a further step in understanding
some aspects of the interaction between transport equations and PDEs. More precisely, we
consider the following problems, which regard the DiPerna-Lions theory and the regularity
of degenerate elliptic equations, together with the analysis of the interaction between these
points of view in models coming from mathematical physics.

e The Di Perna-Lions and Ambrosio theory for flows of non-smooth vector fields: We
develop a local version of the DiPerna-Lions theories for ODE’s, providing a complete
analogy with the Cauchy-Lipschitz theory. More precisely, we prove existence and
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uniqueness of a maximal regular flow for non-smooth vector fields using only local
regularity and summability assumptions on the vector field, in analogy with the
classical theory, which uses only local regularity assumptions.

e The quantitative estimates for the ODE: They constitute a different approach to
the DiPerna-Lions theory, this time relying on a priori estimates on solutions of the
ODE rather than on the connection between Lagrangian and Eulerian structure. We
apply these estimates in the Eulerian setting to obtain renormalized solutions of the
continuity equation with a linear source term; this equation is not easily covered by
the methods of DiPerna and Lions.

e The regularity of very degenerate elliptic equations: This problem comes from a
model in traffic dynamic and it is a variant of the optimal transport problem, which
takes into account congestion effects in the transportation. It leads to different
equivalent formulations; they employ in one case some concepts related to flows of
vector fields, in another case the minimization of a variational integral, where the
convexity of the integrand degenerates on a full convex set. We are interested in the
regularity of solutions.

e The Vlasov-Poisson system: This equation, introduced above, couples the transport
structure in the phase space (namely, the space of positions and velocities of particles)
with the Laplace equation, which describes the force field. The existence of classical
solutions is limited to dimensions d < 3 under strong assumptions on the initial
data, while weak solutions are known to exist under milder conditions. However, in
the setting of weak solutions it is unclear whether the Eulerian description provided
by the equation physically corresponds to a Lagrangian evolution of the particles.
Through general tools concerning the Lagrangian structure of transport equations
with non-smooth vector fields, we show that weak solutions of Vlasov-Poisson are
Lagrangian and we obtain global existence of weak solutions under minimal assump-
tions on the initial data.

e The semigeostrophic system: It was introduced in meteorology to describe atmo-
spheric/ocean flows. After a suitable change of variable, it has a dual version which
couples a transport equation with a nonlinear elliptic PDE, namely the Monge-
Ampere equation. We study the problem of existence of distributional solutions to
the original system.

In the following, we give a quick overview on all these problems and an outline of the
thesis’ content, postponing a more detailed mathematical and bibliographical description
of the single problems to the beginning of each chapter. The results in this thesis are the
final outcome of several collaborations developed during the PhD studies and have been
presented in a series of papers, already published or submitted.
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Flows of non-smooth vector fields Given a vector field b : (0,7) x RY — R? we

consider the ordinary differential equation

X (t,x) =b(t, X(t,x)) vt € (0,T) (6)
X(0,z) ==,

which is strictly related (via the method of characteristics) to the continuity equation
{ du+V-(bu)=0  in (0,T) x R4 -

ug =u  given,

where v : (0,T) x RY — R. If the vector field b is Lipschitz with respect to space uniformly
in time, the Cauchy-Lipschitz theory and classical PDE arguments provide existence and
uniqueness of a solution to (6) and (7). In their fundamental papers, exploiting the
connection between (6) and (7), Di Perna and Lions [DPL4]| and Ambrosio [A1] proved
existence and uniqueness of a so called regular lagrangian flow, namely a certain solution
to (6), even in the case of Sobolev and BV vector fields. However, the Cauchy-Lipschitz
theory is not only pointwise but also purely local, meaning that existence and uniqueness
for small intervals of time depend only on local regularity properties of the vector fields
bi(z). On the other hand, not only the DiPerna-Lions theory is an almost everywhere
theory (and this really seems to be unavoidable) but also the existence results for the flow
depend on global in space growth estimates on |b|, the most typical one being

m € L'((0,7); L' (RY)) + L*((0,T); L= (RY),

which prevent the trajectories of the flow from blowing up in finite time. In Chapter 2,
based on a joint work [ACF1] with Ambrosio and Figalli, under purely local and natural
assumptions on the vector field, we prove existence of a unique mazimal regular flow
X (t,z), defined up to a maximal time Tx (z) which is positive .Z%-a.e. in R?, with

limsup | X (¢,z)| = 00 for Z%a.e. x € R? such that Tx (z) < T.
t—)Tx(LL’)

We then study, in Chapter 3, the natural semigroup and stability properties of this object;
finally we analyze the blow-up of the maximal regular flow X (-, z) at the maximal time
Tx (z). Surprisingly enough, indeed, the proper blow up of trajectories, namely

lim | X(t,z)] =00 for Z%a.e. x € R such that Tx (z) < T
t%Tx(l‘)

happens only under a global bound on the divergence of b, whereas there are counterex-
amples if only local bounds are assumed.
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Quantitative estimates for the continuity equation Another aspect of the the-
ory of regular lagrangian flows are the so called “quantitative estimates”, developed
in the Lagrangian case (namely, for solutions of (6)) by Ambrosio, Lecumberry, and
Maniglia [ALM], Crippa and De Lellis [CrDe]. This theory allows to prove unique-
ness and stability of flows, in an independent way with respect to the analysis of the
solutions to the continuity equation. More precisely, the fundamental a-priori estimate is
the following: given a small parameter § > 0, if X1 and X9 are the flows of two vector
fields by and by we consider the functional

D5(t) == /Rdlog (1 + X1t 2) _(SXQ(t’x)P) dx,

whose time derivative is bounded independently on § under suitable assumptions on the
vector fields. A similar functional can be employed also in the Eulerian setting to estimate
the distance of two solutions of the continuity equation (7). This approach is followed in a
joint work with Crippa and Spirito [CCS], presented in Chapter 5, where we consider (7)
with a non-smooth vector field and a linear source term, called damping term (although
its sign may be either positive or negative), namely a right-hand side of the form cu
with ¢ : (0,7) x R — R. In their fundamental paper [DPL4], DiPerna and Lions
proved that, when c is bounded in space and time, the equation is well posed in the class
of distributional solutions and the solution is transported by suitable characteristics of
the vector field. Thanks to the quantitative estimates for the solution of the continuity
equation, existence and uniqueness of solutions holds under more general assumptions on
the data, for instance, assuming only integrability of the damping term.

Regularity of degenerate elliptic PDEs In Chapter 6 and 7 we study the gradient
regularity of local minimizers of the functional

/.F(Vu) + fu, ()
Q

where we are given a bounded open subset  of R?, a convex function F : R¢ — R which
exhibits a large degeneracy set, and an integrable function f : 3 — R. Our model function
is

Flv) = ;uvr S veeR! (9)

so that the degeneracy set is the entire unit ball. This problem comes from a model by
Beckmann [Be], where, given an urban area where people move from home to work, the
optimal traffic flow o solves the minimum problem

min{/ﬂ]—"*(a) coel’(Q), V-o=1Ff o v :o}. (10)

Here, F* denotes the convex conjugate of the function F; by the choice of F in (9), we
have that

1 /
F*(o) =lo| + ?|a|p Vo € R?
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where p’ satisfies 1/p + 1/p’ = 1. The function F is chosen so that its convex conju-
gate F* has more than linear growth at infinity (so to avoid “congestion”) and satisfies
liminf, 0 |VF*(w)| > 0 (which means that moving in an empty street has a nonzero
cost).

Problem 10 is equivalent to the problem of minimizing the energy (8) with the par-
ticular choice of F given by (9). The unique optimal minimizer & in problem (10) turns
out to be exactly VF(Vu), where F is defined by (9). The continuity of ¢ is meaningful
in terms of traffic models, as shown in [CJS]. Indeed, one can consider measures on the
space of possible paths and select an optimal measure which satisfies a Wardrop equilib-
rium principle: no traveler wants to change his path, provided all the other ones keep the
same strategy. According to this optimal measure, every path is a geodesic with respect
to a metric on Q of the form g(|(z)|)Id (where g(t) = 1+ tP~1 is the so-called “conges-
tion function”), which is defined in terms of the optimal traffic distribution itself. The
continuity of & and, therefore, of the metric allows to set and study the geodesic problem
in the usual sense.

In order to understand the regularity of minimizers of functionals as in (8), we first
recall that, when V2F is uniformly elliptic, namely there exist A\, A > 0 such that A\Id <
V2F < AId, the regularity results of u rely on De Giorgi theorem and Schauder estimates.
If the ellipticity of F degenerates at only one point, then several results are still available.
For instance, in the model case of the p-Laplace equation, that is when F(v) = |v|P and
f =0, the C1® regularity of u has been proved by Uraltseva for p > 2, initiating a wide
literature.

With the choice of F in (9), the Lipschitz regularity of a local minimizer u follows by
standard techniques [FFM], since the equation is the classical p-Laplace equation when
the gradient is large. In general no more regularity than L°° can be expected on Vu.
Indeed, when F is given by (6.5) and f is identically 0, every 1-Lipschitz function is
a global minimizer of (6.4). However, in Chapters 6 and 7, based on joint works with
Figalli [CF1, CF2] we prove the continuity of VF(Vu), extending a previous result of
Santambrogio and Vespri [SV] which holds only in dimension 2.

The Vlasov-Poisson system The structure of transport equation hidden in the non-
linear Vlasov-Poisson system, presented at the beginning of this Introduction, has been
exploited in a huge literature, in order to obtain existence and uniqueness of classical solu-
tions, namely, solutions where all the relevant derivatives exist. The first existence results
were obtained in dimension 1 by Iordanskii [Io], in dimension 2 by Ukai and Okabe [UO],
in dimension 3 for small data by Bardos and Degond [BD], and for symmetric initial data
in [Ba, Wo,Ho, Sc|. Finally, in 1989 Pfaffelméoser [Pf] and Lions and Perthame [LP] were
able to prove global existence of classical solutions starting from general data. Moreover,
the uniqueness problem has been addressed under more restrictive assumptions on the
initial datum in [LP] and [Lo3], and both proofs employ the Lagrangian flow associated
to the solution, which is regular enough under a global bound on the space density.

In recent years, an interesting direction of research in the context of the Vlasov-Poisson
system is given by the analysis of existence, uniqueness and properties of weak solutions.
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In particular, when one drops the assumption of boundedness of the initial density (this
assumption is preserved along solutions thanks to the transport structure of the equation)
and assumes only that f; € L'(R2?), the term FE.f; appearing in the equation is not
even locally integrable. For this reason, Di Perna and Lions [DPL1] introduced the
concept of renormalized solution, which is equivalent to the notion of weak (distributional)
solution under suitable integrability assumptions on f;. In this context, DiPerna and Lions
announced global existence of solutions when the total energy is finite and fylog(1+ fy) €
Ll (RQd) .

In the setting of weak solutions, due to the low regularity of the density and of the vec-
tor field, it is unclear whether the Eulerian description provided by the equation physically
corresponds to a Lagrangian evolution of the particles. In Chapter 8 (based on a joint work
with Ambrosio and Figalli [ACF2]), we investigate this problem and we apply the general
tools developed in Chapter 4 to prove that the Lagrangian structure holds even in the
context of weak/renormalized solutions. We obtain also global existence of weak solutions
under minimal assumptions on the initial data and improve the result in [DPL1], dropping
the hypothesis folog(1 + fy) € L'(R??) and assuming only the finiteness of energy.

The semigeostrophic system The semigeostrophic system models athmosperic/ocean
flows on large scales. The problem can be described in the case of periodic solutions in
R?, namely on the 2-dimensional torus T?

KV Py (x) + (ut(x) - V)VPy(x) = J(VPi(z) — x) (z,t) € T? x (0,00)
V-u(z) =0 (w,t) € T? x [0, 00) (11)
Py(z) = P°(x) r € T2

where PY is the initial datum, J € R?>*? is a rotation matrix, u; represents the velocity,
and VP, is related to the pressure of the fluid.

Energetic considerations show that it is natural to assume the convexity of the function
P,(z). The system (11) has a dual formulation obtained with a change of variable

Opt +V - (Ugp) =0
( ) =J(x— VP (z))
— (VP),.%
( ) = p°(x) +|z[?/2,

where P} is the convex conjugate of P;. The existence of dual solutions was proved in
1998 by Benamou and Brenier [BB], and, starting from the lagrangian solutions of the
dual equation, in [CuFe| the authors managed to build a very weak solution of (11)
of lagrangian type, by reversing the change of variables. The formal expression for the
velocity u; of the original system, given a solution (P, p;) of the dual system, is given by

() == [BVE(VP()) + V2B (VP () (VPi(a) — ). (12)
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However, the existence of distributional solutions to (11) stayed as an open problem due
to the low regularity of the change of variable, since a priori V2P} is only a matrix-valued
measure and one needs also differentiability in time of VP to give a meaning to (12).
The existence of Eulerian solutions is shown in joint works with Ambrosio, De Philippis,
and Figalli [ ACDF1,ACDF2], thanks to the recent regularity results on solutions of the
Monge-Ampere equation [DF3], and it is the content of Chapter 9.

In the final part of this introduction, we outline other works developed during the PhD
that present some common underlying ideas and techniques with the ones outlined above
in this introduction.

Regularity of double phase variational problems Degenerate elliptic problems
arise also to model strongly anisotropic materials. Given Q C R¢, d > 2, we are here
interested in the regularity of local minimizers u: {2 — R of a class of variational integrals
whose model is given by the functional

P(w) := /Q(\Dw]p + a(z)|Dw|?) dx (13)

which is naturally defined on W11(€), where
l1<p<y, 0<acChQ)), a € (0,1].

The functional P belongs to the class of functionals with non-standard growth conditions,
which have been widely studied in recent years. These are integral functionals of the type

w / f(x, Dw) dx ,
Q

where the integrand f: 2 x R™ — R satisfies unbalanced polynomial growth conditions of
the type
2P S flz,2) S |27+ 1 for every z € R%.

In (13), the coefficient a(x) describes the geometry of a composite, made of two different
materials, with power hardening of rate p and ¢, respectively. From the mathematical
viewpoint, the integrand of (13) switches between two different types (phases) of elliptic
behaviors according to the coefficient a(-). Since a interacts directly with the ellipticity of
the problem, the presence of = is not any longer a perturbation, and this has direct con-
sequences on the regularity of minimizers. More precisely, the regularity of the minimizer
holds if the gap between the exponents p and ¢ is controlled in terms of the regularity of
a by

q<p+a. (14)

This condition is sharp, as shown in the counterexample in [ELM]. In [CM2], Mingione
and I proved that bounded local minimizers of (13) under the assumption (14) have Holder
continuous gradients, namely Vu € C%? for some 5 > 0. Boundedness is a rather common
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feature since it for instance follows by maximum principle when considering solutions of
Dirichlet problems involving a bounded boundary datum ug € L>®(Q) N WP(Q). In
a companion paper [CM1] we prove that the same regularity holds also in the case of
unbounded local minimizers, but this time we assume a different relation between the
exponents p, ¢ and the regularity of a:

(6
q<p+—p.
n

The proofs in [CM1, CM2]| rely on many different technical tools, going from the p-
harmonic approximation lemma to a fractional Caccioppoli inequality. A common un-
derlying idea is to consider, at each scale, namely on every ball Br C (), an alternative
according to the fact that @
a(x

20 e =M
holds or not, for a threshold M to be chosen. If it holds, then at this fixed scale we are
in the p-phase and we compare our minimizer to a solution of the p-Laplace equation in
the same ball. Otherwise, we are in the (p, q)-phase and the solution is compared to the
solution of a functional like (13) with frozen coefficient a(-) = ag. The regularity for the
frozen problem has been studied in [Li].

Many questions arise from the results presented above. For instance, in collaboration
with Baroni and Mingione [BCM1,BCMZ2]|, we see that Harnack inequalities, in analogy
with the results of [DT], hold also for minimizers of double phase integrals and that the
regularity theory developed in [CM1] can be generalized to different ellipticity types. In
particular, we consider a functional of the type

Pon(w) = /Q [Dwl” + a(2)| DwlPln(1 + | Dw])] dx

and correspondingly, the coefficient a is allowed to have a logarithmic modulus of continuity
in order to obtain the Holder continuity of the minimizer.

Optimal transport with Coulomb cost In some recent papers, Buttazzo, De Pascale
and Gori-Giorgi [BDG] and Cotar, Friesecke and Kliippelberg [CFK] consider a math-
ematical model for the strong interaction limit of the density functional theory (DFT).
In particular, the model for the minimal interaction of N electrons is formulated in terms
of a multimarginal Monge transport problem. Let ¢ : (R?)Y — R be the Coulomb cost
function )

c(r,..ay)= Y, ——  Y(@,...,an) € (RDY, (15)

1<i<j<N i — ]

p € P(R?) be a given probability measure on R%, and 7 (p) be the set of transport maps
T (p) = {T : RY — R? Borel : Typ = p}, where T}p represents the pushforward measure of
the measure p through the Borel map 7. We consider the Monge multimarginal problem

(M) = inf { /]Rd c(x, To(z),...,Tn(x))du(z) : To,...., Tn € T(p)}
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and its cyclical version
(Myet) = inf {/ c(z, T(z), ..., TV V(@) du(z) : T € T(p), T™ = Id},
Rd

which is meaningful since the cost function is symmetric. Following the standard theory
of optimal transport, we introduce the set of transport plans

M(p) ={y e PR™) : my=p, i=1,...,N},

where 7 : (Rd)N — R? are the projections on the i-th component for i = 1,..., N, and
the Kantorovich multimarginal problem

(K) = min{/(Rd)N c(xy,...,en)dy(z1,...,oN) 1Y € H(p)},

where, in contrast with (M), we allow the splitting of mass. To every (N — 1)-uple of
transport maps T»,...,Tn € T (p) we associate the transport plan

Y= (IdaTQa" 7TN)ﬁp € H(IO)

We remark that the existence of an optimal transport plan, namely a minimizer of (K),
follows from the lower semicontinuity of the cost, from the linearity of the cost of a plan ~y
with respect to v and from the fact that the admissible plans form a tight subset of the set
of measures on (R?)™. In a joint paper with Di Marino [CD], under the sharp assumption
that p is non-atomic, we prove that (K) = (M) = (Mgyq). In particular, if an optimal
transport map exists, it has the cyclical structure that appears in (Mcy). This result
reduces the optimization problem (K) over measures on RV? to the problem (M) over
functions on RY and is useful in deriving numerical methods to compute the value of (K).
In a companion paper [CDD], joint work with Di Marino and De Pascale, we address the
problem of existence of optimal transport maps in dimension d = 1, providing an explicit
construction of the optimal map. For N = 2, in any dimension, existence follows from
the standard optimal transport theory (see [Vi]) since the so called “twist condition” is
formally satisfied by the Coulomb cost (15). In the multimarginal case N > 3, there is no
general theory for the existence of optimal maps and the construction in [CDD] heavily
relies on the assumption d = 1. The generalization of this result to higher dimensions is
open.

Geometric characterizations of rigidity in symmetrization inequalities and non-
local perimeters Symmetrization inequalities are among the most basic tools of the
Calculus of Variations. They include the Polya-Szego inequality for the Dirichlet energy,
the Steiner symmetrization and its analogous in the Gaussian setting, named Ehrhard
symmetrization, which is a well-known tool in Probability Theory, arising in the study of
geometric variational problems in Gauss space.

The study of their equality cases plays a fundamental role in the explicit character-
ization of minimizers, thus in the computation of optimal constants in geometric and
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functional inequalities. Although it is usually easy to derive useful necessary conditions
for equality cases, the analysis of rigidity of equality cases (that is, the situation when
every set realizing equality in the given symmetrization inequality turns out to be sym-
metric) is a much subtler issue. Sufficient conditions for rigidity have been known, and
largely used, in the case of the Polya-Szego inequality for the Dirichlet energy [BZ], and
of Steiner inequality for perimeter [CCF]. However, these sufficient conditions fail to be
also necessary: for example, the one proposed in [CCF] fails to characterize rigidity even
in the class of polyhedra in R3. A preliminary analysis of some examples indicates that,
in order to formulate geometric conditions which could possibly be suitable for charac-
terizing rigidity, one needs a measure-theoretic notion which describes when a Borel set
“disconnects” another Borel set. This notion, called essential connectedness, was first
introduced in a joint paper with Cagnetti, De Philippis, and Maggi [CCDM1] and it is
inspired by the notion of indecomposable current adopted in Geometric Measure Theory
(see [Fe, 4.2.25]). It allows to formulate in its terms a simple geometric condition that
characterizes rigidity in Ehrhard inequality for Gaussian perimeter. The same notion can
be employed, together with a fine analysis of the differentiability properties of the barycen-
ter function of a set of finite perimeter whose sections are segments, to provide various
characterizations of rigidity in Steiner inequality for Euclidean perimeter. This was done
in collaboration with Cagnetti, De Philippis, and Maggi [CCDMZ2].






Chapter 1

Preliminary results

The aim of this Chapter is twofold. On one side, we give an overview on the classical
results regarding flows of vector fields, the regularity of degenerate elliptic PDEs and, in
particular, the Monge-Ampere equation. These results and ideas will be fundamental for
the development of all the subsequent chapters. On the other side, we present the classical
theory according to a point of view that will be useful in the rest of this thesis, showing
refinements of the known theorems that suit the subsequent discussions.

1.1 An overview on flows of vector fields

Given a vector field b : (0,7) x RY — R we consider the ordinary differential equation

(1.1)

X (t,z) = b(X (t,2)) vt € (0,7T)
X(0,2) ==,

In the smooth setting, namely when b is locally Lipschitz with respect to the space variable,
existence and uniqueness of a solution to (1.1) is guaranteed by the Cauchy-Lipschitz
theorem.

Theorem 1.1 (Cauchy-Lipschitz). Let T > 0, b € L'((0,7); Lipjy.(R%R?)). Then for
every x € R? there exists a unique mazimal solution X (-,x) of (1.1) defined in a nonempty
mazximal ezistence time [0, Tx (x)). Moreover, the map Tx 1is lower semicontinuous, for
every x € R? such that Tx (x) < T the trajectory X (-, ) blows up properly, namely

lim | X(t,z)] = oo,
t—)Tx(CC)

and the map X (t,-) is locally Lipschitz in space on its finiteness domain.

The ODE (1.1) is strictly related (via the method of characteristics) to the transport
equation

{ Ou+b-Vu=0 in(0,7) x R? 12)

ug =u  given.
1
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Indeed, if u is a smooth solution of (1.2) and = € R?, we have

%ut(X(t, x)) = 0w (X (t,x)) + 0, X (t,x) - V(X (¢, z))

= Ouu( X (t,z)) + be(X (t,z)) - Vu (X (t,z)) =0,
so that wu is constant along the characteristics of b. Hence, given an initial datum ug = a,
we expect

up(x) = w(X (¢, )" (2))

to be a solution of the transport equation, and this can be easily checked by direct compu-
tation. In the last thirty years, a huge effort has been made in order to develop a theory
of flows of vector fields in the non-smooth setting, in view of applications to physical sys-
tems. In the following, we precise the meaning of the ODE (1.1) and of the continuity and
transport equation in a non-smooth setting. The continuity equation is

{ du+V-(bu)=0  in (0,T) x RY

ug = U given,

(1.3)

where u : (0,7 x R? — R; in the case of a divergence-free vector field, it is equivalent to the
transport equation (1.2). We mostly use standard notation, denoting by .#? the Lebesgue
measure in R?, and by fxp the push-forward of a Borel nonnegative measure p under the
action of a Borel map f, namely fzu(B) = u(f~1(B)) for any Borel set B in the target
space. We denote by B(R?) the family of all Borel sets in R%. In the family of positive
finite measures in an open set €2, we will consider both the weak topology induced by the
duality with Cy(£2) that we will call narrow topology, and the weak topology induced by
C.(Q). Also, A4+ (Rd) will denote the space of finite Borel measures on R¢, while & (Rd)
denotes the space of probability measures.

In the non-smooth setting, given a Borel vector field b : (0,T) x R? — R?, an integral
curve v : [0,T] — R? of the equation dyy = by(y) (see (1.1)) is an absolutely continuous
curve in AC([0,T]; R?) which satisfies the previous ODE for almost every ¢ € [0, T].
The continuity equation is intended in distributional sense, according to the following
definition.

Definition 1.2 (Distributional solutions). A family {j}scfo7] of locally finite signed
measures on R? such that by, is a locally finite measure is a solution of the continuity
equation if it solves

8t,ut + V- (btﬂt) =0

in the sense of distributions, namely for every ¢ € C°((0,T) x R?)

T
/0 /Rd [08(z) + Vi () - by(z)] dpe(z) dt = 0.

The family {p}epo,7] is a solution of the continuity equation with initial datum pg if for
every ¢ € C°([0,7) x R9)

T
L oo@ma@)+ [ [ 00nt@) + Futr(e) - ba)] d(a) de =
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When we consider possibly singular measures uy, the vector field b; has to be defined
pointwise and not only .#%-a.e., since the product by is sensitive to modifications of by
in .#?-negligible sets. In the following, in particular with Sobolev or BV vector fields,
we will often consider only measures p; which are absolutely continuous with respect to
£? so everything is well posed and does depend only on the equivalence class of b in
LL((0,T) x RY).

If we consider a function 8 € C'(R) and we multiply the transport equation (1.2) by
B'(u), we see that, if u is a smooth solution of the transport equation, so is S(u). The
previous observation is encoded in the following definition.

Definition 1.3 (Renormalized solutions). Let b € LL ((0,7); LL (R% R%)) be a vector

loc loc

field with divb € L ((0,7); Li. (R4 R?)). Let u € L2 ((0,T); L, (R?)) and assume that,

loc loc loc loc
in the sense of distributions, there holds
c:=du+b-Vue L ((0,T); LL (R%RY)). (1.4)

Then, u is a renormalized solution of (1.4) if for every 8 € C*(R) N L*®(R)
OiB(u) +b - VB(u) = cf'(u).

in the sense of distributions. Analogously, we say that « is a renormalized solution starting
from a Borel function ug : R — R if

T
o) B(up(x)) dz + / / (011() + Véu(a) - by(@)]Blus(x)) da dt = 0
Rd 0 R4

for all ¢ € C°([0,T) x R?) and all 8 € C' N L¥(R).

The renormalization property describes a property of solutions of a wide class of PDEs
related to the transport equation (1.2); for this reason, we will introduce in the following
Chapters a few definitions of renormalized solutions that capture better the features of
each single problem. The renormalization property can be also used to give a meaning
to equation (1.3) when the boundedness (or even the integrability) of w is not any more
assumed as an assumption. Indeed, although the product b;u; may not even be locally
integrable if b € LL ((0,7)xR?) and u; € Li ((0,T) xR?), the term b;3(u;) appearing in
(5.11) is always locally integrable. This will be used in Chapter 8 to give a general notion
of solution to the Vlasov-Poisson equation and in Chapter 5 for the continuity equation

with an integrable damping term (see Definition 8.1 and 5.3 respectively).

If the vector field b is not assumed to be smooth, namely locally Lipschitz in space,
but only Sobolev or BV, easy one dimensional examples show that the uniqueness of
trajectories of the ODE 1.1 fails. For instance, if we consider the autonomous vector
field b(z) = /|z[, # € R, then we have many solutions of the ODE, which start from
9 = —c®> < 0, reach the origin in time 2¢, stay at the origin for any time 7" > 0, and
continue as (t — T — 2¢)?.

However, one can still associate to the vector field b a notion of flow, made of a selection
of trajectories of the ODE. Among all possible selections, we prefer the ones that do not
allow for concentration, as presented in the following definition.
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Definition 1.4. Let 7 > 0 and b : (0,7) x RY — R a Borel, locally integrable vector
field. We say that the Borel map X : R¢ x [0,7] — R? is a regular Lagrangian flow of b
if the following two properties hold:

(i) for Z%ae. x € R4 X(-,x) € AC([0,T];R?%) and solves the ODE () = by(z(t))
ZLta.e. in (0,T), with the initial condition X (0, ) = x;

(ii) there exists a constant C' = C(X) satisfying X (¢, ) £?% < C.£? for every t € [0, T].

It can be easily checked that the definition of regular Lagrangian flow depends on the
equivalence class of b in Ll ((0,7) x RY) rather then on the pointwise values of b.

The well-celebrated papers of DiPerna and Lions [DPL4| and Ambrosio [A1] pro-
vide existence and uniqueness of the regular Lagrangian flow assuming local Sobolev or
BV regularity of b, boundedness of the distributional divergence div b, and some growth
conditions on b.

Theorem 1.5. Let b € L'((0,T); BVioe(R% R?)) be a vector field that satisfies the bound
on the divergence (divb)_ € L*((0,T); L=(R?)) and the growth condition

bt ()|
1+ |z

e LY((0,T); L'(R?)) + L*((0,T); L*(R)).

Then there exists a unique reqular Lagrangian flow X of b.

The previous theorem has been extended to different classes of vector fields; some
of them are listed in Remark 1.9 below. Thanks to the existence and uniqueness of a
regular lagrangian flow, it is possible to define the notion of Lagrangian solution for the
continuity and transport equation. These are solutions obtained by flowing the initial
datum according to the regular lagrangian flow of b.

The proof of the previous theorem is based on the interaction between the PDE point
of view on the continuity equation and the lagrangian techniques. In the following two
sections, we present two key ideas behind Theorem 1.5, which in turn will be fundamental
in order to develop a local version of Theorem 1.5.

1.2 A bridge between Lagrangian and Eulerian solutions:
the superposition principle

This section is devoted to the so called “superposition principle”, which encodes the con-
nection between the Fulerian and the Lagrangian formulation of the continuity equation,
namely between nonnegative distributional solutions of the PDE and solutions transported
by a set of (possibly branching) curves. The aim of Section 1.3 is, then, to show that,
under more restrictive assumptions on the vector field, this set of curves is given exactly
by the flow of b.



1.2 A bridge between Lagrangian and Eulerian solutions: the superposition
principle 5

Let us fix T’ € (0, 00) and consider a weakly continuous family p; € .#4 (R?), t € [0,T],
solving in the sense of distributions the continuity equation

jtut + V(b)) =0 in (0,T) x R4
for a Borel vector field b: (0,7") x R? — R?, locally integrable with respect to the space-
time measure p.dt. When we restrict ourselves to probability measures p;, then weak and
narrow continuity w.r.t. ¢ are equivalent; analogously, we may equivalently consider com-
pactly supported test functions (¢, ) in the weak formulation of the continuity equation,
or functions with bounded C' norm whose support is contained in I x R? with I € (0, 7).
If J C R is an interval and ¢ € .J, we denote by e; : C(J;R?) — R? the evaluation map at
time ¢, namely e;(n) := n(t) for any continuous curve 71 : J — R

We now recall the so-called superposition principle. We prove it under the general
assumption that p; may a priori vanish for some ¢ € [0,7], but satisfies (1.5); we see
in Remark 1.7 that this assumption implies that there is no mass loss, namely p;(R%) =
uo(Rd) for every t € [0, T]. Remark 1.7 allows the reduction of the superposition principle,
as stated below, to [AC1, Theorem 12], which presents the same result assuming that the
family u; is made of probability measures. We mention also [AGS1, Theorem 8.2.1],
where a proof is presented in the even more special case of LP integrability on b for some

p>1
T
/ /d |be(z) [P dpy(z) dt < oc.
0 R

The superposition principle will play a role in the proof of the comparison principle stated
in Proposition 1.11, in the blow-up criterion of Theorem 3.13 and in Theorem 4.9, where
a completely local version of the superposition principle is presented.

Theorem 1.6 (Superposition principle and approximation). Let b: (0,T) x R? — R? be
a Borel vector field. Let p, € M (RY), 0 < t < T, with i, weakly continuous in [0, T
solution to the equation %Mt +div (buy) = 0 in (0,T) x R?, with

/ /Rd |1b_1 ] (z) dt < . (1.5)

Then there exists n € A4 (C([0, T; RY)) satisfying:

(i) m is concentrated on absolutely continuous curves n in [0,T], solving the ODE 1 =

bi(n) L -a.e. in (0,T);
(ii) pe = (er)4m (so, in particular, py(R?) = po(RY)) for all t € [0,T].

Moreover, there exists a family of measures uf* € ///+( ), narrowly continuous in [0,T],
solving the continuity equation and supported on Bg, such that uf* + py as R — oo for all
te[0,T].
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Remark 1.7. We show that, if u; and b; are taken as in Theorem 1.6 then p; does not
loose or gain mass, namely

p(RY) = po(RY) vt € [0, 7). (1.6)

Indeed, let R > 1 and xr € C°(Bsg) be a cut-off function with 0 < xgr <1, xg =1 on
a neighborhood of Br and [Vxr| < XB,,\B,- Since pi; solves the continuity equation and
since 1/R < 4/(1 + |z|) for |z| € Bsr \ Bgr, we have

T
d
’/ XRduo—/ XRd,Ut’</ ’d/ XRd,Ut‘dt
Rd Rd 0 t Rd
T
—/ ’/ bt-VXRd,ut’dt
0 B3r\Br

1 T
<i [ [ ldua
B3r\Br

|b:(x
< 4/ / d,u (x) dt.
Bar\Br 1 T \93|
Hence we deduce that

T
b
to(Br) — pe(Bsr) </ XRdMo—/ XRd,Ut<4/ / [B:(@)] duy(x)dt  (1.7)
Rd R4 0 JB3r\Br

1+ |z
and
_ _ T |bt(z)|
pie(Br) — po(Bsr) < | Xrdp XRdpo < 4 dpg(z) dt.  (1.8)
Rd Rd 0 JBsp\Br 1+ 7]

Letting R — oo in (1.7) and (1.8), the right-hand sides converge to 0 by (1.5) and we find
(1.6).

The proof of the superposition principle, as stated in Theorem 1.6, can be found
n [AC1, Theorem 12|, once Remark 1.7 is taken into account. The proof is based on
a clever regularization argument: we consider a family of convolution kernels {pe}cc(0,1);
having integral 1 and supported on the whole R?, and we define

b = (b#t) * pE.
pt * p°

We call X*¢ the flow of the vector field b, so that u® solves the continuity equation and
it is transported by X ¢, since b satisfies some local Lipschitz bounds, uniformly in time.
Then, we define n° € .#(AC([0,T]; R?)) as the law under u§ of the map = — X°(-, ),
namely n° := X°(-,x)xpg. Assumption (1.5) (which holds uniformly also for b° and pn°)
allows to conclude that the sequence n° is tight and hence it converges to some 1 (up to
subsequences). Finally, one can show that

[ = pe * p,

/‘n b(())dsd() 0 £ [0,T]
= or ever e |U,1],
1+ max|o 1) || i Y
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which proves that 1 is concentrated on integral curves of b.

The last statement in Theorem 1.6 can simply be obtained by restricting n to the class
of curves contained in B, for all ¢ € [0, T to obtain positive finite measures n* < n which
satisfy nf* 1 1, and then defining pft := (et)#nR.

1.3 Uniqueness of bounded solutions of the continuity equa-
tion

In Section 1.2 we saw that, under very general assumptions, nonnegative distributional
solutions of the continuity equation are transported by a set of curves. The aim of this
section is to exploit the connection between the well posedness of the continuity equation
and the fact that solutions of the continuity equation are lagrangian, namely, are trans-
ported by the flow of b. In particular, we show in Theorem 1.12 that, if the vector field
b satisfies a local uniqueness property of solutions of the continuity equation, then the
disintegration of every representation of a bounded distributional solution with respect
to the evaluation at time 0 gives a family of deltas, which in turn represent the regular
lagrangian flow.

Given a closed interval I C R and an open set £ C R?, let us define the class Lro
of all nonnegative functions which are essentially bounded, nonnegative, and compactly
supported in €2:

Lro:=L®(L;L3(Q) N{w: suppw is a compact subset of I x Q}. (1.9)

We say that p € L q is weakly™ continuous if there is a representative p; with ¢ — p;
continuous in I w.r.t. the weak® topology of L*°(£2). Notice that, in the class Lrq,
weak™ continuity of p is equivalent to the narrow continuity of the corresponding measures

Ut = pt.,ipd S %4_ (Rd)
For T € (0,00) we are given a Borel vector field b : (0,7) x Q — R? satisfying:

(a-Q) fOT Jo 1b(t, )| dzdt < oo for any Q' € Q;
- or any nonnegative p € with compact support in {2 and any closed interva
b-Q) f i LT () with in 2 and losed i 1
I =[a,b] C [0,T7], the continuity equation

%pt +div (bps) =0 in (a,b) x 0

has at most one weakly* continuous solution I 3 ¢t — p; € L with p, = p.

Remark 1.8. Theorem 1.5 holds also if the local regularity of b, namely the hypothesis
b c L'((0,T); BVioe(R% R%)), is substituted by assumptions (a-R?) and (b-R%). This can
be seen from the proof of Theorem 1.5 and will be clear after the discussion in Chapter 2.

Remark 1.9. Assumption (b-2) is known to be true in many cases. The following list
does not pretend to be exhaustive:
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— Sobolev vector fields [DPL4], BV vector fields whose divergence is a locally inte-
grable function in space [Bo, CL1, CL2, A1], some classes of vector fields of bounded
deformation [ACM];

— vector fields B(z,y) = (bi(x,y),ba(z,y)) with different regularity w.r.t. = and
y [LL, Ler];

— two-dimensional Hamiltonian vector fields [ABC] (within this class, property (b-Q2)
has been characterized in terms of the so-called weak Sard property);

— vector fields arising from the convolution of L' functions with singular integrals [BC1,BC2].
In this case, the authors proved uniqueness of the regular lagrangian flow associated to
b; we outline in the next remark how to obtain the eulerian uniqueness property (b-2)
following their argument.

— vector fields with a particular structure, one of whose components is obtained from
the convolution of a finite measure with a singular kernel [BBC1] (see also Section 1.4).

Remark 1.10. Under the assumptions on the vector field b considered in [BC2], the
authors proved in [BC2, Theorem 6.2] the uniqueness of the lagrangian flow. In their key
estimate, the authors take two regular lagrangian flows X and Y, provide an upper and
lower bound for the quantity

O5(1) = /log (1 X2 5 Y(t’$)|) dz  te0,T] (1.10)

in terms of a parameter 6 > 0, and eventually let 6 — 0. To show that property (b-2)
holds, we consider two nonnegative bounded solutions of the continuity equation with the
same initial datum which are compactly supported in [a,b] x Q. By Theorem 1.6 there
exist n',n% € 2(C([a,b]; R?)) which are concentrated on absolutely continuous solutions
n € AC([a,b];Q) of the ODE 7 = b(t,n) £ -a.e. in (a,b), and satisfy (e;)yn’ < C.Z4
for any t € [a,b], i = 1,2. Moreover, we have that (e,)gn' = (eq)xn?. Given § > 0, we
consider the quantity

wse) = [ [ [rog (14 PO anlepant iy ditearpn'la)  e€ et @1

where nl, n? are the disintegrations of n' and n? with respect to the map e,. Since n!
and n? are concentrated on curves in C([a, b]; ), to show that n' = n? we can neglect the
behavior of b outside €. Following the same computations of [BC2] with the functional
(1.11) instead of (1.10), we show that nl = n2 for (e,)xn'-a.e. x € Q and this implies
the validity of property (b-Q2).

More recently, these well-posedness results have also been extended to vector fields
in infinite-dimensional spaces (see [AF| and the bibliography therein). It is interesting
to observe that the uniqueness assumption in (b-{2) actually implies the validity of a
comparison principle.
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Proposition 1.11 (Comparison principle). If (a-Q) and (b-Q) are satisfied, then the
following implication holds:

<Py =  p<p; Vte[0,T]
for all weakly* continuous solutions of (1.3) in the class Ly 1) q-

Proof. Let n' be representing i := pi.#¢ according to Theorem 1.6, and let 1, be the
conditional probability measures induced by e, that is

/ F(n)dn' = / < / F(n) dn;> dub(z)  YF:C([0,T);RY) — R bounded,
R4
or (in a compact form) n'(dn) = [ n%(dn) duj(x). Defining

i(dn) i= [0 db(a), i = (en)
because uf < pd, we get 7 < n?. Moreover, the densities of measures ji; and uj provide
two elements in Ly 77,0, solving the continuity equation with the same initial condition
b, Therefore assumption (b-Q2) gives iy = uf for all t € [0,T), and pi = fir = (er) x0 <
(et)¢m? = pf for all t € [0,T7, as desired. O

Theorem 1.12. Assume that b satisfies (a-2) and (b-Q2), and let X € 2(C([0,T];R?))
satisfy:

(i) X is concentrated on
[n€ AC(D,T):Q) - (t) = bi(n(t)) for L -ac. t€ (0,T)};
(i1) there exists Cy € (0,00) such that

(er)yX < Co.2%  Vte[0,T). (1.12)

Then the conditional probability measures A, induced by the map ey are Dirac masses
for (eo)gX-a.e. x; equivalently, there exist curves n, € AC([0,T];Q) solving the Cauchy
problem 1 = by(n) with the initial condition n(0) = x, satisfying

A= [ 3y, dic0)X(o)

The simplest situation where the thesis of Theorem 1.12 does not hold is given by a
measure X such that, for a set of positive measure A C R? of initial positions, there are two
integral curves of b, X (-,x) and Y (-, ) on which A, is concentrated, and the measure A,
weights them equally. Up to reducing the set A, we may assume that all the trajectories
X (-,z) and Y (-, z) starting from A live in a compact set and, after some time ty > 0,
the two sets X (tg, A) and Y (to, B) are disjoint (see Figure 1.3). Hence, the two solutions
obtained by flowing the initial datum (eg)xAL A according to X and Y are concentrated
on disjoint sets at time ¢y. This contradicts the well-posedness of the continuity equation.
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Figure 1.1: The trajectories X (-, x) and Y (-, z) on which a certain A may be concentrated.

Proof of Theorem 1.12. Let {A,}nen be an increasing family of open subsets of 2 whose
union is 2, with A, € A,1+1 € Q for every n. Possibly considering the restriction of A to
the sets

{ne C([0,T);RY) = n(t) € A, for every t € 0,77}

it is not restrictive to assume that A is concentrated on a family I' of curves satisfying
UneF n([0,T]) € Q. Then, using the uniqueness assumption for uniformly bounded and
compactly supported solutions to the continuity equation, the result follows from the de-
composition procedure of [AC1, Theorem 18] (notice that the latter slightly improves the
original argument of [A1, Theorem 5.4], where comparison principle for the continuity
equation was assumed, see also Proposition 1.11 and its proof). For the sake of complete-
ness, we describe briefly the idea of the argument. By contradiction, we assume that A,
are not Dirac masses in a set of (eg)#A positive measure. Hence we can find ¢y € (0,77,
two disjoint Borel sets E, B’ C R%, and a Borel set C with [(eg)xA](C) > 0, such that

Az ({7 :7(t0) € EY) Xa({7: 7(to) € E'}) >0 Ve e C

and more precisely
Az y(tg) € E

({y: 7 (to) ,}) <M VzeC (1.13)
Az ({7 1y(t) €E })

for some M > 0 (see [AC1, Lemma 16]). Setting f(x) the ratio in (1.13), we introduce

0<

A= AL{y:7(0) € C, y(to) € B}, A% := f(4(0))AL{y:7(0) € C, 4(to) € E'}

The measures (e;)zA' and (e;)xA? are the two bounded distributional solutions of the
continuity equation with the same initial datum (by the definition of f), hence they should
coincide by our assumption on the vector field. On the other hand, (e, )4 A" and (e, ) A?
are orthogonal, and this gives a contradiction. O

Remark 1.13. The assumption (b-2) is purely local, as it is proved in Section 2.3.
Moreover, it could be reformulated in terms of a local uniqueness property of regular
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lagrangian flows: for any ¢y > 0,29 € €2 there exists € := £(tg,zp) > 0 such that for any
Borel set B C B:(z9) C © and any closed interval I = [a,b] C [to — &,t9 + €] N [0,T],
there exists at most one regular lagrangian flow in B X [a,b] with values in B.(x¢) (see
Definition 2.1).

Indeed, (b-Q2) implies the local uniqueness of regular lagrangian flows by Theorem 1.12
applied to A = %fB((SX(.@) + 5y(.71,))d.$d(x), where X and Y are regular lagrangian
flows in B x [a,b]; on the other hand, we obtain the converse implication through the
superposition principle. This approach has the advantage to state the assumptions and
the results of Chapter 2, 3, and 4, and only in terms of the lagrangian point of view on
the continuity equation. On the other hand, in concrete examples it is usually easier to
verify assumption (b-2) than the corresponding lagrangian formulation.

1.4 Uniqueness for the continuity equation and singular in-
tegrals

In this section we deal with uniqueness of solutions to the continuity equation when the
gradient of the vector field is given by the singular integral of a time dependent family
of measures. This kind of vector fields appear when considering weak solutions of the
Vlasov-Poisson system, as in Chapter 8. The theorem is a minor variant of a result by
Bohun, Bouchut, and Crippa [BBC1] (see also [BC2], where the uniqueness is proved
for vector fields whose gradient is the singular integral of an L' function). We give the
proof of the theorem under the precise assumptions that we need later on, since [BBC1]
deals with globally defined regular flows (hence the authors need to assume global growth
conditions on the vector field), whereas here we present a local version of such result.

Theorem 1.14. Let b: (0,T) x R2? — R?? be given by by(z,v) = (b1 (v), bay(x)), where

by € L=((0,T); WhX(RGRY)), by = K # py
with p € L=((0,T); 4+ (R?)) and K (x) = x/|z|%.

Then b satisfies (b) of Section 3.5, namely the uniqueness of bounded, compactly supported,
nonnegative, distributional solutions of the continuity equation.

Proof. To simplify the notation we give the proof in the case of autonomous vector fields,
but the same computations work for the general statement.

It is enough to show that, given Bg C R? and n € 2(C([0,T]; Br x Br)) concentrated
on integral curves of b and such that (e;) gn < CoL4 for all t € [0, T), the disintegration n,
of i with respect to the map eq is a Dirac delta for egxn-a.e. x. Indeed, any two nonnega-
tive, bounded, compactly supported, distributional solutions with the same initial datum
p can be represented through the superposition principle (see Theorem 1.6 or [AC1, The-
orem 12]) by 0y, ny € 2(C([0,T); Bg x Bg)). Hence, setting n = (1, + 1,)/2, if we can
prove that m, is a Dirac delta for p-a.e. x we deduce that (1), = (n3). = n, for p-a.e.
x, thus ny = 1.
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To show that 7, is a Dirac delta for epxn-a.e. x, let us consider the function

2 2
Paclt) ///log 1+ )45 o, b 5 . (t”)dnx(v)dnx(n) dp(x),

where §, ¢ € (0,1) are small parameters to be chosen later, t € [0,77], p := (eg)4n, and we
use the notation v(t) = (v!(t),72(t)) € R? x R% It is clear that ®5(0) = 0.

Let us define the probability measure p € Z(R% x C([0,T};R%)?) by du(z,n,7) :=
dn(n)dn,(v)dp(zx), and assume by contradiction that n, is not a Dirac delta for p-a.e. x.
This means that there exists a constant a > 0 such that

([ ity ) =

By Fubini’s Theorem this implies that there exists a time ¢y € (0, 7] such that

[ mind ) = ntto) 1} dutan. ) = 5.

Since the integrand is bounded by 1 and the measure y has mass 1, this means that the
set

A= {(fc,rm) + min{|y(to) —n(to)l, 1} > QT}

has p-measure at least a/(27"). Then, assuming without loss of generality that a < 2T,
this implies that |y(to) — n(to)| > a/(2T) for all (z,n,7) € A, hence

Bic(to) > /// log 1 n 71(150){5771@0)\ + 72(150)5772@0)\) dpu(z,,7)

> 4 (1 —)
o7 8\ T 957

We now want to show that this is impossible.

(1.14)

Computing the time derivative of ®5 . we see that

d‘béc |b1 b1( 2(1))] Clbz(’yl(t)) —ba( I , ( )
5 () = ni(0)] (x,1,7)-
Rd 5+|’Y 2O o+ @) =i
(1.15)
By our assumption on by, the first summand is easily estimated using the Lipschitz regu-

larity of b; in Bp:

b bl 1981 l=(ae)
/Rd/ C(0+ ”Y —n2(s))) du(z,n,v) < c . (1.16)

To estimate the second integral we show that for some constant C', which depends only
on d, |p|(R%) and R, one has

/// CIK *Cg—i_ v K;I(Otg?’?l(t))’ dula,n,~) < CC( +log(§)> (1.17)
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To this end, we first recall the definition of weak LP norm of a py-measurable function
f: X — R in a measure space (X, u):

11z 2= supfA p({If] > ADYP 4 > 0}

By [BC2, Proposition 4.2 and Theorem 3.3(ii)], there exists a modified maximal operator
M, which associates to every function of the form DK x o, 0 € .#,(R%), the function
M(DK o) € L'(R%) with the following properties: there exists a set L with Z%(L) =0
such that

|Kxo(z)—Kxo(y)| < C[ (DK x0)(x )+M(DK*U)(y)} |z —y| Vaz,y e RN\L, (1.18)
and the weak-L' estimate
||M (DK % p)|||a1 (5, < Clpl(RY) (1.19)

holds with a constant C' which depends only on d and R. Applying (1.18), we see that

K« p(y! (1) = K+ p(n' (1))]
// 5+ |7 ) — 0l (t)] dp < /gt(ﬂ:,nw) dp, (1.20)

where

ge(r,m, ) = min{CMwK*p)( (1)) + CNI(DE * p) (n\ (1)),

|K * pl(7' (1)) + \K*p\(n1<t))}
¢o '

Let us fix p := d%‘ip € <1, ﬁ), so that |K| € LP (R?). The last term in (1.20) can
be estimated thanks to the following interpolation inequality (see [BC2, Lemma 2.2])

) el laze )
v = g Melllan o { 1 +1og (fro = =) )
el p_lmgt”‘wm( Clallunc,)

loc

Then, the first term in the right-hand side above can be estimated using our assumption
(er)4n < CoZ? and (1.19):

gl artuy < 20| (DK = p) (" (8))] a1 )
= 2[[[M (DK * p)(n" (t) ]| ar1 (m)
= 2|||M (DK * p)(@)ll| a1 (B> Br.ecsm)
< 2C0||M(DK * p) (@)l s (B x B.224)
< 260.2%(BR)|[|M (DK * p)(@)||| a1 (5, 229)
< 260C.Z%(Bg)|p|(RY).
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Similarly, the second term in the right hand side can be estimated using (e;)4n < Co.Z d
and Young’s inequality:
119ellap(ay < 268) M IE % p) (0" (0)) ] oy = 2(68) ~HIE * p) (" () 2o oy
< 2C0(CO) (K * p) (@)l 2o (BrxBr) < 2C0(¢8) T LUBR) (K * p)l| 1o(5r)
< 200(¢0) LY (Br) | K || o (Bl (R)
<O,
where C' depends on d, R, and |p|(RY). Combining these last estimates with (1.20), we

obtain (1.17).
Then, using (1.15), (1.16), and (1.17), we deduce that

s, C C
g (0 ST+ CCHCClog (5)

for some constant C' depending only on d, R, |p|(R?%), and [Vb1| oo (ray- Integrating with
respect to time in [0, ¢p], we find that

Bs.c(to) < Cto <1 ¢+ Clog (Q) 4 Clog (;))

¢ ¢
Choosing first ¢ > 0 small enough in order to have Cto¢ < a/(2T) and then letting § — 0,
we find a contradiction with (1.14), which concludes the proof. O

1.5 Optimal transport

In this section we present the basic optimal transport tools that are needed in order to
build physical solutions of the semigeostrophic system, as we will do in Chapter 9. We
refer to [Vi, AmGi] for a presentation of the topic and to [Gu] for the regularity theory
of the related Monge-Ampere equation.

Given two probability measures u,v € W(Rd) we consider all transport maps T that
“move p onto ", namely that satisfy the relation Ty = v. Among these maps, we look
for the minimizers for the Monge problem

inf { /Rd lz — S(2)2 du(z) : Syp = y}. (1.21)

A natural relaxation of this problem is the one where we move p onto v and we allow the
splitting of mass. In other words, we consider as transport plan every v € @(Rd X ]Rd)
with (71)gy = p and (m2)yy = v (here my and 7y are, respectively, the projections on the
first and second factor).

The relaxed minimization problem, due to Kantorovich, is

win{ [l =yPdr@y)in e PO, () =p o =v) (122
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A fundamental result of Brenier says that, under mild assumptions on the initial and
final measures, the unique optimizer for problem (1.22) is given by a map, which can be
represented as the gradient of a convex function.

Theorem 1.15 (Brenier). Let p,v € 2(RY) with p < £ and

[ JaPauto)+ [ yPav(y) < oc. (1.23)
Rd Rd

Then there exists a unique minimizer vy in (1.22). Moreover the plan v is induced by the
gradient of a convex function u, that is v = (Id xVu)yu and thus Vu is also a solution to
(1.21).

If we assume the function Vu of the previous theorem to be a smooth diffeomorphism
between two smooth densities p; dz and po dz, by the change of variable formula we see
that for every test function ¢ € C°(R%)

[ etueota)ds = [ cmds= |

y o(Vu(x))p2(Vu(x)) det Vzu(x) dx.

Hence, u solves the Monge-Ampére equation

P1

_ in R?,
p2 0o Vu o

det VZu =

When the function w is simply convex, without any smoothness assumption, one may
consider different notions of solution of the Monge-Ampere equation. We give here the
definition of Aleksandrov solution, which is a key concept in order to study the regularity
of optimal maps.

In order to introduce this notion, we consider a convex domain Q C R¢ and a convex
function u : 2 — R; we recall that the subdifferential of u is given by

ou(z) ={peR":u(y) >u(z)+p- (y—z) Vy € Q}
and we define the Monge-Ampére measure of u as
tu(E) = L40u(E)) = fd( U (‘3u(m)> for every set E C 2, (1.24)
zeE

where Z? denotes in the previous formula the Lebesgue outer measure. The main prop-
erties of the Monge-Ampere measure are the following:

e if u € C?(), the Area Formula implies p1,, = det V2u.2%;
e the restriction of u, to the Borel o-algebra is a measure;
e the absolutely continuous part of u, with respect to the Lebesgue measure is given

by jé@ = det V2u L.

1Since u is a convex function, its Hessian is a matrix-valued locally finite measure. In this case, we
denote by V2u the density of the absolutely continuous part of the Hessian.
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Thanks to these properties, we can give the following definition.

Definition 1.16. Given an open convex set {2 and a Borel measure pu on ), a convex
and continuous function u : 2 — R is said an Aleksandrov solution to the Monge-Ampere
equation

det V2u = p,

if 4 = p,, as Borel measures.

We finally mention that an important connection between the optimal transport prob-
lem and the theory of flows of vector fields is given by the Benamou-Brenier formula.
Under the assumptions of Theorem 1.15, we can consider the optimal map Vu; the opti-
mal cost between i and v can be found by looking at all vector fields which move p onto
v and then minimizing the kinetic energy of this “dynamical transport plan”

1
/ |z — Vu(z)[* du(z) = min {/ / o2 dpt : Oupr + V- (vepr) =0, po = p, p1 = V}-
R4 0 Rd

In the next two subsections we give more precise statements on the 2-dimensional torus
T2, which are suitable for the application in Chapter 9.

1.5.1 Existence and uniqueness of optimal transport maps on the torus

The following theorem can be found in [Co].

Theorem 1.17 (Existence of optimal maps on T?). Let p and v be Z*-periodic Radon
measures on R? such that u([0,1)?) = v([0,1)?) = 1 and pu = p£L? with p > 0 almost
everywhere. Then there exists a unique (up to an additive constant) convez function
P :R? = R such that (VP)yu = v and P — |z|?/2 is Z*-periodic. Moreover

VP(z+h)=VP(x)+h  foraexzcR? VheZ? (1.25)
2
|VP(z) — x| < diam(T?) = \2[ fora.e.z € R2. (1.26)

In addition, if p = pL?, v = 0.2, and there exist constants 0 < A < A < oo such that
A< p,0 <A, then P is a strictly convex Alexandrov solution of

det V2P(z) = f(z), with f(x) = a(ég()x))'

Proof. Existence of P follows from [Co]. To prove uniqueness we observe that, under our
assumption, also the convex conjugate p*(y) := P*(y) — |y|?/2 is Z?-periodic. Hence, since

P(z) = sup = -y — P*(y),
yeR2
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we get that the function p(z) := P(z) — |z|?/2 satisfies

2 2
y—x * Yy
p(e) = sup (- W2t ey 4 D)
yeR2
+h—z|? .
= sup sup(—i‘y | —p(y+h))
ye[0,1]2 heZ? 2
2y(z,y)
g (- D
y€T?

where dp2 is the quotient distance on the torus, and we used that p*(y) is Z2-periodic.
This means that the function p is d%fconvex, and that p* is its d%Q—transform (compare
with [Vi, Chapter 5]). Hence VP = Id + Vp : T? — T? is the unique (p-a.e.) optimal
transport map sending p onto v ( [McC, Theorem 9]), and since p > 0 almost everywhere
this uniquely characterizes P up to an additive constant. Finally, all the other properties
of P follow from [Co]. O

1.5.2 Regularity of optimal transport maps on the torus

Theorem 1.17 can be combined with the regularity results for strictly convex Alexandrov
solutions of the Monge-Ampere equation (see [Cal,Ca2,Ca3,Co,DF3,GT]), which are
completely local and therefore work in R? as well as on the torus. The main regularity
results are summarized in the next theorem.

Theorem 1.18 (Space regularity of optimal maps on T?). Let u = p.£?%, v = 0.2 be Z*-
periodic Radon measures on R? such that u([0,1)%) = v([0,1)?) =1, let 0 < A < A < 00
such that X < p,o < A, and let P be as in Theorem 1.17 with [, Pdx = 0. Then:

(i) P € CYP(T2) for some B3 = B(\,A) € (0,1), and there exists a constant C = C(\, A)
such that
[Pllc1s < C.

(ii) P € WL(T?), more precisely for any k € N there exists a constant C = C(\, A, k)
such that

/ |V2P|logh |V2P|dx < C
T2

and there exist a constant C = C(X\) and an exponent vy = Yo(A) > 1 such that

/ |V2P|" dx < C. (1.27)
T2

(iii) If p, o € CF*(T?) for some k € N and o € (0,1), then P € C*2%(T?) and there
exists a constant C = C(\, A, ||pllcre, |o|lcr.a) such that

HP||Ck+2,a S C
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Moreover, there exist two positive constants ¢y and ca, depending only on A\, A,
HP”(JO@, and HUHCO,Q, such that

c1ld < V?P(z) < cgld  VazeT2

1.6 A few glimpses of classical regularity theory for elliptic
equations

The aim of this section is to give the basic setting and the fundamental tools for the
development of Chapters 6 and 7, which deal with the regularity theory of local minimizers
of certain variational integrals. To this end, we first provide a general introduction to some
aspects of the classical regularity theory. We also focus on some useful ideas and lemmas,
that will be employed in Chapters 6 and 7.

As in the setting of Hilbert’s XIX problem, given an open set @ C R% a convex
function F : R* = R, and an integrable function f : @ — R, we consider local minimizers
u : £ — R of the functional

/]:(Vu) + fu (1.28)
Q

whose Euler-Lagrange equation can be written as
V- (VFVu)) =f in Q (1.29)

or equivalently 9;(0;F(Vu)) = f (here and in the following we use the Einstein’s summa-
tion convention, omitting the summation sign).

Given bounded, measurable coefficients a;; and an integrable function g : 2 — R, we
also consider solutions of the equation

82'((%']'8]"[)) = 8igi in (1.30)

(notice that the partial derivatives d.u of the solution of (1.29) formally solve this kind
of equation, where the coefficients a;; are taken to be 0;;F, as it can be easily seen
differentiating the Euler-Lagrange equation with respect to d.).

The fundamental result of De Giorgi says that any solution to a uniformly elliptic
operator is locally Hélder continuous.

Theorem 1.19 (De Giorgi-Nash-Moser). Let A, A\ >0, ¢ > d, (aij)ij=1,..d: B1 — Rxd
be measurable coefficients with

M < (aij(x)) < AT for £%-a.e. x € By.

Let g € LY(By;RY) and let v € WH2(By) be a distributional solution of (1.30).
Then there exist constants a :== a(d, \,A) € (0,1) and C := C(d, X\, A) > 0 such that

[ollca(B, o) < Cllvllz2(sy)-
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For the sake of completeness, we also mention the regularity result of Schauder, which
assumes some regularity of the coefficients and of the right-hand side.

Theorem 1.20 (Schauder). Let A > 0, k € NU{0}, € (0,1), (ai;)i j=1...a € CFY(By;R¥?)
be such that
M < (aij(z)) for every x € By.

Let g € CH*(B1;RY) and let v € WY2(By) be a distributional solution of (1.30). Then
v E Ck+1’a(B1/2).

By the previous results, it follows that any minimizer of (1.28) is of class C%.(2) as
soon as we assume F, f € C*(§2) and

M <V2F(z) < AT forany z € Q,

for some 0 < A < A < oo.

To conclude this introductory section, we recall the validity of weak Harnack inequal-
ities for supersolutions of elliptic equations (see [GT, Theorem 8.18]) that will play a
crucial role in the proof of Lemma 6.10. A function v € VVl(l)C2 () is said to be a distribu-
tional supersolution of (1.30) if for every smooth, nonnegative, compactly supported test
function ¢ € C°(Q2), we have

[ as@ds@op)ds < [ @) ds
Theorem 1.21. Let A,A >0, ¢ >d, r >0, let a;; be measurable coefficients with
A< (aij(x)) < AI for any x € B,
and let g € L9(B,;R?Y). Let v € WY2(B,) be a nonnegative supersolution of
9i(aij(2)0jv) < dig" in By. (1.31)

Then there exists a constant cy := co(d, A\, A) > 0 such that

inf{v(z) : x € B4} > 00][ v(x)dr — rlfd/quHLq(Br).

Br/2

1.6.1 The p-laplacian

When the ellipticity condition on the hessian of F fails at one point, several regularity
results for local minimizers of (1.28) are still available. For instance, we consider the model
case is given by the p-Dirichlet energy, that is

/ |Vul? + fu, (1.32)
Q
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whose Euler-Lagrange equation reads as
pV - (|VulP~2Vu) = f in Q. (1.33)

The Ch* regularity of any local minimizer u (even in the vectorial case) has been
proved in a series of papers by Uraltseva [Ur|, Uhlenbeck [Uh], and Evans [Ev]| for p > 2,
and by Lewis [Lew] and Tolksdorff [To] for p > 1 (see also [DiB, Wa]). Notice that in
this case the equation is uniformly elliptic outside the origin.

Theorem 1.22. Let p € (1,00), ¢ > d, g € LY(By) and let u € WIP(Q) be a local
minimizer of (1.28). Then we have that u € CH*(By3) for some a > 0.

One cannot expect, in general, more than Holder continuity of the gradient of local

minimizers of (1.32). Indeed, the function u(z) = |z|'T%, whose gradient is Vu(z) = |z|%z,
satisfies

PV (VulP~2Vu) = pV - (|| ® D 12) = (p — Do — 1+ m)[?D

Hence, if we choose @ = (p—1)~!, u solves the Euler-Lagrange equation (1.33) with f = n,
hence it is a local minimizer of (1.32), but it is not twice differentiable at the origin for
p > 2.

1.6.2 The non-variational problem
The following lemma concerns elliptic equations in non-divergence form

ai]@iju == f in Bl. (134)

Although it could be stated for non-smooth viscosity supersolutions of the equation
above, for simplicity we state it as an a priori estimate on smooth solutions.

Theorem 1.23 (Alexandroff-Bakelman-Pucci estimate). Let A, A > 0, (asj)ij=1,..d €
C(B1;R¥%) be such that

M < (aij(z)) < AT for every x € Bj.
Let g € C(By) and let u € C*(Bi) be a supersolution of (1.34) such that u >0 on 0By 5.

Then, denoting by Iy, the convex envelope of u, namely the largest non-positive convex
function in By that lies below u in By, there exists a constant C := C(d, A, \) such that

sup(u_)? < C (f+)da.
By 2 {z€B:u=Ty}
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1.6.3 A few basic lemmas

In this section we present two classical criteria to prove the Holder regularity of a function
(or of its gradient).
Given a locally integrable function u : R* — R, we denote its average on B,(z) by

1
(W) B, (z) = ]{BT(Z)U(?J) dy = Boo)] ]{BT@) u(y) dy

and its mean oscillation in B, (x) by

][ [u(y) — (v) B, (z)| dy-
By (x)

The first result exploits the classical equivalence between Holder spaces and Campanato
spaces; the proof can be found in [Gi, Theorem 1.3, section III].

Lemma 1.24 (Campanato’s description of Hélder continuity). Let M > 0, o € (0,1),
and u € L?(By) be a function. Let us assume that for every x € Byjp and r € [0,1/2) we

have 1/2
<][ lu — (U)B,«(ac)|2) < Mr®.
By ()

Then u € C¥*(By o) and [U]CO,Q(BI/Q) < cM for some constant ¢ := c(d).

The following lemma is a classical description of C1® regularity of a function and was
used, for instance, in the context of the regularity theory of minimal surfaces. Its proof
can be found in [CNS, Section 1] or [DF3, Lemma 3.1] (under the assumption that u is
also convex).

Lemma 1.25. Let a € (0,1], M >0, p € (0,1/2). Letu: By — R be a Lipschitz function
such that for every x € Byy there exists A, € R? such that the plane passing through x
and of slope A, well approximates u

u(y) = u(z) = Az (y —2)| < Mly —z['T* ¥y € By(z).

Then u € CH*(By o) and [VU]CO,Q(BI/2) < ¢cM for some constant ¢ := c(d).






Chapter 2

Maximal regular flows for
non-smooth vector fields

Given a vector field by(z) in R?, the theory of DiPerna-Lions, introduced in the seminal
paper [DPLA4], provides existence and uniqueness of the flow (in the almost everywhere
sense, with respect to Lebesgue measure .#¢) under weak regularity assumptions on b,
for instance when b(-) is Sobolev [DPL4] or BV [A1] and satisfies global bounds on the
divergence. In this respect, this theory could be considered as a weak Cauchy-Lipschitz
theory for ODE’s. This analogy is confirmed by many global existence results, by a kind of
Lusin type approximation of DiPerna-Lions flows by Lipschitz flows [ACM, CrDe], and
even by differentiability properties of the flow [LL]. However, this analogy is presently
not perfect, and the main aim of this Chapter is to fill this gap.

Indeed, the Cauchy-Lipschitz theory is not only pointwise but also purely local, whereas
the DiPerna-Lions theory is an almost everywhere theory and relies on global in space
growth estimates on |b|, like

IOl ¢ 11 (0,79 L1 @) + L (0,7 () 2.1)

1+ |z T T ’ '
This is in contrast with the fact that the so-called “renormalization property”, which plays
a key role in the theory, seems to depend only on local properties of b, because it deals
with distributional solutions to a continuity/transport equation with a source term: as a
matter of fact, it is proved using only local regularity properties of b.

Given an open set Q C R?, in this Chapter we consider vector fields b : (0,7) x Q — R?
satisfying only the local integrability property fOT Jo Ibldzdt < oo for all Q' € Q, a local
one-sided bound on the distributional divergence, and the property that the continuity
equation with velocity b is well-posed in the class of nonnegative bounded and compactly
supported functions in €2. Some of these assumptions have already been introduced in
Section 1.3 and, as illustrated in Remark 1.9, the last assumption is fulfilled in many cases
of interest and it is known to be deeply linked to the uniqueness of the flow; in addition,
building on the superposition principle (Theorem 1.6), it is proved in Section 2.3 that even
this assumption is purely local, as well as the other two ones concerning integrability and

23
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bounds on divergence.
Under these three assumptions we prove existence of a unique mazximal regular flow
X (t,) in €, defined up to a mazimal time Tq, x (x) which is positive .Z%-a.e. in Q, with

limsup Vo(X(t,z)) = 00 for Z%-a.e. v € {Tox < T}. (2.2)
tTTﬂyx(I)

Here Vo : © — [0, 00) is a given continuous “confining potential”, namely with V(z) — oo
as ¢ — 0Q; hence, (2.2) is a synthetic way to state that, for any Q' € Q, X (¢,z) is not
contained in Q' for ¢ close to To, x ().

In our axiomatization, which parallels the one of [A1] and slightly differs from the one
of the DiPerna-Lions theory (being only based on one-sided bounds on divergence and
independent of the semigroup property), “maximal” refers to (2.2), while “regular” means
the existence of constants C' (€', X) such that

/ (X (t,x))de <C(Q, X) | o(y)dy for all ¢ € C.(R?) nonnegative
Q'N{hg >t} R4

(2.3)
for all t € [0,T], @ € Q, where hg/(x) € [0,Tq x(z)] is the first time that X (-, z) hits
R4\ Q. Under global bounds on the divergence, (2.3) can be improved to

/ (X (t,x))de < C, o(y) dy for all ¢ € C.(R?) nonnegative (2.4)
Qﬂ{TQ’X>t} R4

for all t € [0,T], but many structural properties can be proved with (2.3) only.

Uniqueness of the maximal regular flow follows basically from the “probabilistic” tech-
niques developed in [A1], which allow one to transfer uniqueness results at the level of the
PDE (the continuity equation), here axiomatized, into uniqueness results at the level of
the ODE. Existence follows by analogous techniques; the main new difficulty here is that
even if we truncate b by multiplying it by a C°(€2) cut-off function, the resulting vector
field has not divergence in L> (just L', actually, when |b;| ¢ L (€2)), hence the standard
theory is not applicable. Hence, several new ideas and techniques need to be introduced
to handle this new situation. These results are achieved in Section 2.2.

Besides existence and uniqueness, we discuss in the next chapter the natural semigroup
and stability properties of maximal regular flows, as well as the proper blow up of trajec-
tories. The concepts introduced in this Chapter, together with their properties described
in Chapter 3 and 4, will be applied in Chapter 8 to describe the lagrangian structure of
weak solutions of the Vlasov-Poisson equation and to prove existence of weak solutions
with L' summability of the initial datum.

2.1 Regular flow, hitting time, maximal flow

Definition 2.1 (Local regular flow). Let B € B(RY), 7 > 0, and b : (0,7) x R? — R4
Borel. We say that X : [0,7] x B — R? is a local regular flow starting from B (relative to
b) up to 7 if the following two properties hold:
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(i) for Z%ae. x € B, X(-,z) € AC([0,7];R?) and solves the ODE (t) = b;(z(t))
ZLta.e. in (0,7), with the initial condition X (0,z) = z;

(ii) there exists a constant C' = C(X) satisfying X (t,-)x(ZIL B) < C.Z".

In the previous definition, as long as the image of [0, 7] x B through X is contained in
an open set €2, it is not necessary to specify the vector field b outside 2. By Theorem 1.12
we obtain a consistency result of the local regular flows with values in €2 in the intersection
of their domains.

Lemma 2.2 (Consistency of local regular flows). Assume that b satisfies (a-2) and (b-Q2).
Let X; be local regular flows starting from B; up to 1;, i = 1, 2, with X;([0,7;] x B;) C Q.
Then

Xi(z) = Xo(-,x) in (0,71 AT, for £%-a.e. x € By N By, (2.5)

Proof.  Take B C B; N By Borel with #%(B) finite, and apply Theorem 1.12 with
T =1 N1, m=d, and

1
A= 3 /(5)(1(.@) + 5X2(-7ac)) dfg(x),
where .L”g is the normalized Lebesgue measure on B. O

If we consider a smooth vector field b in a domain €2, a maximal flow of b in 2 would
be given by the trajectories of b until they hit the boundary of 2. In order to deal at
the same time with bounded and unbounded domains (including the case Q = R?) we
introduce a continuous potential function Vg : Q — [0, 00) satisfying

lim V4 = 2.6
[im Vo(z) = oo, (2.6)
meaning that for any M > 0 there exists K € Q with Vo > M on 2\ K (in particular,

when Q = R?, Vo(r) — oo as |z| — 00). For instance, an admissible potential is given by
Va(r) = max{[dist(z, R\ Q)]7L, |2}
Definition 2.3 (Hitting time in Q). Let 7 > 0, Q C R? open and 75 : [0,7) — R4

continuous. We define the hitting time of n in 2 as

ha(n) = sup{t € [0,7) : max Va(n) < oo},

)

with the convention hq(n) = 0 if n(0) ¢ Q.

It is easily seen that this definition is independent of the choice of Vg, that hg(n) > 0
whenever 7(0) € €, and that

ho(n) <7 = limsup Vo(n(t)) = cc. (2.7)
ttha(n)

Using Vo we can also define the concept of maximal regular flow, where “regular”
refers to the local bounded compression condition (2.8).
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Definition 2.4 (Maximal regular flow in an open set Q). Let b: (0,7) x Q — R? be a
Borel vector field. We say that a Borel map X is a maximal reqular flow relative to b in
Q0 if there exists a Borel map T x : © — (0,7] such that X (¢,z) is defined in the set
{(t,z) : t < T x(x)} and the following properties hold:

(i) for L%ae. x € Q, X(-,2) € ACic([0,To,x(x));RY), and solves the ODE i(t) =
bi(z(t)) L a.e. in (0,Tqx(z)), with the initial condition X (0,z) = x;

(ii) for any Q' € Q there exists a constant C(€', X) such that

X(t, )4 (L Ty > t}) <O, X) 2L vte[0,T], (2.8)
where
Tov () :z{ g”’(X("x)) iﬁijlg (2.9)
(iii) limsup Vo(X(t,7)) = oo for L%-a.e. € Q such that Ty x () < T.
o, x (2)

Notice that (2.8) could be equivalently written as
X(t, )y (LT > t}) <O, X)2?  forall t €[0,T],

because the push-forward measure is concentrated on €'; so the real meaning of this
requirement is that the push forward measure must have a bounded density w.r.t. £
In turn, (2.8) is not equivalent to require that (X (¢,)xZ4)LQ < C(Q, X)L, since
trajectories may be compressed while they are outside £’ and then enter Q' again. Let us
emphasize that our assumption (3.41) is not equivalent to require that (X (¢, )z Z4)L Q' <
C(QY, X)Z%. Indeed, with our assumption trajectories may be compressed when they are
outside " and then

Indeed in our case we are only assuming that the flow has bounded compression as
long as the trajectories remain inside ', while the latter assumption In turn, (3.41) is
not equivalent to require that (X (t,)x 2% L Q' < C(, X).£4, since trajectories may be
compressed while they are outside Q' and then enter Q' again.

Remark 2.5 (Maximal regular flows induce regular flows). Given any maximal regular
flow X in Q, 7 € (0,7), and a Borel set B C €2 such that T x > 7 on B and

{X(t,2z): z€B, te|0,7]} €Q,
we have an induced local regular flow in the set B up to time 7.

Remark 2.6 (Invariance in the equivalence class of b). It is important and technically
useful (see for instance [A2]) to underline that the concepts of local regular flow and
of maximal regular flow are invariant in the Lebesgue equivalent class, exactly as our
constitutive assumptions (a-2), (b-Q2), and the global/local bounds on the divergence of
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b. Indeed, for local regular flows, Definition 2.1(ii) in conjunction with Fubini’s theorem
implies that for any Z'T%-negligible set N C (0,T) x R? the set

{zeB: LY {te(0,7): (t,X(t,z)) € N}) > 0}

is Z?-negligible. An analogous argument, based on (2.8), applies to maximal regular
flows.

2.2 Existence and uniqueness of the maximal regular flow

In this section we consider a Borel vector field b : (0,T) x  — R? such that the spatial
divergence div b;(-) in the sense of distributions satisfies

T
V' e Q, divh(-) >m(t) in ', with L(Q,b) := / |m(t)] dt < oo (2.10)
0

and which satisfies the assumptions (a-2), (b-Q2) of Section 1.3, namely
(a-Q) fOT Jo 1be(2)] dazdt < oo for any ' € Q;

(b-Q2) for any nonnegative p € L(Q2) with compact support in 2 and any closed interval
I = [a,b] C [0,T], the continuity equation

d

L +div (bp:) =0 in (a,b) x Q

has at most one weakly* continuous solution I > t — p, € L1 (defined in (1.9))
with p, = p.

Remark 2.7. Assumption (2.10) could be weakened to m € L(0,Tp) for all Ty € (0,T),
but we made it global in time to avoid time-dependent constants in our estimates (and,
in any case, the maximal flow could be obtained in this latter case by a simple gluing
procedure w.r.t. time).

In order to construct a maximal regular flow, we would like to approximate the vector
field b by convolution and then consider a suitable weak limit of the approximated flows.
However, due to the lack of global bounds on b, we have to exclude the possibility that
trajectories escape to infinity faster and faster as the convolution parameter vanishes,
because in this case the existence time of the limit trajectory would be 0. The following
a priori estimate excludes this phenomenon by showing that the blow-up time is strictly
positive almost everywhere.

Remark 2.8 (An a priori estimate on the existence time). Let us consider a locally
integrable vector field b : (0,7) x R? — R? and a maximal regular flow X defined in the
set {(s,z): s <Tx(x)}. Then for every t € (0,7) and r > 0

{a € B,y : Tx(x) < 1}] < zC(Br,X)/O / 1by(2)| da ds, (2.11)
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where C(B,, X) is the constant appearing in (2.8). In particular, letting ¢ — 0 in (2.11)
with r fixed, we find that for every > 0 the existence time T'x is strictly positive .Z%-a.e.
in Br/2-

Indeed, let us consider the existence time T'5, x defined as in (2.9) and let Tp 5 =
min{t, T, x }. We notice that r/2 < | X (Tp x(v),x) — X (0,2)| on the set |[{z € B, /3 :
Tp, x(x) < t}| and therefore, by the properties of the maximal regular flow, we have

L)

{z € Byja: Tx(x) <t} < {z € Byja: T, x () < t}]

<2 / |X<TBT (2),2) — X(0,)|dx

B X
< - // X (s,x)|ds dx
<= //B X (s,2))| ds da
// |bs(X (s,2))|dxds
r B:n{Tg_ x(z)>s}
S*C ry X // x)|dx ds.

This proves (2.8).

Estimate (2.11) is enough to prove local existence of a regular flow, but once this object
has been built it is not clear how to extend each trajectory up to the blow-up time. For
this reason, we first build maximal regular flows in every bounded open set A, compactly
contained in our given domain €2, where b is integrable (in this context “maximal” refers
to the fact that a trajectory may hit the boundary of the open set A). Then, we glue
these flows together to obtain a global existence result.

We also mention that a different approach to construct maximal regular flows in R,
instead of building the local ones first, consists in employing the one-point compactification
of R% and a “damped” stereographic projection, with damping chosen in therms of the
vector field b, as it will be done in Section 4.3. However, this method of proof requires a
global bound on the divergence of b that can be replaced with a local bound following the
approach below.

The first step in the construction of the maximal regular flow will be the following
local existence result.

Theorem 2.9 (Local existence). Let b : (0,T) x Q — R be a Borel vector field which
satisfies (a-$2), (b-2), (2.10), and let A € Q be open. Then there exist a Borel map
4 A— (0,T] and a Borel map X (t,x), defined for x € A and t € [0,T(x)], such that:

(a) for L%a.e. x € A, X(-,x2) € AC([0,Ta(2);RY), X(0,2) = z, X(t,2) € A for all
t €[0,Ta(z)), and X(Ta(z),z) € OA when Ta(z) < T;

(b) for L%-a.e. x € A, X(-,x) solves the ODE & = by(7y) in (0, Ta(x));
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(¢) X(t,)u(LINATa > t}) < HAV LA A for all t € [0,T), where L(A,b) is the
constant in (2.10).

Notice that since the statement of the theorem is local (see also Section 2.3, in
connection with property (b-Q2)), we need only to prove it under the assumption |b| €
LY((0,T) x ), which is stronger than (a-(2).

We will obtain Theorem 2.9 via an approximation procedure which involves the concept
of regular generalized flow in closed domains, where now “regular” refers to the fact that
the bounded compression condition is imposed only in the interior of the domain.

Definition 2.10 (Regular generalized flow in A). Let A C R? be an open set and let
c: (0,T) x A — R? be a Borel vector field. A probability measure 7 in C([0,T];RY) is
said to be a reqular generalized flow on A if the following two conditions hold:

(i) m is concentrated on
{ne AC([0,T]; A) : 7(t) = ci(n(t)) for L-ae. t € (0,T)};
(ii) there exists C' := C(n) € (0, 00) satisfying
((e)gm)L A< CZ?  Vteo,T). (2.12)

Any constant C' for which (2.12) holds is called a compressibility constant of n.

The class of regular generalized flows enjoys good tightness and stability properties.
We recall that a sequence n™ € 2(C([0,T]; A)) is said tight if for every € > 0 there
exists a compact set I'. C C([0,T7]; A) such that n™(C([0,T]; A) \ T's) < e for every n €
N. Equivalently, the sequence 1" is said to be tight if there exists a coercive, lower
semicontinuous functional ¥ : C([0,7]; A) — [0,00] such that sup,cy [ L dn"™ < co. We
state the tightness and stability properties in the case of interest for us, namely when
the velocity vanishes at the boundary. Notice that, in the following theorem, assumption
(2.13) requires the convergence of the vector fields in L'((0,T) x A; R?) and not only in
L} .; this allows to apply Dunford-Pettis’s theorem to prove the tightness of any sequence
of generalized regular flows with bounded compressibility constants.

Theorem 2.11 (Tightness and stability of regular generalized flows in A). Let A C R? be
a bounded open set, let ¢, ¢ : (0,T) x A — R? be Borel vector fields such that ¢ = ¢ =0
on (0,T) x (R4\ A) and
lim ¢"=¢  in L'((0,T) x A;RY). (2.13)
n—oo
Let ™ € Q(C([O,T];Z)) be reqular generalized flows of €™ in A and let us assume that
the best compressibility constants Cy, of n™ satisfy sup,, Cp, < co. Then (n™) is tight, any
limit point n is a regular generalized flow of ¢ in A, and the following implication holds:

()" L)L A < ¢, 2 for some c, >0 = ((e)gnL.T)L A <liminf c,.2?

(2.14)
for any choice of open sets T C C([0,T]; A) and A’ C A.
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In the previous theorem the assumption that all the vector fields vanish on the bound-
ary of A allows us to say the following: if an integral curve of ¢" in A hits 0A and stops
there, then it is still an integral curve of ¢” on the whole A. We remark that the previous
theorem is invariant if the vector fields ¢ are modified on a set of Lebesgue measure zero
in (0,7") x A, thanks to the compressibility condition (2.12) required in A; on the contrary,
the value of ¢" on JA has to be understood in a pointwise sense.

Proof of Theorem 2.11. By Dunford-Pettis’ theorem, since the family {¢"} is compact in
LY(A;R?) (recall that c,(t,-) vanish outside of A), there exists a modulus of integrability
for ", namely an increasing, convex, superlinear function F' : [0,00) — [0, 00) such that
F(0) =0 and
T
sup/ /F(|c”(t,x)|) dxdt < 0. (2.15)
0 A

neN

Let us introduce the functional ¥ : C([0, T]; R?) — [0, oc] as follows

() i { Jy F(ao)l)de i n € AC((0, T A), _
' o0 if n € C([0,T];RY) \ AC(]0, T); A).

Using Ascoli-Arzela theorem, the compactness of A, and a well-known lower semicontinuity
result due to Ioffe (see for instance [AFP, Theorem 5.8]), it turns out that 3 is lower
semicontinuous and coercive, namely its sublevels {3 < M} are compact.

Since n™ is concentrated on AC([0,T]; A) we get

[sar=][] " Bl dedn(n)

-/ ' [ Ftealtennat

T
§Cn/ /F(|c”\)dxdt,
0 JA

so that that [ ¥ dn" is uniformly bounded thanks to (2.15). Therefore Prokhorov com-
pactness theorem provides the existence of limit points. Since X is lower semicontinuous
we obtain that any limit point 1 satisfies f >dn < oo, therefore n is concentrated on
AC([0,T); A).

Let C := liminf,en C,, < co. Since (e;)xn™ narrowly converge to (e;)#n, we know
that for any open set A’ C A there holds

(e 4m(A') < liminf(er) yn"(A) < CLUA) Ve [0,T],

Since A’ is arbitrary we deduce that m satisfies (2.12). A similar argument provides its
localized version (2.14). To show that i is concentrated on integral curves of ¢, it suffices
to show that

[ o= - | ea(n(s)) ds| dn(n) = 0 (216)
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for any ¢ € [0,7]. The technical difficulty is that this test function, due to the lack of
regularity of ¢, is not continuous with respect to 1. To this aim, we prove that

[ by =0~ [t as

for any continuous vector field ¢ : [0,7] x A — R? with ¢ = 0 in [0,T] x OA. Then,
choosing a sequence (c,) of such vector fields converging to ¢ in L'(A4;R?) and noticing
that

//OT|cs<n<s>>— ()| dsdn(n //‘C_cn,des s

Cp lc — c,| dx dt,
(0,T)xA

dn(n) < C/ lc — | dzdt (2.17)
0,

converges to 0 as n goes to oo, we can take the limit in (2.17) with ¢/ = ¢, to obtain
(2.16).

It remains to show (2.17). This is a limiting argument based on the fact that (2.16)
holds for ¢, n™:

[ ey =0 [ atenas

dn"(n) = i (e (n(s) — c4(n(s))) ds| dn™(n)

t
< / /0 & — &\ (n(s)) ds dn™ ()
t
= [ [ Jer = elldite.pmas
0 A
t
§Cn//\c"—c'\dxds.
0 A

Taking the limit in the chain of inequalities above we obtain (2.17). O

Now we show how Theorem 2.9 can be deduced from the existence of regular gener-
alized flows in A; indeed, assumption (b-Q) allows to prove through Theorem 1.12 that
generalized regular flows on A are induced by a proper regular flow defined on A. In the
second part of the proposition, we show that flows associated to sufficiently smooth vector
fields induce regular generalized flows (actually even classical ones, but we will need them
in generalized form to take limits).

Proposition 2.12. (i) Let b : (0,T) x Q — R? be a Borel vector field which satisfies (a-2)
and (b-2), let A € Q be an open set, and let 1 be a reqular generalized flow in A relative
to ¢ = xab with compressibility constant C' and that satisfies (eg)un = 0oL with py > 0
ZLa.e. in A. Then there evist X and Ta as in Theorem 2.9(a)-(b) that satisfy

X(t, )4 (pol{Ta > t}) < CLLA (2.18)
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for all t € [0,T]. B
(ii) Let b € C=([0,T)x A;R?). Then there exists a reqular generalized flow n associated
to bxa, with (eg)xm equal to the normalized Lebesgue measure in A and satisfying

oL(A'b)

Z4A)

((er)gmiha() > tHLA < 21 vtel0,T] (2.19)

for any open set A’ € A.

Proof. We first prove (i). Set pg = po.£? and consider a family {n,} C 2(C([0,T]; 4))
of conditional probability measures, concentrated on

{ne AC([0,T); A) : 1) =ci(n) L -ae. in (0,T), n(0) =z}
and representing 7, i.e., [ 1, duo(z) =n. We claim that pp-almost every = € A:
(1) ha(n) is equal to a positive constant for n -a.e. n;
(2) if T'a(x) is the constant in (1), (e;)xm, is a Dirac mass for all ¢ € [0, T4(x)].

By our assumption on s, the properties stated in the claim hold .#%-a.e. in A. Hence,
given the claim, if we define

X(t,7) = / n(t) dn, ()

then for .#%-a.e. z € A the integrand 7(t) is independent of 7 as soon as t < Ta(x),
hence X (t, ) satisfies (a) and (b) in the statement of Theorem 2.9. The compressibility
property (2.18) follows immediately from (2.12).

Let us prove our claim. We notice that the hitting time is positive for ugp-a.e. = € A.
For ¢ € QN (0,T), we shall denote by I'y the set {n : ha(n) > ¢} and by £¢ : T, —
C([0,q]; A) the map induced by restriction to [0, g, namely %9(n) = n|( q-

In order to prove the claim it clearly suffices to show that, for all ¢ € QN (0,7),
Ziﬁ(nxl_qu) is either a Dirac mass or it is null. So, for ¢ € QN (0,7") and 6 € (0, 1) fixed,
it suffices to show that

1
nx(Fq>
is a Dirac mass for pp-a.e. z satisfying n,(I'y) > 0.

By construction the measures A, satisfy A, < Ei& (n,L.T)/0 and they are concentrated
on curves [0, ¢q| 3 t — n(t) starting at = and solving the ODE 1 = by(n) in (0, ). Therefore

Azt

S, (1, LTy) € 2(C([0,q]; 4))

A / A dpio(z) € 2(C([0,q); A))
{zcA: n,(Tg)>6}

satisfies all the assumptions of Theorem 1.12 with T" = ¢ and €2 = A, provided we check
(1.12). To check this property with Cyp = C/0d, for t € [0,¢q] and ¢ € C.(A) nonnegative
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we use the fact that A, < Eiﬁ(ny LT';)/0 and the fact that C' is a compressibility constant
of 1 to estimate

1 1 C
/ pd(e) < - / pd(er)a(nlTy) < & / pd(eyn < = / o dz.
Rd (5 Rd (5 ]Rd (5 A

Therefore Theorem 1.12 can be invoked: A, is a Dirac mass for pg-a.e. x and this gives
that A, is a Dirac mass pp-a.e. in {n,(I';) > é}. This concludes the proof of (i).

For (ii), we begin by defining n with the standard Cauchy-Lipschitz theory. More
precisely, for x € A we let X (¢,z) be the unique solution to the ODE 7 = b:(n) with
7(0) = = until the first time T4(z) that X (¢, x) hits A, and then we define X (¢,2) =
X (t,Ta(z)) for all t € [Ta(x),T]. Finally, denoting by ¢ the normalized Lebesgue
measure in A, we define 1 as the law under fg of the map x — X (-,x). With this
construction it is clear that condition (i) in Definition 2.10 holds.

Let us check condition (ii) as well, in the stronger form (2.19). Recall that X is smooth
before the hitting time and that the map ¢t — J(t) := det V, X (¢, z) is nonnegative and
solves the ODE

{ J(t) = J(t) divb (X (t, 7)), (2.20)

J(0) = 1.

Now, fix an open set A’ € A, and observe that (2.19) is equivalent to prove that for every
te0,7)

o(X (t,2)) dx < XAP) / o(x)dx  for every p € C.(A).

/

A’ﬂ{r:hA,(X(-,m))>t}

Fix ¢ € C.(A") nonnegative and notice that (X (t,z)) = 0 if ¢ > hy (X (-,2)), hence
supp ¢ o X (t,-) is a compact subset of the open set Gy := {x : ha/(X(-,x)) > t}. By the
change of variables formula

/ o(X (t,z))det Vo X (¢, ) da::/ () dz,
R4 R
in order to estimate from below the left-hand side it suffices to estimate from below

det Vo, X (t,x) in Gy; using (2.20) and Gronwall’s lemma, this estimate is provided by
—L(A"b) 0
e .

Remark 2.13. For the proof of Theorem 3.2 we record the following facts, proved but
not stated in Proposition 2.12: if 1 is as in the statement of the proposition, then for
(eo)xm-a.e. x the hitting time h4(n) is equal to a positive constant T4(z) for n, -a.e. n;
furthermore, (e;)xm, is a Dirac mass for all ¢ € [0,T4(x)].

Proof of Theorem 2.9. By the first part of Proposition 2.12, it suffices to build a regular
generalized flow 17 in A relative to ¢ = x4b with compressibility constant eX(4:)/ Z4(A)
such that (eg)un = 0oL with pg > 0 .Z%a.e. in A. By the second part of the proposition,
we have existence of 1 with (eg)4n equal to the normalized Lebesgue measure £¢ and
satisfying (2.19) whenever b € C°([0,T] x A;R%).
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Hence, to use this fact, extend b with the 0 value to R x R% and let b, be mollified
vector fields. We have that L(A,b.) are uniformly bounded (because A € 2) and, in
addition, the properties of convolution immediately yield

limsup L(A’,b.) < L(A, b) for any A’ € A open. (2.21)
el0

If . are regular generalized flows associated to c¢. = xab., we can apply Theorem 2.11
to get that any limit point 1 is a regular generalized flow associated to ¢ and it satisfies
(e0)ym = £4. In addition, given A’ € A open we have

el
thus (2.14) and (2.21) yield
o elab)
/(- < — .
((egnidha() > LA < Gaie et e ]
Letting A’ 1 A gives that e(4:0) / 24(A) is a compressibility constant for 7. O

Using a gluing procedure in space, we can now build the maximal regular flow in {2
using the flows provided by Theorem 2.9 in domains €, € Q2,41 with €, 1 Q.

Theorem 2.14. Let b : (0,T) x Q — R be a Borel vector field which satisfies (a-2)
and (b-2). Then the maximal regular flow is unique, and ezistence is ensured under the
additional assumption (2.10). In addition,

(a) for any Q' € Q the compressibility constant C(, X)) in Definition 2./ can be taken
to be e 0) where L(QY,b) is the constant in (2.10);

(b) if Y is a regular flow in B up to T with values in Q, then To.x > 7 £%-a.e. in B
and
X(,z)=Y(,z) inl0,7], for L%a.e. x € B. (2.22)

Proof. Let us prove first the uniqueness of the maximal regular flow in 2. Given regular
maximal flows X* in , ¢ = 1, 2, by Lemma 2.2 and Remark 2.5 we easily obtain

XY, z)=X?(,x) in [0, Tq x1 () AT x2(x)), for ZLhae xeq.

On the other hand, for Z%-a.e. = € {T x1 > Tq x2}, the image of [0, T, x2(z)] through
Va(X1(-,z)) is bounded in R, whereas the image of [0, Tq x> (7)) through Vo(X2(-,x)) is
not. It follows that the set {Tq x1 > T x2} is Z%negligible. Reversing the roles of X!
and X? we obtain that T xt =T x» Zda.e. in Q.

In order to show existence we are going to use auxiliary flows X, in €,, with hitting
times 75, : Q, — (0,77, i.e.,
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(1) for L%ae. x € Q,, Xp(-,z) € AC([0, T (2)]; R?Y), X,,(0,2) = z, X,,(¢,7) € Q, for
all t € [0,T,,(z)), and X (T, (x), x) € 9Ly, when T, (z) < T, so that hg, (X, (-, z)) =
Tn(2);

(2) for L%a.e. x € Qy,, X,(-,x) solves the ODE 4 = by(7) in (0, T},(z));

(3) Xn(t,)p(LUAT, > t}) < b 24 Q, for all ¢ € [0,T], where L(Qy,b) is
given as in (2.10).

The existence of X, T}, as in (1), (2), (3) has been achieved in Theorem 2.9.

If n < m, the uniqueness argument outlined at the beginning of this proof gives
immediately that T),(z) < T,,(z), and that X,,(-,z) = X (-, 2) in [0, Ty,(z)] for L %-a.e.
z € ),. Hence the limits

To,x(xz) = lim T, (z), X(t,z) = lim X, (t,z) te[0,Tox(x)) (2.23)

n—oo n—oo

are well defined for Z%a.e. x € Q. By construction
X(,z2)=Xp(,x)  in [0,T,(x)), for ZL%ae. xe€Q,. (2.24)

We now check that X and T x satisfy the conditions (i), (ii), (iii) of Definition 2.4.
Property (i) is a direct consequence of property (2) of X, (2.23), and (2.24).

In connection with property (ii) of Definition 2.4, in the more specific form stated
in (a) for any open set Q' € , it suffices to check it for all open sets €,: indeed, it
is clear that in the uniqueness proof we need it only for a family of sets that invade Q2
and, as soon as uniqueness is established, we can always assume in our construction that
Y is one of the sets €,. Now, given n, we first remark that property (1) of X, yields
To(z) = hg, (X (-, 7)) for L%a.e. x € Q,; moreover (2.24) gives

X(t, -)#(.,Z”dl_{Tn >t}) = X, (t, ~)#($dl_{Tn > t})
for all t € [0,7]. Hence, we can now use property (3) of X,, to get
X (t, )4 (LT, > t}) < LB 24 Q. for every t € [0,T], (2.25)

which together with the identity 7},(z) = hq, (X (-, 2)) for Z%a.e. = € €, concludes the
verification of Definition 2.4(ii).

Now we check Definition 2.4(iii): we obtain that limsup Vo(X (t,z)) = oo as t 1
To x(z) for L%-a.e. x € Q such that T x () < T from the fact that X (¢, T, (z)) € Oy,
and the sets €2, contain eventually any set K & ). This completes the existence proof
and the verification of the more specific property (a).

The proof of property (b) in the statement of the theorem follows at once from
Lemma 2.2 and Remark 2.5. U
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2.3 On the local character of the assumption (b-(2)

Here we prove that the property (b-Q2) is local, in analogy with the other assumptions
((a-€2) and the local bounds on distributional divergence) made throughout this Chapter.
More precisely, the following assumption is equivalent to (b-2):

(b-Q) for any tgp > 0,z € § there exists € := e(tg, z9) > 0 such that for any nonnegative
p € L>®(R?) with compact support contained in B.(z¢) C € and any closed interval
I =a,b] C [to —¢e,to + €] N[0,T], the continuity equation

d
ot div (bp)) =0  in (a,b) x R?

has at most one weakly* continuous solution I > ¢t — p; € Lo with p, = p and p;
compactly supported in B.(zg) for every ¢ € [a, b].

Lemma 2.15. If the assumptions (a-Q2) and (b’-§) on the vector field b are satisfied, then
(b-Q) is satisfied.

Proof. Step 1. Let n € @(C([a, b};Rd)), 0 <a<b<T, be concentrated on absolutely
continuous curves n € AC([a,b]; K) for some K C € compact, solving the ODE 7 = b:(n)
Zl-ae. in (a,b), and such that (e;)yn < CZL4 for any t € [0,7]. We claim that the
conditional probability measures 7, induced by the map e, are Dirac masses for (eq)4n-
a.e. .

To this end, for s,t € [a,b], s < t, we denote by X%t : C([a,b];RY) — C([s,t];R?)
the map induced by restriction to [s, ], namely X**(n) = n|js4. For (e,)un-a.e. € R?
we define 7(z) the first splitting time of n,, namely the infimum of all ¢ > a such that
(X%") 4m, is not a Dirac mass. We agree that 7(z) = T if n, is a Dirac mass. We also
define the splitting point B(z) as n(7(z)) for any n € suppm,. By contradiction, we
assume that the set {z € R?: 7(x) < T'} has positive (e,)xn measure.

For every to > 0 and z¢ € R? let £(tg, ) > 0 be as in (b™-Q2). By a covering argument,
we can take a finite cover of [a,b] x K with sets of the form

Ito,xo,s(to,xo) = (tO - E(t()? :L’()), to + E(t()v xo)) X Be(to,xo)/Q(xO)‘
We deduce that there exist to > 0 and z¢ € R? such that the set
Ey:={z € RY T(z) < T, (r(x),B(x)) € Ito’x(),g(tom)} (2.26)

has positive (e,)4m measure.
For every p,q € Q with a < p < g < b we define the open set

Epq={ne€C([a, b]§Rd) :n([p,q]) C Bs(to,xo)/Z(xO)}'

We claim that there exist a set F1 C Ey and p,g € QN [a,b], p < ¢ such that
(ea)#m(E1) > 0 and for every x € Ey the measure X57(15, ,n,) is not a Dirac delta.
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To this end, it is enough to show that for .Z%-a.e. € Ey there exist py, ¢ € QN|[a, b],
Pz < ¢y such that X5% (1, n,) is not a Dirac delta.

Let us consider 71 € suppn,; it satisfies 01 (7(z)) = B(z) € Be(t,20)/2(70). Let pz, gu
be chosen such that 71([ps; ¢z]) € Be(g,20)/2(w0). By definition of 7(z) we know that
3% n, is not a Dirac delta. Hence there exists 7o € C([a, b]; R9) such that o € supp(n,,),
n2(7(z)) = B(x), ni(t) # na2(t) for every t € [a, 7(x)], m(t) # n2(t) for some t € [7(z), ¢z
Up to reducing g5, we can assume that XP+=9(n;), ¥P=9 (1)) are curves whose image is
contained in Be (4, z) /Q(xo), so that n1,m2 € Ep, 4., and which do not coincide. Moreover,
since supp(ngf’qznx) = YP»% (suppmn,), we deduce that both 3P (n;) and XP=% (1)
belong to the support of X,7% (n,) and hence X5 % (15, , 1,) = Lsreas(m,, 4 )20 My
is not a Dirac delta.

Let 6 > 0 be small enough so that Es = E1 N {z : n,(E,,) > 0} has positive (eq)4n-
measure. We introduce the probability measure 1) € 2(C([a, b]; R?))

7= ((ca) gL Es) ® (nl(’gqu)nx) — ((ca)4nL Ex) @ 1.

which is nonnegative, and less than or equal to n/d. Moreover Eiqﬁ € @(C ([p, ql; Rd))
is concentrated on curves in B, 40)/2(0), and

TPas 2 (1E,.,1q)
M2 (Epq)
Applying Theorem 1.12 with A = Ezgqﬁ, Q0 = B.(ty,00)(T0), in the time interval [p, q], and

thanks to the local uniqueness of bounded, nonnegative solutions of the continuity equation
in Iy 0 .2(to,m0)» Which in turn follows from (b’-€2), we deduce that the disintegration Ziq q

is not a Dirac mass for (e,)4nm-a.e. x € Ej.

x
of Z;gqﬁ induced by e, is a Dirac mass for (eq)4n-a.e. € Es. By the uniqueness of the
disintegration, we obtain a contradiction.

Step 2. Let p! and p2 be two solutions of the continuity equation as in (b) with the same
initial datum. Let n',n? € 22(C([a,b]; R?)) be the representation of y! and y? obtained
through the superposition principle; they are concentrated on absolutely continuous in-
tegral curves of b and they satisfy ui = (et)xn’ for any t € [0,T], i = 1,2. Since there
exists a compact set K C Q such that p! is concentrated on K for every ¢ € [0,T], 0’ is
concentrated on absolutely continuous curves contained in K for ¢ = 1,2. Then by the
linearity of the continuity equation (e;)x[(m; +m2)/2] = (ui + p?)/2 is still a solution to
the continuity equation; by Step 1 we obtain that (1. +n?2)/2 are Dirac masses for pg-a.e.
x. This shows that . = n2 for yp-a.e. x and therefore that p; = p? for every t € [0, T).
O






Chapter 3

Main properties of maximal
regular flows and analysis of
blow-up

The chapter is devoted to the properties of the maximal regular flow built in Chapter 2
under suitable assumptions on the vector field. Since these hypotheses are the natural
setting to study the semigroup and stability properties, as well as the proper blow-up of
the trajectories, we recall them here. For T' € (0,00) we consider a Borel vector field
b:(0,T) x Q — R satisfying:

(a-Q) fOT Jo 1be(2)] dazdt < oo for any ' € Q;

(b-€2) for any nonnegative p € L5°(£2) with compact support in €2 and any closed interval
I =[a,b] C [0,T], the continuity equation

d
L +div (bp) =0 in (a,b) x 0

has at most one weakly* continuous solution I > ¢t — p; € Lo (defined in (1.9))
with p, = p.

We further assume that the spatial divergence div b;(-) in the sense of distributions satisfies
T
VO e Q, divh(-) >m(t) in ', with L(Y,b) := / |m(t)| dt < oo. (3.1)
0

In Section 3.1 and 3.2, we prove a natural semigroup property for X and for T x and
the stability properties of X before the blow-up time T'x with respect to perturbations of
b. Finally, we discuss some additional properties which depend on global bounds on the
divergence, more precisely on (2.4). The first property, presented in Section 3.3 and well
known in the classical setting, is properness of the blow-up, namely this enforcement of
(2.2):

lim Vo(X(t,z)) =00 for Z%-a.e. v € {Tox < T}. (3.2)
tTTQ,X(Z)

39
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In other terms, for any ' € Q we have that X (¢t,z) ¢ Q' for ¢ sufficiently close to T, x ().

In Q =R%, d > 2, we also provide an example of an autonomous Sobolev vector field
showing that (2.2) cannot be improved to (3.2) when only local bounds on divergence
are present. We also discuss the 2-dimensional case for BVj,. vector fields. The second
property is the continuity of X (-, z) up to Tn, x (x), discussed in Section 3.4, and sufficient
conditions for T x(x) =T.

3.1 Semigroup property
In order to discuss the semigroup property, we double the time variable and denote by
X(t,s,x), t>s,

the maximal flow with s as initial time, so that X (¢,0,2) = X (¢,z) and X(s,s,z) = x.
The maximal time of X (-, s, z) will be denoted by To x s(z).

In the smooth setting, it is easily seen that X (-, ) solves the ODE #(t) = b;(z(t)) and
its value at time s is X (s, ), hence it coincides with the unique trajectory X (-, s, X (s, x)).
If b and X are as in Theorem 1.5, and a two-sided bound on the divergence of b is assumed,
an analogous argument (based also, this time, on the compressibility condition) allows to
show that for every s € [0,T], for Z%a.e. x € R?

X(s,X(s,2)) = X(-,z) in [s,T). (3.3)

In the context of maximal regular flows, namely under the assumptions of Theorem 2.14,
the semigroup property is a natural extension of (3.3) involving also the existence times.

The proof of the semigroup property and of the identity To x (X (s,2)) = To,x(z)
satisfied by the maximal existence time follows the classical scheme. It is however a bit
more involved than usual because we are assuming only one-sided bounds on the divergence
of b, therefore the inverse of the map X (s,-) (which corresponds to a flow with reversed
time) is a priori not defined. For this reason, using disintegrations, we define in the proof
a kind of multi-valued inverse of X (s, -).

Theorem 3.1 (Semigroup property). Under assumptions (a-Q2), (b-2), and (3.1) on b,
for all s € [0,T] the mazimal reqular flow X satisfies

Tso.x(X(s,2)) =Tox(z) for L%-a.e. v € {Tox > s}, (3.4)

X(s8,X(s,2)) = X(-,2) in [s, Tox (), for £%a.e. x € {Tox >s}.  (3.5)

Proof. Let us fix s > 0 and assume without loss of generality that £4({Tq x > s}) > 0.
Let us fix a Borel Bs C {Tq x > s} with positive and finite measure, and let £ denote the
renormalized Lebesgue measure on By, namely 2% := Z?_ B,/ %?%(B;). We denote by ps
the bounded density of the probability measure X (s, -)#fsd with respect to .Z?. We can
disintegrate the probability measure 7 := (Id x X (s, -)) 422 with respect to ps, getting a
family {m,} of probability measures in R? such that = = [ my ® 8y ps(y) dy. Notice that in
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the case when X (s, -) is (essentially) injective, m, is the Dirac mass at (X (s,-))"'(y) for
X (s, )pLae. y.
For € > 0, let us set

T 1= / Ty ® 0y dy € @(RQd)
{ps=>e}

Since e7. < , the first marginal . of 7. is bounded from above by .Z%/e, therefore it
has a bounded density . with respect to .Z%. Moreover, since © < ||ps]| Loo(Rd) SUPes Te

and the first marginal of 7 is .Z¢, we obtain

sup pe(x) >0 for £%-a.e. z € Bs. (3.6)
e>0

Now, for 7 > s and € > 0 fixed, let B] := {Tn x > 7} and define a generalized flow
.. € 2(C([s,7];RY)) by

me = | S (@) dy = [ o pee) (3.7)
(z,y)€BT x{ps>¢}

For any 7 € [s,7] and any ¢ € C,(R?) nonnegative there holds

RIS /’¢ (ra)pea)do < Ll | o) dz

Evaluating at r = s, a similar computation gives

(68)#777',5 = X(S7 ')#(XB;'ﬁE)'
By Theorem 1.12 (applied in the time interval [s, 7] instead of [0,T7]) it follows that

= [ b dlted . ) (3.8)

Now, it is clear that W (-, z) := n,(:) is a regular flow in [s, 7], hence (by uniqueness)
n. = X (,s,2) for (es)yn, -a.e. z. Returning to (3.8) we get

/5X (+,8,2) d[(es #777—5 / 5X ,8,X (s,2)) P ( )d (39)

where in the second equality we used the formula for (es)xn,.. Comparing formulas
(3.7) and (3.9), and taking (3.6) into account, we find that T; o x (X (s,z)) > 7 and that
X(,5,X(s,z)) = X(-,x) in [s, 7], for Z%-a.e. x € B]. Since 7 > s is arbitrary, it follows
that Ts o x (X (s,z)) > T x(z) and that X (¢, s, X (s,2)) = X (t,2) L% a.e. in B;.

If To x(z) < T, by the semigroup identity it follows that

limsup Vo (X (t,5,X(s,z))) = limsup Vo(X(t,z)) = oo,
tTTQ,X (z) tTTQ,X (z)

and hence
Tso.x(X(s,2)) =To x () for £%-a.e. x € Bs. (3.10)

Eventually we use the arbitrariness of By to conclude (3.4) and (3.5). O
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3.2 Stability

This Section provides the stability of maximal regular flows in €. This result, which is
usually related to an analogous stability property for solutions of the continuity equation,
plays an important role in applications, since it allows for instance to build weak solu-
tions of nonlinear systems of PDEs by approximation (see for instance Theorem 8.8 and
Theorem 9.4).

A classical stability result for regular lagrangian flows in R? is the following: if {b"},en,
b satisfy the assumptions of Theorem 1.5 and

b" —b in L'((0,T) x RY), sup 16| oo ((0,7) xRy + [[(d1v 0" ) | oo (0,7 x ey < 00,
ne
then the regular lagrangian flows X" of b"™ converge to the regular lagrangian flow X of
b in the sense

lim min { max |X"(¢,z) — X (¢, )], e*mQ} dx = 0.

n—0o0 [pd t€[0,T]
The proof of this statement can be found in [AC2, Theorem 33]. A similar result under
purely local assumptions on the vector field requires to localize also the thesis of the
stability property, since no control can be expected at the blow-up time (see Remark 3.4
below). We state the result when the vector fields converge strongly in space and weakly
in time, in analogy with the classical theory (see also Remark 3.3 below).

Theorem 3.2 (Stability of maximal regular flows in ). Let Q@ C R? be an open set.
Let X" be mazimal reqular flows in Q relative to locally integrable Borel vector fields
b": (0,T) x Q — R Assume that:

(a) for any A € Q open the compressibility constants C(A, X™) in Definition 2.4 are
uniformly bounded;

(b) for any A € Q open, setting A° := {x € A : dist(z,R?\ A) > ¢} for e > 0, there
holds, uniformly w.r.t. n,

lim |xqni (2 + B} (2 + h) = xa(@)b](2)| =0 in LY(0,T) x A);  (3.11)
(¢) there exists a Borel vector field b : (0,T) x Q — R? satisfying (a-Q) and (b-Q) such
that

b — b weakly in L'((0,T) x A;RY) for all A € Q open. (3.12)

Then there exists a unique mazximal regular flow X for b and, for every t € [0,T] and any
open set A € €1, we have

lim
n—oo

max | X4i(s,-) — X(s,-)| A 1‘
s€0,t]

— 0, (3.13)
L' ({a: ha(X(-a)>t})



3.2 Stability 43

Figure 3.1: One can build a sequence of smooth vector fields b" whose trajectories X" (-, z)
starting from a point x is drawn in the figure. These trajectories fail to converge to the
constant extension of X (-, z) after T x ().

where
n X"t x) fort € [0,ha(X"(-,))],
Xalt,z) = { X"ha(X"(-,2)),x) fort € [ha(X"(-,x)),T].

Remark 3.3. The convergence (3.12) and (3.11) of " to b is implied by the strong
convergence of b" to b in space-time. It is however quite natural to state the conver-
gence in these terms in view of some applications. For example, the weak convergence
of (3.12) and the boundedness in a fractional Sobolev space b" € L'((0,T); W™P(R%)),
p > 1,m > 0, is enough to guarantee that (3.11) holds. The same kind of convergence
appears in [DPL4, Theorem II.7] to prove convergence of distributional solutions of the
continuity equation, and in [CrDe, Remark 2.11] in the context of quantitative estimates
on the flows of Sobolev vector fields.

Remark 3.4. The convergence of the flows in (3.13) is localized to the trajectories of b
which are inside A in [0,¢]. This is indeed natural: even with smooth vector fields one
can construct examples where the existence time of X (-, x) is strictly smaller than the
existence time of X" (-,z) and the convergence of X" (-,x) to X (-, ), or to its constant
extension beyond the existence time T x (), fails after T x (x) (see Figure 3.1).

The stability of maximal flows in Theorem 3.2 implies a lower semicontinuity property
of hitting times.

Corollary 3.5 (Semicontinuity of hitting times). With the same notation and assumptions
of Theorem 3.2, for every t € [0,T] we have that
lim =§fd({x t ha(X™(,z)) <t < ha(X(,2))}) =0. (3.14)
n—oo
In particular, there exists a subsequence n(k) — oo (which depends, in particular, on A)

such that
ha(X (-, z)) < ligninth(X"(k)(~,x)) L ae. in A. (3.15)
—00
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Proof. For every x such that ha(X"(-,x)) <t < ha(X(-,z)) we have that

m[%x] | X" (s,2) — X (s,z)| > dist(0A, X ([0,¢t],z)) > 0.
s€|0,t

It implies, together with (3.13), that (3.14) holds.

Up to a subsequence and with a diagonal argument, by (3.14) we deduce that for every
t € QN[0,T7] the functions 1{hA(Xn(k)(_7w))§t} converge pointwise a.e. to 0in {ha(X (-, x)) >
t} and therefore for #%-a.e. x such that t < ha(X(-,2)) we have ha(X"(-,z)) > t for
n large enough. This implies that for every ¢ € Q N [0,7], for Z%a.e. z such that

t <ha(X(-,x)) we have

t <liminfhy (X" (., 2)) Z%ae. in A,

k—o0

which implies (3.15). O

The proof of the stability of maximal regular flows in €2 is based on a tightness and
stability result for regular generalized flows in A (according to Definition 2.10), as the one
presented in Theorem 2.11 under the assumption of the strong space-time convergence of
the vector fields.

Proposition 3.6 (Tightness and stability of generalized regular flows). Let A C R? be
a bounded open set. The result of Theorem 2.11 holds true also if we replace the strong
convergence of the vector fields (2.13) with the assumptions

}llimo X (x4 Rh)ef (x4 h) = xalz)e(x) in L((0,T) x A), uniformly w.r.t. n, (3.16)
—

n

" —c weakly in L'((0,T) x A), (3.17)
where A® := {z € A : dist(z,R%\ A) > e} for ¢ > 0 (compare with (3.11) and (3.12)).

Proof. The tightness was based on Dunford-Pettis’ theorem and it can be repeated in
this context thanks to (3.17): in particular, there exists a modulus of integrability F' such
that

T
sup//O F(|n(t)]) dt dn™ < oo. (3.18)

neN

We show that 7 is concentrated on integral curves of ¢, namely

/ 'n(t) )~ | ea(n(s)) ds| dn(n) = 0 (3.19)

for any t € [0, T]. To this end we consider ¢ := (cx 4 ) * pe, where p.(z) := e~ %p(z/e), p €
C>(R%) nonnegative, is a standard convolution kernel in the space variable with compact
support in the unit ball. Notice that ¢ € L'((0,T); C2°(A;R?)) and that |¢ — ¢| — 0 in
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LY((0,T) x A) as ¢ — 0. Similarly, for every n € N we set ¢ := (c"xac) * p.. We first
prove that, for every € > 0,

J 1=~ [ estutonas

where w : (0,00) — (0,00) is a nondecreasing function which goes to 0 as € — 0 to be
chosen later.

Since the integrand is a continuous (possibly unbounded) function of n € C([0, T]; R%)
and 1" is concentrated on integral curves of ¢”, by the triangular inequality we have the
estimate

[ e - tc(())ds

< Jiminf / ' () — [ € n(s)) ds| dn"(n)

<tmint [ [ | [t = cxlonton as| amtn + [ | [[1er = paten as

To estimate the first term in the right-hand side of (3.21), we notice that

dn(n) < w(e), (3.20)

dn(n)

dn”(n)-]

sup [|€™* — ¢"||L1((0,1)x4) < w(e)
neN

and w(e) — 0 as ¢ — 0. Indeed, consider a nondecreasing function wq : (0,00) — (0, c0)
which goes to 0 as € — 0 and such that

Ixam (& = h)eg (@ = h) = xa(@)e; (@)L 0,r)x4) < wollh]) (3.21)

for every n € N, which exists thanks to (3.16). We notice that

/ /|c”‘5— ”|dfvdt</ pe(z / /|XAst‘—z cl(x—z) —c(x)|dedtdz

< [ 0 / [ bt = 2) = xaete = 2Nl (@ = )| dadr
[ nte //rxAx—z)q(x—z)—ct(ndxdtdz

/ / /Rd xa(z) — xa:(z)]|cf (z)| dz dt dz + wo(e)

and the first term converges to 0 uniformly in n thanks to (3.17), Dunford-Pettis’ theorem
and since A* T A ase — 0.

Hence, using the fact that ¢ = 0 on JA and the definition (2.12) of compressibility
constant C,, for n” we get

J|[ier = et as

t
dn"(n) < C’n/ / |c" — c™f|dsdx < supChw(e). (3.22)
QJOo n
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We now estimate the second term in the right-hand side of (3.21). To this end, for every
k > 0 we consider the set of curves

Ty = {neAC([OT / F(li(t y)dt<k}

We notice that all curves in 'y, have a uniform modulus of continuity that we denote by
@g. By Chebyshev’s inequality and (3.18) we deduce that

n"(C([0,T]; A)\Ty) < —

for some constant C' > 0, hence in the complement of 'y, we estimate the integrand with
its L*° norm:

t T
|t = ety as| o) <" (x) [ 12 = eSlmay s
k

C
*HC —C”Ll ((0,T)x A) HPsHLoo (A)-
Hence, choosing k large enough we can make this term as small as we wish uniformly with
respect to n, since ||c" — ¢llpio,r)xa) < Il€"[L1(0,1)x4) + €l L1 (0,7)x ) is bounded.
In T'g, for any N € N we can use the triangular inequality, the fact that ¢™* and c®
are null on (0,7) x A, and the bounded compression condition (e;/n)xn"L A < Cp. 2
for every i =1,..., N, to get

(3.23)

"~ emenas| anrmy <5 [ | e — eelnis)) ds| ani)
<y / / e o0 ds| ano

—clds| dx

t n
* wk(ﬁ) l€” = ellzr .1y x ) IV Pell Lo ey

where tZN = it/N. Choosing N large enough we can make the second term in the right-
hand side as small as we want, uniformly in n. Letting n — oo in (3.24), each term in
the first sum in the right-hand side converges to 0 pointwise in x by the weak convergence
(3.12) tested with the function ¢¥(y) = 1[tﬁ1,t§V](5)P€($ — y), namely, for every x € A,

tN N

lim [ (el (@) - ci(2)]ds = lim [ [l (y) - es(y)]pe(x —y) ds = 0.
n—oo tN n—oo ti\f_l
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These functions are bounded by [|¢™ —¢|| 11 ((0,7)x 4)|| Pz Lo (ray, thus by dominated conver-
gence the first sum in the right-hand side of (3.24) converges to 0. It follows that, given
€ and k, by choosing N sufficiently large we can make also this term as small as we wish,
hence (3.20) follows from (3.21). We now let ¢ — 0 in (3.20) and notice that, since n
satisfies (2.12) with C' = liminf,, C,, and ¢ — ¢ in L'((0,T) x A),

t
lim /[cs—cs]( (s))ds| dn(n <C’l1m// lc — c°|dsdx =0,
e—0 0

proving the validity of (3.19). O

The following lemma is a standard tool in optimal transport theory (see for instance [A2, Lemma 22],
or [Vi, Corollary 5.23]), but we prove it for completeness.

Lemma 3.7. Let X1, Xo be Polish metric spaces, let p € ,@(Xl), and let F,, : X1 — Xo
be a sequence of Borel functions. If

(Id, F) e — (Id, F) .t narrowly in 2 (X1 x Xa), (3.24)
then F,, converge to F' in pu-measure, namely
ILm p{dx,(Fn, F) >¢e}) =0 Ve > 0.

Proof. Let us fix ¢ € (0,1). For every § > 0 we consider a continuous map F which
coincides with F' up to a set of y-measure 6. Taking the bounded continuous function
¢(z,y) = min{dx, (y, F(x)),1} for (z,y) € Xi x X3 as a test function in (3.24) we deduce
that

climsup p({dx, (Fn, F) > £}) < lim / min{dx, (Fu(z), F(2)), 1} du(z)

n—00 n—00

=/, min{dx, (F(z), F(z)), 1} du(z) < 4.

Therefore

i sup (i, (Fo F) > 1) < ({F £ ) +limsup p({d(Fay F) > <)) <0+

n—o0

which can be made arbitrarily small by taking § small. O

Proof of Theorem 3.2. Fix A € Q) open, denote by .fo the normalized Lebesgue measure
on A, and define X"} as in the statement of the theorem. Then the laws 0™ of x —
X" (-, x) under £§ d deﬁne regular generalized flows in A relative to ¢ = y4b", according
to Definition 2.10, With compressibility constants C,, = C'(4, X").

Hence we can apply Proposition 3.6 to obtain that, up to a subsequence, ™ weakly
converge to a generalized flow 7 in A relative to the vector field ¢ = x 4b, with compress-
ibility constant C' = liminf,, C},. Let 1, be the conditional probability measures induced
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by the map ep, and let X 4 and T4 be given by Proposition 2.12; recall that X 4(-, z) is an
integral curve of b in [0, T4 (z)], that X 4([0,T4(z)),z) C A, and that X 4(Ta(x),z) € 0A
if T4(x) < T} as explained in Remark 2.13, for #¢-almost every x the hitting time h ()
is equal to Tx(x) for n,-a.e. n, and (er)yn, = Ox ,(t,0) for all t € [0,Ta(x)]. For every
t €[0,T] we set By 4 := {Ta(x) > t}; since

X a(s, ) 4(LLEpa) = (es)#/ O0x a(a) AL < (e9)yn < CLT Vs e [0,1],

E¢ A

we obtain that X 4 is a regular flow for b on [0, ¢] x E;. Applying Theorem 2.14(b) to X 4,
and X 4, with A; C Ay we deduce that X 4, = X 4, on E; 4,, and this allows us (by a
gluing procedure) to obtain a maximal regular flow for b.

To prove the last statement, we apply Lemma 3.7 with X; = R4, y = (L¢{Tx >
t}) /) L4U{Ta > t}), X2 = C([0,1]; A), Fu(x) = X%4(-, ), F(z) = X (-, ). More precisely,
we consider the laws " € 2(C([0,t;R?)) of z — X'j(-,x) under y; with the same
argument as above, we know that 1" weakly converge to 1 and that the disintegration
7, coincides with dx ,(.,) for p-a.e. = € R? (notice that X 4(-, ) is defined in [0, ] for
p-a.e. x). The assumption (3.24) is satisfied, since for every bounded continuous function
¢ :RIx C(]0,T]; A) — R we have

/ o (,7) d(Id, X7, 7)), 7) = / o(1(0),7) dii" ()

(and similarly with 7)) and the weak convergence of 7" to 1) shows that

n—oo

i [ (7)1, X5(o0)) 1) = [ 9(2,7) A1, X a )l ).
We deduce the convergence in p-measure of X' to X 4 in C([0,]; A), i.e.,

lim .,S,”d({:n e{Ty >t}: sup | X4(s,x) — Xa(s,x)| > 5}) =0 Ve >0,

n—o00 s€[0,t]

from which (3.13) follows easily. O

3.3 Proper blow-up of trajectories under global bounds on
divergence

Recall that the blow-up time T x(x) for maximal regular flows is characterized by the
property limsupyy7,, o () Va(X (¢, 7)) = oo when To x (z) <T. We say that X (-, z) blows
up properly (i.e. with no oscillations) if the stronger condition

lim Vo(X(t,z)) =00 3.25
V(X (62) (3.25)



3.3 Proper blow-up of trajectories under global bounds on divergence 49

Q=5

Figure 3.2: The picture shows a bounded trajectory of a smooth vector field in 2 = B;
such that (3.25) holds but the trajectory blows up in finite time without having a limit.

holds. This property says in particular that the modulus of every unbounded trajectory
must converge to infinity. On the other hand, (3.25) does not guarantee that, even in a
bounded domain €2, bounded trajectories have a limit as ¢ approaches the blow-up time
(the limit belongs to 0€ if it exists). This fact may happen even with smooth vector fields
(see Figure 3.2); we show in Theorem 3.12 that this cannot happen if we assume global
integrability of b.

In the following theorem we prove the proper blow-up of trajectories when a global
bounded compression condition on X is available, see (3.27) below. Thanks to the proper-
ties of the maximal regular flow the global bounded compression condition is fulfilled, for
instance, in all cases when the divergence bounds L(£?’) in (3.1) are uniformly bounded.
More precisely

T
divby(-) > m(t) in Q, with L(Q) == / Im ()] dt < oo (3.26)
0

implies (3.27) with C, < M%),

Theorem 3.8. Let X be a mazimal reqular flow relative to a Borel vector field b satisfying
(a-2) and (b-52), and assume that the bounded compression condition is global, namely
there exists a constant Cy > 0 satisfying

X(t, ) (LW Tax >t}) <C.2*T  Vte0,T). (3.27)
Then

liminf |X (¢, 2)| = o0 for Z%-a.e. x € R such that limsup |X(t,z)| = oo,
tTTSZ,X (z) tTTQ7X (z)

and in particular limpr, 5 (2) Vo(X (¢, 2)) = oo for ZLa.e. x with Tox(z) <T.

Proof. Let 2, be open sets with 0, € Q,11 € Q, with U,Q,, = Q. We consider cut-off
functions ¢, € C°(Qy,41) with 0 <4, <1 and 1, = 1 on a neighborhood of Q.
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Since X (-, z) is an integral curve of b for .Z%a.e x €  we can use (3.27) to estimate

L

dtwn X(t, 7)) dtdx<// (X (1) |B1(X (1)) di

- / [ IV ) (X (1) o
0 J{Tq x>t}

T
<c [ [ el dy

T
SCvanHLC’o(Q)/O /Q |be(x)| dx dt.
n+1
(3.28)

Hence 1, (X (-, x)) is the restriction of an absolutely continuous map in [0, T x (x)] (and
therefore uniformly continuous in [0, T x (z))) for Z%-a.e. z € Q.

Let us fix x €  such that limsupyz, o () V(X (t,2)) = 0o and ¢, (X (-, x)) is uni-
formly continuous in [0, T x(x)) for every n € N. The limsup condition yields that the
limit of all ¢, (X (¢,z)) as t T To,x () must be 0. On the other hand, if the liminf of
Va(X (t,x)) as t T To x (x) were finite, we could find an integer n and i T T, x (z) with
X (tg, x) € Qp for all k. Since ¥, 1+1(X (tx, z)) = 1 we obtain a contradiction. O

Remark 3.9. Under the assumptions of the previous theorem applied with Q =
given any probability measure g < C.Z? for some C > 0, it can be easily shown that the
measure

p= X()a(ol{Tx > 1)), te[0,7] (3.29)

is a bounded (by (3.27)), weakly* continuous, distributional solution to the continuity
equation. We notice that the same statement is not true if we assume only a local bound
on div b, since the measure (3.29) can be locally unbounded, as in the example of Propo-
sition 3.10, and therefore we cannot write the distributional formulation of the continuity
equation.

To see that (3.29) is a distributional solution of the continuity equation, we con-
sider ¢ € O®(RY) and we define the function g;(x) as p(X(t,x)) if t < Tx(x) or
t = Tx(x) = T, and ¢;(x) = 0 otherwise. By Theorem 3.8 we notice that g¢(x)
is absolutely continuous with respect to t for Z%ae. z € R? and that %gt(:p) =
Lirg ()5t V(X (8, 2))be (X (2, 2)) for ZLlrae. t € (0,T), for L%ae. = € R We de-
duce that the function ¢ — f{TX>t} ©(X (t,x)) dup(x) is absolutely continuous and its
derivative is given by

d
dt Jiry >ty

P (t0) duole) = 5 [ @) dpo(o)
— [ VeX(a)bi(X (1) duo(a).
{Tx >t}
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A
R

Y

Figure 3.3: The trajectories of b oscillate between 0 and oo.

The proper blow-up may fail for the maximal regular flow due only to the lack of a
global bound on the divergence of b, as shown in the next example.

In the following we denote by vi,..., v, the canonical basis of R? and B,(«d_l)(x’ ) C
R~ the ball of center 2’ € R4 and radius 7. We denote each point z € R% as z = (o', 2q),
where 2" are the first d — 1 coordinates of 2. For simplicity we write T’x for Tga x.

Proposition 3.10. Let d > 3. There exist an autonomous vector field b : R? — R¢
and a Borel set of positive measure ¥ C R% such that b € VVé’f(Rd;Rd) for some p > 1,
divb € L (R?), and

loc

Tx(z) <2, liminf | X (¢,x)| =0, limsup | X (t,z)| = 00 (3.30)
t1Tx (z) 1Tx ()

for every x € X..

Proof.  We build a vector field whose trajectories are represented in Figure 3.3. Let
{ar}ren be a fastly decaying sequence to be chosen later. For every k = 1,2,... we define
the cylinders

B Bl (27hvy) x [—2k1, 2k] if & is odd
’ Bt(liil)@_kvl) x [—2k, 2k—1] if k is even.

We also define
Eo = B D (271v) x (—o0, —1].

Let ¢ € C§° (Bgd_l)) be a nonnegative cutoff function which is equal to 1 in By 5. In every
E). the vector field b points in the d-th direction and it depends only on the first d — 1
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Figure 3.4: The sets Ey, Fy, E}, and F) and the vector field b.

variables N
! 2—
(—1)’““4%(337"1)” Vee By, k>1
b(z) == gty (3.31)
1
(2, Ve B
1

Notice that divb = 0 in every Ej and that b is 0 on the lateral boundary of every cylinder
F), since ¢ is compactly supported.
For every k > 1 we define the cylinders E; C R? as

de1) _ P
E! = Bt(lk/Q)(2 kvl) X [_2k 17 Qk] if k is odd
k Béi;;)@_kvl) x [—2F 2k-1] if k is even.

For every k € N we define a handle Fj, which connects Fy with Fi1q as in Figure 3.4. It
is made of a family of smooth, nonintersecting curves of length less than 1 which connect
the top of Ej to the top of Epy1 and Ej, with £;_ ;. We denote by Fj the handle between
E; and Ej_,, as in Figure 3.4.

The vector field b is extended to be 0 outside U2 ,(ErUFy,). It is extended inside every
F}. by choosing a smooth extension in a neighborhood of each handle, whose trajectories
are the ones described by the handle. The modulus of b is chosen to be between 4% and
4k+1in F/ (notice that |b(z)| = 4% on the top of Ej, thanks to (3.31)).

With this choice, every trajectory in Fj is not longer than 1 and the vector field b is
of size 4%. We deduce that the handle is covered in time less than 4%,

By the construction it is clear that b is smooth in R?\ Rv;. We show that b €
I/Vli’f(Rd;]Rd) for some p > 1 by estimating the WP norm of b in every ball Bg. With
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this estimate, one can easily see that b is the limit of smooth vector fields with bounded
WP norms on Bp; it is enough to consider the restriction of b to the first n sets Ej, U Fj,.
Fix R > 0. The WP norm of b in By is estimated by

1Bl (B < IBlwrsEensm + > IBlwismnsn + D 1Blwis,)- (3.32)
k=1 P

The first term is obviously finite (depending on R); since Bpr intersects at most finitely
many Fy, the second sum in the right-hand side of (3.32) has only finitely many nonzero
terms. As regards the third sum, we compute the WP norm of b in each set Ej. For
every k € N

/_2fkv
< k 1/1”” u ‘
Bl < 4R e (") | e oy

and similarly

4k(2R)/P HV‘PCUI - 2’“v1))

VOl 1o () < o

ar

4’“(2Rag_1)1/p
e hr

(i Vate) (3.33)

Since aj < 1, the series in the right-hand side of (3.32) is estimated by

3 - d— _
Z”bHWLP(Ek) < C'(R, @)Z4ka§€ 1)/p—1
k=1 1

and it is convergent for every p < d — 1 provided that we take aj, < 8 P¥/(@=1-P)  Hence
b € W'P(Bg;R?) for every R > 0.

To check that divb € L (R?), we notice that b is divergence free in R?\ U F}, and
that for every R > 0 the ball Bg intersects only finitely many handles F}; in particular b
is divergence free in Bj. Since b is smooth in a neighborhood of each handle, we deduce
that div b is bounded in every Bp.

Finally we set ¥ = B, /2(v1/2) x [0,1] and we show that for every x € ¥ the smooth
trajectory of b starting from x satisfies (3.30). The trajectory of = lies by construction in

w2 (B UF]). For every k € N, the time requested to cross the set Ej, is 2F /4% and, as

observed before, the time requested to cross Fj, is less than 4=F. Hence

ok
2" +1
TX(x)gg T <2 VzekX.
k=1

The other properties in (3.30) are satisfied by construction. O
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Figure 3.5: For an autonomous vector field b in the plane, we consider an integral curve
of a suitable representative of b, namely a vector field which coincides .#?-a.e. with b.
Given R > 0, the time needed for the integral curve to cross the annulus Bry; \ Br is
greater or equal than the constant || esssupyp. |b‘”211(R,R+1) (see (3.36) below). For this
reason, every trajectory can cross only finitely many times the annulus in finite time and
therefore every unbounded trajectory must blow up properly, as in (3.30).

In dimension d = 2, thanks to the smoothness of the vector field built in the previous
example outside the xo-axis, there exists only an integral curve of b for every z € R?\
{x1 = 0}. Hence, thanks to the superposition principle the previous example satisfies the
assumption (b-2) on b and therefore provides a two-dimensional counterexample to the
proper blow-up of trajectories. On the other hand, the vector field built in the previous
example is not in BW,.(R?;R?). We show indeed in the next proposition that for any
autonomous BVj,. vector field in dimension d = 2 the behavior of the previous example
(see Figure 3.3) cannot happen and the trajectories must blow up properly. It looks likely
that, with d = 2 and a non-autonomous vector field, one can build an example following
the lines of the example in Proposition 3.10.

Proposition 3.11. Let b € BVjo(R%;R?), divb € L2 (R?). Then

lim |X(t,z)] =00 for £?-a.e. x € R? such that limsup | X (t,z)] = co. (3.34)
HTx () HTx (x)

Proof. Step 1. Let R > 0. We prove that for every vector field b € BW,.(R?; R?)

R+1 1
/ esssup |b(x)|dr < — |b(x)| dz + |Db|(Bg+1 \ Br)- (3.35)
R €0B, 2R BR+1\BR

For this, let b, be a sequence of smooth vector fields which approximate b in BV (Br41 \
BpR), namely

lim lb.—b|=0  in L'(Bry1 \ Br), lim |Vb.(z)|dx = |Db|(Bry1 \ Br).
15

e—0 BR+1\BR
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Up to a subsequence (not relabeled) we deduce that for Z'-a.e. r € (R, R+ 1)

limb. =b  in L'(0B,;R?).

e—0

Since we can control the supremum of the one dimensional restriction of b, to 0B, through
the L! norm of b, and the total variation we have that

1
sup [b.(z)| < / be(:c)dx—l—/ Vb (2)| de.
OB, 0By

z€OB, ~ 2mr
Hence, integrating with respect to r in (R, R+ 1), (3.35) holds for b,:
R+1 1
/ sup [b. ()| dr < —— b ()] dx+/ Vb (2)| da.
R x€0B, 2R BR+1\BR BR+1\BR

Taking the liminf in both sides as ¢ goes to 0, by Fatou lemma we deduce that

R+1
/ esssup|b(3:)|dr§/ liminf sup |b.(z)|dr
R z€0B, Brii\Br €70 zcoB.

R+1
< liminf/ sup |be(x)|dr

=0 JrR  z€0B,
< fim (1/ |b5(:c)|d:1:+/ Db ()] dx)
e—0 27TR BR+1\BR BR+1\BR
1

= — b(x)| dx + |Db|(B Bpg).
32ty P 1DV (Bt \ B

Step 2. Let R > 0 and let ¢ : R? — R? be a Borel vector field such that

f(r):= sup |e(z)| € LR, R+1).
z€IOB,

Let v : [0,7] = Bgry1\Bgr be an absolutely continuous integral curve of ¢ (namely ¥ = ¢(v)
Z'a.e. in (0,7)) such that y(0) € dBg and (1) € OBry1. We claim that

R+1 1
= / frydr) . (3.36)
R
To prove this, we define the nondecreasing function o : [0,7] — R
o(t) = max |y(s)| Vte[0,7]; (3.37)
s€[0,t]

we have that 0(0) = R and o(7) = R+ 1. For every s, t € [0, 7] with s < ¢ there holds

¢
drﬁ/ |5(r)| dr.

0<0(t) = o(s) < s ()|~ b)) < [ | ho)

re(s,t]
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Thus o is absolutely continuous and ¢ < |¥| Z!-a.e in (0,7). In addition, for every
t € (0,7) such that o(t) # |y(t)| the function o is constant in a neighborhood of ¢, hence
& < X{ozly} 17| Z'-a.e. in (0,7). Therefore

5(t) < Lpmyy (DI (B)] = Loy (O]e(y(®)] < flo(t))  for L'-ae. t € (0,7).

By Hélder inequality and the change of variable formula we deduce that
2 ! 2 ! 2
| < [o(r) - o(O)2 < (/ 51t < T/ (02 dt
0 0
T R+1
<r [ ssema=r [ fo)do
0

R

which proves (3.36).

Step 3. We conclude the proof. Using the invariance of the concept of maximal regular
flow (see Remark 2.6) we can work with a well-chosen representative which allows us to
apply the estimate in Step 2. For this specific representation of b, we show that every
integral unbounded trajectory blows up properly.

For .#%-a.e. r > 0 the restriction b,(z) = b(rz), x € S!, of the vector field b to 9B, is
BV. We remind that every 1-dimensional BV function has a precise representative given
at every point by the average of the right approximate limit and of the left approximate
limit, which exist everywhere. We define the Borel vector field ¢ : R? — R as

c(rx) = the precise representative of b, at Vzes!

for all r such that b, € BV(S'), and 0 otherwise. Notice that, by Fubini theorem, ¢
coincides .#?-a.e. with b, and that sup |c(r-)| < esssup |b(r-)| for all 7 > 0.

Let us assume by contradiction the existence of € R? such that X (-, Z) is an integral
curve of the precise representative ¢ and

liminf | X (¢, Z)] < oo, limsup | X (t, )] = oo. (3.38)
t1Tx (Z) Ty (Z)

We fix R > 0 greater than the liminf in (3.38), as in Figure 3.5 and we define f(r) :=
Supeop, lc(x)], » € [R,R + 1]. Thanks to (3.35) applied to ¢, we deduce that f €
LY(R, R+1). Therefore we can apply Step 2 to deduce that every transition from inside By
to outside Br1 requires at least time 1/||f||z1(g r41) > 0. Hence the trajectory X(-,7)
can cross the set Bri1 \ Bg only finitely many times in finite time, a contradiction. [

3.4 No blow-up criteria under global bounds on divergence

If one is interested in estimating the blow-up time T x of the maximal regular flow, or
even if one wants to rule out the blow-up, one may easily adapt to this framework the
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classical criterion based on the existence of a Lyapunov function ¥ : R% — [0, oo] satisfying
U(z) — oo as |z| — 0o and

%\P(m(t)) < Cy(1+W(z(t))
along absolutely continuous solutions to & = b;(x). On the other hand, in some cases, by
a suitable approximation argument one can exhibit a solution y; = p;.Z¢ to the continuity
equation with velocity field b with |b;|p; integrable. As in [AGS1, Proposition 8.1.8]
(where locally Lipschitz vector fields were considered) we can use the existence of this
solution to rule out the blow-up.

In the next theorem we provide a sufficient condition for the continuity of X at the
blow-up time, using a global version of (a-€2) and the global bounded compression condition
(3.27), implied by the global bound on divergence (3.26).

Theorem 3.12. Let b € L'((0,T) x Q;R?) satisfy (b-2) and assume that the mazimal
reqular flow X satisfies (3.27). Then X(-,z) is absolutely continuous in [0,Tq x ()]
for L%ae. x € Q, and the limit of X (t,z) as t T To x(z) belongs to IQ whenever
TQ’X (l‘) <T.

Proof. By (3.27) we have that

TQ,X () . TQ,X(a’)
// | X (t,x)|dtdz = // |bi (X (t,z))| dt dx
QJo QJo

T
— / / 1by(X (¢, 2))| da dt
0 {TQ,X>t}

T
c*/ /\bt(z)]dzdt.
0 Q

Hence X satisfies (3.27). Then X (-, z) is absolutely continuous in [0, T x ()] for Z%-a.e.
x € €. Since the limsup Vo (X (t,2)) as t T T x is oo whenever T x (x) < T, we obtain
that in this case the limit of X (t,z) as t — T x (x) belongs to 0. O

IN

In the case Q = R% we now prove a simple criterion for global existence, which allows
us to recover the classical result in the DiPerna-Lions theory on the existence of a global
flow under the growth condition

|be(2)|
1+ |z

€ L'((0,7); L' (R?)) + L' ((0,T); L=(R7)). (3.39)
As in the previous section, we will use in the next theorem the simplified notation Tx for
TRd X

Theorem 3.13 (No blow-up criterion). Let b: (0,T) x RY — R be a Borel vector field
which satisfies (a-R?) and (b-R%), and assume that the mazimal regular flow X satisfies
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(3.27). Assume that py € L>®((0,T); LY(RY)) is a weakly* continuous solution of the
continuity equation satisfying the integrability condition

/ / 0 ) dx dt < oo. (3.40)
R 1+ ’95|

Then Tx (z) = T and X (-,x) € AC([0,T];R?) for poL-a.e. x € RY. In addition, if the
growth condition (3.39) holds, then p; satisfying (3.40) exist for any po € L' N L>®(R?)
nonnegative, so that X is defined in the whole [0,T] x RY,

Proof. For the first part of the statement we apply Theorem 1.6 to deduce that p; is the
marginal at time ¢ of a measure n € .#4 (C([0,T]; R?)) concentrated on absolutely contin-
uous curves 7 in [0, 7] solving the ODE 7 = b,(n). We then apply Theorem 1.12 to obtain
that the conditional probability measures 1, induced by the map e are Dirac masses for
(eo)xm-a.e. x, hence (by uniqueness of the maximal regular flow) p; is transported by X.
Notice that, as a consequence of the fact that 17 is concentrated on absolutely continuous
curves in [0, 7], the flow is globally defined on [0, T, thus T'x (z) = T.

For the second part, under assumption (3.39) the existence of a nonnegative and
weakly* continuous solution of the continuity equation p; in LOQ((O,T);L1 N LOO(]Rd))
can be achieved by a simple smoothing argument. So, the bound in L' N L> on p; can be
combined with (3.39) to obtain (3.40). O

Remark 3.14. We remark that if only a local bound on the divergence is assumed as in
Section 2.2, the growth assumption (3.39) is not enough to guarantee that the trajectories
of the regular flow do not blow up. On the other hand, it can be easily seen that if we
assume that b satisfies (a-R9), (b-R%), (3.1) and |bs(x)|/(1 + |=|) € L'((0,T); L= (R?)),
every integral curve of b cannot blow up in finite time and therefore the maximal regular
flow satisfies T (x) = T and X (-,z) € AC([0,T]; RY) for Z%-a.e. z € R%

Theorem 3.13 is useful in applications when one constructs solutions by approximation.
For instance, for the Vlasov-Poisson system in dimension d = 2 and 3, this result can be
used to show that trajectories which transport a bounded solution with finite energy do
not explode in the phase space (see Theorem 8.2).

3.5 Forward and backward Maximal Regular Flows with di-
vergence free vector fields

The theory of maximal regular flows developed in the previous and in this Chapter applies
to study the lagrangian structure of transport equations, which in turn give information
on solutions of nonlinear PDEs such as the Vlasov-Poisson system. In order to avoid
unnecessary complications, we develop this theory under the assumption that the vector
field is divergence-free, which is satisfied in the application. In the following, we give
a notion of maximal regular flow and we state an existence and uniqueness result that
fully suits the application to the Vlasov-Poisson system, since it deals with forward and
backward flows starting at any time.
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Let T € (0,00) and let b : (0,7) x R — R? be a Borel vector field. The following
definition of maximal regular flow has an initial condition at time s € (0,7"). Since this
definition works only with a global bound on the divergence of b, it appears simplified
with respect to Definition 2.4 (specifically, compare (ii) and (iii)). A posteriori, however,
in the cases of interest (namely, when assumptions (a), (b), and 3.43 below are satisfied),
the two definitions are fully equivalent.

Definition 3.15 (Maximal Regular Flow). For every s € (0,7) we say that a Borel
map X (-, s,-) is a Mazimal Regular Flow starting at time s if there exist two Borel maps
T:X tRY — (s,T], T, x : R — [0, s) such that X (-,z) is defined in (TSTX(QS‘),T:X(QS‘))
and the following two propertles hold:

(i) for L4ae. z € RY X(,2) € ACL((T. x(x ),TJX( )); RY) and solves the ODE
i(t) = by(x(t)) L -ae. in (T, x (z ),T:X( )), with the initial condition X (s, s, x) =
x;

(ii) there exists a constant C' = C(s, X) such that

X(ts, )4 (LT, x <t <T/x}) <CZ? Vtel0,T] (3.41)

(iii) for Z%a.e. x € RY, either T;X(x) =T (resp. T, x(z) = 0) and X (-, s,x) can be
continuously extended up to t = T (resp. t = 0) so that X(-,s,z) € C([s,T];R%)
(xesp. X (-,5,2) € C([0, 5;RY)), or

lim | X(t,s,2)| =00 (resp. lim | X (¢, s,2)] = 00). (3.42)
0T X(x) tJ,Ts_’X(z)

In particular, T, y (z) < T (resp. T, x(x) > 0) implies (3.42).

The definition of Maximal Regular Flow can be extended up to the extreme times
s =0, s =T, setting T, X_OandefX_T

A Maximal Regular Flow has been built in Theorem 2.14 under general local assump-
tions on b. Before stating the result, we recall the assumptions of this Section, which are
a particular case of the assumptions of this Chapter. For T € (0, 00) we are given a Borel
vector field b : (0,T) x R? — R? satisfying:

fo Jo |be(z)| dadt < oo for any Q € RY
(b) for any nonnegative p € LP(R?) with compact support and any closed interval

I =[a,b] C [0,T], the continuity equation

d
P + div (bpy) = in (a,b) x R?

has at most one weakly* continuous solution I > ¢+ p; € L) ga (defined in (1.9))
with p, = p.
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Since the vector fields that arise in the applications we have in mind are divergence-free,
we assume throughout the Section that our velocity field b satisfies

divb=0 in (0,7) x R?  in the sense of distributions. (3.43)

Equivalently, divb; = 0 in the sense of distributions for .Z!-a.e. ¢t € (0,7).

The existence and uniqueness of the Maximal Regular Flow after time s, as well as the
semigroup property, were proved in Theorems 2.14 and 3.1 assuming a one sided bound
(specifically a lower bound) on the divergence. We recall that, in this context, uniqueness
should be understood as follows: if X and Y are Maximal Regular Flows, for all s € [0, T]]
one has

{T;’EX (x) = T;EY(:JJ) for Z4-ae. x € R?

< ) . . (3.44)
X(s,2)=Y(,s,2)in (T, x(2), T, x(x)) for Z%ae. xR

Under our assumptions on the divergence, by simply reversing the time variable the Max-
imal Regular Flow can be built both forward and backward in time, so we state the result
in the time-reversible case.

Theorem 3.16 (Existence, uniqueness, and semigroup property). Let us consider a Borel
vector field b : (0,T) x R? — R? which satisfies (a) and (b). Then the Mazimal Regular
Flow starting from any s € [0,T] is unique according to (3.44), and existence is ensured
under the additional assumption (3.43). In addition, still assuming (3.43), for all s € [0, T
the following properties hold:

(i) the compressibility constant C(s, X) in Definition 3.15 equals 1 and for every t €
[0, 7]

X(t> S, ')#(jdl—{Ts_,X <t< T:,_X}) = "zﬂdl—(X(t? S5, )({Ts_,X <t< T:,_X}))’
(3.45)

(ii) if 1 € [0,s], 72 € [s,T], and Y is a Regular Flow in [11,T2] X B, then T:X > Ty,
T x <7 La.e. in B; moreover

X (- 8,2)=Y(,X(11,s,2) in[r,m|, for £%a.c. x€ B;

(11i) the Mazimal Regular Flow satisfies the semigroup property, namely for all s, s’ €
[0, 7]

TS:',E,X(X(S’, s,x)) = T;EX (x), for L%-a.e. x € {T:X > s > T, x}  (3.46)
and, for L%-a.e. v € {TSx > ' > T, x},
X(t,s,X(s,s,2)) = X(t,s,2) Vte (T, x (:r),T;:X (x)). (3.47)

We finally mention that Theorem 3.13 provides, also in the context of the previous
theorem, a simple condition for global existence of the maximal flow.



Chapter 4

Lagrangian structure of transport
equations

When considering a fast growing, smooth vector field b : [0,7] x R? — R?, we know
from the Cauchy-Lipschitz theorem (see Theorem 1.1) that, starting at every time s €
[0,T], we can build, forward and backward in time, the unique maximal regular flow
X (-, s,x) starting at time s from position x. This construction provides a set of curves
that “foliate” the space-time (see Figure 4.1). Correspondingly, every smooth solution
ug : [0, T] x RY — R of the transport equation is transported by this set of curves, meaning
that u; (X (¢,s,z)) is constant with respect to ¢ in the existence interval of the curve
X (-,s,7) for every s € [0,T] and = € R%.

A similar description is not available in the literature in the context of non-smooth
vector fields, since up to now global assumptions were always made on b to prevent the
blow-up of the flow. The aim of this Chapter is to develop the abstract theory that
connects the notion of Maximal Regular Flow and Lagrangian/renormalized solutions for
the continuity/transport equation under purely local assumptions on the vector field and
on the solution.

The whole content of this Chapter will be applied in Chapter 8 to show that the
Eulerian description of weak solutions of the Vlasov-Poisson system corresponds to a La-
grangian evolution of particles. In view of the applications, we present the theory in
this Chapter only for divergence-free vector fields, remarking that some statements would
require more technical tools to be extended to the case of vector fields with bounded diver-
gence. We warn the reader that, since the theory is completely general, we shall consider
flows of vector fields in R% and denote by z a point in R%. Then, for the applications to
kinetic equations in the phase-space R??, one should apply these results replacing d with
2d and z with (z,v).

In the following, we consider four different notions of solutions of the continuity /transport
equation. The first two are of Eulerian nature, whereas the remaining two are Lagrangian.

e Distributional solutions have been introduced in Definition 1.2 and regard the PDE
point of view. This is the weakest possible notion of solution.
61
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A

teR

Figure 4.1: In the case of a smooth vector field b : R x R — R¢, the maximal flows give
a set of smooth curves that “foliate” the space-time. In the non-smooth setting a similar
phenomenon occurs with the maximal regular flows introduced in Chapters 2 and 3, but
measurability issues arise in considering them as a set of curves in space-time.

e Renormalized solutions (see Definition 4.4 below) are more rigid and encode in a PDE
language the property that solutions are transported along curves in space-time.

e Generalized flows are weighted collections of integral curves of the vector field b
(which may go to infinity and come back in finite time, see Definition 4.1 below).

e Solutions transported by the mazimal reqular flow are particular generalized flows,
where the only integral curves allowed are the trajectories of the maximal regular
flow (see Definition 4.2 below).

If the vector field is smooth, all the notions of solutions are equivalent. In the following,
we show that, if the vector field b is divergence-free and satisfies (a)-(b) of Section 3.5, and
if we consider bounded nonnegative solutions, the equivalence still holds. Although the
concepts of distributional and renormalized solutions are completely local, in the literature
they have been related in [DPL4] and [A1] only by means of global assumptions on the
vector field, that we avoid in the following. For instance, the superposition principle,
presented in Theorem 1.6, relates distributional solutions and generalized flows under the
global assumption (1.5); Theorem 1.12 relates generalized flows to solutions transported
by the regular lagrangian flow assuming that no blow-up is allowed in the curves on which
the generalized flow is concentrated. In this Chapter, we present the connection between
the previous definitions under local assumptions on the vector field and on the solution.

e Distributional solutions vs generalized flows: in Section 4.3 we prove that, under
general assumptions both on the vector field and on the solution (in particular,
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no regularity or boundedness is assumed) every distributional solution can be rep-
resented as a generalized flow. This is the local counterpart of the superposition
principle, Theorem 1.6.

e Generalized flows vs solutions transported by the maximal regular flow: in Sec-
tion 4.1 we show that the well posedness of the continuity equation with vector
field b, which in turn follows usually from the regularity of b (see Remark 1.9),
implies that generalized regular flows (here, “regular” avoids concentration, see Def-
inition 4.1 below) are transported by the maximal regular flow.

e Solutions transported by the maximal regular flow vs renormalized solutions: finally,
this connection is exploited in Section 4.2.

4.1 Generalized flows and Maximal Regular Flows

We denote by R? = R? U {00} the one-point compactification of R? and we recall the
definition of generalized flow and of regular generalized flow in our context. This is a
generalization of Definition 2.10, which was used in open bounded sets, and it allows the
integral curves of b, on which the generalized flow is concentrated, to go to infinity and
come back.

Definition 4.1 (Generalized flow). Let b: (0,7) x RY — R be a Borel vector field. The
measure 1 € (C([O, T];Rd)) is said to be a generalized flow of b if m is concentrated
on the set

I:={neC(0,TR? : n e ACic({n # co}; R?) and
() = by(n(t)) for Llae. t € {n#o0}}. (4.1)

We say that a generalized flow 7 is regular if there exists Ly > 0 satisfying
(e) 4R < Loz?  Vtel0,T). (4.2)

In connection with this definition, let us provide a sketch of proof of the fact that the
set I in (4.1) is Borel in C([0, T]; RY).

First of all one notices that for all intervals [a,b] C [0, 7] the set {n : n([a,b]) C R%}
is Borel. Then, considering the absolute continuity of a curve 7 in the integral form

mw—n@>sjﬁmmw»m« stelab], s<t

it is sufficient to verify (arguing componentwise and splitting in positive and negative part)
that for any nonnegative Borel function ¢ and for any s,t € [0,7] with s < ¢ fixed, the
function

nwllmw»m
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is Borel in {n : 7n([a,b]) C R%}. This follows by a monotone class argument, since the
property is obviously true for continuous functions and it is stable under equibounded and
monotone convergence. Finally, as soon as the absolute continuity property is secured,
also the verification of the Borel regularity of the class

r'n{n: n(a,b)) CcRY
= {n € C([O,T]);]@d) in € AC([a,b];Rd), n(t) = b(n(t)) Zlae. in (a,b)}

can be achieved following similar lines. Finally, by letting the endpoints a, b vary in a
countable dense set we obtain that I' is Borel.

In the case of a smooth, bounded vector field, a particular class of generalized flows is
the one generated by transporting the initial measure along the integral lines of the flow:

n= | Oxcadic)mia)

In the next definition we propose a generalization of this construction involving Max-
imal Regular Flows.

Definition 4.2 (Measures transported by the Maximal Regular Flow). Let b : (0,7) x
R — R? be a Borel vector field having a Maximal Regular Flow X (according to Defi-
nition 3.15) and let n € .Z4 (C([O,T];I@d)) with (e;)m < £ for all t € [0,T]. We say
that n is transported by X if, for all s € [0,T], n is concentrated on

{n € C0,TIR?) : n(s) = 00 or n(-) = X (-, 5,n(s)) in (T, x(n(5)), Tx ()} (4.3)

The absolute continuity assumption (e;)yn < & 4 on the marginals of 1 is needed to
ensure that this notion is invariant with respect to the uniqueness property in (3.44). In
other words, if X and Y are related as in (3.44), then 1 is transported by X if and only
if m is transported by Y. Indeed, given s € [0,7] the symmetric difference between the
set in (4.3) and the corresponding set with Y in place of X is contained in

s xy ={n € C([0,T|;RY) : n(s) € B},
where
Es={ze RY T, x(@) # T, y(x) or T:X(l') # T;Y(x) or
X(s,2) #Y(,s,x) in (TSTX(:ZJ),T:X(ZL‘))}.
Our goal is to show that the set I's x y is m-negligible. This follows by the uniqueness

property (3.44), which says that Z4(E) = 0, and by (e;)4n < £¢, which implies that
n(Csx,y) = (er)xn(Es) = 0.

It is easily seen that if 1 is transported by a Maximal Regular Flow, then n is a
generalized flow according to Definition 4.1, but in connection with the proof of the renor-
malization property we are more interested to the converse statement. As shown in the
next theorem, this holds for regular generalized flows and for divergence-free vector fields
satisfying (a)-(b) of Section 3.5.
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Theorem 4.3 (Regular generalized flows are transported by X). Let b: (0,7) x R? — R?
be a divergence-free vector field which satisfies (a)-(b) of Section 3.5 and let X be its Mazx-
imal Regular Flow (according to Definition 3.15). Let n € M+ (C([O,T];@d)) be a regular
generalized flow according to Definition 4.1.

Consider s € [0,T] and a Borel family {n3} C @(C([O,T];I@d)), z € RY, of con-
ditional probability measures representing m with respect to the marginal (es)4m, i.e.,
[msd(es)ygm(z) = m. Then for (es)gn-almost every x € R? we have that n% is con-
centrated on the set

Ty :={n e C(0,TERY) : n(s) =z, n(-) = X(-,s,n(s)) in (TS,X(U(S)),TJX(H(S)))(}- )
4.4
In particular n is transported by X.

Proof.  First of all we notice that the set I'y in (4.4) is Borel. Indeed, the maps n +—
T;EX (n(s)) are Borel because T)ﬁg are Borel in R, and the map 7 — X (t, s,n(s)) is Borel
as well for any ¢ € [0,T]. Therefore, choosing a countable dense set of times ¢ € [0, 7] the
Borel regularity of I'y is achieved.

The fact that 3 is concentrated on the set {n : n(s) = z} is immediate from the
definition of 15. We now show that for (es)zn-almost every z € R? the measure 13 is
concentrated on the set

{ne C([0,T);RY) : p(-) = X (-, 5, ) in [S,TJX(ﬁ))}. (4.5)
Notice that applying the same result after reversing the time variable, this proves the
concentration on the set I's in (4.4).
For r € (s,T] we denote by %" : C([0, T];R%) — C([s,];R?) the map induced by
restriction to [s, r], namely X" (n) := (s .
For every R > 0, r € (s,T], let us consider
nftr .= E;’: <nl_{17 :n(t) € Bp for every t € [s,r]}).
By construction n" is a regular generalized flow relative to b with compact support,
hence our regularity assumption on b allows us to apply Theorem 1.12 to deduce that

0 = / by (o dl(es) 2™ (2), (4.6)

where Y (-, x) is an integral curve of b in [s,7] for (es)gm-a.e. © € R%. Let us denote by
PR, the density of (es)xn™" with respect to £%, which is bounded by Ly thanks to (4.2).
For every 6 > 0 we have that

Y(t, )4 (L pry > 6}) = (e0)s / by (. L)

{pR,T>6}

(et) /{ Sy () dl(es) #m™" () (4.7)

PR,r>0}

IN

1 L
(e) g™ < S(en)ynL R < 2.2,

IN
SO s
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hence Y (-, z) is a Regular Flow of b in [s,7] x {pr, > ¢} according to Definition 2.1.
By Theorem 3.16(ii) we deduce that Y (-,x) = X (-, s,z) for L%a.e. z € {prs > §} and
therefore, letting § — 0,

Y(,2)=X(,s,x) in [s,7] for (es)gn™*-a.e. z € RY. (4.8)
Letting R — oo we have that n" — ¢” increasingly, where
o' =% (nl_{n : n(t) # oo for every t € [s,r]}).

By (4.6) and (4.8) we deduce that for every r € (s, T]
o = / 5x sy dl(€s) 407 ](2). (4.9)

Arguing by contradiction, let us assume that there exists a Borel set £ C R? such that
(es)x#n(E) > 0 and n3 is not concentrated on the set (4.5) for every x € E, namely

nfc({n € C([0,T;;RY) : p % X (-, s, ) as a curve in [s,TSJFX(x))}> > 0.
Since this can be rewritten as

i U e COTiR £ X n sl ninr) C BT >0
rGQﬂ(s,T:"X(:B))

for every x € E there exists r, € QN (s, T;FX (x)) such that
ni({n € C([0,T);RY : p # X (-,s,2) as a curve in [s, 73], n([s, rs]) C Rd}> > 0.
In other words, for every x € E there exists a rational number r, such that
e <n§ L{n : n(t) # oo for every t € [s, rz]}> is nonzero and not multiple of dx (. 5 z)-

Therefore, there exist a Borel set E' C E of positive (es)xn-measure and r € (s, 7] NQ
such that for every z € E’

=y <nfc L{n: n(t) # oo for every t € s, r}}) is nonzero and not multiple of dx(. s ).

By (4.9) and (es)x0" < (es)xn we have that

/ Sx sy d(es) pm(z) >

/Z;’f (ni L{n : n(t) # oo for every t € s, T]}) d(es)un(z).
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This yields dx(. 52) > E‘;{ (773 L{n : n(t) # oo for every t € [s, r]}) for (es)ym-a.e. x, and
therefore a contradiction with the existence of E’. This proves that n3 is concentrated on
the set defined in (4.5), as desired.

Finally, in order to prove that 7 is transported by X we apply the definition of disin-
tegration and the fact that for (es)xn-a.e. x € R? the measure 0% is concentrated on the
set 'y in (4.4) to obtain that n(T') = [ n3(T) d(es)g#n(x) = 1, where I is the set in (4.3).

O

4.2 Generalized flows transported by the maximal regular
flow and renormalized solutions

We now recall the concept of renormalized solution to a continuity equation. This was
already introduced in Section 1.1, but we prefer to reintroduce it here in its formulation
adapted to the particular situation of a divergence-free vector field, for the convenience
of the reader. To fix the ideas we consider the interval (0,7") and 0 as initial time, but
the definition can be immediately adapted to general intervals, forward and backward in
time.

Definition 4.4 (Renormalized solutions). Let b € LL ((0,7) x R%R%) be a Borel and
divergence-free vector field. A Borel function p : (0,7) x R? — R is a renormalized solution

of the continuity equation relative to b if
AB(p)+V-(bB(p)) =0 in (0,7)xR* VBeC'NL®R) (4.10)

in the sense of distributions. Analogously, we say that p is a renormalized solutions starting
from a Borel function pg : R* — R if

T
/ ¢o(x)B(po(x)) dx + / / [0sp(z) + Vr(x) - by(2)]B(pe(x)) drdt =0 (4.11)
R4 0 JRd

for all ¢ € C°([0,T) x R%) and all B € C* N L®(R).

Remark 4.5 (Equivalent formulations). The definition is equivalent to test (4.10) with
compactly supported functions in the space variable (see for instance [AGS1, Section
8.1]); in other words, (4.11) holds if and only if for every ¢ € C®(R%) the function
Jra ©(2)B(pe(x)) da coincides Z'-a.e. with an absolutely continuous function ¢ — A(t)
such that A(0) = [za ¢(x)B(po(x)) dz and

d

ﬁA(t) = Vo(z) - b(x)B(pe(z)) dx for Ll-a.e. t € (0,T). (4.12)
Rd

Moreover, by an easy approximation argument, the same holds for every Lipschitz, com-

pactly supported ¢ : R® — R. This way, possibly splitting ¢ in positive and negative

parts, only nonnegative test functions need to be considered. Analogously, by writing
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every 8 € CY(RY) as the sum of a C!' nondecreasing function and of a C'' nonincreasing
function, we can use the linearity of the equation with respect to B(p;) to reduce to the
case of f € C' N L*(R) nondecreasing.

In the next theorem we show first that, flowing an initial datum pg € L'(R%) through
the maximal flow, we obtain a renormalized solution of the continuity equation. This
is, in turn, a key tool to prove the second part of the lemma, namely that any solution
transported by the maximal regular flow flow induces, with its marginals, renormalized
solutions. The proof of these facts heavily relies on the incompressibility of the flow and
therefore on the assumption that the vector field is divergence-free. A generalization of
this lemma to the case of vector fields with bounded divergence is possible, but rather
technical and long. We notice that the assumptions (a) and (b), as well as the one on
the divergence of the vector field b, are used only for the existence and uniqueness of a
maximal regular flow which preserves the Lebesgue measure on its domain of definition,
through Theorem 3.16.

To fix the ideas, in part (i) of the theorem below we consider only 0 as initial time. An
analogous statement can be given for any other initial time s € [0, 7], considering intervals
[0, s] or [s,T], with no additional assumption on b.

Theorem 4.6. Let b : (0,T) x R — R? be a divergence-free vector field which satis-
fies (a)-(b) of Section 3.5. Let X(t,s,x) be the mazimal reqular flow of b according to
Definition 3.15.

(i) If po € LY (R?), we define p; € L'(R?) by
pr =X (6,0, )4(po ATy x >t})  t€[0,T).

Then p: is a renormalized solution of the continuity equation starting from pg. In
addition the map t — py is strongly continuous on [0,T) w.r.t. the Ll = convergence,
and even strongly L' continuous on [0,T) from the right.

(it) If n € A (C([0, T];Ho%d)) is transported by X, and (e;)ygm R < £ for every t €
[0, 7], then the density p; of (er)xn LR with respect to £ is strongly continuous on
[0,T) w.r.t. the LllOC convergence and it is a renormalized solution of the continuity
equation.

Proof. We split the proof in four steps.

Step 1: proof of (i), renormalization property of p;. In the proof of (i) we set for
simplicity X (¢t,x2) = X (¢,0,z) and T, J x = T'x. We first notice that by the incompress-
ibility of the flow (3.45) and by the definition of p;, for every ¢ € [0,7) and ¢ € C.(RY)
one has

/{ DX (b, 2))pu(X (£, 7)) dx = /X e = /{ P(X (1, 2))po da

Tx>t} {Tx>t}) Tx>t}
Hence, for any ¢ € [0,T) it holds
pe( X (t,z)) = po(x) for Z%-a.e. x € {Tx > t}. (4.13)
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Let 8 € C' N L*®(R). By the incompressibility of the flow (3.45) and by (4.13) we have
that

Loesede= [ pbpodr= [ oX@ 8@ 1y

(t,')({Tx>t}) Tx>t}

for any ¢ € C.(RY). In addition, the blow-up property (3.42) ensures that the map
t — (X (t,z)) can be continuously extended to be identically 0 on the time interval
[Tx (x),T) (in the case of blow-up before time T); in addition, for the same reason, if
¢ € CHR?) the extended map is absolutely continuous in [0, 7] and

4
dt”
Therefore, using (4.14) and integrating (4.15), for all ¢ € C}(RY) we find that

G [ epteaa= [

dt R4 {TX >t}

(X (t,2)) = X[0,7x (2)) () V(X (£, 7)) - b (X (¢, 7)) for Ll-ae. t € (0,T). (4.15)

V(X () bi(X (1)) do = [ Vo bibp) do.

for #'-a.e. t € (0,T), which proves the renormalization property.

Step 2: proof of (i), strong continuity of p;. We notice that, as a consequence of the
possibility of continuously extending the map t + (X (-, 7)) after Tx (z) for ¢ € C.(R?),
the map [0,7) 3 ¢ + p; is weakly continuous in duality with C.(R%). Let us prove now the
strong continuity of ¢ — p;. We start with the proof for t = 0. Fix € > 0, let 1) € C,(R%)
with |9 — po||1 < €, and notice that the positivity .Z%-a.e. in R? of Tx gives

[ Ito) - v ao < | r(a) = v(a)| do+ (e do
R? Xt ) ({Tx >t}) X(t,)({0<Tx <t})

and that the second summand in the right hand side is infinitesimal. Changing variables
and using (4.13) together with the incompressibility of the flow, it follows that

/ (o) vl do= [ Jola) — (X (0.0))
X(t, ) ({Tx>t})

{Tx >t}
therefore
limSUP/ lpr — Y] dz < limsup/ lpo(z) — V(X (¢, 2))| dw < / lpo — | dz.
tl0 R4 tl0 {Tx >t} R4

This proves that limsup, ||ps — po|l1 < 2€ and, by the arbitrariness of €, the desired strong
continuity for ¢ = 0.

We now notice that the same argument together with the semigroup property of The-
orem 3.16(iii) shows that the map t — p; is strongly continuous from the right in L'. In
addition, reversing the time variable and using again the semigroup property, we deduce
the identity pi(2) = ps(X (¢, 5,2)) i1y 1} (X (0, s, 2)), therefore

1;%1 R |pt(x) - p8($)1{TX>t}(X(07 S,l‘))| dx =0 vt e (OaT)
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Hence, in order to prove that the map ¢ — p; is strongly continuous in Llloc, we are left to
show that for every R > 0 and t € (0,7 one has

tim [ Jpu(o) = pula) ryeop (X (0. 5,2)) | do = 0. (4.16)
R
For this, we observe that by (4.13) and the incompressibility of the flow, we have that

/ 195(2) — pa(@) Ly iy (X (0, 5,))] i = /B 193l () Ly <0y (X0, 5, 2)) dx

Bgr

= [ Il e ()13 (X (5,0.9)) .
(4.17)

Since trajectories go to infinity when the time approaches T'x (see (3.42)), it follows that
1{TX§t}(y)1BR(X(3a 0,y)) =0 for L%ae. yasstt,

so (4.16) follows by dominated convergence. This concludes the proof of (i).

Step 3: proof of (ii), renormalization property of p;.

To prove (ii), we begin by showing that p; is a renormalized solution of the continuity
equation. By Remark 4.5 it is enough to prove that, given a bounded nondecreasing
B € CY(R) and a nonnegative ¢ € C2°(R?), the function t — [p4 ©B(pt) dz is absolutely
continuous in [0, 7] and

d
— [ @B(pt)dx = / V- bf(pr) de for Zl-ae. t € (0,T). (4.18)
dt Ra R4

To show that the map is absolutely continuous, let us consider s, t € [0, 7] and let gL be
the evolution of p; through the flow X (-, ¢, z), namely

o= X (rt, )4 (p I_{TJX >r>T,x}) for every r € [0, T1. (4.19)
Since, by our assumption, 7 is transported by X, we can prove that
¢

Py < pr for every r € [0,T]. (4.20)

Indeed, with the notation of the statement of Theorem 4.3, since dx (1) = (e;)umt for
prrae. x € {TYy >r > T,y }, for every r € [0,T] one has

pot - / 5x (o) pr(a) d < / (e) 41’ pu(2) da
{T, x<s} R4

= (er)y /Rd nl, pe(z) dz = (e,)4m = pr L7
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Combining (4.20), the equality pi = p;, the monotonicity of 3, and statement (i), we
deduce that

L 180 = Beleds < [ 18~ (ilede = [ [ 8V bedrar  (a21)

and similarly

L1800 = 8pleda > [ 180 p(eds = [ [ 8@ bododr (122

We deduce that

| [ 800 = 8ol ds| < 3l [, [ 1Vl dra

which shows that the function ¢ — [p4 @B(p¢) dx is absolutely continuous in [0, T7.

In order to prove (4.18) it is sufficient to notice that (4.21) and the strong continuity
of r — pl. at r =t (ensured by statement (i)) give

/ Blo) — Blos)pdz < (¢ — s) / Bp)Vo- by +oft — 5),
R4 Rd

hence (4.18) holds at any differentiability point of ¢t — [r4 ¢B8(p¢) da.

Step 4: proof of (ii), strong continuity of p;. We now show that p; is strongly
continuous on [0,7) w.r.t. the LlloC convergence; more precisely we show that, for every
t €[0,7) and for every r > 0,

lim lps — pt| dz =0 (4.23)
st B,

(reversing the time variable, the same argument gives the right-continuity). To this end,
let us define p' as in (4.19) for every t € [0, T]; we claim that

Pt = ps I_{T:X >t} for every s € [0,1] . (4.24)
Indeed, let us fix s,¢ € [0,7T] and s < t. Denoting with i’ the disintegration of i with

respect to the map e, recalling that n’, is concentrated on curves n € C([O,T];I@d) with
n(t) = z, by Theorem 4.3, we have that for Z%-a.e. x € R?

Lo < (@0 (o) = (€2 (mbL {n € CO.TERY (1) = 2 and Ty x (2) < 5}

— (es)a (nbL {n € C(I0, THRY) s n(t) # 00 and Ty (n(t)) < s})-
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Hence we can rewrite g% in terms of n

ﬁ;gd = / 5X(s,t,x)pt (J“) dx
{T7X<s}

::A;%m@ﬁLmecwwm@%:mw¢awmqumw><@)m@Mx

= (eo)4 (L {n € O, THRY : (1) # o0 and T, x (n(t)) < 5}).
(4.25)

By the semigroup property (Theorem 3.16(iii)) there exists a set Es; C R? of #9-measure
0 such that

T:X(X(s,t,x)) = TSEX(:L‘) for every x € {T " ix >s>T x}\ Esy,
TtiX(X(t, s,x)) = T:X(x) for every x € {T ax >t>T x}\ Egy,
for every x € {T,". hx >8> T,;x} \ Est
X (8 X(s,t,0)) = X(t2)  in (T, x(2), T, (@),
and for every x € {T:X >t > TQX}\ES,t
X(',t,X(t,s,x)) =X(-,s,) in (Ts_’X(x),T;'X(J:)).

Since (es)gnLR? is absolutely continuous with respect to £¢ (so that the set of curves
n such that n(s) € E,; is p-negligible) and 7 is transported by the maximal regular flow,
we have the following equalities, which hold up to a set of n-measure O:
{n€ C(0, T RY) : 5(s) # 00 and T (n(s)) > £}
= {n € C0,T|;R?) : n(s) # o0, n(s) ¢ Ess, Tx(n(s)) >t
and n(-) = X (-, 5,1(s)) in (T, x(n(s)), T, x (n(s)) }

o (4.26)
= {n € C([0, T;R?) : n(t) # o0, n(t) ¢ Esr, T, x(n(t)) < s
and n(-) = X (-,t,9(t)) in (T, x (1)), T, x (n(t)) }
={ne C([0, T; R : n(t) # oo and Ti x(n(t)) < s}.
We deduce that
mwﬂk>ﬂ=@m@LM€ﬂNﬂ®%m@#wmﬂﬂkwm>ﬂ)G”n

— ()4 (L {n € C(0, TR s n(t) # 00 and Ty x (n(t)) < s}).

By (4.25) and (4.27), we proved (4.24).
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In order to prove (4.23), we apply the triangular inequality to infer that

[ e=plde< [ o= itlde+ [ 1= e
B, B, B,

The second term in the right-hand side converges to 0 when s 1 ¢ by the strong L10C
continuity of pt w.r.t. s proved in statement (i). To see that also the first term converges
to 0, we rewrite it using (4.24), p.Z? = (et)xmLR%, and the fact that n is transported
by the maximal flow to obtain

~t
/B !ps—ps!dx:/B Pslirs <ny dv

— [tangrs o (1(s)) dno)
= n({n:n(s) € By (T < 1) and () = X (o .(s) in [5. T (n(s))} ).

Every curve n which belongs to the set in the last line belongs to B, at time s and blows
up in [s,t], since it coincides with the maximal regular flow and T: x(n(s)) < t. Hence,
for some s < ¢’ < ¢’ <t it satisfies that n(s’) € B, and n(s”) = co (we could take s’ = s,
but in order to guarantee the monotonicity with respect to s of the sets below, we prefer
to enlarge the set of curves in this way). We obtain that

/ lps — pl|dx < 77({77 :n(s") € B, and n(s") = oo for some s',s" € [s,t]}).
B,

The set in the right-hand side monotonically decreases to the empty set as s 1 ¢, therefore
its m-measure converges to 0. This concludes the proof of (4.23). O

Under certain conditions on the generalized flow 77, the most common being

/ /Rd ’lbjr 2] () dt < oo, (4.28)

where p; = (et)#nl_Rd, one can show that n is concentrated on curves that do not blow
up. This result is in the same spirit as the no blow-up criterion of Theorem 3.13. We
state the result under a more precise assumption than (4.28) (see (4.29)), since this will
be important for the application to the Vlasov-Poisson system in Corollaries 8.3 and 8.4.

Proposition 4.7. [No blow-up criterion] Let b € LL ([0, T] x R4 R?) be a Borel vector
field, let n € M (C([O,T],Rd)) be a generalized flow of b, and for t € [0,T] let uy =
(er)4mLR% Let 1o denote the constant curve n = oo, and assume that n({n«}) = 0 and

|be(2)
/ /]Rd (1+|z|)log(2 + |z |)dﬂt($)dt<00- (4.29)

Then m is concentrated on curves that do not blow up, namely

77({77 € C([O,T];]f%d)) :n(t) = oo for some t € [O,T}}) = 0.
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In particular, if we assume that u; < L% for every t € [0,T] and that n is concentrated
on the mazimal regular flow X associated to b, then X is globally defined on [0,T] for
po-a.e. x, namely the trajectories X (-, x) belong to AC([0,T);R?) for ug-a.e. = € R?,

Proof. Since n({ns}) = 0 we know that n-a.e. curve is finite at some time. In particular,
if we fix a dense set of rational times {¢,}nen C [0,T], we see that (by continuity of the
curves) 1 is concentrated on U,enI'y, with

Ty = {n € C((0,T;RY) : n(ta) € R,

so it is enough to show that nL_T', is concentrated on curves that do not blow up.

By applying Theorem 4.3 with s = t,, it follows that nL_T',, is concentrated on curves
n that are finite on the time interval (7, X(n(tn)),Tt': x(n(tn))) C [0,T]. Hence, since
(et)#(nLTy) < py, by Fubini theorem and assumption (4.29) we get

// [loglog(2—|—|17 ’dtdnl_l“ 1(n)
x (n(tn))

x (it 0 (®)]
// X (n(tn) @ o)) log(@ + faayp “ =TI

et el (n(®)
/ / x(0(t)) L+ nte)]) log(2 + o)) “ An-Tal(m)

|be| ()
/ /Rd (1+ |2])log(2 + |« y)d’“‘t(“/’)d“oo.

This implies that, for n-a.e. curve n € I'y,,

sup | loglog(2 + |n(s)]) — loglog(2 + |n(7)])]
T x ((tn))<s<T<T," 5 (n(tn))

" x(0tn)) | 4
< / X ‘ [loglog(2 + |n(t) ‘ dt < o0,
Tt;yx(n(tn)) dt

which in turn says that T, x(n(tn)) = 0, Tt': x(n(tn)) =T, and the curve n cannot blow
up in [0, 77, as desired. ’ ’

To show the second part of the statement, le us consider the disintegration of i with
respect to eg. By the properties of i we have that, for pg-a.e. x, the probability measure
7, is concentrated on the set

{n:0(0) =z, n# o0 in [0,T),n = X(-,2) in [0, Tx (2)) }.

Since n,, is a probability measure it follows that this set is nonempty, that Tx (x) = T,
and this set has to coincide with { X (-, x)}, thus n, = 0x(. 4, as desired. O
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Remark 4.8. In Proposition 4.7, the assumption that the curve n = co has n-measure 0
follows easily from the property

ml(C([0, T);RY)) < sup py(RY)
te[0,T

(that, as we will see in (4.30) below, is a property of the measures n built with the
generalized superposition principle, Theorem 4.9).
Assumption (4.29) of Proposition 4.7 could be replaced by

Tl [bel(x)
/0 /Rd () dp(x) dt < oo,

for any nondecreasing function w : [0, 00) — [0, 00) with w(0) > 0 and

/Ooow(lmdr:oo.

4.3 The superposition principle under local integrability bounds
on the velocity

In order to represent the solution to the continuity equation by means of a generalized
flow, we would like to apply the superposition principle (see Theorem 1.6). However, the
lack of global bounds makes this approach very difficult to implement. An analogous of
the classical superposition principle is the content of the following theorem.

Theorem 4.9 (Extended superposition principle). Let b € LL ([0, 7] x R4 R?) be a Borel
vector field. Let p, € L>((0,T); Lt (R)) be a distributional solution of the continuity
equation, weakly continuous in duality with C.(R?). Assume that:
(i) either |b|pr € LL ([0,T] x RY);
(ii) or divb; = 0 and p: is a renormalized solution.

Then there exists n € A (C([0,T7; I@d)) with

[ml(C([0, T RY) < sup |pel 1 (go), (4.30)
te€[0,T]

which is concentrated on the set T' defined in (4.1) and satisfies
(er)gnLR? = p, ¢ for every t € [0,T].

In addition, if p; belongs also to L>®((0,T); LL(R?)) (or p is renormalized), b is
divergence-free and satisfies (a)-(b) of Section 3.5, then m is transported by the Maximal
Regular Flow of X.

Remark 4.10. If, in addition to the last assumptions of the Theorem, we assume that

b:|
/ / ’1:_’ x)dzxdt < oo, (4.31)
Rd
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then p; is transported by the Maximal Flow, namely TOJ’FX (x) =T, X(-,0,x) belongs to
AC([0,T];R?) for L%a.e. x € {py > 0} and prL¢ = X (t,-)4(poL?).

Indeed, by Theorem 3.13 and (4.31) we know that the Maximal Regular Flow is well
defined in [0, 7] for #%-a.e. x € R Since n is transported by X, for n-a.e. 7 we know
that n = X (-,0,7(0)) in [0, T]. This implies that for Z?-a.e. = € {pg > 0} the measure n,,
obtained through disintegration of 1 with respect to ep, coincides with dx (. ¢ 4, therefore

(er)ym = /Rd(et)#”xm(?ﬂ) dr = /]Rd(et)#5X(-,o,x)Po(x) do = X (-,0,2)%(poL7),

as desired.

Remark 4.11. Thanks to Theorem 4.9, one can prove that, if b : (0,7) x R? — R?
is a locally integrable, divergence-free vector field, then assumption (b) of Section 3.5 is
equivalent to

(b’) for any closed interval I = [a,b] C [0,T7], every bounded distributional solution of
the continuity equation

%pt + div (bpy) =0 in (a,b) x R?

is renormalized (according to Definition 4.4).

Indeed, if (b’) holds then, given any couple of bounded, compactly supported solutions
of the continuity equation in (a,b) x R? with the same initial datum, their difference u is
a bounded, compactly supported solution starting from 0. By (b’), it is renormalized, and
therefore

p arctan(|ug|?) + div (barctan(|u|?)) = 0 in (a,b) x R%.
Multiplying this equation by a test function ¢(x) € C°(R?) which is 1 on the support of
u¢, we find that

/ arctan(|ue[*) =0 vt €[0,T]
R4

and therefore u; = 0.

On the other hand, if (b) holds and u is a bounded, distributional solution of the
continuity equation, by Theorem 4.9 applied to u + ||ul| Lo ((0.1)xre) and by Theorem 4.6
we find that u + ||ull Loo((0,T)xRr4) 18 a renormalized solution of the continuity equation,
according to Definition 4.4; this implies that the same holds for u.

Let us first briefly explain the idea behind the proof of Theorem 4.9. To overcome
the lack of global bounds on b we introduce a kind of “damped” stereographic projection,
with damping depending on the growth of |b| at co, and we look at the flow of b on the
d-dimensional sphere S¢ in such a way that the north pole N of the sphere corresponds to
the points at infinity of R? (see Figure 4.2). Then we apply the superposition principle in
these new variables and eventually, reading this limit in the original variables, we obtain



4.3 The superposition principle under local integrability bounds s

Sd

/ lo \ R?

Figure 4.2: The map ¢ “wraps” R? onto S*\ { N} through a diffeomorphism whose gradient
has a controlled growth at oo, in terms of a prescribed function D(r) : [0,00) — (0,1].
This function will be chosen, in turn, in the proof of Theorem 4.9 in terms of the L! norms
of the vector field b in (0,T) x B,.

a representation of the solution as a generalized flow. Let us observe that it is crucial for
us that the map sending R? onto S? is chosen a function of b: indeed, as we shall see,
by shrinking enough distances at infinity we can ensure that the vector field read on the
sphere becomes globally integrable.

We denote by N be the north pole of the d-dimensional sphere S¢, thought of as a
subset of R%t1. For our constructions, we will use a smooth diffeomorphism which maps
R? onto S\ {N} and whose derivative has a prescribed decay at occ.

Lemma 4.12. Let D : [0,00) — (0,1] be a nonincreasing function. Then there exist
ro > 0 and a smooth diffeomorphism 1 : R* — ST\ {N} C R such that

Y(x) = N as |x| — oo, (4.32)
|Vip(z)| < D(0)  VaeRY (4.33)
IV (z)| < D(|z|)  Vaz e R\ By, (4.34)

Proof. We split the construction in two parts: first we perform a 1-dimensional construc-
tion, and then we use this construction to build the desired diffeomorphism.

Step 1: 1-dimensional construction. Let Dy : [0,00) — (0,1] be a nonincreasing

function. We claim that there exists a smooth diffeomorphism v : [0,00) — [0, 7) such
that

lim do(r) =7, lim G(r) =0, (4.35)

Yo(r) = coDo(0)r V7 € [0,7/Dy(0)), for some ¢y € (0,1), (4.36)
[¥6(r)| < Do(0) V7 €[0,00), (4.37)

[¥o(r)] < Do(r)  Vr € [2m/Dyo(0), 00). (4.38)

Indeed, define the nonincreasing L! function Dj : [0,00) — (0, 00) as

|} Do(0) if r € 0,14 /Dy (0)]
Dl(T‘) = . _92 .
min{Dy(r),r"*} if r € (1+7/Dp(0), 00).
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We then consider an asymmetric convolution kernel, namely a nonnegative function o €
C°((0,1)) with [, 0 =1, and consider the convolution of D (r) with o(—7):

1
Py(r) == /0 o(rYDi(r +7")dr"  Vre[0,00).

Notice that v is smooth on (0,00), positive, nonincreasing, and ¥ < D; in [0,00) (in
particular ¢; € L'(0,00)). Moreover we have that 1); = Dg(0) in [0,7/Dy(0)], hence
111l L1(0,00) = ™ and cq = WH%Hle(o,oo) € (0,1). Finally, we define 1)y as

Yo(r) :==co /07“ P1(s)ds Vr e [0, 00).

Since [ (r)| = colt1(r)| < D1(r), taking into account that 7/Dgy(0) > 1 it is easy to check
that all the desired properties are satisfied.

Step 2: “radial” diffeomorphism in any dimension. Let Dy : [0,00) — (0, 1] to be
chosen later and consider g, co as in Step 1. We define ¢ : R? — S%\ {N} € R4*! which
maps every half-line starting at the origin to an arc of sphere between the south pole and
the north pole:

, x
W(w) = sm(wo(|x]))(m,0) — cos(¢o(|2])) (0, .., 0,1).
Thanks to (4.36) and to the fact that the functions x +— |z|?, t — sin(v/t)/Vt, and

t + cos(v/1) are all of class C*, we obtain that ¢» € C>°(R?;R9*+1). We also notice that
its inverse ¢ : S¢\ {N} — R? can be explicitly computed:

A(x1,. .. T441) = ¢51(arccos(—xd+1))M
= wo—l(arcsin(\(acl, e 7$d)|))H'

Writing » = |z| and denoting by I; the identity matrix on the first d components, we
compute the gradient of :

cos (o (r)) g (r)r — sin(o(r))

I
3

Vi (z) =

(z,0) ® (z,0
_sin(¥o(r))¥p(r)

r

) 4 sin(en(r)

(,0) ® (0,...,0,1).

It is immediate to check that |V(z)| # 0 for all z € R?, so it follows by the Inverse
Function Theorem that ¢ is smooth as well. Also, we can estimate

sin(yo(r))

[Vip(z)| < 2[(r)| + 2 (4.39)
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Using now (4.37) and (4.38), the first term in the right hand side above can be estimated
with 2Dg(0) for every z € R?, and with 2Dg(r) for every z € R? such that r > 27/Dg(0).
As regards the second term, for r € [0,7/Dy(0)] we have that
. (e D
sin(vo (1)) _ sin(coDo(0)r) < coDo(0), (4.40)

T T

while for r € [1/Dg(0), 00) we estimate the numerator with 1 to get

sin(to(r)) < Do(o).

4.41
T Toom ( )
Therefore, since ¢o < 1, by (4.39), (4.40), and (4.41) we get

IVy(x)] < 4Dg(0)  Va € R4 (4.42)

Now, for r € [2m/Dy(0), c0), thanks to (4.35) and (4.38) we can estimate

D) [T costualoun(s)ds < - [ il ds < 5 [ Doyds, (443)

T T

thus by (4.38), (4.39), and (4.43) we obtain
2 oo
|Vip(z)] < 2Do(r) + ’I“/ Dy(s)ds Vo eRY \ BQﬂ./DO(O). (4.44)

So, provided we choose Dg(r) := min{4~1,r=2} D(r) we obtain that (4.42) implies (4.33).
Also, by choosing r¢ := 27/Dy(0) > 2, from (4.44) and because D is nonincreasing we
deduce that

Vi) < Dgr) +i/00 DS(21") ds < D;r) n DT(;”) <D(r) VaeR'\B,,

proving (4.34) and concluding the proof. O

Proof of Theorem 4.9. We first assume that |b|p; € Li ([0,T] x R%) and we prove the
result in this case. This is done in two steps:
- In Step 1, based on Lemma 4.12, we construct a diffeomorphism between R? and S\ { N}
with the property that the vector field b, read on the sphere, becomes globally integrable.
- In Step 2 we associate a solution of the continuity equation on the sphere to the solution
of the continuity equation p;; this is done by adding a time-dependent mass in the north
pole. Then, the superposition principle applies on the sphere.

Once the theorem has been proved for |by|p: € LL ([0,T] x R?), we show in Step 3 how
to handle the case when p; is a renormalized solution.

Finally, in Step 4 we exploit the results of Section 4.1 to show that p; is transported
by the Maximal Regular Flow.
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Step 1: construction of a diffeomorphism between R? and S?. We build a diffeo-
morphism 1 € C®°(R%;S%\ {N}) such that

xlgglo Y(z) = N, (4.45)
T
/ / IV (z)||be(x)|pe(x) do dt < oo. (4.46)
0 Rd

To this end, we apply Lemma 4.12 with D(r) = 1 in [0,1) and D(r) = (2"C,)~! for
r € [2771 27), where

T
C,:=1+ / / |by(2)|pe(2) da dt for every n € N.
0 JByn

In this way we obtain a smooth diffeomorphism 1 which maps R? onto S%\ {N} such that
(4.45) holds, |V¥(z)| < 1 on R?, and

1

Vo) < g

Yz € Ban \an—l, n > ng, (447)

for some ng > 0. Thanks to these facts we deduce that

T
[ [ we@lb@int)drar
0 R4

T
<[/ ) e + > / L vi@lb@ine dede g

i=ng+1 22\321 1
/ / |bi(2)|pe(z) d dt + Z —<oo
Bang = n0+1

which proves (4.46).
Step 2: superposition principle on the sphere. We build n € .#, (C([O,T];]f%d))
such that |n|(C([0,T];R%)) < supyefo,7y |lotll L1 (ray, M is concentrated on curves n which
are locally absolutely continuous integral curves of b in {n # oo}, and whose marginal at
time ¢ in R% is p,. 2.

Without loss of generality, possibly dividing every p; by sup,c(o 11 [|otll 1 (e), We can
assume that sup,cpo 7y [|ptll 11 (rey- Define my == [|pt]| 11 (ray < 1,

ely) = {vww(y))btw(y» if y € S\ {V} (4.49)

0 ify=N

and
pi =Y (pe L) + (1 —my)on € 2(S%),  te€0,T].
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Since ¢;(IN) = 0 we can neglect the mass at N = ¢)(c0) to get

T T
/ / el ducdt = / / V01 (6(0)) bel (6(9) dpue(y) dit
0 Jsd 0 JSN{N}
T
= [ [ Ivel@lbl @) dodt < .
0 Rd

where in the last inequality we used (4.46).

We now show that the probability measure y; is a solution to the continuity equation
on S¢ ¢ R with vector field ¢;. To this end we first notice that, by the weak continuity
in duality with C.(R?%) of p; and by the fact that all the measures u; have unit mass,
we deduce that u; is weakly continuous in time. Indeed, any limit point of us as s — ¢t
is uniquely determined on S?\ {N}, and then the mass normalization gives that it is
completely determined. We want to prove that the function ¢ — de pdyy is absolutely
continuous and satisfies

d
— [ pdu = / ¢t - Voduy Z'ae on (0,7) (4.50)
dt Jsa sd

for every ¢ € C*°(R*t1). We remark that, since p; is a solution to the continuity equation
in R% with vector field b;, changing variables with the diffeomorphism 1) we obtain that
(4.50) holds for every ¢ € C°(R¥*!\ {N}), hence we are left to check that (4.50) holds
also when ¢ is not necessarily 0 in a neighborhood of the north pole.

Let us consider ¢ € CP(R¥Y). By py(N) =1 —my = 1 — (S \ {N}), for every
t € [0,T] we have that

/ o dp = / o dpis + o(N)ur(N) = (N) + / (0— o(N))dur.  (451)
§d SA\{N} sd

For every € > 0 let us consider a function y. € C*(R4*!) which is 0 in B.(N), 1 outside
Bs-(N), and whose gradient is bounded by 2/e. Since p; is a solution to the continuity

equation in R? and since x.(¢ — ¢(N)) is a smooth, compactly supported function in
CX(R™1\ {N}) we deduce that

d
C Xelo — o (N)) dpy = / e - Vixe(e — o(V))] das
dt Jsi 54\(N}
= / (0 —@(N))er - Vxe dpg + / XeCt - Vo diy.
SN{N} SA\{N}
(4.52)

To estimate the first term in the right-hand side of (4.52) we use that [¢ — p(N)| <
g||Ve¢llso in B:(N) and that |Vx.| < 2/e to get that

< 2 Véll / el dya,

\ / e - Vxe(o — o(N) dp
SA{N} Ba: (N)\B:(N)
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and notice the latter goes to 0 in L'(0,T) as ¢ — 0 since || is integrable with respect
to pdt in space-time thanks to (4.50). Since the second term in the right-hand side of
(4.52) converges in L'(0,T) to de\{N} ¢t - Vi duy, taking the limit as ¢ — 0 in (4.52) we
obtain that ¢ — [c4(¢ — ¢(N)) du is absolutely continuous in [0,7] and that for £*-a.e.
t € (0,T) one has

d

G o= e du= [ e o
Sd sd

Using the identity (4.51), this formula can be rewritten in the form (4.50), as desired.

Since p is a weakly continuous solution of the continuity equation and the integrability
condition (4.50) holds, we can apply the superposition principle (see Theorem 1.6) to
deduce the existence of a measure o € Z(C([0,T];S%)) which is concentrated on integral
curves of ¢ and such that (e;)uo = i for all t € [0,T.

We then consider ¢ : S — R? to be the inverse of ¥ extended to N as ¢(IN) = oo, and
define @ : C(]0,T]; S%) — C([0,T]; R%) as ®(n) := ¢ o 5. Then the measure

ni=duo € 2(C([0,T);RY)

is concentrated on locally absolutely continuous integral curves of b in the sense stated in
(4.1), and
(e) 4R = ¢y(er) po LR = ¢y LR = p. 2"

Step 3: the case of renormalized solutions. We now show how to prove the result
when divb; = 0 and p; is a renormalized solution. Notice that in this case we have no
local integrability information on |b;|ps, so the argument above does not apply. However,
exploiting the fact that p; is renormalized we can easily reduce to that case.

More precisely, we begin by observing that, by a simple approximation argument, the
renormalization property (see Definition 4.4) is still true when f§ is a bounded Lipschitz
function. Thanks to this observation we consider, for k£ > 0, the functions

0 if s <k,
Br(s) =4 s—k ifk<s<k+1,
1 ifs>k-+1.

Since p; is renormalized, Sx(p¢) is a bounded distributional solution of the continuity
equation, hence by Steps 1-2 above there exists a measure 1, € .#4 (C([0,T]; ]Rd)) with

ml(C0, T RY) < sup [|Be(pe)ll 11 ey,
te[0,T]

which is concentrated on the set defined in (4.1) and satisfies
(er) 4 LR = Bi(py).27 for every t € [0, T].

Since )~ Br(s) = s, we immediately deduce that the measure n := ", . 1, satisfies all
the desired properties.
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Step 4: representation via the Maximal Regular Flow. If we assume in addition
that b is divergence-free and satisfies (a)-(b) of Section 3.5 and that p; € L>°((0,T) x RY)
(resp. that p; is renormalized), then n (resp. every 7)) is a regular generalized flow and
by Theorem 4.3 it is transported by the Maximal Regular Flow.

O






Chapter 5

The continuity equation with an
integrable damping term

In this Chapter we consider the Cauchy problem for the continuity equation with a linear
source term, namely

{atut(w‘) + V- (be(z)ue(2)) = cr(z)u(x) (5.1)

ug(x) = u(x)

where (t,z) € (0,T) x R, uy(x) € R, by(x) € R? and ¢;(x) € R. This kind of equation

appears in many nonlinear systems of PDEs and, in analogy with fluid dynamics, we call

damping the coefficient c¢. As it happens in the case ¢ = 0 (see Section 1.1), the continuity

equation (5.1) is strictly related to the ordinary differential equation

WX (t,x) = by (X (t,x)) vt € (0,T) (5.2)
X(0,2) == .

for z € R?. Indeed, assuming that @, b and ¢ are smooth and compactly supported and
denoting by X : [0, 7] x RY — R? the flow of b, the map X (¢,-) is a diffeomorphism. We
denote by X ~1(¢,-) its inverse and we set JX (t,z) := det(V,X (t,x)) # 0. A solution of
(5.1) is then given in term of the flow X by the following explicit formula

_a(X () (@) t ;
o) = T T gy P (f, S XX ). 6

Moreover, (5.3) can be equivalently rewritten as

w L = X (1) (u exp (/Ot (X (7,-)) dr)$d> . (5.4)

If ¢ € L>®((0,T) x RY), under suitable (regularity and growth) assumptions on the
velocity field ensuring the existence and uniqueness of a Lagrangian flow, DiPerna and
85
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Lions [DPL4] showed that (5.4) is the unique distributional solution of (5.1) with initial
datum @. At a very formal level, their strategy to prove uniqueness consists in considering
the difference u between two solutions with the same initial datum, which by linearity
solves (5.1) with initial datum 0, and multiplying the equation by 2u. They obtain

d

G | wtar s /R (2au(a) — div by (o) u(x)? do

(5.5)
< el + 1 v bill e [ ela)? do.

They conclude thanks to Gronwall lemma that [, ut(w)? dx = 0 for every t € [0, T], which
implies uniqueness.

If c € LY((0,T) x RY) then (5.4) does not make sense as distributional solution even
in the simplest autonomous cases. For instance, let by(z) = 0, & = 1 44, and ¢ € LY(RY).
A solution of (5.1) is given by wu(x) = a(x)e!*(*); however u; may not belong to L (R?)
due to the low integrability of c¢. In this case (5.3) is not a distributional solution of (5.1).

We notice however that, if we assume ¢ € L'((0,T) x R%), the function u defined in
(5.3) is almost everywhere pointwise defined since the flow is assumed to preserve the
Lebesgue measure, up to a multiplicative constant, and hence

/Rd /OT cr (X (1,2))dr dx < C’/OT /]Rd cr(x)drdx < 0. (5.6)

In the following, we introduce a natural notion of renormalized solution of (5.1) (see
Definition 5.3) following [DPL4] and we prove that the function defined in (5.3) is a
renormalized solution of (5.10). Then we move to the more delicate problem of unique-
ness with this weak notion of solution. Here a different estimate with respect to (5.5) is
needed, since already the formal computation (5.5) fails if we assume lower summability
than L™ for the damping c¢. In analogy with the logarithmic estimates introduced by
Ambrosio, Lecumberry and Maniglia [ALM], Crippa and De Lellis [CrDe] for solutions
to the ODE (5.2), we perform a logarithmic estimate for solutions of the PDE (5.1). As in
the computation (5.5), we consider the difference u of two solutions with the same initial
datum and we multiply (5.1) by u/(8 + u?), where § > 0 is fixed, to obtain

% [ Jog (1 + “’*(;)2) dz = /Rddiv by(2) log (1 + “t(;)2> d
+/ (ex(z) — divby(w)) gy
R ’ § + u(z)?

o (5.7)
S H div bt”Loo(Rd) /Rd log <1 + tT) dx

+ 2/ lec(x)| + | div be(z)| da.
Rd
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By Gronwall lemma we deduce that for every ¢ € [0, 7]

ug(x)? r
< oo
/Rd log (1 + 5 ) dx < exp (/0 | div be || oo () dt)

T
~ / / 2|eo(w)] + |V - bu(w)]) da d:
0 R4

letting finally § go to 0, since the right-hand side is independent on § we obtain that u; = 0.
A justification of the estimate (5.7) in a non-smooth setting requires some work, as the
one performed in [DPLA4] to justify (5.5). First, one needs to prove that the difference
of renormalized solutions is still renormalized, which is not an automatic consequence of
the linearity of the equation and of the theory of renormalized solutions. Moreover, to
allow general growth conditions on b, one would like to localize the estimate. In [DPL4],
general growth conditions were considered by means of a cutoff function and by a duality
argument. Instead, we refine the estimate (5.7) by means of a decaying function.

The plan of the paper is the following. In Section 5.1 we introduce the notions of
regular Lagrangian flow and of renormalized solution; then we state our existence and
uniqueness result. Sections 5.2 and 5.3 are devoted to the proof of the main theorem.

5.1 Existence and uniqueness of renormalized solutions

We denote by B,.(z) C R? the open ball of centre € R? and radius » > 0, shortened
to B, if x = 0. In the case of a smooth, divergence free vector field b, the solution to
the equation (5.1), given by the explicit formula (5.3) with JX (¢,z) = 1, is obtained
by transporting the initial datum @ along the flow of the vector field b, together with a
correction due to the damping term c. To obtain a similar statement in the non-smooth
setting, we consider the regular Lagrangian flow of b (see Definition 1.4) and we point out
some useful properties in the remark below.

Remark 5.1. Under the assumptions of Theorem 1.5, which guarantee the existence
and uniqueness of a regular lagrangian flow, if we further assume a two-sided bound on
div b, namely divb € L'((0,T); L=(R?)), the map X (¢, -) is almost everywhere invertible
for every t € [0,7]. We denote by X '(t,-) the inverse map, which satisfies for every
te[0,7)

X(t, X Yt,z) == and X1t X(t,z) == for Z%-ae. x € R (5.8)
Moreover, we recall that the compressibility constant C'(X) in Definition 1.4 (ii) can be
T\ 1
chosen as exp ( [ ||div bt | oo (a) dt).

When the vector field b is divergence-free, the Jacobian of the flow is equal to 1 in the
explicit solution (5.3) of (5.1). Instead, when the vector field b is not divergence-free, the
Jacobian of the flow appears in (5.3). In the smooth setting, the Jacobian is defined as
JX (t,z) = det(V,X (t,z)), and satisfies the differential equation

OJX (t,x) = JX(t,z)divb (X (t,x))  Y(tz) e (0,T) xR
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In the non-smooth setting, we define the Jacobian through an explicit formula; we will see
in Lemma 5.7 that this object satisfies a change of variable formula.

Definition 5.2. Let T > 0, let b be a Borel, locally integrable vector field, and let X
as in Definition 1.4. Assume moreover that divb € L'((0,7); L. (R%)). We define the

loc

Jacobian of X as the measurable function JX : (0,T) x R? — R? given by

JX (t,z) = exp (/Ot div bs(X(s,x))ds>.

Thanks to the compressibility condition (ii) in the definition of regular Lagrangian
flow and to the local integrability of div b, a computation like (5.6) shows that JX is well
defined and absolutely continuous in [0, 7] for .Z%a.e. z € RY.

We present now a notion of solution of (5.1) which does not even require local integra-
bility of u and was first introduced in [DPL4]. This notion adapts Definition 1.3 to our
context by imposing more constraints on the renormalization function 8 (which, in turn,
guarantee the correct integrability of every term). In the sequel of this Chapter all the
functions involved will be defined up to a set of Lebesgue measure zero.

Definition 5.3. Let @ : R? — R be a measurable function, let b € LL ((0,7) x R%R?)
be a vector field such that divb € Li ((0,7) x RY) and let ¢ € LL _((0,T) x RY). A
measurable function u : [0,7] x R? — R is a renormalized solution of (5.1) if for every

function 8 : R — R satisfying
BeC'NL®R), F(z)zeL®R), H(0)=0 (5.9)

we have that
OB (u) + V- (b4 (u)) + divd(up'(u) — B(u)) = cup’(u) (5.10)

in the sense of distributions, namely for every ¢ € C°([0,T) x R?)

T
/ 6(0,2)(a) dz + / / 06+ V6 - BB () du dit +
e 0 /R (5.11)

T
/ / ¢[diV b(B(u) —ub' (v)) + cuﬁ’(u)} dx dt = 0.
0 Jrd

The second assumption in (5.9) is exploited to give a distributional meaning to the
right-hand side of (5.10), which becomes locally integrable despite the lack of integrability
of u.

Remark 5.4. As precised in a similar context in Remark 4.5, in Definition 5.3, we can
equivalently test equation (5.10) with compactly supported space functions ¢; in other
words, (5.11) holds if and only if for every ¢ € C2°(R?) the function [gq ¢(2)8(w(z)) dx
coincides .Z!-a.e. in (0,T) with an absolutely continuous function I'(¢) such that T'(0) =
Jga ¢(z)B(u(z)) dz and for L'-ae. t € [0,T]

%F(t) = /]Rd Vo - bB(uy) dx + /Rd @[div by (B(ue) — uef' (ur)) + ctutﬂ’(ut)} dr. (5.12)
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This follows by the choice ¢(t,z) = p(z)n(t) in (5.11) with n € C2°([0,T)); by the density
of the linear span of these functions in C°([0,T) x R%), it is possibile to deduce the
equivalence (see for instance [AGS1, Section 8.1]). Notice moreover that, with a standard
approximation argument, we are allowed to use every Lipschitz, compactly supported test
function ¢ : R — R as a test function for the computation (5.12).

We now state the main result of this Chapter, namely the existence and uniqueness of
renormalized solutions to the continuity equation with integrable, unbounded damping.

Theorem 5.5. Let b € L'((0,T); BVioc(R%RY)) be a vector field that satisfies a bound
on the divergence divb € L*((0,T); L>(R%)) and the growth condition

|be(2)|
1+ |z

€ LN((0,7); L'(RY) + L1((0, T); L%(R)). (5.13)
Let
ce LY((0,T) x RY)
and let @ : R* — R be a measurable function. Then there exists a unique renormalized
solution u : [0,T] x R? — R of (5.1) starting from @ and it is given by the formula
WX, ) (@)
‘]X(t7 X_l(t7 )(IL’))

t
w(z) = exp /0 C(XE X @) ). (5.14)
Remark 5.6. The same statement holds for vector fields b satisfying other local regularity
assumptions than BV; more precisely, Theorem 5.5 holds for every b such that every
bounded, distributional solution of the continuity equation is renormalized. In turn, this
property is needed both for the existence and uniqueness of the regular lagrangian flow
(since, as it is shown in Remark 4.11, it implies property (b-R%) of Section 1.3, and
therefore we can apply Remark 1.8 and Theorem 1.5) and for Lemma 5.9. Moreover, as
shown in Remark 4.11 when the vector field is divergence-free, the property that every
bounded, distributional solution of the continuity equation is renormalized is equivalent
to (b-RY). Hence, to see some classes of vector fields other than BV which satisfy this
assumption, we refer to Remark 1.9 (for the sake of completeness, we also mention that in
many of these explicit examples the property that every bounded, distributional solution of
the continuity equation is renormalized is proven directly through commutator estimates).

5.2 Proof of existence

To prove existence in Theorem 5.5, we show by explicit computation that (5.3) provides a
renormalized solution to (5.1). In the case of a divergence-free vector field, the flow X (¢,-)
is measure preserving and (5.14) can be rewritten as

w(x) = (X, ) (@) exp (/Ot (X (r, XLt ) (@) dr).
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An easy computation shows that this function is a renormalized solution of (5.1):

d d

dt Rd‘ﬁﬁ(w)dx:% Rdgp(X)ﬁ(ut(X))dx

= [ [760) - bi(X)80(30) + 308 (X)) (X (X)| d
— /]Rd [V(p b B(u) + goﬁ'(ut)utct} dx,

(compare with (5.12)). Note that in the above calculation it has been used that when the
representation formula is considered along the flow it holds that

d
7 (u(X)) = ue(X)er(X).

The computation can be made rigorous thanks to the absolute continuity of X (-, ).
The following lemma, regarding a change of variable formula and time regularity of the
Jacobian of regular Lagrangian flows, is useful in the proof when b is not divergence-free.

Lemma 5.7 (Properties of the Jacobian). Let b as in Theorem 5.5 and let X be the reqular
Lagrangian flow of b. Then, the function JX in Definition 5.2 is in L*((0,T); L°(R?))
and for everyt > 0 and every ¢ € L*(RY) satisfies the following change of variable formula:

(X (t,x)J X (t,z)dx = o(x) dx. (5.15)
R4 R

Moreover, e=l < JX < el with L = fOT | div bt || oo (ray dt, JX (-, x) and JX (-, x) are
absolutely continuous in [0,T] and satisfy

O J X (t,x) =JX(t,z)divb(X (t,z)) for L1-a.e. t €(0,T), (5.16)
1 1
O |l——|=— =—=——— ) divh(X (¢ Lloae te(0,T 5.17
t|:JX(t,ZL‘):| <JX(t,.’L‘)) v t( (7:6)) fO’f’ a.e 6( 3 ) ( )
for £%a.e. x € R%,
Proof. Step 1: approximation with smooth vector fields. Let us approximate the
vector field b by convolution. In particular let b° be the convolution between b, extended

to 0 in (R\ [0,T]) x R%, and a kernel of the form e~%1p; (t/)pa(x/), where p; € C°(R)
and py € C°(R?) are standard convolution kernels, so that

H le bg HLoo (Rd) S /R pl (t/> H le bt_et/ HLoo (Rd) dt/ (518)

Let X¢ € C™([0,T] x R%RY) be the flow of b¥; for every t > 0 the function X°(t,-) is
a diffeomorphism of R? and, setting JX®(t,z) = det V,X(t,2), we have the change of
variable formula

H(XE(t,2))JX(t,x)de = [ ¢(x)dx Vo € C(RY). (5.19)
R4 Rd
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Moreover for every x € R? the function JX¢(-,z) solves the ODE

O JXE(t,x) = JX(t, ) div b (X°(t, z)) for any t € (0,7)
JX(0,z) =z,

hence it is given by the expression
t
TXE(t,2) = exp ( / QivBi(X7(s,x))ds)  W(t,a) € [0,T] x B
0
Integrating (5.18) in (0,7"), we find that
T
eb<JXe<er  V(t2)e[0,T] xRY  with L = / | div by[| oo (gay dt.  (5.20)
0

Step 2: pointwise convergence of Jacobians. We show that, up to a subsequence
(not relabeled) in ¢, for .#%-a.e. z € RY

lin% JXC(t,z) =JX(t,x) for every t € (0,7, (5.21)
E—
where JX is defined in Definition 5.2.

To this end, let us first prove that, up to a subsequence (not relabeled),

lim div b (X°(t,2)) = divb(X () in Lige([0,7] x R). (5.22)
e—

By the stability of regular Lagrangian flows (see [DPL4,CrDe, A1] or [AC2, Section 5] or
Theorem 3.2 noticing that assumption (5.13) prevents finite-time blow up of trajectories

thanks to Theorem 3.13), for every ¢ € [0,7] we have that, up to a subsequence (not
relabelled)

lin}) Xe(t,z) = X(t,x) pointwise for £ a.e. (t,z) € [0,T] x RY. (5.23)
E—

Let us consider r > 0 and let us prove the convergence in (5.22) in [0,7] x B,. Let
R > 0 and 1 > 0 to be chosen later. The estimate on superlevels in [CrDe, Proposition
3.2], which depends on the growth assumptions (5.20) and on the compressibility of the
flows, implies that

ZU{x € B, : X°(t,x) € R\ Bg}) < g(R,7), (5.24)

for a function g(R, r) which converges to 0 as R — oo for every r > 0 (and it is independent
on ¢ and t). The analogous of (5.24) holds also with X in place of X°©.

By Egorov theorem, there exists a measurable set E C [0,7] x Bg of small measure
ZLU(E) < 5 such that

limdivb® =divb  uniformly in ([0,7] x Bg) \ E. (5.25)

e—0
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As a consequence, div by is continuous on ([0,7] x Bg) \ E. Let us consider E* to be the
intersection of E with {¢t} x R?. Letting

Elp={x€B,: X°(t,z) € E'U(RY\ Bp)} U{z € B, : X(t,z) € E' U (R?\ Bg)},
we have that
T
//ydivbi(XE)—divbt(X)wxdt
0 r

T T
< / / | div b5 (X7) — div by (X)| da dt + / LUBL )| div b | o ey - (5.26)
0 JB\EL 0 ’

T
+/0 gd(E‘;R) + H div thLoo(Rd)) dt

The second and the third term in the right-hand side of (5.26) can be estimated uniformly
in € thanks to the compressibility of X*(¢,-) and X (¢, ), which is less or equal, in both
cases, than e’ thanks to (5.20) and Remark 5.1. More precisely

LU{Xe(t,-) € B'U(RY\ Bp)}) < LU{X°(t,") € E'}) + L ({X=(t,-) € R?\ Br})
< e LUE") + g(R,7)

and a similar computation holds for the set {X (¢,-) € E' U (R?\ Bg)}, so that overall
LUEL R) < 2" LU E") +29(R, 7).
Thanks to (5.26), it implies that
T
/ / | div b (XZ) — div by(X)]| da dt
o JB,
T T
< / / | div b5 (X¢) — div by(X)| dx dt + QeL/ LYE)| div by oo ray di
0 JB\E! 0
T T
+ 2eL/ LY (Ey)| div b5 || oo (gay dt + 4g(R, 7“)/ || div by | oo (ga) dt
0 0
which can be written as follows:
T
/ / |div b5 (X°) — div by(X)]| da dt
o JB,
T T
< / / | div b5 (XZ) — div by (X)| da dt + 4g(R, r)/ | div byl oy d - (5.27)
0 JB\E! 0

+23L/EHdiVbt’Loo(Rd) da:dt—|—2eL/E||divbeLoo(Rd) de dt.
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The first term in (5.27) converges to 0 as € — 0 because div bf (X*) converges pointwise
to divby(X) in B, \E;R and div b is continuous on E':

| div b (X®) — divby(X)| < |divdi(X°®) — divb(X®)| 4 | div b (X ) — div by (X)|
é H div bi —div thLOO(BR\Et) + | div bt(XE) —div bt(X)|
(5.28)
The second term goes to 0 because g(R,7) — 0 for R — oo. The last terms, in turn,
converge to 0 as n — 0, where 1 has been chosen in (5.25) and is independent on £, by the
absolute continuity of the Lebesgue integral. Indeed, each function is dominated by

t ]| div b5 || oo (ay + || div by|| oo may < (67" p1(+/€)) * | div by || oo (ay + || div by | oo gy

and the last function converges in L([0,T]) to 2|| div bt || oo (ra), so that we can take the
limit in the right-hand side of (5.27) by the absolute continuity of the Lebesgue integral.
Finally, choosing first R and 7 small enough, and then letting £ go to 0 in (5.27), we find
(5.22). By (5.22), up to a subsequence, for Z%-a.e. x € R?, divbf(X(t,x)) converges to
div by (X (t,x)) in L'([0,T]). Hence for Z%-a.e. x we deduce (5.21).

Step 3: conclusion. Let us fix t > 0 and ¢ € C.(Bg) with R > 0. We take the limit
as € goes to 0 in (5.19) to get (5.15). More precisely, to show that the limit of (5.19) is
(5.15), we estimate the difference of the two terms by adding and subtracting ¢(X)JX*®
and using the bound on JX*¢ given by (5.20)

[ 0(X9)IX" — 0(X)TX) da

< [ (0OIIX7 = X+ eHo(X7) = 6(X)) de

The first term goes to 0 as ¢ — 0 by (5.21) and the dominated convergence theorem,
since the functions are nonzero only on the set {z : X (¢t,2) € Br} and this set has finite
measure.

Regarding the second term, for every R > 0 we have

/Rd |6(X%) = ¢(X)| do < 2| 1=L({z ¢ By : X(t,x) € Br or X*(t,z) € Br})

+ / 6(X7) — §(X)| da.

By

By choosing R sufficiently big, the first term can be made as small as we want inde-
pendently on e thanks to the estimate on superlevels in [CrDe, Proposition 3.2] (see also
(5.24)). Finally, letting ¢ — 0 in the second term with R fixed, we obtain that it converges
to 0 by dominated convergence. Hence, (5.15) holds true for every ¢ € C.(R%). Then we
approximate every ¢ € L'(R?%) with compactly supported, continuous functions {@, }nen
and we take the limit in (5.15) applied to ¢,. The left-hand side converges thanks to the
bound on the Jacobian and to the bounded compressibility of X:

| [ @03 =X IX da| < [ 16,(X) = 0(X) dz < O [ 16, = ol .
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hence we obtain (5.15) with ¢.

Finally, (5.16) and (5.17) are easily checked by direct computation and using the fact
that JX is absolutely continuous in the time variable. O

Proof of Theorem 5.5, Existence. Let 5 : R — R be a function satisfying (5.9). From
the expression (5.3) we compute an equation involving fB(ui(x)). Let ¢ € C° be a test
function. By the change of variable formula (5.15) applied with ¢(x) = ¢(z)5(u(z)) we
have that

[ el e = [ o(X(t.0)Bu(X(t.0)IX () da.

R4

Thanks to the absolute continuity of X (-, z), of JX (-, z), and of 1/JX (-, z) and since
the set of bounded, absolutely continuous functions is an algebra, for every z € R¢ the
functions t — u (X (t,z)) and t — (X (¢, 2))B(u(X (t,z)))J X (t,x) are absolutely con-
tinuous. Their derivative can be computed by the explicit formula for u given in (5.14)
thanks to (5.16) and (5.17): for Z!-a.e. s € [0,T]

s [us(X)] = 95 [JLX exp ( /Ot cT(X(T))dT)}

= e (/Ot (X (7)) dr ) es(X) + [Jlx]uexp (/O (X (7)) dr

= s (X )es(X) + us(X)0y [JX} JX
g (X)es(X) — ug(X) div bs(X)JLX

and therefore

7)) B(us(X (5,2))) T X (s, 2)] = Vep(X) - bs(X) B(us(X)) ] X
(X)B (us(X))0s [us(X)] T X + (X)) B(us(X))0s] X
=[Vip(X) - bs(X)B(us(X)) + (X) B (us(X) s (X ) cs(X)
(X)B' (us(X))us(X) div bs(X) + ¢(X)B(us(X)) div bs(X)] JX

X)-
(

(for the sake of brevity we sometimes write X in place of X (s,z) and JX in place of
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JX (s,z)). Hence, by Fubini theorem and by the change of variable (5.15), we have that

(@) B(ur(2)) d — / () B(a()) dx

o

= ) /Rd [V@(fﬁ) ~bs (@) B(us(x)) + () cs(z)us(x) B (us(x))
+ (z) div bs(z) ( — us(z) 8 (us(z)) + B(US(;U)))} dr ds.

Notice that the integrand in the right-hand side is in L'((0,7) x R%)) thanks to the
properties of 8 and since ¢ is compactly supported. We have therefore verified that the
function t — [p4 @(x)B(u(x)) de is absolutely continuous in [0, 7] and that (5.12) holds;
we conclude that w is a renormalized solution thanks to Remark 5.4. 0

5.3 Proof of uniqueness

In this section we are going to prove the uniqueness part of Theorem 5.5. In Lemma 5.9
we prove that under our assumptions the difference of renormalized solutions is still a
renormalized solution following the lines of [DPL4, Lemma II.2]. Therefore, to prove
uniqueness in Theorem 5.5 it is enough to show that every renormalized solution starting
from @ = 0 is identically 0. The following simple lemma states the property of the
particular renormalization function which allows to pass to the limit in the damping term.

Lemma 5.8. Let f(r) = arctan(r) : R — (—7/2,7/2) and, for every M > 0, let Sp(r) =
Mp(r/M). Then we have that

‘Tlﬁf\/fﬁ’l) - 7’255\/[(7“2)’ S IBM(TI) — ﬁM(Tz)’ V’r’l,Tg e R. (5.29)

Proof. First we prove the inequality for M = 1, namely

’ 1 72
1473 14713

< |arctan(ry) — arctan(rs)| Vry,r2 € R. (5.30)

Setting t; = arctan(r;), i = 1,2, the inequality is equivalent to

tan(t1)  tan(le
1+tan?(t;) 1+ tan?

()t2)‘§|t1—752! Vty,ta € (-gg)

Since the left-hand side can be rewritten as |sin(2t1)/2 — sin(2t2)/2| and the function
sin(2t)/2 is Lipschitz with constant 1, the previous inequality is satisfied. To prove (5.29)
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with M > 0, we apply (5.30) at r1/M and r2/M to obtain

MT‘1 M’I“Q ‘

1 72
e r% B r% < ‘ arctan (M) — arctan (M)‘ Vry,ro € R.

Multiplying both sides by M we obtain (5.29). O

Although the continuity equation is linear, it does not follow from its definition that
the class of renormalized solutions is linear. However, thanks to the regularity of the vector
field and to a particular choice of renormalization functions, we prove that the difference
of renormalized solutions is still a renormalized solution.

Lemma 5.9. Let us consider a vector field b € L'((0,T); BVioe(R%;RY)) with divb €
LY(0,7); LL (RY), a damping ¢ € LL ((0,T) x RY), and a measurable initial datum
@ :RY = R. Let up and up be renormalized solutions of (5.1) with initial datum 1.

Then u := uy — usy is a renormalized solution with initial datum 0.

Proof. Let M > 0 and Bys(r) = M arctan(r/M) for every r € R. Notice that 5y, satisfies
(5.9), so that in the sense of distributions

OB (ui) + V- (5B (u;)) + div b(wiByy (wi) — Bar (i) = cui By (uy) i=1,2.

Taking the difference between these equations and setting vy = SBar(u1) — Bar(uz) we
obtain that vps solves in the sense of distributions

Owonr + V- (bupy) = (¢ — divb) [ug By (ur) — ue By (uz)] + divb vy,

Thanks to the assumptions on b, since the right hand side of the previous equation is locally
integrable, and since vy; € L((0,T) x RY), it follows by [A1] (see also [AC2, Theorem
35] and the discussion of Remark 5.6) that vy is also a renormalized solution, namely for
every v which satisfies (5.9) we have

u By (u1) — uzBy, (u2)

Bar(ur) — B (uz)

Oy(var) + V- (by(var)) = (¢ — div )y (var)var + divby(vy).

This means that, since v/(0,-) = 0, for every ¢ € C2°([0,T) x R?) we have

T
- / / [0tp + V- bly(var) de dt =
0 JRrd (5.31)

! _ & / uy By (ur) — uz By (us) i
/0 /Rd¢[(c div b)y' (var)vm Bar (u1) — Bar(12) + divby(vp) | dx dt.

Then, we let M go to oo in the previous equation. First, we note that since By (r) — 7
as M — oo it follows that vy; converges to u; — uo pointwise as M — oco. As regards
the left-hand side of (5.31), «v(vas) converges pointwise to y(u; — ug) and these functions
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are bounded by ||7|/cc. The right-hand side of (5.31) converges pointwise to the right-
hand side of (5.32) below and by Lemma 5.8 it is bounded by the L{ = function (|c| +
2|div b|)[|27'(2)| oo (me). Hence by dominated convergence we get

loc

T T
- / 0460+ Vb - bly(w) da dt = / / ¢ [(c — divb)uy (u) + div b'y(u)] dz dt (5.32)
0 R4 0 Rd
for every ~ which satisfies (5.9). O

In the following lemma we enlarge the class of admissible test functions in (5.11). As it
will be clear from the proof of Theorem 5.5, a particular Lipschitz, decaying test function
will play an important role. In particular in the proof of the uniqueness in Theorem 5.5 the
estimate (5.43) fails when only compactly supported smooth test functions are considered.

Lemma 5.10. Let C' > 0 and let b and u be as in Theorem 5.5. Let u be a renormalized
solution of (5.1) and let ¢ € WH(R?) be a function with the following decay

C C
< < d_g.e. x€R :
W@l < o Ve S o Jor £hae seRL (53
Then the function [gq @ ﬁ(ut(x)) da: comczdes ZL'-a.e. with an absolutely continuous
function T'(t) such that T'(0) = [pa ¢ (z))dz and for £L*-a.e. t € [0,T]
d

%F(t) = /]Rd V- bif(ug) dr + /]Rd gp[div be (B(ur) — wefB (ue)) + coueS' (ue) | dw.  (5.34)

Proof. Although the proof is a standard argument via approximation, we sketch it for
the sake of completeness. We approximate the function ¢ by means of smooth, com-
pactly supported functions ¢,, satisfying the same decay (5.33) with C' independent on
n. By Remark 5.4, the function ¢t — [ ¢n(2)B(u(x)) dz coincides for L'-ae. ¢ €
[0,7] with an absolutely continuous function I'y,(#) which satisfies (5.12) and I',,(0) =
Jza ©n(x)B(a(x)) dz. Thanks to (5.33), to the growth assumptions on b, and to the inte-
grability of ¢, by dominated convergence we get that

Jig, (0
nlglolo VSOn b:B(ut) dr + /d @n[div b (B(ue) — w3 (ue)) + Cutﬂl(ut)} dr (5.35)

_ /R Vi byf(ur) da + /R d go[div by (B(us) — wefB (ur)) + ctut/a’(ut)} da

in L'(0,T). Moreover by dominated convergence we have

n—o0

lim I',,(0) = /Rd o(x)p(u(x)) dx
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and for Zt-a.e. t € (0,7

I'(t) = lim T'y(¢t) = lim on(x)B(uy(z)) dz :/ o(z)B(u(x)) de. (5.36)

n—00 n—00 Jpd R4

Hence the functions I';, pointwise converge to an absolutely continuous function I' :
[0,T] = R such that (5.34) holds, I'(0) = [pa ¢(z)5(u(x)) dz, and

for #Ltae. t €0,7). O

Proof of Theorem 5.5, Uniqueness. Up to taking the difference of two renormalized solu-

tions, which is still a renormalized solution with initial datum 0 by Lemma 5.9, it is enough

to show that if u is a renormalized solution with initial datum 0 then u = 0 in [0, 7] x R%.
Let § > 0. We consider the positive function

Bir) = log (1+ 222y

which satisfies (5.9) and in particular, thanks to (5.29) applied with M = 1,7 =r,ro =0

Vr e R, (5.37)

arctan(r)
+ [arctan(r)]?

|rB5(r)| = ‘5 rarctan’(r)‘ <1 Vr € R. (5.38)

For every R > 0 consider

1
W xERd,|x’<R

vr(x) = Rd+1 (5.39)

We use s to renormalize the solution u and @i as a test function. Notice that ¢ €
L'nWh(R?) with 0 < pr < 1 and by Lemma 5.10 the function ¢g is an admissible test
function in (5.34). Hence there exists an absolutely continuous function I's g : [0,7] — R
such that I'; g(0) = 0 and for ZLt-a.e. t € [0, 7]

Conlt) = [ | pna)stun(o)) da,

d

%F&R(t) :/ Vor - bfs(uy) dz —I—/ or(cr — div by)ug 85 (uy) do
Re Re (5.40)

+ / wrdiv byBs(u) dzx
Rd

(here and in the following we omit the dependence of b, ¢, u on (t,x) and of g on x).
We estimate each term in the right-hand side of (5.40). The third term can be estimated
thanks to the condition on the divergence of b

/ ndivbys(ur) do < || div byl ey / onfa(m) dr. (5.41)
R R
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As regards the second term, we use (5.38) to deduce
/d or(cr — divby)ug 85 (uy) do < /d wr(|et| + | div by|) dz
R R (5.42)
< / el ez -+ || div by e ey / on dz.
R4 R4

To estimate the first term, we take into account the growth condition (5.13) on b. Let by
and bs two nonnegative functions such that

b (x
|1fi-(|9)c‘! < by(z) + by, by € L'((0,T) x RY), by € L'((0, 7).

Notice that Vg (z) can be explicitly computed; for every z € R? with |z| < R it is 0 and
if |#| > R we have that |Vpg(z)| < (d+ 1)¢r(x)(R+ |z|)~! If R > 1, we have

/Rd Veon - bifs(us) dz < (d+ 1) /Rd\BR R‘ﬁx| (14 ) (Bre + bae) By (ue) dc

<(d+1) /Rd\B ¢r(b1e + ba) Bs () d

2
< (d+1)log (1+45>/]R by dz + (d+ 1)b2t/Rd wrBs(us) da.

9\Br
(5.43)
Setting for every t € [0, 7] the L' functions:
a(t) = H div thLoo(Rd) + (d + 1)b2t,
br(t) = [lctll L1 (ray + || div be|| Lo (ray @RI L1 (RA)
cr(t) = (d+ D)[|biel 1 e\ B)
from (5.40), (5.41), (5.42), and (5.43) we deduce that for Z!-a.e. t € [0,T]
d 2
ZTsr(t) < a(t)ls.r(t) + ba(t) + cr(t) log (1+ 1=).
Since I's z(0) = 0, by Gronwall lemma we obtain that for every ¢ € [0, 7]
T T 2. [T
Isr(t) <exp (/ a(s)ds) (/ br(s)ds + log (1 + %) / CR(S)dS)
0 0 0 (5.44)

= exp(A) (BR + log (1 + 4;>C )

Notice that by definition

lim Cr=(d+1) lim / / bis(z)dxds = 0. (5.45)
RN\BR

R—o0 R—)oo
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We conclude finding a contradiction as in [CrDe, BC2|. Let us assume that wu; is
not identically 0 for some t € [0,T7]; then arctanw; is not identically 0 and there exists
Ry > 0 and v > 0 such that .Z%({z € Bp, : [arctan uy(z)]? > v}) > 0. Dividing (5.44) by
log(1 4 /&) we obtain that for every R > Ry

Z({x € Br, : [arctan ug(@)]” > 7)) _ (10g (1+ 1))_1F6,R(t)

0< 2d+1 )

< exp() (10 (1+2)) " (Br+10g (1+ ) i)

Letting § go to 0 we find

ZL4{x € Bp, : [arctan uy(z)]? > v})

5d 11 < exp(A)Ch,

0<

which is a contradiction thanks to (5.45) provided that R is chosen big enough. O



Chapter 6

Regularity results for very
degenerate elliptic equations

In the following informal discussion, we describe the connections between some traffic
models, involving in their formulation different tools such as the Lagrangian point of view,
the variational minimization and some degenerate elliptic equations. We refer to the
lecture notes of Santambrogio [San]| for a wider presentation of the topic.

A Lagrangian problem. Let @ C R? be an open domain; in the application, it may
represent an urban area. Let u, v be two probability measures on §2 which may describe the
initial and final distribution of workers, commuting from their houses to the work offices.
In a continuous setting, we describe the transport pattern with a probability measure n
on the set of absolutely continuous paths AC([0, 1];2), where each path represents the
choice of a traveler. We associate to n the traffic intensity i,y € .#4 () defined by duality

through
/ 2) dina / / ()] dt dn(n)
Q

for every ¢ € C(€2). Intuitively, in the smooth setting i, (z) represents at any point x €
the total traffic that flows through x (in any direction). In order to prescribe the initial
and final distributions pu,v € & (Q), we consider a given convex closed subset ' of the set
of transport plans between p and v

O(p,v) ={y€ P(Qx Q) : (m)yy =, (m2)yy=v}.

For a measure 7 to be admissible, we require (eg, e1)xn € I'; the two most natural choices
for T' are either I' = {7y} for some 7y € II(u,r) (corresponding to the case when each
traveler chooses his initial position and final destination), or I' = II(u,r) (this second
condition is natural in long-term city planning). In the following discussion, we make
always the second choice.

In order to describe the congestion effects, we consider a given nondecreasing function
g(i) : R*Y — R*. The case g = 1 would correspond to the case where we don’t consider

101
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congestion and it leads to a formulation of the classical Kantorovich problem with the cost
function ¢(x,y) = |x — y|; instead, here g is chosen to have g(0) > 0 (so that, as we will
see below, empty streets have nonzero cost) and to be unbounded (in order to penalize
congestion); our model function is g(i) = 1 + piP~! for some p > 1. One may allow g
to depend on the point x as well and require the monotonicity only in ¢ variable, but for
simplicity we avoid this analysis. Given a transport pattern 7, we associate to every curve
7 its weighted length (or traveling time) as

1
L(n) = [ atianO) i 0]
and we define the distance

dp(x,y) = inf{Ly(n) : n € AC([0,1};€2), n(0) = z,7(1) = y}.
We call geodesics the curves that minimize this distance between given points, namely
such that dy(n(0), (1)) = Ly(n).

A plan n satisfies a Wardrop equilibrium condition if no traveler wants to change his
path, provided that all other travelers keep the same strategy. In other words, a Wardrop
equilibrium 7 satisfies the property to be concentrated on geodesics in the metric induced
by n itself

n ({n € AC([0,1);Q) : Lyy(n) = dy(n(0),7(1))}) = 0.

Under some technical assumptions, Carlier, Jimenez and Santambrogio [CJS] show

that Wardrop equilibria can be found as minimizers of the variational problem

min { /Q Glin(x)) d : (co,e1)ym € (p.) ). (6.1)

where G is the primitive of g, namely G(0) =0 and G’ = g.

Beckmann’s minimal flow problem and its dual formulation. The problem (6.1),
in turn, can be also reformulated in terms of a minimization problem over measurable
vector field w : @ — R% In other words, we consider the Beckmann’s minimal flow
problem

min / Gw(z))dr :divw = p— v, w-vyg = O} (6.2)
where G(z) = H(|z|) for every = € R% Tt is clear that the infimum in (6.1) is less or equal

than the infimum in (6.2). Indeed, given an admissible i for (6.1), we can associate a
natural flow w,, defined by duality

| #la)- dwy (o // ((t) dt dn(n)

for every ¢ € C(Q;R?). It can be easily checked that, with this definition, wy, is admissible
in (6.2) and, since |wy| < iy, one sees that

[ gty s < [ Glinw)da
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Actually, the equality between the two problems in (6.1) and (6.2) holds, but this requires
more work to be seen.

In turn, problem (6.2) can be rewritten, formally, by means of some convex analysis
tools, allowing to exchange max and min

min{/ G(w)dr : divw = pg — p1, w- v = 0}
w Q

= min{/ g('w)dx—min{/Q[(po—pl)u—i—w-Vu] dm}}

+ (po — p1)u+ w - Vu| dx }

= — max mlIl

= - mln max

/_/H/_/H
D

)+ w - Vu+ (po — p1)u] d }
Q

_ mm{ [ 160+ (o= 1) ]dx}, (6.3)

where G* denotes the convex conjugate of G and py and p; denote the (smooth) densities
of 1 and v with respect to the Lebesgue measure. We notice that the minimizer w in (6.2)
can be obtained from the minimizer v in (6.3) through the formula w = VG(Vu) and that
u solves the very degenerate elliptic equation

div (VG(Vu)) = po — p1

with Neumann boundary conditions.

Sobolev regularity of w has been proven in [BCS] and it allows to associate to w a
regular lagrangian flow. In this Chapter, we study the continuity properties of w, which
are, in turn, crucial to rigorously justify the previous formal discussion (for instance,
the equivalence between problem (6.1) and (6.2)) and to formulate the geodesic problem
presented above in a relatively nice Riemannian setting.

6.1 Degenerate elliptic equations

Given a bounded open subset © of R?, a convex function F : R¢ — R, and an integrable
function f : © — R, we consider a function u : £ — R which locally minimizes the
functional

/ F(Vu) + fu. (6.4)
Q
When V2F is uniformly elliptic, namely there exist A\, A > 0 such that

Ad < V2F < Ald,

the regularity results of u in terms of F and f rely on De Giorgi theorem and Schauder
estimates (see Theorems 1.19 and 1.20). If F degenerates at only one point, then several
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results are still available. For instance, in the case of the p-Laplace equation, the C1:®
regularity of u has been stated in Theorem 1.22.

More in general, one can consider functions whose degeneracy set is a convex set: for
example, for p > 1 one may consider

Fw)==(v|-1% VveR% (6.5)

1
p
so that the degeneracy set is the entire unit ball. There are many Lipschitz results on w in
this context [FFM,EMT,Br|: they are based on the observation that the equation solved
by each partial derivative O.u is elliptic where the gradient is large and this allows to build
suitable subsolutions of an elliptic equation starting from J.u; in turn these subsolutions
are bounded by standard elliptic theory (see Theorem 1.21). Instead, in general no more
regularity than L> can be expected on Vu. Indeed, when F is given by (6.5) and f is
identically 0, every 1-Lipschitz function solves the equation. However, as proved in [SV]
in dimension 2, something more can be said about the regularity of V.F(Vu), since either
it vanishes or we are in the region where the equation is more elliptic.
In this Chapter we prove that, if F vanishes on some convex set E and is elliptic outside
such a set, and if u is a local minimizer of (6.4)! then H(Vu) is continuous for any
continuous function H : R — R which vanishes on E. In particular, by applying this
result with # = 0;,F (i = 1,...,d) where F is as in (6.5), our continuity result implies
that VF(Vu) (the minimizer of (6.2)) is continuous in the interior of (.

Since we want to allow any bounded convex set as degeneracy set for F, before stating
the result we introduce the notion of norm associated to a convex set, which is used
throughout the Chapter to identify the nondegenerate region. Given a bounded closed
convex set £ C R? such that 0 belongs to Int(E) (the interior of E), and denoting by tF
the dilation of E by a factor ¢ with respect to the origin, we define | - |g as

le|g :=1inf{t > 0:e € tE}. (6.6)

Notice that | - |g is a convex positively 1-homogeneous function. However |- |g is not
symmetric unless F is symmetric with respect to the origin.

The main result of this Chapter proves that, in the context introduced before, V.F(Vu)
is continuous.

Theorem 6.1. Let d be a positive integer, 0 < X < A, Q a bounded open subset of
Re, f € L4(Q) for some q¢ > d. Let E be a bounded, convex set with 0 € Int(E). Let
F :R* = R be a convex nonnegative function such that F € C?>(R4\ E). Let us assume
that for every 6 > 0 there exist As, As > 0 such that

NI < V2F(x) < AsT for a.e. x such that 1+ 0 < |z|g < 1/0. (6.7)

"Recall that a function u € W,2!(Q) is said a local minimizer of a function of the form (6.4) (with

f € Lt (Q)) if, for every Q' € 2, we have

F(Vu+Ve)+ flut+¢) > [ F(Vu)+ fu Vo Wy (Q).
Q Q'
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Let u € VVI})COO(Q) be a local minimizer of the functional

/Q F(Va) + fu.

Then, for any continuous function H : R* — R such that H =0 on E, we have
H(Vu) € C(Q). (6.8)

More precisely, for every open set Q' € § there exists a modulus of continuity w :
[0,00) = [0,00) for H(Vu) on €, which depends only on the modulus of continuity of H,
on the modulus of continuity of V2F, on the functions § — X\s,0 — As, and on || Vul|so in
a neighborhood of Q, such that

w(0) =0 and }H(Vu(x)) — ’H(Vu(y))‘ <w(lx —y|) for any z,y € Q. (6.9)
In particular, if F € CY(R?) then VF(Vu) € C%(Q).

Remark 6.2. In the hypothesis of Theorem 6.1 the Lipschitz regularity of u is always
satisfied under mild assumptions on F. For instance, if F is uniformly elliptic outside a
fixed ball, then u € VV&JCOO(Q) In [Br| many other cases are studied. For example, the
Lipschitz regularity of u holds true for our model case (Jz| — 1)% for every p > 1.

Remark 6.3. The regularity result of Theorem 6.1 is optimal without any further condi-
tions about the degeneracy of F near E. More precisely, there exist functions F satisfying
our assumptions and H Lipschitz such that H(Vu) is not Holder continuous for any ex-
ponent. Indeed, let us consider the minimizer of the functional (6.4) with f = d. The
minimizer can be explicitly computed from the Euler equation and turns out to be F*,
where F* is the convex conjugate of F. We consider a radial function F. Let w be a
modulus of strict convexity for F outside FE, i.e.,

(VF(z)=VF(@)) (z—y) > w(z—yl)|z—y| Va,y € RO\ By, z=ty, t>0. (6.10)

Then the function w™! is a modulus of continuity of VF*. Hence it suffices to choose F

so that w™! is not Holder continuous.
For simplicity, we construct an explicit example in dimension 1, although it can be
easily generalized to any dimension considering a radial function F. Let

{ e~ V=D ¢ > 1,

=1 if |t < 1,

and let F' € C*°(R) be a convex function which coincides with G in a (—1 —¢,1 4+ ¢) for
some € > 0 (see Figure 6.1). Then the function u : R — R defined as

||
u(x) ::/0 [F']7Y(s) ds

solves the Euler-Lagrange equation (F’(u’(:v)), = 1 (note that the function F’ : R\
[-1,1] — R\ {0} is invertible, so u is well defined), and it is easy to check that, given
H(z) := (|z] — 1), the function H(u') = ([F']7! - l)Jr is not Holder continuous at 0.
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// \ -1 - 1),
1 1 R /1 1 R
P/

Figure 6.1: The figure shows the functions F, F’, [F']"!, and (v —1)4 = ([F']7' — 1)+ of
the 1-dimensional counterexample of Remark 6.3; since, for every a € (0,1), the function
F' is smaller than |z — 1|® in a neighborhood of 1, the inverse F’ is not a-Holder
continuous in a right-neighborhood of 0.

Theorem 6.1 has been proved in dimension 2 with £ = B;(0) by Santambrogio and
Vespri in [SV]. Their proof is based on a method by Di Benedetto and Vespri [DV],
which is very specific to the two dimensional case: using the equation they prove that
either the oscillation of the solution is reduced by a constant factor when passing from a
ball B, (0) to a smaller ball B.,(0), or the Dirichlet energy in the annulus B,(0) \ B (0) is
at least a certain value, which is scale invariant in dimension 2. Since the Dirichlet energy
is assumed to be finite in the whole domain, this proves a decay for the oscillation.

In this Chapter we present a generalization of the result to dimension d and with a
general convex set of degeneracy, using a different method and following some ideas of a
paper by Wang [Wa] in the case of the p-laplacian. We divide regions where the gradient
is degenerate from nondegeneracy regions. The rough idea is the following: if no partial
derivative of u is close to |Vu| in a set of positive measure inside a ball, then |Vu| is smaller
(by a universal factor) in a smaller ball. If u has a nondegenerate partial derivative in
a set of large measure, then its slope in the center of the ball is nondegenerate and the
ellipticity of the equation provides regularity of u, through an improvement of flatness
lemma, which requires in turn a compactness result for degenerate equations presented
in Section 6.2. An alternative approach of variational nature to handle the case when u
has a nondegenerate partial derivative is described in Chapter 7 (see Corollary 7.3 and
Theorem 7.6, which generalizes Theorem 6.1 by weakening the regularity assumptions on
the integrand); this time, the proof is based on an excess decay result at nondegenerate
points.

Theorem 6.1 is obtained from the following result through an approximation argument,
which allows us to deal with smooth functions.

Theorem 6.4. Let E be a bounded, strictly conver set with 0 € Int(E). Let f € C°(By(0))
and let ¢ > d. Let F € C®(RY) be a convex function, fir 6 > 0, and assume that there
exist constants A\, A > 0 such that

)
M < V2F(z) < AT for every x such that 1 + 5 <|z|g. (6.11)
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Let u € C?(B2(0)) be a solution of
V- (VF(Vu)) = f in B2(0). (6.12)

satisfying ||Vl pee By 0)) < M.
Then there ezist C > 0 and a € (0, 1), depending only on the modulus of continuity of
V2F, and on E,5,M,q, I £l a(Ba(0))s As and A, such that

1(IVulz = (1+6))+lcoe s, o) < C. (6.13)

The Chapter is structured as follows: in Section 6.2 we prove a compactness result
for a class of elliptic equations which are nondegenerate only in a small neighborhood of
the origin. Then, in Section 6.3, we provide a way of separating degeneracy points from
nondegeneracy points, and in Section 6.4 we prove C1® regularity of u at any point where
the equation is nondegenerate. Finally, Section 6.5 is devoted to the proof of Theorems
6.4 and 6.1.

6.2 Compactness result for a degenerate equation

In this Section we prove a regularity result for a class of degenerate fully nonlinear elliptic
equations. The argument follows the lines of [Sav, Corollary 3.3], although there are some
main differences: First, in [Sav, Corollary 3.3] regularity is proved in the class of fully
nonlinear equations with a degeneracy depending on the hessian of the solution, whereas
in our case the degeneracy is in the gradient. Moreover only right hand sides in L™ are
considered there, while in our context we are allowed to take them in L?. Allowing f to
be in L% introduce several additional difficulties, in particular in the proof of Lemma 6.8.
In addition, we would like to notice that the proofs of Lemmas 6.7 and 6.8 do not seem
to easily adapt to the case f € L% if in addition we allow a degeneracy in the hessian as
in [Sav] (more precisely, in this latter case neither (6.22) nor (6.32) would allow to deduce
that the equation is uniformly elliptic at the contact points).

We also notice that, with respect to [Sav], we prove a slightly weaker statement which
is however enough for our purposes: instead of showing the L° norm of v decays geomet-
rically, we only prove that its oscillation decays. The reason for this is just that the proof
of this latter result is slightly simpler. However, by using the whole argument in the proof
of [Sav, Theorem 1.1] one could replace oscu with ||ul|s in the statements of Proposition
6.6 and Theorem 6.5.

We keep the notation as similar as possible to the one of [Sav]. We assume for sim-
plicity that u € C? and f continuous, but these regularity assumptions are not needed
(though verified for our application) and the same proof could be carried out in the context
of viscosity solutions (as done in [Sav]).
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Let S C R¥*? be the space of symmetric matrices in R?, F': B1(0) x Rx R4 x S — R
be a measurable function, and consider the fully nonlinear equation

F(x,u(x), Vu(z), Vu(z)) = f(x). (6.14)
Let § > 0. We consider the following assumptions on F'.
(H1) F is elliptic, namely for every = € B1(0), z € R, v € R, M, N € S with N >0
F(z,z,u,M + N) > F(x,z,v, M).
(H2) F is uniformly elliptic in a neighborhood of Vu = 0 with ellipticity constants 0 <
A < A: namely, for every x € B1(0), z € R, v € Bs(0), M, N € S with N >0
A|N|| > F(z,z,v,M + N) — F(z,z,v,M) > M| N|.

(H3) Small planes are solutions of (6.14), namely for every = € B1(0), z € R, v € B;(0),
F(x,z,v,0) =0.

Given M € S, let M and M~ denote its positive and negative part, respectively, so that
M=M"—M"and M+, M~ > 0. Applying (H2) twice and using (H3), we have

AIMF| = MM ™| = Fz,z,p, M) > N[ M| =AM (6.15)

for every x € B1(0), z € R, v € B5(0), M € S.

In this Section we will call universal any positive constant which depends only on d,
A, Al
Theorem 6.5. Let 6 > 0, F : B1(0) x R x R* x S — R a measurable function which
satisfies (H1), (H2), and (H3), f € C°(B1(0)), and assume that u € C?(B1(0)) solves
(6.14). Then there exist universal constants v,e,k,p € (0,1) such that if &' >0 and k € N
satisfy

OSC U S (5, S p"%&, ||f||Ld(Bl(0)) S 65/, (616)
B1(0)
then
osc u < (1—v)% Vs=0,...k+1. (6.17)
B,s(0)

As we will show at the end of this Section, Theorem 6.5 follows by an analogous result
at scale 1 (stated in the following proposition) and a scaling argument.

Proposition 6.6. Let 6 > 0, F: B1(0) x R x R? x S — R a measurable function which
satisfies (H1), (H2), and (H3), f € C°(B1(0)), and assume that u € C?(B1(0)) solves

(6.14).
Then there exist universal constants v, e, k,p € (0,1) such that if &' satisfies
osc u < (5/ < IQ(;, ||f||Ld(Bl(O)) < 55,, (618)
B1(0)
then

osc u < (1—v)d.
Bp(0)
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Before proving this result, we state and prove three basic lemmas. The first lemma
gives an estimate on the contact set of a family of paraboloids with fixed opening in
terms of the measure of the set of vertices. The proof is a simple variant of the one
of [Sav, Lemma 2.1].

Lemma 6.7. Let § > 0, F', \, A, f, and u be as in Proposition 6.6. Fiz a € (0,/2),
let K C B1(0) be a compact set, and define A C B1(0) to be the set of contact point of
paraboloids with vertices in K and opening —a, namely the set of points x € B1(0) such
that there exists y € K which satisfies

a a
‘f{——2 }:f—Q . 6.19
nt { Sy — 2+ u(2)} = Gy - o + u(w) (619)
Assume that A C B1(0).

Then there exists a universal constant cg > 0, such that

d
col K| < |A| + /A VSZ)' da. (6.20)

Proof. Since by assumption A C Bi(0), for every z € A, given y € K which satisfies
(6.19), we have that
Vu(z) = —a(zx — y). (6.21)

Let T : A — K be the map which associates to every contact point x the vertex of the
paraboloid, namely

Notice that T € C'(A) and K = T(A). From (6.21) we have that, at each contact point
T €A,
[Vu(z)| = alz — y| < 2a <4,

hence from (H2) the equation is uniformly elliptic at . Moreover we have that —ald <
V2u(z), so it follows by (6.15) that

_ Ao+ /@)

—ald < V2u(z) 3

Id VzeA (6.22)

In addition, from the change of variable formula we have that

V2u(z)

K| = |T(A)] g/AdetVT(x)dx:/Adet< +Id> da (6.23)

Since each eigenvalue of the matrix Vu(z)/a + Id lies in the interval [0, (1 + A/\) +
[f(@)[/(Aa)] (see (6.22)), we get

w(wj@+§§%P+umq

ad
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for some universal constant Cy. Hence, it follows from (6.23) that
d
K| < ol + G [ L9 g,
A a

which proves (6.20) with ¢y = 1/Cj. O

Before stating the next lemma we introduce some notation.
Given u as before, for every b > 0 we define A be the set of z € B;1(0) such that
u(x) < b and the function u can be touched from below at x with a paraboloid of opening

—b, namely there exists y € B1(0) such that
, b ) b )
inf <-ly—z|*+u(z)p= §|y —z|* + u(z). (6.24)

2€B,(0) | 2

In addition, given g € L(B(0)), we denote by M|g] the maximal function associated
to g, namely

M[g)(z) = sup { fB S0y BG) S B0)a e Br<z>} .

Maximal functions enjoy weak-L! estimates (see for instance [St]): there exists a constant
Cy depending only on the dimension such that

Callgllzr (s 0))

{o: Mlgl(a) >t} < ~50%

Vt >0, Vg e LY(B1(0)). (6.25)
Given f as before, for every b > 0 we denote by M, the set
My :={xz € B1(0) : M[|f]|"](z) < b"}.

Lemma 6.8. Let § >0, F, \, A, f and u be as in Proposition 6.6. Let a > 0, By,(x¢) C
B, (0). N N
Then there exist universal constants C > 2 and ¢, pu > 0, such that if a < 6/C, and

Br(xo) NAg N Myq #0

then
|Bys(w0) N Ag,| = € By (x0)]. (6.26)

Proof. Let x1 € By(x9) N Aqg N M, and y1 € B1(0) be the vertex of the paraboloid which
satisfies (6.24) with z1. Let Py, (x) be the tangent paraboloid, namely
a a
Py, (2) = u(@1) + Slor — nl® - Sle = .

Step 1. We prove that there exist universal constants Cp, C1 > 0 such that if a < §/Cy,
then there is 2z € B,./15(7o) such that

u(z) < Py, (2) + Crar?. (6.27)
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Let a > 0 be a large universal constant which we choose later, and define ¢ : R — R
as

a~1(32% — 1) if |z| < 3271
p(x) = a(|lz[~*—1) if3271 < |z] <1 (6.28)
0 if 1 < |z

Given x3 € By (1) N B, /32(w0) we consider the function 1 : R? — R given by

Tr — I3

Y(x) := Py, (x) + arep < > Vo € RY

r

We slide the function ¥ from below until it touches the function u. Let x4 be the contact
point. Since the function ¢ is radial and decreasing in the radial direction, from

—artp (P < )~ vlen) < iy {u) = 0)) < —ar’p () (629

T xGBl(O T

we deduce that |z4—23] < |z1—23| < r. In particular since |z4—x¢| < |z4—z3|+|x3—20| <
2r and Bs,(z¢) C B1(0) (by assumption), the contact point is inside By (0). We now dis-
tinguish two cases:

- Case 1: There exists x3 € B(x1)N B, 32(70) such that the contact point x4 lies inside
B, j35(3).

In this case we have |x4 — xo| < |v4 — z3]| + |23 — 20| < r/16. In addition, the last two
inequalities in (6.29) give that u(x4) — ¥ (x4) < 0. Hence

T4 — T3

w(es) < ¥(s) = Py () + ar’e ( ) < Py (ea) + ar[lol] oo,

r
which proves that z = x4 satisfies (6.27) with C1 := ||| oo (re) (without any restriction
on a).

- Case 2: For every x3 € By(w1) N B,/35(x0) the contact point x4 satisfies 1/32 <
|l’4 — ZL‘3| < 1.
At the contact point we have that

Vu(zs) = Vip(zs) = —a(xs —y1) + arVe <$4 ; x3> : (6.30)

Hence, if we choose Cp such that Co > 2 4 ||| o (ray We get
Va(as)] < afes — 91| + arllpl ey < a2+ 9l < Coa < 6,

which shows that the equation (6.14) is uniformly elliptic at x4 thanks to our assumptions
on F'.
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Computing the second derivatives of ¢ at x4 we get

V2(24) = —al + aV2p (“ . x3>

—q <—I— <|x4i$3|>2+al+ (2+a)<x4_$3)§(x4—$3) <‘$4i$3|>4+a> :

hence from (H1) and (6.15) applied with M = V?3(z4) we obtain (since v touches u from
below at x4, we have V2u(x4) > V%)(14))

flxg) = F(x4,u(m4),Vu(x4),V2u(x4))
> F(xg,u(wy), Vu(zy), V20 (z4))

’ <_A_A (3174:763|>2+aJr 2+ <|x4i9€3!)2+a>
24«
S <—A+((2+a)/\—A) (M) ) .

Choosing « big enough so that (2 + o)A — A > A + 1, and using that |z4 — x3| < r, we
obtain
f(x4)

a

Vv

> A+ (A+1) <T>2+a > 1. (6.31)

2 22 — 23] 2
In addition,

V2u(z4) > V2(2s) = —al +aV (“;“)

r 24«
>al|-1- <> I>—(1+32%"%q1d,
|24 — 23]

so by applying the second inequality in (6.15) to M = V?u(z4), we get
NIV2u(za) || < F(2a, w(za), Vu(es), Vu(zs)) + Al V2u(za) || < [f(20)] + A1 +32°7)a,

that is
M < Oy <1 + M) Id (6.32)

a a

for some C > 0 universal.

Let us consider K the set of contact points 4 as x3 varies in B, /35(7o) (as we observed
before, K C By, (1)), and let T : K — R? be the map which associates to every contact
point x4 the corresponding x3, which is given by (see (6.30))

Vu(z) + a(z — y1)>

ar

T(z) = 2 — r(V) ™ <
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(note that Vi is an invertible function in the annulus 1/32 < |z| < 1 and (V¢)~! can
be explicitly computed). Since T(K) = B(x1) N B, 32(w0), we deduce that there exists
a constant cg, depending only on the dimension, such that cgr? < |B,(x1) N B, /32(0)| =
|T'(K)|. Therefore, from the area formula,

cqr® < / | det VT ()| da (6.33)
K

We now observe that

Y

V2u(z) + a(z — y1) > ) ' Vu(z) +al

VT(x) = 1d— (V% o (Vg)™! < o a

so from (6.32) and (6.31) we get

_ T
VT < 14 1720) o (14 G2t L)

= (1 + H(V2S0)71||L‘X’(1’31\Bl/32) (1+ 202)> |f($)|

a

Hence, combining this bound with (6.33) we get

ey [N gy o [ U
K

d
a Bar(zg) @

dx,

where C5 > 0 is universal. Since Ba,(z¢) C Bs,(x1) and Bs,(z1) C B1(0) (note Bs,(x1) is
included in By, (o), which is contained inside B (0) by assumption), we conclude

d
QMS@L()V?'MS@MMWmBﬁ?” (6.34)

Recalling that by assumption M(|f|")(z1) < p"a”, choosing p small enough so that
pd < cq/(C3]B3(0)[29), we obtain

B1(0)[2%¢
Csnt (1119w PO < it 5, )24 < e,

which contradicts (6.34).

Step 2. We conclude the proof. From now on, we assume that a < 6/Cp, so that the
conclusion of Step 1 holds.

Let Cy > 0 be a universal constant which will be fixed later, and for every y € B, /54(2)
we consider the paraboloid

Qy(x) == Py (2) — Cugla — yP”
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It can be easily seen that for every y the function Q,(x) is a paraboloid with opening
—(C4 + 1)a and vertex
y1+ Cay
1+Cy
Let slide @, from below until it touches the graph of u. We claim that the contact point
7 lies inside B, 16(2) C B, /g(o)-
Indeed if |z — z| > /16 we have that

(6.35)

_ _ r
T -yl >z —2 -]z -yl > = -
so, thanks to (6.27),

. a a
min (@) = P (x) + Cugle | < u(z) = Bu() + Cuglz — ol

2
< Char?® + C'4% (L) )
On the other hand, since u > P,, we have
_ _ a,._ 9 a [/ r\2
u(@) = Py (2) + Caglz =y = Cu3 (55)
which contradicts (6.36) if we choose Cy sufficiently large. This proves in particular that

S BT/IG(Z) - Br/S(xO)' (637)

We now show that the contact points satisfy u(z) < Cya. Indeed, since by assumption
Py, (z1) = u(z1) < a and all points lie inside B;(0), we have

a a
Py, (z) = u(z1) + §|:c1 — y1]2 — 5]55 — y1]2 < a+ 4a = ba,

so from (6.36) we obtain

a a/r\2 a /7 r\2
w(@) < Py (7) = Cag |7 = y* + Crar® + Cugy (7)) <ba+Crar’ + Cag (7))

which is less than Cya provided that Cy is chosen sufficiently large.
We now observe that, as y varies in B, /64(2), the set of vertices of the paraboloids

is a ball around yiigjz of radius 645{04% (see (6.35)). Hence, recalling (6.37) and that

u < Cya at the contact points, it follows from Lemma 6.7 that

|f ()|

dx.
ad

047" d
——— | |B < |B Acya
(a0 2 B0 < B 0l + |

r/8($0)

Since the last integral can be estimated with

(@) B,
[, o e < vy P <t 0

we conclude that (6.26) holds with C' := max{Cp, C4}, provided p is sufficiently small. []
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The following measure covering lemma is proved by Savin in [Sav, Lemma 2.3] in a
slightly different version.

Lemma 6.9. Let 0,79 € (0,1), and let Dy, D1 be two closed sets satisfying

0 # Do C D1 C By, (0).

Assume that whenever x € By, (0) and r > 0 satisfy

Bur(z) € B1(0),  Bys(x) € Br(0),  Bp(z)NDo#0

then
|By/s(x) N D1| = o|Br(x)].
Then, if ro > 0 is sufficiently small we get
[Bry(0) \ D1| < (1= 0)[Bry(0) \ Dol. (6.38)

Although the proof is a minor variant of the argument of Savin in [Sav, Lemma 2.3],
we give the argument for completeness. As we will see from the proof, a possible choice
for rg is 1/13.

Proof. Given zg € By,(0) \ Dy, set 7 := dist(xo, Do) < 2r¢, and define

T X0 8_
—— = —T.
7|{L‘0|’ 7

Tl ‘= Ty —

Then it is easy to check that

B, j3(w1) C B, 4(w0) N By (0), B(z1) N Dy = 0.
In addition, since r < 3rg and |z1| < 79,
By (1) C Bisr,(0) € B1(0) provided ro < 1/13.
Hence, using our assumptions we get
|Bysa(x0) N Bro(0) N D1| = |Byys(w1) N D] = 0| Br(21)| = 0| By (0)| = 0[Br, (0) N Br(z0)].

Now, for every x € B,,(0) \ Dy we consider the ball centered at x and radius r :=
dist(z, D), and we apply Vitali covering’s Lemma to this family to extract a subfamily
{ B, (i)} such that the balls B, /3(x;) (and so in particular also the balls B,, 4(7;)) are
disjoint. Hence

a|Br,(0) \ Dol < UZ |(Br, (i) N Bry) \ Dol
< Z | By, /a(xi) N By (0) N (D1 )\ Do)

< |Br, N (D1 )\ Do),

from which the result follows easily. O
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Proof of Proposition 6.6. Let ¢ be the constant from Lemma 6.7, and C, ¢, u the con-
stants given by Lemma 6.8. Also, we fix o > 0 sufficiently small so that Lemma 6.9
applies, and we define r1 := ry/8.

Let ¥ < 1/2 and N be universal constants (to be chosen later) satisfying Nv < 1, set
a := Nvd', m := inf B, (0) w and assume by contradiction that there exists zg € B, /2(0)
such that

u(xg) —m < v, (6.39)
and in addition
sup u—m > 4'/2. (6.40)
By, (0)

(Note that if either (6.39) or (6.40) fails, then oscp, (9)u < (1 —v)d’, so the statement is
true with p = ry).

We define the sets A, as before but replacing u with the nonnegative function u — m,
that is A, is the set of points where u —m is bounded by a and can be touched from below
with a paraboloid of opening —a.

Step 1. The following holds:

CU‘BH (0)’

B,
By (0) N Aq| > L2 [ My > 1B - colBr, (O

5 (6.41)

To prove this, for every y € B,, (0) we consider the paraboloid

a
Py(z) = 5 ((7"0 —r)’ — |z — y\z) :
We observe that

P, <0 for |x| > rg

(because |z —y| > |z| —|y| > ro —r1), while |z —y| < [z|+ |y| < ro/24 711 for x € B, 5(0),
which implies (recall that a = Nvd’)

P,(z) > g ((To )’ (%0 + r1>2> >vd > u(zg) —m  Va € B, ;»(0) (6.42)

provided N is sufficiently large. Moreover P,(z) < a for every z,y € B1(0).

Hence, let us slide the paraboloids P, from below until they touch the function v —m.
Let A be the contact set as y varies inside By, (0). By what said before it follows that the
contact points are contained inside B;,(0). In addition, thanks to (6.39) and (6.42), at
any contact point z we have

0 > u(zg) —m—vd > min {u(z) —m— P,(2)}
z€B1(0)

= u(z) —m — Py(x) > u(r) —m —a,
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which proves that A C B,,(0) N A,. From Lemma 6.7 applied to K = B, (0) we obtain

f@)|?
IBTO(O)ﬂAa|z|A|ZCO|BT1(0)|_/A! (ad)! "
|f (@)
= co|Br, (0 _/ dx
olBr O = f
ed
> ¢o| By, (0)] — N

while the maximal estimate (6.25) gives

Cd”f”%d(Bl(o)) Cye?

B Mol < ;
’ 1(0)\ H ’— (,ua)d — NdeVd

hence (6.41) is satisfied provided ¢ is sufficiently small.

Step 2. There exists a constant C' > 0, depending only on the dimension, such that
1By, (0)\ Agn,| < C(1—&)*  provided C*a < 4. (6.43)
From (6.41) it follows that
By (0) N Ay N Mq # 0.
Since the sets A, and M, are increasing with respect to k, this implies that

Byo(0) N Agiy N M, 20 VEEN, (6.44)

where C > 2 is as in Lemma 6.8. .
Now, for every k € N such that C**t1a < § we apply Lemma 6.9 to the closed sets

DO = BTQ(O) N Aéka N M,uéka’ D1 = BTQ(O) N Aék+la'

Since Dy is nonempty (see (6.44)), Lemma 6.8 applied with C¥a instead of a proves that
assumption of Lemma 6.9 are satisfied with 0 = ¢ > 0. Therefore

[Bro(0) \ Agiig| < (1= 0)[Brg (0) \ (Agrg N M, e,)]

6.45
<(1-29) (|Br0(0)\Acka| + IBro(O)\MmkaD- (049

Applying (6.45) inductively for every positive integer k such that C**'a < § and using
the maximal estimate (6.25), we obtain

k
[Bro(0)\ Ay < (1= "By (0) \ Aal + D (1 = &) Bry (0) \ Mns,|
i=1

k

< (1=8)"|Byy (0)[ + Y (1= ¢)

i=1

Call f1 a5, 0
pdCdk—gd
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so by (6.18) we get (recall that a = Nvd')

1Bro (0)\ Agry| < (1= )" || By (0) deVdZ T
(6.46)
Cd6 >
< (1= )" [|By,(0) deVdZ

Assuming without loss of generality that ¢ < 1/2, C >3,and e < uNv / Cd_l/ ¢ we have

| By, (0 |+Z( )]

Step 3. Let E := {z € B;,(0) : u(x) —m > §'/4}. Then

co|Br, (0))|
TR

|Bro(0)\ A < (1 8)"

which proves (6.43).

E| > (6.47)

For every y € B, (0) we consider the paraboloid
5/ 9 5/
Qo) = sl =y

and we slide it from above (in Step 1 we slided paraboloids from below) until it touches
the graph of u —m inside By (0). It is easy to check that, since |z — y| > |z| — |y|, we have

Qy(z) >80 > u(x) —m for |x| > rg
(recall that y € By, (0) and u —m < ¢’ inside By(0)), while by (6.40)

sup Q, <d'/2< sup u—m (6.48)
Br, (0) Br, (0)

(recall that ro = 8r1), so the contact point lies inside By, (0). If we denote by A’ the contact
set as y varies inside B, (0) applying Lemma 6.7 “from above” (namely to the function
—u(x) +m touched from below by the paraboloids —Q,(x)) with a = 2§’/(ro—r1)? (notice
that ¢’ < kd, so a < §/2 if k is sufficiently small) we obtain

|f ()| e
a,d d$ZCO‘Brl(0)|—W

412 cl B, 0] - [ (6.49)

Moreover, it follows by (6.48) thau — m > ¢’/4 at every contact point. This implies that
the contact set A’ is contained in E, so the desired estimate follows by (6.49).
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Step 4. Conclusion. Let ky € N be the largest number such that C*otlq < §/4. Since
0" <6, by Step 2 we get
|Bro(0) \ Agio,| < C(1 = ).

On the other hand, since
Ec {x € B,y (0) : u(z) —m > é’%a} C By (0)\ Agny

it follows by Step 3 that
co| B, (0)]
2

Since ko ~ [logs(Nv)| (recall that a = Nvd'), we get a contradiction by first fixing IV
large enough (so that all the previous arguments apply) and then choosing v sufficiently
small. O

< (1 — &)k,

Proof of Theorem 6.5. Let v,e,k,p € (0,1) be the constants of Proposition 6.6. Without
loss of generality we assume that v, p < 1/2. We prove (6.17) by induction on s. For s =0
the result is true by assumption. We prove the result for s + 1 given the one for s. Let
F:Bi(0)xRxRI xS — R be

F(x,z,p,M) = p*F(x,p°z,p, p *M),
and consider the function

v(z) = p *u(p’x) Va e B1(0).

Then F satisfies the same assumptions (H1), (H2), and (H3) which are satisfied by F' with
the same ellipticity constants A and A, and v solves the fully nonlinear equation

F(a, (@), Vo(r), V2o(a)) = p*f(p'a).
By inductive hypothesis
0]l oo (B,e0)) = Pl oo (B (o)) < p7°(1 = v)°6 < p=°6' < p""r6 < k6. (6.50)
Also, by (6.16),
10" F (02 g 0y = 1,0y < Il ooy < 6 < ep™*(1—v)°5.
Hence, we apply Proposition 6.6 to v with p~°(1 — )¢’ instead of ¢’, to obtain
P llullzoe (B i 0)) = [0l (B,0)) < p7°(1 = v)* e,

which proves the inductive step. O
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6.3 Separation between degenerancy and nondegeneracy

First, we introduce some notation regarding the norm induced by a convex set E (see

(6.6)).
We denote by E* the ball in the dual norm

E*:={e*cR%:e"-e<1 VeecFE}. (6.51)
It can be easily seen that with this definition
le|z = sup{e*-e:e" € E*} Ve € R%

We denote by di (and dg-, respectively) the smallest radius such that E C By, (0),
(E* C By, (0), respectively). Notice that

dp = max{|e| : |e|g = 1} (6.52)

Similarly, we denote by d, £ the biggest radius such that BJE(O) C FE. It satisfies

lelg < le|/dg ~ VeeR%. (6.53)

Moreover, if E is strictly convex, then we can define map ¢ : OE* — OFE, where
le» := [(e*) is the unique element of OF such that [le<|p = e* - le- (in other terms,
{z - e* = 1} is a supporting hyperplane for E at f.-). In addition, again by the strict
convexity of E, ¢ is continuous in the following sense: for every ¢y > 0 there exists
n(eop) > 0 such that

e€E, e €dE*, 1-n(g) <e-e<l = |e— L] < eo. (6.54)

In the following lemma we prove that, at every scale, if none of the partial derivatives
of u is close to the L™ norm of |Vu|g in a set of large measure, then |Vu|g decays by a
fixed amount on a smaller ball. As we will see in the next Section, if this case does not
occur, then the equation is nondegenerate and we can prove that u is C1® there.

As we will see below, a key observation being the proof of the next result is the fact
that the function ve(z) := (Oexu(x) — (1 4 6))4 solves

0i[0ij F (Vu(x))0jve ()] = e f(2)1{1 /20, ()0} (6.55)

and the equation might be assumed to be uniformly elliptic, since the values of the coeffi-
cients 0;;F (Vu(z)) are not relevant when |Vu(z)| < 1+ 6 (since at that points ve= = 0).
In the previous observation, the convexity of E plays a fundamental role. Indeed, the
function ve« vanishes, for any e* € R?\ {0}, when Vu belongs to an half-space (namely,
the set {x : z-e* < 14 d}); in order for the equation to be uniformly elliptic, we need
to consider only the vectors e* for which the half-space contains F. On the other hand,
convex sets are the only ones that can be written as intersections of half-spaces.
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Lemma 6.10. Fizn >0, and let §, F, E, \, A, M, f, and u be as in Theorem 6.4. For
every 1 € N set
di :==sup{(|Vu(z)|g — (1 +0))+ : ¢ € By—i(o) },

and assume that there exists k € N such that for every i =0, ...,k

Sup {z € By-2i-1(0) : (Oeru(x) = (140))4 = (1 =n)dai}| < (1 —n)|Ba-2i-1(0)[. (6.56)

Then there exists o € (0,1) and Cy > 0, depending only on 1, M, q, ||fllre(B,(0))
dg+,dg, 6, X\, and A, such that
do; < Cp27 %@ Vi=0,..k+1. (6.57)
Proof. Given e* € OE*, we differentiate (6.12) in the direction of e* to obtain
Ou10,F (Vu(2))0 (e u(2))] = - (),

Since the function ¢ — (¢t — (1 + §))+ is convex, it follows that the function ve-(z) =
(Oexu(x) — (1 4+ 9))+ is a subsolution of the above equation, that is (6.55) holds.

Note that, since vex(x) is constant where |Vu|lgp < 14§ and F is uniformly elliptic
on the set {|Vulg > 1+ §/2} (see (6.11)), we can change the coefficients outside this
region to ensure that the equation is uniformly elliptic everywhere, with constants A and
A. We apply the weak Harnack inequality of Theorem 1.21 to the function dg; — vex ()
(which is a nonnegative supersolution inside By-2i(0)); notice that the right-hand side
of the equation solved by this function is not exactly a divergence, but the proof of the
weak Harnack inequality works also in this case. We obtain that there exists a constant
co := co(d, A\, A) > 0 such that

inf{d% — Ve (x) 1 2 € By—2i-2 (0)}

> 0022“1/ (dai — ve- () d — 272D fe* || Lagp_,. (o))
B,—2i-1(0)

We estimate the integral in the right hand side considering only the set
{x € By-2i-1(0) : vex () < (1 — n)da; }
There, the integrand is greater than nds; and the measure of the set is greater than
n|By-2i-1(0)] (by (6.56)), hence
inf{dgi — Ve () 1 © € By-2i-2 (O)} > C022id7’]2d22‘|32—2i—1(0)‘ — 2*2i(1*d/‘”er*||Lq(Bl(0))

> con’das| By j2(0)] — 2_2i(1_d/q))Hf”Lq(Bl(O))dE*'
(6.58)

We now distinguish two cases, depending whether

B 2(0)|n? :
00!1/;()|77d2i2dE*22z(1d/q))HfHLq(Bl) (6.59)
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holds or not.
- Case 1: (6.59) holds. In this case we obtain from (6.58) that

By 2(0)|n?
Ve* (:E) < <1 . W) do; Vo € By—2i-2 (0)

Since e* € 9E* is arbitrary and

sup ve(x) = ( sup Oexu(x) — (1 + 5)) = (|Vu(z)|g — (14+6))+ V€ B1(0),
-

e*eObE* e*cOE*
we get
co| By /2(0)|n?
(IVu(@)| g — (1+06))4 < (1 - W) doi Va2 € Bysi2(0),
that is
co| By /2(0)|n?
da(it1) < <1 _ olBy2 Ot 1/;( i ) da;. (6.60)
- Case 2: (6.59) fails. In this case we get

do(ip1) < dyi < €272/, (6.61)

for some constant C” depending only on 7, d, A, A, dg=, and || f|| £a(B, (0))-
Let us choose a € (0,1) such that

co| By /2(0)|n?
o <1-d/g, 1_ ol 1/;( )In

<272
and Cy := max{M/dg,4C"} (recall that M is an upper bound for |Vu| inside By(0)). We
prove the result by induction over i. N N

Since |Vu(z)|g < |Vu(z)|/dr < M/dg (see (6.53)), we have that dy < M/dg, so the
statement is true for i = 0.

Assuming the result for i, if (6.59) holds, then from (6.60) and the inductive hypothesis
we obtain

co| By /2(0)|n? .
da(i+1) < (1 - W) dgi <272 Cp27 %,

while if (6.59) fails then (6.61) gives
doit1) < Cl92i1=d/a) < org=2ia < g0 92+ < o2+

This proves the inductive step on dy(;11), and concludes the proof. O
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6.4 Regularity at nondegenerate points

In the following lemma we prove that in a neighborhood of a nondegenerate point the
function u is close to a linear function with a nondegenerate slope. In Proposition 6.13
we prove that this implies C™® regularity of u at the nondegenerate point. The proof is
based on an approximation argument with solutions of a smooth elliptic operator, which
is stated in Lemma 6.12 and whose proof is based on the compactness result of Section
6.2.

We recall that E* denotes the dual of a convex set F, and |- |g the norm associated
to E (see (6.51) and (6.6)).

Lemma 6.11. Let 6,1, > 0, and let E be a strictly convez set.
Let u : B1(0) — R with u(0) = 0 and |Vu(x)|g < (+ 6+ 1 for every x € B1(0). Let
us assume that there exists e* € OE* such that

{o € Bi: (@eula) —(140)s > (10} > A -nBO). (662

Then for every € > 0 there exists 1) depending only on E and d, and constants A € R?
and b € R, such that

lu(z) —A-z—b <e(+d+1) V€ B1(0). (6.63)
In addition |Alp =(+0+1 and |b] < C(C+ 3+ 1), where C depends only on E.

Proof. First of all, by standard Sobolev inequalities, there exists a constant Cj such that
for every u € WhH24(B;(0))

ul) - ][Bl(o)u@) dy

Recalling that ¢ : 0E* — OF denotes the duality map, we apply (6.64) to the function
u(z) — ((+3d+1)le~ - x. Thus, setting m to be the average of u(x)/(¢+d+1) inside B;(0),
we obtain

1/(2d)
< Cy (f |Vu(y)|2d dy) Va e B1(0). (6.64)
B1(0)

(@) = (C+0+1)ler -z —m(C+5+1))* < cgd][B (O)Wzt(y) —((+ 6+ 1)l " dy (6.65)

for every x € B1(0). We estimate the integral in (6.65) by splitting it into two sets.
Let €9 > 0 be a constant that we choose later. Since by assumption |Vu(z)|g < (+d+1
for every = € B1(0), and in addition

{zeBy:0u(@)>1—n)(+0+1} C{zeBi:e" Vulx)>(1-n)(¢C+5+1)},

we apply (6.54) with e = Vu(x)/({ + d + 1) to deduce that

1
o / IVu(y) — (¢ + 6+ 1)fer[Phdy < (C + 6+ 1)2424,
1B1O)] J {0, u=(1+8))4 =(1-n)a}



124 Regularity results for very degenerate elliptic equations

provided n < n(eg).

On the other hand, since the complement has measure less than n|B1(0)|, we simply
estimate the integrand there with Cg(¢ 46 +1)%¢, where O is a constant depending only
on E.

Hence, by choosing first g9 so that C29e2? < £24/2, and then 1 < n(go) sufficiently
small so that so that C24C%In < £24/2, from (6.65) we easily obtain (6.63). O

Lemma 6.12. Let 6 > 0, and let a;; € CO(R?) be bounded coefficients uniformly elliptic
in Bs(0), namely there exist A\, A > 0 such that

M < aij(v) < AI Vv e B5(0)

Then, for every T > 0 there exist o(1) > 0, u(1) > 0, which depend only on T and on
the modulus of continuity of a;j, such that the following holds: For every 0 < o(t), f €
CY%(B1(0)) such that [ flla(By o)) < w(7), and w € C?(B1(0)) such that ||wl|peo(p, o)) < 1
and

aij(QVw)@-jw = f m Bl (0),

there exists v : B1(0) — R such that

and
v = wlpeo(B, (00 < T-

Proof. By contradiction, there exists 7 > 0 and sequences 6,, — 0, i, — 0 and functions
Win, fr + B1(0) — R such that ||wm || LB, 0)) < 1, [ fmllLas, o)) < tm,

i (Om VWi ) 0ijwm = fm in B1(0), (6.67)
but for every function v : B;(0) — R satisfying (6.66) we have that
[v = wml[reo(B, 500 2 T Vm € N. (6.68)
We prove that up to subsequence (not relabeled)
Wy, = Weo locally uniformly in B(0) (6.69)

and that ws satisfies (6.66), which contradicts (6.68).
Consider Q € B1(0), let dg = dist(Q2, R?\ B1(0)), and for every m € N and o € 2 we
consider the function
Om

U () = o (wm(zo + dox) — wm(20)) Vz € B1(0),

which solves
@ij (Vm (x))0ijum(2) = Omda frm(dox) Vo € Bi(0).
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We apply Theorem 6.5 to F'(z,z,p, M) = a;j(p)M;; (which satisfies all the assump-
tions) and let v, e, k,p > 0 be the constants introduced in that theorem. Thus, if & > 0
and k € N satisfy

o8¢t <& < pFks, 10mda fn (do) || Lacp, (o)) < €6 (6.70)
1
then
0S¢ Uy < (1 —v)%0 Vs=0,..,k+1
B,s(0)

We want to apply it with 6’ = 6,,,. Hence, define k,, to be the biggest positive integer
such that 6,, < 27 %m k. Since
| fmllLaBy(0y) < €

for m sufficiently large, we get
10mde fm(do)| Lacp, ) = |10mfm (@) La(B,, ©) < Omll fm ()] La(B,(0)) < EOm-
Hence (6.70) is satisfied, and we get

0SC Uy < (1 —v)%0, Vs=0,..kn+1
B,s (0)

which can be rewritten in terms of w,, as

Bos(co)(wm(:no +dor)) < (1 —v)’dg Vs=0,...kn+1. (6.71)

P

Let a = —logp(l —v). From (6.71) we obtain that, for every m large enough, w,, is
a-Holder on points at distance at least p~*mdq, namely there exists C' independent on m
such that for every m large enough

|wm (z) — wm(y)| < Clz — y|® Ve,ye Q| —y| > 27 Fmde,. (6.72)

Since k,, — oo as m — oo, it can be easily seen, with the same proof as the one of
Ascoli-Arzela theorem, that the family {wy, }men of functions satisfying [[wi Lo (B, (0)) < 1
and (6.72) is relatively compact with respect to the uniform convergence in ). Letting
vary in a countable family of open sets compactly supported in By (0) which cover B;(0),
with a diagonal argument we obtain (6.69).

We claim that ws, solves (6.66) in the viscosity sense. Indeed, assume by contradiction
that w is not a supersolution of (6.66) in the viscosity sense. Then there exists a function
@ € C%(B1(0)) and a point zg € By1(0) such that ¢(zg) = wee(20), ©(z) < Weo(x) for every
z € B1(0) \ {z0}, and a;;(0)0;;p(z0) > 0. Since ¢ is C?, there exists r > 0 such that

al](O)szgo(x) >0 Vo e BT($0). (673)
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Since ¢ touches wq, strictly at xgp and w,, — ws uniformly, for every m € N large
enough there exist ¢,, € R and z,,, € B,(x0) such that ¢, + o(zm) = wn(zy), and
em + () < wpy(z) for every x € By(zp). In addition, ¢, — 0 and x,,, — z¢ as m — oc.

Let h := infaBT/z(xo)(woo —¢)/2 > 0. Since ¢, converge to 0 and w,, converge to Wxo,

for every m large enough h < infyp_,(zq)(Wm + cm — ¢). Let (wm + cm — ¢ — h)™ be
the negative part of the function w,, + ¢, — ¢ — h, and let I';,, be the convex envelope of
(Wi + ¢ — @ — h)™ in By(x).

Since the function w,, + ¢, — ¢ — h is of class C?, it is a classical fact that T',, is of
class C1! inside B,(xg) (see for instance [DF3]).

For every m let E,, be the contact set between w,, + ¢, — ¢ — h and T’y in Br/2 (z0),
namely

Em = {x € B, /2(70) : wim(z) + cm — p(x) — h = [ ()}

Recalling (6.73), we see that the function w,, + ¢, — ¢ — h solves

i (Om Vwn)0ij(wm + ¢ — @ — h) = fin — a3 (0m Vwn)0ije
< fm — [aij(0m V) — ai;(0)]0;;p

in By(xp). In addition, since I';, is convex, has oscillation h and vanishes on 0B, (xg), it

(6.74)

is easy to see that
2h

Since at the contact points the gradient of w,, — ¢ coincides with the gradient of I';,, it
follows that, for every = € E,,,

ij (0mVwm) — aij(0) = aij(0m (Ve + VTy,)) — aij(0).

Hence the equation (6.74) is uniformly elliptic at the contact points for m large enough
and in addition the term a;;(0,, Vwn) — a;;(0) converges uniformly to 0 on E,, as m — oo.
Hence, applying the Alexandroff-Bakelman-Pucci estimate (see Theorem 1.23) we ob-
tain
h—cm < sup (Wm+cpm—9—h)”
By /2(z0)

< O ||(fn + (aij (O Vwm) = ai(0))0550) || L, (6.76)
< O (Il fmll o, oy + i3 (O Ve0m) = i3 (O gz, el o2 s 00
where C' > 0 depends only on d, A and A, and letting m — oo we get
h < Crlim inf [HmeLd(BI(O)) + |laij (0m Vwm) — aij(O)HLd(Em)H‘PHC?(Bl(O))} =0,

a contradiction. A symmetric argument proves also that w is a subsolution of (6.66).
Therefore ws, solves (6.66) in the viscosity sense, and being (6.66) a uniformly elliptic

equation with constant coefficients, we, is actually a classical solution. This fact and (6.69)

contradict (6.68). O
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We prove an improvement of flatness result when the gradient is nondegenerate. In the
following proposition the assumption f € L9(B;(0)) for some g > d plays a crucial role,
and this is the optimal assumption one can make. Indeed, even for the Laplace equation
Au = f, the Cb* regularity of the solution w is false for f € L¢ (since W?% does not
embed into C1®).

Proposition 6.13. Let §, F, E, A\, A, f, u, and M be as in Theorem 6.4. There exist
8o, 1o > 0, depending only on the modulus of continuity of V2F, and on 8, X, and A, such
that the following holds:

If | fllLa(B2(0)) < dopo and for any x € By(0) there exist A, € R? and b, € R such
that 1 +6 < |Az|g < M and |u(y) — Ay -y — by| < do for every y € B1(0), then

u(y) —u(z) — A-(y—z)| < Cly— 2| Vye Bi(0) (6.77)
with o := 1 —d/q, C depends only on 6, d, X, and A, and A € R? satisfies

d,
|A— Ag| < ZEa. (6.78)

In particular u € Cl’o‘(Bl/4(0)) (with bounds depending only on the modulus of continuity
of VAF, on'é, d, A, and A), and |Vu|g > 1+ 6/2 inside By 4(0).

Proof. We prove (6.77) for z = 0. Up to a vertical translation, we can assume without
loss of generality that w(0) = 0. It suffices to show that there exists r € (0,1) such that,
for every k € NU {0}, there is a linear function L(y) = Ay - y + by satisfying

lu(y) — Li(y)| < dor*@t) vy e B (0),

|Ap — Apgr| < C'60r* by — by | < C'6prFeth), (6.79)

For k£ = 0 the result is true by assumption.
Now we prove the result for k 4+ 1 assuming it for 0, ..., k. Let us consider the rescaled

function . .
wly) = u(ry) — Li(r*y)
’ 507nk(a+1)

Yy € Bi(0). (6.80)

Observe that, by the inductive hypothesis, |w| < 1 inside B;(0) and w solves the equation

k(1—a)
0ij F(Ar + (507"kan(y))8¢jw(y) =T 5 f(rky) in B1(0).

Recalling that o = 1 — d/q, by a change of variable and Holder inequality we get
Hr"”f(rky)||Ld(Bl(0)) = ”f”Ld(Brk (0))

< \Bl(o)\l/quaﬂf“Lq(Brk (0)) (6.81)
< B ()Y | £l Loy (0)) -
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Since || f||La(B,(0)) < doro, we get

rk(l—a)

do

£ (* ) | ez, 0y) < 1B1(0)]M pso. (6.82)

Recalling (6.53) and (6.79), by the inductive assumption we get

Al k-l k—1 o ~
JE; |Ai — Aita1le < ; |A;i — Aipa] < C’(SOZZ:;TW < 0’50;:%71& < %57
provided we choose dg small enough. Hence Ay ¢ E, and more precisely
1+ §5 < |Aole — kz_:l |A; — Aiv1le < |Akle < |Aole + kz_:l |A; — Aji1|lp < M + é (6.83)
o =0 - - i=0 a 4

Define a;; : R? — R as a;j(v) := 0;;F (Ax + v). Then by (6.53) and (6.83) we have

0 §
Bj,s5/4(Ak) S {]y — Agle < 4} - {’y\E > 1+ 2},
so by assumption (6.11) on F we get

M < V2F(v) <AI - forany v € By 14(Ak);

which implies that the coefficients a;; are uniformly elliptic inside B Fy 4(0) with constants
A AL

Let o and p be the functions provided by Lemma 6.12. If ¢ is small enough so that
SorFe < o (r'*2/2), and pg is small enough so that | B (0)[Y9uy < p(r'+/2), Lemma 6.12
applied to w implies the existence of a function v : B1(0) — R such that

aijf(Ak)aijv = 0 in Bl(O)

and
1+«

2
In particular, since [v(y)| < |v(y)—w(y)|+|w(y)| < 3/2in By /5(0), and v solves a uniformly
elliptic equation with constant coefficients, there exist C’ > 0 (depending only on d, A, A)
and a linear function L(y) = A -y + b, such that

r

[v(y) = w(y)| < Vy € By2(0). (6.84)

l(y) —A-y—b| < C'lyl>  Vy € By 0).

In particular, if C'r'=® < 1/2 and r < 1/4, we get

1+«
o(y) —A-y—b <CP? <o Vye B (0). (6.85)
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Hence, first we choose 0 < r < 1/4 such that

1
! 1—« < -
C'r <3
then fix §p such that
Sor® < o(rite/2) and C's EOO e < g—Ed
0 = 0 ar; = ;

and finally take pg such that
|[B1(0)[Y9p0 < p(r'*/2).
Then from (6.84) and (6.85) we get
lw(y) = Ay — Bl < [w(y) —v(y)| +v(y) = A-y - Bl <r'F Yy e B(0),
which can be rewritten in terms of u as (see (6.80))
u(y) — L1 (y)| < sorETDEHD vy € B (0),

where y
Li+1(y) := Li(y) — dor* VL (ﬁ) .

It is easy to check that (6.79) holds for some C’ large enough independent of §y and r,
and this concludes the proof of the inductive step.
Also, it follows from (6.79) and the definition of dy that

k—1 i
d
| Ak — Aol <D A — Aia| < TEa, (6.86)
=0

which proves (6.78) in the limit.
Finally, the fact that (6.77) implies that u € C1*(By/4(0)) is standard (see for in-
stance [DF3, Lemma 3.1]). O

6.5 Proof of Theorems 6.4 and 6.1

Proof of Theorem 6.4. For any xg € B1(0) and r € (0,1), we have
o 0= [P e S

Let pp and dg be as in Proposition 6.13. Fix r < 1/2 small enough such that

7P| £l Lo (5, (0)) < dotos
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so that
|rf(zo + 72) || Lr (B, (0)) < doko- (6.87)

Consider now the function w : B1(0) — R given by
w(z) = %u(mo +rz) YV € B1(0),
which by (6.12) solves
0i[0s F (Vw(x))0jw(x))] = rf(zo + rx). (6.88)
Our goal is to show that the quantity

s {|(Vu(a)le—1-6) — (VaOls—1-0)4}  ¥ieN,  (659)
r€B,—;(0)

decays geometrically.
For every ¢ € N set

di = sup ([Vw(z)[p = (1+9))+,
x€B2_i(0)

and let £ be the smallest value of ¢ € N such that

e*se%pE*‘{x € By2i-1(g) : (Oerw(x) — (140))+ > (1 - n)dai }| = (1 —1n)|By-2i-1(0)] (6.90)

(k = oo if there is no such 7). By Lemma 6.10 there exists a constant Cy > 0 and ag € (0,1)
such that ‘
do; < Cp27%0  Vi=0,..., k. (6.91)

If kK = oo, then there is nothing to prove. Assume then that k is finite.
For every k + 1 < i < 2k we estimate dg; with dak, and from (6.91) applied to dox we
obtain
do; < dojy < Cp272ka0 < 2700, (6.92)

We now scale the function w in order to preserve its gradient:
v(z) == 22K (w272 1z) — w(0)) Va e B1(0).
Since Vo (z) = Vw(272#~1z), from (6.90) we obtain that there exists e* € E* such that
[{z € B1(0) : (Berv(z) — (1 +6))4+ > (1 = n)dai }| > (1 = n)|B1(0)]. (6.93)

Moreover, we have that |Vv(z)|g < dop+d+1 < MLJE for every z € B1(0) (recall (6.53)).
Hence, from Lemma 6.11 applied to v with € = dodg/M (with dy as in Proposition 6.13)
and ¢ = dog, there exist A € R? with |A|g = dopy1 +6 + 1 and b € R such that

|U(:L‘)*A-x*b‘ SS(d2k+1+5+1) S&M/C?E:(;o V$EBl(O). (6.94)



6.5 Proof of Theorems 6.4 and 6.1 131

From (6.88), (6.87), and (6.94), the hypothesis of Proposition 6.13 are satisfied, so
there exists a constant C', depending only on 4, d, A, and A, such that

Vo(a) = Vo(0)] < Cilel® Va € Byys(0),
where o := 1 — d/q. Since the function z — (|z| — 1 — )4 is 1-Lipschitz, we get
[(IVw(@)] =1 =08)+ = ([Vw(0)| =1 =6)4| < [Vw(z) — Vw(0)]
= |Vo (22 1z) — Vu(0)],
for every & € By2x—2(0). In particular, for any ¢ > 2k + 1 and x € By-2:(0) we have

[(IVw(z)] =1 = 8)s — (|Vw(0)] — 1 = 8)4| < Cr2@kher)g|m

< 012(2k+172i)a1 < Clzfial. (695)

Setting C' := 2max{Cp, C1} and & := min{ap, a1}/2, from (6.91), (6.92), and (6.95), we
obtain that for every i € N

S {l(Vw(@)|pg — 1= 6)4 — (IVw(0)|g — 1 — )4 |} < C27%°,

224 (0)
namely
sup  {|(|Vu(@)|p —1—68)+ — (|Vu(zo)|p — 1 —68)4|} < 02727,
xEBQ_2ir(x0)
from which (6.13) follows easily. o

Proof of Theorem 6.1. Let ' € Q" € Q" € Q and set M := ||Vu| gy (M is finite
because u is locally Lipschitz inside ). Recall that F is C? outside E, so in particular it
is C? for |v| > dp (recall (6.53)).

We now want to find a functional G € C2?(R?\ E) which coincides with F inside
By(0) (so that F(Vu) = G(Vu) inside Q") but G is quadratic at infinity. We follow a
construction used in [AF].

Let M' = sup{F(v) : v € Bpr+24,(0)}. Let ¢ : [0,00) — R be a C* function such
that ¥ (t) =t in [0, M' + 1], and 9(t) = M’ + 2 in [M’ + 2,00]. Since F is coercive, the
function ¢ (F(v)) is constant outside some ball. Hence

N:= sup [V?[¢oF|(v)]
[v|>M+dE

is finite. Let ¢ € C?(R%) be a convex function such that ¢(z) = 0 for every x € Bjys14,(0),
V2¢(x) < (2N +1)1d for every € R% and V2¢(z) > (N + 1)1d for every x € R?\
Biry2d,,(0). Define

G(v) :==(F(v)) + o(v)  VveR™ (6.96)

Computing the Hessian of G, we obtain that G is convex, that V2G(v) < (3N + 1) Id for
every |v| > M + dg and that Id < V2G(v) for every |v| > M + 2dg. Since G = F inside
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Bsd,+0(0) and u solves the Euler-Lagrange equation (6.12) in the sense of distributions,
u solves also the Euler-Lagrange equation for G, and so by convexity of G it is a minimizer
for the functional

G(Vu) + fu.
Q///

By (6.7) we have that for every 6 > 0 small there exist \§, A5 > 0, depending only on
As/as Ns /4, N, such that

§
M 1d < V2G(v) < Aj1d for a.e. v such that 1+ 1 < |v|g. (6.97)

Let p. be a standard mollification kernel whose support is contained in B:(0) and let
Ge(2) = pe x G() +elaf’,  fe(x) = pe * f(a),

Ug 1= argmin{ Ge(Vu) + fou:u € WLQ(Q’”)} )

QIN

Note that u. € C*°(Q") thanks to the regularity of G. and f., and thanks to the uniform
convexity of G.. From (6.97), for every § small there exist Aj, A§ > 0, depending only on

Xs, A§, N, such that, for ¢ < 5/(4@;),
)
MId < V2G.(v) < AY1d for a.e. v such that 1+ B < |vlg. (6.98)

Differentiating the Euler equation solved by wu. with respect to 9, for any e € S%! we
obtain that
0110 G- (Ve (2))0; (D ()] = .o (a). (6.99)

Hence the function v.(x) := (|Vus(x)| — (1 + dg))+ is a subsolution of the equation
0i1015G:(Vue(2))0jve] > Oe f1{1/2—v.(2)>0}-

As we already observed in the proof of Lemma 6.10, this equation is uniformly elliptic
because the values of 0;;G.(Vuc(z)) are not important when |Vu.(z)| < 1+ dg. Hence,
we can apply [GT, Theorem 8.17] to obtain

(Ve ()] = (1 + dE)) @) < C'(1+ [(IVue(z)] = (L + dp))+ [l r2@m)

, (6.100)
< O+ [[Vue(@) || 22 0m))
for some constant C’ depending only on d, As,, As,, 7, Q" (for some dp small).
Since the function G, has quadratic growth at infinity, we get
[Vue ()| L2y < C’(l + Ge(Vue(z)) da:). (6.101)
Q//l

From the boundedness of energies of u., (6.100), and (6.101), it follows that the functions
ue are M’'-Lipschitz for & small.
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Let Ej be a strictly convex set such that E C Es C (14 6/2)E. Since

oo (o)) s ()

from (6.98) it follows that A{I < V2G.(x) < A} for a.e. x such that 1+ § < |z|g,.
Applying Theorem 6.4 to u. and Fj, by a covering argument we deduce that there exists
a constant Ds (independent of €) such that

(1 Vue(@)g, — 1= 0)+ — (Vue(y)le, —1—0)4] < Dole —y|*  Vaye. (6.102)

Without loss of generality, up to adding a constant to u. we can assume that u-(0) = 0.
Hence, since |Vu.| < M, we obtain that, up to adding a constant a subsequence,

Us — UQ uniformly in €’

and
Vu. — Vug  weakly” in L>(Q) (6.103)

for some Lipschitz function ug. We claim that Vug = Vu outside E and that
(|Vue(z)|g, =1 = 8)+ — (|Vu(z)|g, —1—6)4+  strongly in LP(Q) (6.104)

for every p < oo.
Indeed, from the convergence of the energies on a sequence of local minimizers, and
thanks to the uniform convergence of G. to G on Bj;/(0), we have that

G(Vu(z))dx = lir% G:(Vue(x)) de = lir% G(Vue(z))dxr = | G(Vuo(x))dx,
Q E— QO E— Q Q/
(6.105)

Since G is strictly convex outside F, it follows by standard results in the calculus of
variations that Vuyg = Vu outside E and (6.104) holds (a possible way to show these
facts, is to consider the Young measure v, generated by Vuc, and show that v, = dyy ()
for a.e. x such that Vu(z) € E).

Hence, thanks to (6.104), we can take the limit as ¢ — 0 in (6.102) to obtain (|Vu|g,; —
1—0)4 € CO(QY). In particular, the set

As = {xz e Q :|Vu(z)|g, >1+46}
is open. Moreover, from the choice of Ejs, it follows easily that
Fs:={zeQ :|Vu(a)|g>1+20} C 4s (6.106)

Since every partial derivative of u solves (6.99) (with ¢ = 0) which is uniformly elliptic
inside As, from De Giorgi regularity theorem it follows that Vu € CO’QI(F(;), with ¢
norm bounded by a constant which depends only on «, M, 8, A5, As, As, and f. By the
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arbitrariness of §, we deduce that Vu is continuous inside the open set {|Vu|g > 1} with
a universal modulus of continuity.

We also note that, since the functions (|v|g; —1—9)4 converge uniformly to (Jv|p—1)+
on By (0), we get that (|Vu|g, — 1 — 6)4 converge uniformly to (|Vu|g — 1)4, so also
(IVu|g — 1)4 is continuous with a universal modulus of continuity.

Combining this fact with the continuity of Vu inside {|Vu|g > 1} and the fact that
H is continuous and vanishes on E, it is easy to check that H(Vu) is continuous (again
with a universal modulus of continuity) everywhere inside €. O



Chapter 7

An excess-decay result for a class
of degenerate elliptic equations

As in the previous Chapter, we study the local regularity of minimizers of the functional
/f(Vu) + fu (7.1)
Q

where Q@ C R% is an open set, F : R* - R, f: Q@ — R, and u : Q@ — R. When
a uniform ellipticity condition on F holds true, the regularity results are classical, as
presented in the introductory Section 1.6. Even in the vectorial case, the picture is well
understood: for instance, partial regularity of minimizers was proved under the uniform
strict quasiconvexity assumption in [GM, AcFu] (see also the references quoted therein).
To understand regularity for more degenerate elliptic problems, a natural idea is to

prove Holder regularity at points which do not see too much the degeneracy of the equa-
tion,namely points where the gradient is close to a value where the function F is C? and
uniformly convex. This scheme has been carried out by Anzellotti and Giaquinta in [AG]
under the uniform convexity assumption for elliptic systems and in [AcFu2] if uniform
strict quasiconvexity is assumed. In the latter paper it is proved that, if u : R — RV
(with N > 1) and

lim IVu(y) — &l dy =0 (7.2)

r—0 By(z0)
for some & € R¥™ and zo € R%, F is C? in a neighborhood of &, and a uniform strict
quasiconvexity holds true around &, then u is of class C™® in a neighborhood of zg for
every a < 1. Their proof is based on a linearization argument. They differentiate the
Euler equation

(here and in the following we use the Einstein’s summation convention) with respect to a
direction e € S~ to obtain

81[813}'(Vu(x))8j(Geu(x))] = 3€f(x) in €.
135
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Then, using (7.2), they prove that the solution of the differentiated operator is close,
on smaller scales, to the solution v of a differential operator with constant coefficients

az[aw]:<fo)8]v<$)] =0 in Q.

Since F is strictly quasiconvex in £y, this equation is in turn nondegenerate. In this way,
they obtain regularity of v from the regularity of the linearized operator.

In this Chapter we study the regularity of minimizers of the function (7.1) in the scalar
case assuming that F is Cb! and uniformly elliptic outside a ball, and ellipticity may
degenerate inside. Basic examples which fall under these assumptions are F(x) = n(z)?
for some p > 1 with n an elliptic norm (see Definition 7.4), and F(z) = (|z| —1)% for some
p > 1 (notice that, since we consider Lipschitz minimizers, the behavior of F at infinity is
not relevant). The first example arises as an anisotropic generalization of the p-laplacian,
whereas the second example has been already presented in Chapter 6 and it is related
to some recent problems of traffic dynamic. In the following we assume that F € C1!
outside the degeneracy region to prove that every locally Lipschitz minimizer is C1® at
nondegenerate points, weakening the assumptions of Theorem 6.1 (where F was assumed
to be of class C?). When F is assumed to be C'! new techniques are needed. In this
respect we mention a De Giorgi type approach in a work of De Silva and Savin [DS]; it looks
possible to us that also their technique may lead to prove our result, but we believe that our
approach in this setting has its own interest. On the contrary, the results in [AcFu2,CF1]
described above assumed F € C? and this assumption cannot be easily removed with their
technique, since their proof is based on a linearization argument which cannot work if the
second derivatives of F are not continuous, because the linearized operator has no reason
to stay close to the nonlinear one. Our approach is still based on a blow-up argument;
however, we prove that the operator can be linearized, up to subsequence, around a limit
operator which is uniformly elliptic thanks to the fact that the gradient is assumed to be
mainly outside the degeneracy. To obtain strong compactness of a rescaled sequence, we
use an idea of De Silva and Savin [DS] presented in Lemma 7.10.

The Chapter is organized as follows. In Section 7.1 we present the basic estimate
of decay of the excess function around nondegenerate points. Then we see that this
estimate can be iterated at every scale to obtain the C1'® regularity. Finally, we see that
the smallness assumption is satisfied if u is close to a linear nondegenerate function in a
certain sense, which in turn can be verified in the applications. In Section 7.2 we see how
the estimate allows to prove C'® regularity for the solutions of the anisotropic p-laplacian
and regularity outside the degeneracy for the equations arising in the context of traffic
congestion. In Section 7.3 we collect all the proofs.

7.1 Excess-decay result at nondegenerate points and conse-
quences

First we introduce the excess function, which measures the distance of the gradient of a
solution Vu from its average. In terms of this quantity we express the smallness condition
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which guarantees regularity. The C*® regularity for Vu is expressed in terms of the decay
of the excess itself, through Campanato’s Theorem.

We denote by B,(x) the open ball of center z € R? and radius r > 0, often shortened
as B, if x = 0. Given g : © — R? with the notation {Br(x)g or (9)B, () We mean the
average of g on the ball B, (x).

Let Q be an open set and let f € L?(Q) for some q > d. For every u € W12(Q), z € Q,
r < d(z,) we consider the excess

1/2 B
U(u,z,r) = <][B ( )]Vu(y) — (Vu)Br(x)\Qdy) + e d)/(QQ)HfHLq(Bl).

The following Theorem provides an excess-decay estimate for local minimizers of the
functional (7.1) at points where Vu is nondegenerate. In order for the equation to be
considered nondegenerate on a certain ball B, (x), we require that the average (Vu) B (z)
is not in the degeneracy region, that Vu does not oscillate too much, and that the scale r
is chosen sufficiently small to make the right-hand side irrelevant. These last two informa-
tions are encoded in the smallness of the excess. As we shall show in the corollaries below,
the result can be iterated on smaller scales to provide Holder regularity for the gradient
around nondegenerate points.

Theorem 7.1. Let 0 < A < A and let f € LY(By) for some ¢ >d > 2. Let F: R? - R
be a conver function such that F € C1H(RE\ B14(0)) and

Ad < V2F(z) <AId for Z%ae. x € RT\ By4(0). (7.3)

Let u € Wh*°(By) be a minimizer of the functional (7.1) and let us assume that |Vu| < 1
m Bl.

Then there exist 1o, > 0, depending only on d,q,\, A, ||VF|[r~(p,), such that for
every T < 1y there exists € = (1) for which the following property holds true: If for some
T € Byjp and r < 1/4 we have

e~ w

< |(VU)BT($)| <1, U(U,ZL’,T) < e,
then
U(u,z,7r) < 70U (u, x,1).
Theorem 7.1 can be iterated to obtain the decay of the excess at every scale.

Corollary 7.2. Let A\, A, q, f, F, and u be as in Theorem 7.1. Then there exist 1o, > 0,
depending only on d,q,\, A, |VF|[r(B,), such that for every T < 7¢ there exists ¢ = &(7)
for which the following property holds true: If for some x € Byjy and v < 1/4 we have

LS (VWn@l Sl Ulwar) <e (7.4)

then
Ulu,z, 7™r) < 798U (u, z,7) VkeN. (7.5)
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The assumption in Corollary 7.3 is satisfied in a ball if the gradient of u is aligned in
a fixed direction, as the following corollary states. This will be in turn useful to obtain
C1@ regularity at nondegenerate points in the applications of Section 7.2.

Corollary 7.3. Let A\, A, q, f, F, and u be as in Theorem 7.1. Then there exist
n,a,C, 7,19 > 0, depending only on d, q, \, A, || f||La(B,)> IV F oo (B,), such that if [Vu(z)| <
1 for every x € By and

{z € Bi:0vu(z) > 1 —n}[ > (1 —n)|Bi (7.6)
for some v € S, then

Uu, z, 7%r¢) < 7°%U (u, z, 0) VkeN Vi € By (7.7)

In particular, we have

||u||01,a(31/2) <C. (7.8)

7.2 Applications: the anisotropic p-Laplace equation and
traffic models

The anisotropic p-Laplace equation The simplest example of degenerate elliptic
equation is given by the p-Laplace equation

i (|VulP~20u) = f,

corresponding to the choice F(x) = |z|P/p in the minimization of the function (7.1); in this
case the degeneracy consists in a single point, the origin, and it is possible to obtain C'h*
regularity of the solution (see Section 1.6.1). In the following, we introduce a generalization
of the p-laplacian which involves an anisotropic norm. We consider an open set  C R4
and a local minimizer for the functional

n(Vu)?
/Q ’ + fu, (7.9)

where n : R? — Rt is a positively 1-homogeneous convex function and f € L4(f) for
some q > d.

To ensure the equation to be elliptic outside the origin, we need to consider only norms
which satisfy an ellipticity condition in the direction orthogonal to Vn. For example, the
p-norms (namely n(z) = (|z1|? + ... 4 |zq|P) /P for z = (21, ..., 24) € R?) are not included
in the following definition and indeed the problem of regularity of minimizers is, to our
knowledge, open.

Definition 7.4. An “elliptic norm” n € Cllo’cl(Rd\{O}) is a convex positively 1-homogenous

function with n(0) = 0, positive outside the origin, for which there exist A\, A > 0 such
that
Vn(v) |?

Alr—(7- Vn(v))W < n()dyn(v)riri < A|r|? (7.10)
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for #%a.e. veRY 7RI

In the following, we prove that every Lipschitz solution of the anisotropic p-Laplace
equation is C1?.

Theorem 7.5. Let 0 < A < A, p > 1, Q a bounded open subset of R?, d > 2, and
f € LY(By) for some q > d. Let m : R? = R be an elliptic norm and let u € W’lf)fo(ﬂ) be
a local minimizer of the functional (7.9).

Then there exists o € (0,1), which depends only on d, p, q, A\, A, |Vn|ls such that
Vu € C'lo’a(Q), namely for every ' € Q there exists a constant C > 0 such that

|Vu(x) — Vu(y)| < Clz — y|° Va,yec .

This constant C depends only on d, p, q, A\, A, [[Vn|peogay, dist(Q,09), [|fllg, and
[Vu|loo in a neighborhood of V.

In the theorem above we assume Lipschitz regularity of the solution to prove C®
regularity; notice that the Lipschitz regularity follows from [EMT, Br, FFM]. To avoid
annoying details about a regularization argument, we prove the result in terms of an a-
priori estimate; hence we assume that v is smooth, and so is n outside the origin (For
more details about the regularization, see for instance the proof of Theorem 6.1).

The key idea to prove Theorem 7.5 is a lemma which provides a separation between
degeneracy and nondegeneracy; here, there is a clear analogy with the main idea behind
the proof of Theorem 6.1. The basic lemma says that the gradient of the solution Vu
is either close to a nonzero constant, or it decays on a smaller ball. When the first case
happens at some scale, we obtain C1'® regularity of u through Corollary 7.3. Otherwise,
the decay of Vu at every scale provides C1'® regularity of u.

As we show now the dichotomy, stated at scale one in Lemma 7.11 (compare with
Lemma 6.10), is based on the construction of suitable subsolutions to a uniformly elliptic
equation, namely (d.u(x)—1/2)4 for every e € S¥~!. Indeed, let u : By — R be a Lipschitz
local minimizer of (7.1) with Lipschitz constant 1; then it solves the Euler equation

8i[n(Vu(x))p_lain(Vu(a:))] = f(x) x € Bj. (7.11)
Let us introduce the coefficients
Ay() = n@P2 (0~ DOn(@)9m(@) + n(@)dyn(@))  VeeRL  (T12)
Given e € S?!, we differentiate (7.11) in the direction e € S~! to obtain

) [Aij (Vu())9; (8eu(:c))] = 8.f(2).

In this definition the term “norm” is used with a slight abuse of notation: indeed we are not requiring
the symmetry of n, namely n(v) = n(—v). We also observe that an equivalent formulation for (7.10) is to
ask that

N2 < 8 H(v)mim; < N7 )? Vv, 7 € R"
2

for some 0 < X" < A, where H(v) := (n(v))".
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We notice that, setting
a;j(x) == (p — 1)0n(x)ojn(x) + n(x)din(x) Vi e RY, (7.13)

the coefficients a;; are uniformly elliptic. Indeed, Vn is 0-homogeneous and since n €
C’llo’c1 (R%\ {0}) we have that 0 < ¢ < |Vn| < C < oo; therefore for every 7 € R? we obtain

that

2

2
L Vn(v)

T— (1" V‘n(v))i‘vn(v)‘2

[Vn(v)|
> min{c*(p — 1), A\}|7|%,

ayTitj > (p—1)|Vn(v)?

and analogously from above. Hence the coefficients A;; are uniformly elliptic in every
compact region which does not contain the origin.

Since the function ¢ ~— (¢ — 1/2); is convex and Lipschitz with derivative 1512}, it
follows that the function

Ve(x) := (Qeu(x) — 1/2)+ ec St (7.14)

is a subsolution of the equation

0; |:AU (VU($))8JU6($):| = a6]0(13)1{8611>1/2} (ZL')

Notice that the values of the coefficients A;;(Vu(x)) are only relevant when 1/2 < |Vu(z)| <
1. Indeed the solution satisfies |Vu(x)| <1 (by assumption), and when |Vu(z)| < 1/2 we
have that v.(x) = 0. Therefore, thanks to the ellipticity assumption on n, the equation
might be assumed to be uniformly elliptic.

The idea of the proof now follows a paper by Wang [Wa], where Theorem 7.5 is pre-
sented for the classical p-laplacian. In this case, however, the author considers a different
subsolution, namely n(Vu)P, which solves an elliptic equation with nondegenerate coeffi-
cients. Indeed, given a locally Lipschitz minimizer of (7.1) with f = 0, the coefficients a;;
(introduced in (7.13)) are uniformly elliptic and the function n(Vu)P formally solves

0; [aij (Vu(z))0; <n(Vu(:L’))p>] > 0.

The choice of the subsolution in [Wa] leads to additional difficulties to pass from a
nondegenerate slope of u in modulus to closeness to a linear function. Moreover, the
regularity at nondegenerate points is carried out in [Wa] through the analysis of the
equation in nondivergence form, proving as a key lemma that any solution of the p-laplace
equation is close to the solution of the linearized problem at nondegeneracy points. Wang’s
scheme can be carried out for a general elliptic norm n only assuming better regularity on
n, namely n € C2(R?\ {0}). Hence, as we shall see in Section 7.3, the proof of Theorem
7.5 requires the use of our Theorem 7.1.
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Degenerate elliptic equations and traffic models Corollary 7.3 can be used to
prove local C%® regularity of the gradient of the solution of a degenerate elliptic equation
outside the degeneracy region.

The following result is a generalization of Theorem 6.1 to more general functions F
(we do not require C? regularity of F). The degeneracy region is a convex set containing
the origin, described, in coherence with the present Chapter, as the unit ball of a convex
positively 1-homogenous function which does not need to be elliptic. The variational proof
is based on Corollary 7.3, which in turn uses a different technique with respect to the proof
presented in Chapter 6, that is based on some ideas of Savin [Sav] and Wang [Wal].

Theorem 7.6. Let 0 < A < A, Q a bounded open subset of RY, d > 2, f € LI(Q) for
some q¢ > d. Let m : R — R be a convex positively 1-homogenous function with m(0) = 0
which is positive outside the origin. Let F : R — R be a convex nonnegative function
such that F € Cllo’cl (R4\ {m < 1}), and assume that for every § > 0 there exist \s, As > 0
such that

sl < VQ}"(x) < AsI for L-a.e. x such that 146 < m(z) < 1/4.

Letu € VVli’COO(Q) be a local minimizer of the functional (7.1). Then, for any continuous
function H : RY — R such that {m < 1} C {H = 0}, we have

H(Vu) € C°(Q).

More precisely, for every open set Q) € §) there exists a modulus of continuity w :
[0,00) = [0,00) for H(Vu) on ', which depends only on d, the modulus of continuity of
H, the functions 6 — \;,0 = As, [|[Vullss i a neighborhood Q" C Q of @, and |VF|
in a neighborhood of Vu(QY"), such that

H(Vu(z)) - H(Vu(y)| <wl(z—gy)) Vayed.

In particular, if F € C1(RY) then VF(Vu) € CO(9Q).

7.3 Proofs

Proof of Theorem 7.1 Before proving the result, we state some simple lemmas. The
proof of the first lemma is an easy computation which is left to the reader.

Lemma 7.7. Let p > 1, X € R?, and let v1,...,vq € R? be a family of vectors satisfying
|vil = 1 for any i = 1,...,d and ’det (v1|...|vd)| > cog > 0 (here (vi]...|vq) denotes
the matriz whose columns are given by the vectors vi,...,.vq € R?). Then there exists a
constant ¢ > 0, which depends only on d and cg, such that

d
1 .
X vl <lx]< 23 1:\X-vi| Vji=1,...d (7.15)
1=
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Proof. The first inequality follows by |X - v;| < |v;]|X|. To prove the second inequality
we estimate | X| with | X - e1| + ... +|X - eq|; we write each element of the canonical basis
of R?, namely ej, as a linear combination of vy, ...,v4; we estimate each |X - e;| with the
same linear combination of | X - v;|. Hence we proved (7.15) with a constant ¢ that may
depend on the particular choice of vy, ...,v4. A simple contradiction argument shows that
the constant depends only on cg. O

From Lemma 7.7 we deduce that, given independent unit vectors vy, ..., vq € R? and
X € L*(Q;RY), we have

d
1 .
1X - villz2 @) < I1X N 22 (uray < - > IX villzy  Vi=1,..,d.
i=1

This implies the following lemma:

Lemma 7.8. Let Q C R? be an open set. Let {Xp}nen € L2(4RY), X € L2(;RY),
and let {v1,...,vq} be a basis of RY. Then { X} }nen is precompact in L2(;R?) if and only
if {Xn - Vi}nen is precompact in L?(Q) for every i = 1,..,d. If this happens then we have
that
lim X, = Xoo in L2(Q;RY) i and only if
hvoo (7.16)
lim Xp,-vi = Xoo-vi in L2(Q)Vi=1,..d.

h—o00

Another useful lemma is the following:

Lemma 7.9. Let A > X\ > 0 and r > 0. For every h € N let A" : B, — R%? pe ¢
sequence of measurable functions such that A™(z) is a nonnegative symmetric matriz for
P ge x€ B,, A" < AId and

lim ‘{Ah < Md}( =0 (7.17)

h—o00

Then there exists a measurable function A : B, — R such that A(x) is a nonnegative
symmetric matriz for £%-a.e. x € B,,

AMd < A(z) < AId for L"-a.e. x € By, (7.18)
and, up to subsequences,
Al — A weakly in L*(B,; R>9), (7.19)

Proof. Since 0 < Al < A1d for every h € N we have that there exists a function A : B, —
R4 with 0 < A < AId and such that, up to a subsequence, (7.19) holds. By (7.17), up
to a further subsequence we may assume that

i ‘{Ah < )\Id}‘ < o0. (7.20)
h=1
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Setting

I=|J{A" <)1d} VkeN
k<h

we have that || — 0 by (7.20) and that, by (7.19), A" — A weakly in L?(B, \ Ix; R%*9)
for every k € N. The set {A € R¥™? : \Id < A < AId} is convex and closed in R%*¢,
Since AId < A”(z) < Ald for every x € B, \ I}, and for every h > k, we take the limit
in the weak convergence as h — oo and we obtain that A\Id < A(z) < AId for .Z%a.e.
x € B, \ Ix. Since k is arbitrary, we obtain (7.18). O

The following lemma is a Caccioppoli inequality for a subsolution of an elliptic differen-
tial operator in terms of an a priori estimate. The proof follows an idea in [DS, Proposition
2.3] and it is based on the variational structure of the equation (7.22).

Lemma 7.10. Let v € S A >0, ¢ >0, and f € CY(By). Let F € C?(R%) be a conver
function such that

Md < V2F(z) for all x € R such that - v > c. (7.21)

Let u € C?(By) be a solution of
0;(0;F(Vu)) = f n By (7.22)
which is Lipschitz with constant 1 in B1. Let G : R — R be a nondecreasing 1-Lipschitz

function which is constant on the set {t < c}. Then there exists C > 0, depending only on
d and \, such that for every n € R?

IVIG @ 2, 0y < CUGODN 25 + 1 z2(50) + IVF(T0) = 1l 25y) - (7:23)

Proof. By approximation, it suffices to prove the result when G € C.
We differentiate the equation (7.22) in the direction v to get

ai(aij}“(Vu)é‘jvu) = 8Vf in Bl.
Let ¢ € C2°(B1) be a nonnegative and smooth cutoff function which is 1 in Bg/,. We test

the above equation with the test function G(dyu)¢?, which is Lipschitz and compactly
supported, and we integrate by parts:

/B 0 F (V) Dy u &[G (Dyu)] ¢

=2 / 0, F (V) 03 G(0yu) COC + | FOGOw)]C2+2 | fG(Bvu) COWC.
B B B
(7.24)
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We estimate each term of (7.24). As regards the left-hand side we notice that G'(9yu) = 0
on the set {Oyu < c}. Hence we apply (7.21) and the fact that 0 < G’ <1 to get

/ 9i; F (V) Ojyu G (Oyu) Opyu (> > X [ G'(Oyu) [VOyul*¢?
b B (7.25)
> [ |V[GOvu)]*¢?
By

To estimate the first term in the right-hand side of (7.24) we integrate by parts and, for
some ¢ to be chosen later, we have

) / Oy F (V1) Dt G(yu) COC = —2 | B4 [0 F (V) — mi] G(Byw) COIC
Bl Bl

= 2/ [0:F (Vu) — ;] 0v[G(Ovu)] CO;¢ + 2/ [0:F (V) — n:] G(Oyu) Oy [CO5(]
By B

e (7.26)
<e [ |V[GOyu)]’C + =" [ |VF(Vu)—n)?
B1 € Bl
L IVIEVa, /B Govl + | VF(Tu) = nf
As regards the last two terms in (7.24) we have
F OGO + 2 / £ G(Bvu) COuC
= = (7.27)

€ 1
- VI[G(0y 2024 2 4 IVel? G(0y 24 2,

We choose ¢ < \/3 and we obtain from (7.24), (7.25), (7.26), (7.27) that there exists a
constant C, depending only on d and A, such that

[ wie@awP < [ vic@awpe
B3/ By

<c( [ 16+ [ e [ 1vFTn-ap)

B1

proving (7.23). O

Proof of Theorem 7.1. With a standard regularization, presented in detail in an analogous
situation in the proof of Theorem 6.1, we may assume without loss of generality that
F € C?(By), f € CY(By), and that u € C?(By) is a solution of

81(82]-"(Vu)) = f in Bl. (728)

By contradiction, let 7, & > 0 to be chosen later and let us consider sequences {xp } heny C
By o, {rn}then C (0,1/4), and {up}ren C C?(B1) such that uy, are solutions to (7.28) and

|Vuh| <1 in By VheN, (7.29)
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U(uh,xh,rh) = )\h —0 as h — o0, (730)
U(up, xp, 7r) > 7U (Up, Th, 1) VheN, (7.31)
3
(Vuh)Brh(l'h) = Yoo as h — oo, Yoo € RY, 1 < Yeo] < 1. (7.32)

Let us define the rescaled functions

N up(zp + )

tp(x) == T € By;
Th
since uy, are solutions to (7.28) we have
0i(0iF (Van)) = fu  in By, (7.33)

where fh(x) = rpf(xp + rpz) for @ € By. Moreover, setting 7, := (Vuh)Brh(xh)’ we have
that v, = (Vay)p,. We remark that, by a change of variables,

~ —d l/q —d
Iz =i ([ o @) = W sy (730)
rp \Th

By the change of variable formula we rewrite (7.29), (7.30), (7.31), and (7.32) in terms
of ﬂh:
Vin| <1 VheN, (7.35)

1/2 _
(][ Van(y) = wlFdy) "+l famy = M >0 ash oo, (7.36)
By

(which implies that r;, — 0 as h — oo unless f = 0),

(][ Vi — (Vﬁh)BT\Q)l/2 L ()t e
B )\%L )\h

[ fllza(Byy > 7 VheN, (7.37)

3
(Vin)p, = = %e  ash =00, Yoo €RY T <o < 1. (7.38)

By Poincaré inequality and (7.36) we have that
[tn(z) — wn(0) —vn - zllL2(By) S Ans (7.39)

therefore the functions ~ ~
up(x) — up(0) —yp - @
A
are bounded in W12(Bj). Hence there exists us, € W12(B;) such that, up to a subse-
quence,

ap(x) — up(0) —yp -

A

Viip(z) — vn
A

— Uso(x)  in L*(By), (7.40)

— Vuso(z)  weakly in L(By). (7.41)



146 An excess-decay result for a class of degenerate elliptic equations

The scheme of the proof is the following. In Step 1 we employ the Caccioppoli-type
inequality of Lemma 7.10 to obtain that the (suitably rescaled) partial derivatives Oy ()
in certain directions v are strongly precompact in L2. In Step 2 we deduce that (Vi —
Y1) /AR converges to Vue, strongly in L2, by taking d linearly independent directions in
Step 1. Next, we would like to show that, for any v € S?!, the function Oyus solves a
uniformly elliptic PDE. Indeed, Oy u is a limit of solutions (O, —7,-v)/Ap, of degenerate
PDEs, whose degeneracy becomes less relevant as h — oo due to the fact that Vuy, is
nondegenerate on average and the excess vanishes.

However, the equation for (Oytp — v, - v) /A, involves the second derivatives of 1y,
and unfortunately we don’t have any strong convergence at this level. We overcome this
difficulty by finding the equation solved by the incremental quotients 05uy, = [ty (- +ev) —
up)/e and taking the limit as h — oo with ¢ fixed (see Steps 3-5). Finally, in Step 6
we apply De Giorgi-Nash-Moser Theorem to obtain Holder estimates for the incremental
quotients 05 us; this provides an excess decay for us, which, in turn, gives a contradiction.
Step 1: precompactness of certain rescaled partial derivatives of @, in L? via
a Caccioppoli-type inequality. Let v € S9! be such that 5/8 < 7o - V (so that
1/2 <y -v <1 for h large enough), and set

. v v
vp(z) = (8vuh(x) — %2 >+ — %2 ,

wp(z) = Oyup(x) —p - v. (7.42)

From the fact that

vy = Wh, on {x € By : Ovup(x) > 7h2. V}
and v v
0>w, = —’Yh2 > wp, on {1‘ € By : Ovup(x) < fyh2 }
we obtain
lvallzz(sy) < llwallz2s,) < CoAn, (7.43)
which implies
T o2z =0, T g2z, = 0. (7.44)

Let 0 :=2d/(d —1). We claim that there exist constants C7, Ca, C3 > 0 such that

IVonll 28,0 < Crlllvallzs,) + 1 fallz2s) + IVF(Van) = VF(u)lz2s,))

(7.45)
< CoAp,
lvallLe(Bs,4) + lwnllLe(By,.) < CsAns (7.46)
. Vhp — Wh
Y y
e An o IL2(By ) 0 (7.47)
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Notice that from (7.45) and (7.43) we obtain that the sequence {vp/Ap }hen is bounded in
W12(Bs,s) and therefore it is precompact in L?(Bsy); from (7.47) we also obtain that

the sequence {wp/Ap}hen is precompact in L?(Bs)4). (7.48)

We now prove (7.45), (7.46), and (7.47). By Lemma 7.10 applied with v = @y, f = fp,
c=v,-v/2>1/4, n=VF(y), and G(t) = (t — v, - V/2)+ — Y - V/2, we obtain that

IVonllz2(B,,,) < C (thHH(Bl) + | fall 2y + IVF(Van) - V}"(’Yh)HLZ(Bl)>

We claim that the three terms in the right-hand side can be estimated by the excess Ap
up to a constant. Indeed by (7.43) we estimate the first term; from (7.34) we deduce that

] ) o
1 Full2 s S Fallzesy <7 Y ) full Lagsyy S M

Finally, for the last term we remember that |vy,| > 3/4, F is Lipschitz in B; (by convexity)
and F € CH(RY\ By ,4). Hence, [VF(Viyp) — VF(y)| can be estimated thanks to the
Lipschitz regularity of VF on the set {|Viy| > 1/4}; on the complement {|Vay| < 1/4}
we estimate the quantity |VF(Vay,) — VF(v,)| by 2HV.7-"H%OO(BI) and we notice that on
that set |V — v,| > 1/8. We therefore obtain

/B VF(V) - VE)P < C(IV2F I g, ) + IV F e )) /B Vi - wl?

and we conclude the proof of the second inequality in (7.45).
Since W12(Bj34) embeds into L7 (Bs4), by (7.45) we have that

[0nllLo(By,0) < Cadns

from the higher integrability of v;, and the fact that vy - v/2 > 1/4 we obtain

)

Hx € B3y : Ovup(z) < %év}‘ < Hx € Byyy Ovup(z) < Wh2'V}

< 4|onllzo(s,,,) < CsAL-

Then, from (7.49) and since 4y, is Lipschitz with constant 1 (see (7.35)) we get

2 VitV

5

4 -
" < —Hx € By : Ovip(x) <

L2(Bg/q) )\%L

b =acsxi,

which converges to 0 by (7.36) and proves (7.47).
Finally, by (7.35), (7.49), and (7.43) we have

lwnllZo (B,

<

’Yh'V} 90

/ L [0un(@) — 1+ [{ € Byt 0vin(e) <
Bg an{0viin >~}

< onllgo ) + C2°N] < (1+27C5)F,
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which proves (7.46).
Step 2: strong convergence of the rescaled gradients of ;. We claim that
Vip — v

lim

: 2
P )\h = VUOO in L (B3/4) (750)

and
IVay, — 7h|]La(B3/4) < CgAp,. (7.51)

Indeed, let v1,...,vq € S*! be d linearly independent vectors such that v - v; > 5 /8
and | det (v1|...|vd)‘ > C(d) > 0. First, we prove that the sequence (Vay, — v4)/ A is pre-
compact in L?(Bg)4; R?). Thanks to Lemma, 7.8 it is enough to show that v; - (Vi — v1,)/An
is precompact for every ¢ = 1,...,d, which in turn follows from (7.48), applied with
wp, = Oy, Up(x) —7p-vi. The characterization of the limit of a subsequence of (Vi — v,)/Ap,
follows from (7.41). As a consequence, it is not necessary to consider a subsequence. Fi-
nally, from Lemma 7.7 and (7.46) we obtain that

d

IVin = nllze (s, S D I1Vi - (Vin = 0)l|Lo (B, 4) < dC3An,
-1

which proves (7.51).

Step 3: incremental quotients for u.,. Given a function f : B; — R, v € S !, and
€ > 0, we define the discrete derivative of f as

f(x+ev) - f(z)

9

(05 f1(x) :=

T € B¢
and the discrete gradient as

VEf(z) = ([a;f](x), [ﬁjdf](x)) z€B_..

We claim that, for € sufficiently small,

ViUl z2(B5,4) < IVUsollz2(m) S 1, (7.52)
,7_2a
][ |Viso — (Vo). |? dz > —, (7.53)
B,
7,204
7[ Vottoe — (Vo) [P > T (7.54)

T

We notice that the second inequality in (7.52) follows from (7.41) and the lower semicon-
tinuity of the norm. To prove (7.53), we see that from the definition of A

(Trp,) 0D/ (29)

M [ fllzaBy) < 7=/ < %, (7.55)
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where in the last inequality we have assumed that o < (¢ — d)/(2¢q) and 7 is sufficiently
small (depending on ¢, d, a).

We notice now, as a general remark, that if € (0, 1], fy,, f € L*(B,), and limp_so0 f, =
f in L?(B,), then

i 1 s = 17 (e (7.56)
— 00 Br Br
Applying (7.56) to f, := (Vup, — ) /An and r := 7 < 3/4 (so that by (7.50) we have

that (Vup, —94) /A — Ve in L2(B;)), letting h — oo in (7.37) and taking (7.55) into
account we obtain

[ vz [ |Vin— (Vig)p,|?1/2
_— 2 pu— T
( Voo — (Vo) B, | dx) lim ( 5. )\}% )

h—o00
-

(q—d)/(2q)

o Tr

> h}{r_l)lcgf (Ta — (h))\thHLq(Bl))
TO( TO[

>7%— — = a0

- 2 2

which proves (7.53).
Finally, since lim._,o Vet = Vs in L2(B;), we apply (7.56) to Veue and r = 7 to
deduce from (7.53) that (7.54) holds true for e sufficiently small.

Step 4: a degenerate equation solved by 0i,. Let v € S¥! and for every h € N
let wj, = v,/|vn|. We claim that the function 05ay, solves

| Af@odsu@ @i+ [ oih@o@d=0 (10
B3/ B34

for every ¢ € Wol’2(Bg/4), h € N, and € € (0,1/4), for some measurable coefficients
A?j’s : Byjy — R with the property that AM#(z) is a nonnegative symmetric matrix for
every x € By and that

Ad < (Al (y) < Ald
i 1 i 1 (7.58)
Vy e {z € Bs/y : Ow,Un(2) > Z} N {z € By)y @ Ow,lin(z +ev) > Z}

Indeed, since 1wy, are solutions of (7.33), for every ¢ € WOLZ(B;J,M) and € < 1/4 we have

OiF (Vup(z)) 0i¢(x) = — fu(@) $(),

B34 B34

OiF (Vup(z +ev)) Oip(x) = — fn(@ +ev) ¢(x).
B34 B34
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Subtracting the two equations and dividing by ¢ we obtain

0ip(x)

9 9

_ fh(.%' + EV) — fh(:E) (JS(:L’) _ /B c’?z]-"(Vﬂh(x + €V)) — Ozf(Vﬂh(x))
3/4

B34

:/ AL (1) 9,05 in () Dih (),
B3y
where
1
Al () o= / 05 F (1= )Vin(x +ev) + tViy(2)) dt Y € By (7.59)
0

Notice that, if 2 € B34 is a point such that Ow,in(z) > 1/4 and Ow, tp(z +ev) > 1/4
then for every t € [0, 1]

1
|(1 —t)Vip(xz +ev) + tVuy(z)| > (1 — t)Ow, Un(z + V) + t0w, Up(z) > T
therefore (7.58) holds true thanks to (7.3).

Step 5: a uniformly elliptic equation solved by 9Zus. Let v € S¥ 1. We claim
that, for every € > 0 sufficiently small, the function 05u~ solves

[ 45 0050 dy0ta) e =0 (7.0
B34

for every ¢ € WOLQ(B3/4,E), for some measurable coefficients Af; : B3/y — R with the
property that
Ad < (45;) < Ald Va € By, (7.61)

Indeed, let us consider the function ¢(z) := ¢(z)x (0w, tn(x))x(Ow, Un(z + eVv)) where
p € W01’2(Bg/4_5) and x € C*®(R) is a function such that y((—oc,1/2]) = 0 and
X([5/8,00)) = 1. By the identity

X (Ow,, i) = X((awhﬁh(x) B ‘72h|>+ - WQ}L‘>

and (7.45) applied to vy, = (Ow,n(z) — |7h|/2)Jr + |yn]/2 we have that x (0w, tn(z)) €
W12 L*®(By4) with derivative

0, (o )] = X' (o 10)05 | (Bu, () ~ 1 21) ]

Similarly x (8w, @n(x +ev)) € Wh2 N L>(Bj,,) with derivative

@hﬁnﬂﬂx+mwn=xﬁmmax+ww@K&m%@+fﬂ—WTLJ
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Hence ¢(x) € VVOI’2 N L>(Bsy). Notice also that from (7.45) it follows that

< An. (7.62)

¥ (Gwin) = 5) [, =

2

Moreover we have that, since |y,| > 3/4,

Hx c B3/4  Ow, () < %}‘1/2

Lo (][
| B3 4]1/2 8

5 1/2
S(f v - wla) " 0
By

O in) — | )

and therefore

. - 5
Jim {x € By : Oy i () > g}’ = |Byal- (7.63)
Similarly
. - )
hh_)lrgo Hx € B3y : Ow,Up(v +ev) > gH = | B34 (7.64)

Using ¢ as a test function in (7.57) and dividing by \; we obtain

_ 05 fu(z)
o= | e

+ / A?Ja(x) 0; 0yt (z) 0, [‘P(w)X(awhah(l'))X(awhﬁh(w +ev))
B34

- / aﬁi’l@)m) (7.65)
B34 h

+ / Ajj* () W 0jp (@) X(Dwy W () X (o, n( + £V))
B34 h

+ /33/4 A?j’ﬁ(ﬂ:) W o(x) 0; (X(awhﬂh(a:))x(awhﬂh(m + 5V)))_

We want to take the limit as h — oo in (7.65). As regards the first term in the right-hand
side, by Hoélder inequality and (7.34) we have (here we can assume that f # 0, so in
particular r, — 0)

| / Ouhn@) Al sy,
By b

)
" l¢(@) | Loc (B4

1 F1(@)] Loy

S /)

=)/ )
&

[6(@) || o< (B3,4)
£l za(By)

IN

[¢(@) | Lo (Bs,4)
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therefore .
05 fn(x)
A

é(x) = 0. (7.66)

lim
h—o00 33/4

Then, we apply Lemma 7.9 to A"(z) := A" (2)x(Ow, @n(x))X (0w, @n(x + ev)). For
this, notice that the assumption (7.17) of the lemma is satisfied thanks to (7.58), (7.63),
(7.64), and the fact that

X(Ow, tn (7)) = X(Ow), un(z +ev)) = 1
on the set

. 5 N 5
{:1: € Bsy 1 Ow,Up(r) > §} N {x € Bsy : Ow,Up(r +ev) > g}

Moreover, for every x € By such that X (9w, @n (7)) X (9w, Un(z + €v)) > 0 we have that
Ow,, Up(z) > 1/2 and Ow,, un(x + ev) > 1/2 and therefore

Md < AP (z) < ATd.
This implies that
0 < A" () X (0w, @ (%)) X (0w, in(x +ev)) < AId  Va € By

Hence, applying Lemma 7.9 we obtain that there exist A® : Bg/y — R¥*? such that
Ad < A® < AId and, up to subsequences,

AP (1) X (B, i, (2)) X (O, iy (z + €V)) — A%(2) weakly in LQ(B3/4; R, (7.67)

From the equality

9 ! ’L )\h

and by (7.50) we have

XY . — 0
lim 200n(@) _ Jitioo(@ +2V) = Oitoo(@) _ g oy gy L3(Byj_.), (7.68)
h—o0 )\h 3
so by (7.67), (7.68), and the fact that 9;¢ € L>°(B3/4), we obtain

W 0jp(@) X (Ovw, n () X (Ouw, Tn( + £V))

lim : AZ’E (x)
o (7.69)

h—o00
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To estimate the last term we notice that, since
1 n 1 n 1
2 o 2
by Holder inequality we have that

e (91(9\6,1] x ~ ~ U
AZ (z) Aih()w(x) X (Owwy in () 0 (athh(x) _ |72h|> X(Ow,, tn(z +€Vv))
B3y h "
VL iy (x) _ 7]
< o N—— ‘ -
< lellzee (B4 H " Lo (Baya) HV(@WWL(:E) 2 >+ L2(Bs,4)

A (@) X (Ovw, () X (D, in (x + £v))

L24(Bg,4)

Since 0 < A?]?E(ac) < AId for every x such that x/(Ow, Un(2))x(Ow,an(z + ev)) > 0, it

follows that

HAZ‘E(Q:) X' (Ow,, @ () X (Ow, Un(z + EV))’

< C(M]X|lso-
paagsy < CIXI

Thus, from (7.70), (7.51), (7.62), (7.70) we have that

005 ()

. h,e
lim A;; (@) ,

h—o00 33/4

o (2) X (Ow, itn (7))

0; (D () — "Y;‘)+ X(Owy (@ +v)) = 0.

Similarly,

. h,e 818€ﬂh(x)
lim A7 () 5

h—o0 B3/4

©(x) X(Ow,, n (1))

X (Bur, (2 + £9)) 0 (B (o + v) — 1) =

2

(7.70)

(7.71)

(7.72)

Hence, letting h — oo in (7.57) and taking (7.66), (7.69), (7.71), and (7.72) into account,

we obtain

0= / A () 0:05uco () Ojep().
B34

Step 6: a contradiction based on the excess decay for u.,. We find a contradiction.

Since by (7.60) the functions 05 us, € WH2(By /4) solve a uniformly elliptic equation for
e > 0 small enough, by De Giorgi-Nash-Moser Theorem (see Theorem 1.19) there exists

a > 0 such that for every v € S¢1

Ha\EIUOOHCO’2a(Bl/2) 5 Ha\E’uOOHL2(B3/4) S HVEU’OOHLZ(B:;/AL) SJ 17

(7.73)
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where the last inequality follows from (7.52); in particular, applying the previous inequality
to v =ey,..., eq, we obtain that

HVEUOO”CO,2(1(31/2) < Cr. (7.74)

Hence, by Jensen inequality and (7.74), for 7 sufficiently small we have that

][Brrvauoou (Vu)i P < f ][ — Veu () drdy

< cien < T
8
which contradicts (7.54) and concludes the proof. O

Proof of Corollaries 7.2 and 7.3 The proof of Corollary 7.2 relies on an iterated
application of Theorem 7.1; at every scale, the assumptions are satisfied thanks to the
geometric decay of the excess on larger scales. In particular, we estimate at every step the
difference between the average of w on B,i—1 and on B, by means of the excess in B i-1.

Proof of Corollary 7.2. Let © € By and 7 < 1/4; let 79, a, 7,&(7) be as in Theorem 7.1.
Let ¢ < e(7) be a constant to be chosen later. We prove (7.5) by induction. For k =1 we
apply Theorem 7.1 and we obtain (7.5). Assuming as inductive assumption that

Ulu,z, 7'r) < 79U (u, 2, 7) Vi<k-—1, (7.75)

we prove
Ulu, z, 7%r) < 79%U (u, z, 7). (7.76)

By (7.4) and (7.75) applied with i = k — 1 we have that U(u,z, 7" 1) < e < (7). In
order to satisfy the assumptions of Theorem 7.1 at = with radius 7' we have to show
that

<|(Vup ,_, @ <1 (7.77)

For every i € N let us set v; = (Vu)p_, (). Forevery i =1,...,k—1 by (7.75) we have

that
1/2
Vi — vi-1]| = <][ I — Y1l dy)
B_i,(z)

(][ Nu y) — %de> e <][Bm 2)

(][ b Vu(y) — vl dy) +7'd/2<][Bi 1 (x)\VU(y)—%—l\ dy)

—r

1/2
IVu(y) = vie1|? dy)

IN

. 1 .
<U(u,x,7 7') iR U(u,x,r’flr) < (7’ + W)TQ(%l)U(u,aj,r).
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\)

Figure 7.1: Under the assumptions of Corollary 7.3, Vu lies in By and, in particular, in
the grey area for a fraction of large measure (namely, 1 — n) of points in Bj.

Hence, by the triangular inequality we obtain

|(VU)B 1, (@) — (VWB, @) = -1 — 0l

< Z i = il < (7 + W) (DU, (7.78)
1=1

<C(r,d,a)e < é

where in the last inequality we have chosen ¢ small (depending on d,7,«). From (7.78)

and (7.4) we obtain (7.77). So, we can apply Theorem 7.1 with radius 7%~!r to obtain
Ulu, z, 78r) < 79U (u, z, 7 1r), (7.79)
which, together with (7.75), implies (7.76). O

In order to prove Corollary 7.3, we apply Corollary 7.2; its assumptions are satisfied
because the gradient of u lies close to a fixed vector v for a large fraction of points in B
(see Figure 7.1).

Proof of Corollary 7.5. Let x € By g; let 7 = 19, ,€ = (79) be as in Corollary 7.2. First
we prove that, if n and rg are chosen sufficiently small, then

7
3 < |(Vu)p, @)l <1 U(u,z,79) < €. (7.80)

We choose 79 < 1/4 sufficiently small so that

™

/(2
0 fll gy < 5 (7.81)
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We estimate the first term in the excess splitting the integral over By, (z) N {dyu > 1 —n}
and its complement. For every y € By, (z) N {dyu > 1 — n} we have that

[Vu(y) —v|* = [Vu(y)* + [v]* = 2Vu(y) - v < 2(1 = Vu(y) - v) < 2n.

In the complement of B,,(z) N {0yu > 1 —n} we have that |Vu — v| < |Vu| + |v| < 2.
Therefore we have

f Vuly) - v[2dy
Bro(x)

< \Blr | (’{y € By () : Oyu(y) > 1 — 77}|47]2 +4|{y € Byy(z) : Oyu(y) <1 — 77}‘) (7.82)
<dn?+ ’Blr ‘|{y € By : dvu(y) <1—n}.

Noticing that (7.6) implies that [{y € By : Ovu(y) <1 —n}| < n|Bi| we obtain

‘Bl‘ 62

o

][ Vuly) — v dy < 4n® + 1
By ()

where in the last inequality we have chosen 7 sufficiently small, depending only on || f|| za(p,)
and €. From (7.83) it follows that

f o vut) - (Vus Py = int f  (Vu) Py
By (z) vER By ()

) (7.84)

<f  Wuly)-vPy<g

Bry() 4
and therefore by (7.84) and (7.81) we get the second inequality in (7.80). From (7.83) we
have

9 /2 €
f Vuw - < (0 Va) -vEay) <5
BT() () BTO ()
it implies
Y > \Y S-S5 7
(VW) ()] 2 V] = [(VU)g @) — V21— 5 2 g
which proves the first inequality in (7.80). Hence the assumptions of Corollary 7.2 are
satisfied and we obtain (7.7).
We are left to prove (7.8). From (7.7) and (7.80) it follows that for every k£ € N and
T € Bl/27

1/2
(][ Vu(y) — (Vu)p (x)\zdy> < U(u,z,7r0) < 7°%U (u, x,70) < e7°%.
Bk, () o

From Campanato theorem, stated in Lemma 1.24 we obtain (7.8). O
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Proof of Theorem 7.5

Lemma 7.11. Letn € (0,1). Let p, n, A\, A, u, q, f be as in Theorem 7.5 with Q@ = By.
Assume that |Vu(x)| <1 for every x € By and

sup (€ Byys: deuw) 2 (1= )} < (1= )| By (7.85)
eeSa—

Then there exist constants ¢ := c(d,p,q,\,A) and C = C(d,n,p,q,\,\) such that if
| fllraB,) < C then
Vu| <1 —en? Vo € By (7.86)

Proof. Let us fix e € S9! and let v, be defined as in (7.14). We repeat the proof
of [GT, Theorem 8.18] (see also [SV, Lemma 4]) applied to the function 1/2 — ve(x),
which is a nonnegative supersolution in By of the equation

0; | Aij(Vu(z))0; (% — ’Ue(a}))} = Ocf(2)L{0,u>1/2}

(the coefficients A;; are defined in (7.12); as we mentioned before, to properly justify this
computation one needs to perform a suitable regularization argument in the spirit of the
proof of Theorem 6.1 and [Wa]). This equation can be considered to be uniformly elliptic
since the values of A;;(Vu(x)) where |Vu(z)| < 1/2 are not relevant. We obtain that there
exists a constant cg := co(d, p, g, A\, A) such that a weak Harnack inequality holds

OllL/2 = vellrqa ) < _int {12 = (@)} + 1.

1/4

On the set
{r€Byjp:0cu<(1-n)}

(whose measure is greater than 7|B; /5| from (7.85)), the integrand is greater or equal to
n and we obtain

inf{1/2 — ve(x) : x € By/4}
> ¢ / (1/2 = ve(@)) dz — | fllos)
B2

> conl{z € Bz : (Oeu(x) —1/2)1 < 1—=n} = || fllLacs)
> 00772|B1/2| -C.

Therefore, setting ¢ := ¢o| By j2|/2 and C' := con?| By j|/2, we have
inf{1/2 —ve(w) : x € By} > cn?,
which in turn can be rewritten as
deu(z) <1 —cn? V€ By

Since this argument holds true for every direction e € S*! we obtain (7.86). O
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Iterating the previous lemma on smaller scales and using the scale invariance of the
anisotropic p-laplacian we obtain the following result.

Lemma 7.12. Let p, n, A\, A, u, q, f be as in Theorem 7.5. Let nn > 0 be sufficiently
small, ¢ and C as in Lemma 7.11, § = cn?, and k € N. If |Vu(z)| < 1 for every x € By,

sup {2 € By-2i-1(0) : Qe > (1—1)(1=6)"} < (1—n)|By—2i—1|  Vi=1,....k, (7.87)

ecSd-1

and || flla(s,) < C, then we have that
Vu(z)| < (1—-6) Vo€ Byau Vi=1,..,k+1 (7.88)

Proof. We prove the result by induction on 7. Assuming (7.87) with ¢ = 0 we obtain (7.88)
with ¢ = 1 from Lemma 7.11. Let us assume that the result holds true for i and let us
prove it for ¢ + 1. Thanks to the homogeneity of the anisotropic p-laplacian, the function

2%y (27 %)
v(x) = a7

T € B

satisfies by inductive assumption |Vo| <1 in B; and it is a minimizer of

/ Vol | g (7.89)
B p

where
2—2i

s/ )

f(z) =

Hence the norm of f is estimated by
- 9—2i(p—d) . 9—2i(g—d) .

1 ey = (1_5)2@_1)(1/32% [f ()| dy < m”f”,;q(gl)-

Therefore, provided that 0 is chosen small enough so that 2-2¢=d)/(ra-9) < 1§, we
obtain that || f|lze(p,) < [[fllza(B,) < C. The assumption (7.87) can be rewritten as (7.85)
applied to v instead of w; therefore, Lemma 7.11 gives us that

Vo(z)| <1-90 Vz € By,
which implies (7.88) with ¢ 4+ 1 in place of 1. O

Proof of Theorem 7.5. By a covering argument, it is enough to show that, if w : By - R
is Lipschitz, then

sup  |Vu(z) — Vu(0)| < Cp272 VieN, (7.90)

IE€3272¢
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for some a € (0, 1), Cp > 0 which depends only on d, p, A, A to be chosen later. Let n > 0
to be fixed later; let ¢, C,§ = cn? as in Lemma 7.12. Up to changing v with

u(roz) — u(0)

Vx € By
roVull Lo ()

thanks to the homogeneity of the anisotropic p-laplacian we can assume that

u(0) =0, |Vu(z)|<1 Vwe B, and |[flrep,) <C.

Let k € NU{oo} be the largest index for which (7.87) holds true. Let a; € (0, 00) be such
that 272 = 1 — §. If k = co we have that by Lemma 7.12

sup |Vu(z)| < (1—9)" =272 VieN,;

CCEB272~;
hence (7.90) is satisfied. If £ < oo set

22(k+1)u(272(k+1)$)
v(z) =
(1 _ 5)k+1

By the maximality of k we have that there exists e € S¥~! such that
{z € Byj2: Oev(x) > 1 =n} = (1 —n)|Bil. (7.91)
Thanks to Lemma 7.12 applied to u we obtain that

sup  |Vu(z)] < (1 —6)F =272 Vi=1,..,k+1. (7.92)
wGBQ_zi

and
[Vo(z)| <1 Ve B.

We choose > 0 so that Corollary 7.3 applies to v with F(z) = n(x)?/p (notice that
assumption (7.3) is not a restriction since |Vo| < 1); we obtain that there exist ag, Co > 0
such that for every ¢ € N

1

(et | SUP IVu(272*+)2) — Vu(0)| = sup |Vo(z) — Vo(0)| < Cp272027,

LEEB2_21' 33632—21'
which can be rewritten, setting o« = min{ay, as}, as

sup |Vu(z) — Vu(0)| < Cp2202itar(ktl) < ¢y 9=2alitk+l), (7.93)
TEB, _o(i4k+1)

From (7.92) we deduce that for every i = 1,...,k + 1

sup |Vau(z) — Vu(0)] <2 sup |Vu(z) <2 27290 < 2.27290
TEB, 2 TEB,_2;

which, together with (7.93), proves (7.90) when k£ < oo with Cp = max{2, Cs}. O
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Proof of Theorem 7.6 Since the proof of this theorem is a modification of the proof
of Theorem 6.1, we just outline the differences.

First we remark that all results in Section 7.1 hold replacing By and B;/4 with sets
{m < M} and {m < m} for some 0 < m < M (indeed, the statements and the proofs
can easily be adapted to this setting with easy modifications).

Then we regularize the equation by approximation, reducing ourselves to prove an
a-priori estimate on a regular solution as in the proof Theorem 6.1. Finally, to prove reg-
ularity at nondegenerate points we use Corollary 7.3 instead of Lemma 6.11 and Proposi-
tion 6.13. O



Chapter 8

The Vlasov-Poisson system

The d-dimensional Vlasov-Poisson system describes the evolution of a nonnegative distri-
bution function f : (0,00) x R? x R? — [0, 00) according to Vlasov’s equation, under the
action of a self-consistent force determined by the Poisson’s equation:

8tft+v~V$ft+Et-vat:0 n (0,00)XRdXRd
_ : d
pe(x) = /]Rd fi(z,v)dv in (0,00) x R (8.1)

Ez)=0cqg | pi(y)—dy in (0,00) x R,

R4 |z —y|?
Here fi(z,v) stands for the density of particles having position x and velocity v at time ¢,
pi(z) is the distribution of particles in the physical space, E; = —oV(A™1p;) is the force

field, ¢4 > 0 is a dimensional constant chosen in such a way that cgdiv ﬁ = Jp, and

o € {£1}. The case 0 = 1 corresponds to the case of electrostatic forces between charged
particles with the same sign (repulsion) while ¢ = —1 corresponds to the gravitational
case (attraction).

This system appears in several physical models. For instance, when ¢ = 1 it describes
in plasma physics the evolution of charged particles under their self-consistent electric
field, while when o = —1 the same system is used in astrophysics to describe the motion of
galaxy clusters under the gravitational field. Many different models have been developed in
connection with the Vlasov-Poisson equation: amongst others, we mention the relativistic
version of (8.1) (where the velocity of particles is given by v/4/1 + |v|?) and the Vlasov-
Maxwell system (which takes into account both the electric and magnetic fields of the
Maxwell equations). The latter can be written as

Oifi +v-Vafi+(EBy+vxBy)-Vyufsy =0 in (0,00) x R3 x R3
OBy — V X By = — 7, V- E; = p; in (0,00) x R3
OB +VxE =0 V- -B=0 in (0,00) x R3 (8:2)
jt—/ v fy dv, pt—/ frdv in (0,00) x R3.
R3 R3
161
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Regarding the existence of classical solutions of the Vlasov-Poisson system, namely,
solutions where all the relevant derivatives exist, the first contributions were given by
Iordanskii [Io] for the existence of solutions in dimension 1, by Ukai and Okabe [UO]
in dimension 2, and by Bardos and Degond [BD] in dimension 3 for small data. For
symmetric initial data, more existence results have been proven in [Ba, Wo, Ho, Sc| (see
also the presentation in [Re] for an overview of the topic and the references quoted therein).
Finally, in 1989 Pfaffelmdser [Pf] and Lions and Perthame [LP] were able to prove global
existence of classical solutions starting from general data. In [LP] the authors consider
an initial datum fy € L' N L>(R%) with finite moments |v|™ fo(z,v) € L*(RY) for some
m > 3, and, thanks to an a priori estimate on the propagation of moments, they show the
existence of a distributional solution f € C((0, 00); LP(R%))NL>®((0, 00); L°°(R)) for every
1 < p < 0o0. Moreover, in [LP] the problem of uniqueness is also addressed; under more
restrictive assumptions on the initial datum, the authors show that there is uniqueness in
the class of solutions with bounded space densities in [0, 00) x R3. Uniqueness is achieved
by considering the Lagrangian flow associated to the vector field bi(x,v) := (v, E(z)),
which is regular enough under a global bound on the space density (see also [Lo3] for a
different proof based on stability in the Wasserstein metric).

As one can see, the above results require strong assumptions on the initial data. How-
ever, it would be very desirable to get global existence of solutions under much weaker
conditions. In the classical paper [Ar], Arsen’ev proved global existence of weak solutions
under the assumption that the initial datum is bounded and has finite kinetic energy (see
also [IN]). This result has then been improved in [HH]|, where the authors relaxed the
boundedness assumption on an LP bound for some suitable p > 1.

Notice that these higher integrability assumptions are needed even to give a meaning
to the equation in the distributional sense: indeed, when f; is merely L' the product E; f;
does not belong to LllOC (when d = 3, for the term Ef; to belong to L11OC one needs to have
fr € LP with p > (12 4 2v/5)/11, see for instance [DPL1]). To overcome this difficulty,
in [DPL1] the authors considered the concept of renormalized solutions and obtained
global existence in the case ¢ = 1 under the assumption that the total energy is finite and
folog(1+ fo) € L' (in the case o = —1 they still need some LP assumption on f). Also,
under some suitable integrability assumptions on f;, they can show that the concepts of
weak and renormalized solutions are equivalent.

In order to conclude this general introduction about the Vlasov-Poisson system, we
mention a surprising regularizing effect of the equation, that was used in a similar context,
namely for the Vlasov-Maxwell system (8.2), to build distributional solutions. Indeed,
given an equation of the type

8tft—|—v-szt:Vv-g iH(O,OO)XR3XR3

where f € L2 (RxR3xR3) and g € L2(RxR3xR3;R?), a velocity averaging lemma [DPL3]
says that the velocity averages of f; with respect to all smooth weight functions ¢(v) €
C(R3) gain a fractional derivative, namely

felz,v)(v) dv € HY4(R x R?).
Rd
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Similar results were first proved in [GPS, GLPS, Ge].

A velocity average lemma was used, together with the transport arguments presented
below in the context o the Vlasov-Poisson system, to show existence of weak solutions
of the Vlasov-Maxwell system (8.2). More precisely, Di Perna and Lions [DPL3] proved
that, given arbitrary initial data fy, Bg, F/g with finite mass and total energy, there exists
a distributional solution of the Vlasov-Maxwell system (8.2) with initial data fy, Bo, and
FEy. The assumptions on the initial data are the following: fo > 0,

/ (1 + |v|*) fodx dv < oo, / fEdxdv +/ (|Eo|* +|Bo|?) dz < o0,
R6 R6 R3

together with the compatibility conditions

div By =0, div By = fodv.
R3

It is important to observe that the Vlasov-Poisson system has a transport structure
which allows one to prove that, when the solutions is sufficiently smooth, f; is transported
along the characteristics of the vector field by(z,v) = (v, Ey(z)). However, when dealing
with weak or renormalized solutions, it is not clear that such a vector field defines a flow
on the phase-space and, at least a priori, one loses the relation between the Eulerian and
Lagrangian picture.

The goal of this Chapter is twofold: on the one hand we show that the Lagrangian
picture is still valid even for weak/renormalized solutions, and secondly we obtain global
existence of weak solutions under minimal assumptions on the initial data. Both results
rely on a combination of the following tools:

(i) the local version of the DiPerna-Lions theory developed in Chapters 2, 3, and 4;

(i) the uniqueness of bounded compactly supported solutions to the continuity equation
for a special class of vector fields obtained by convolving a singular kernel with a measure
(see Section 1.4);

(iii) the fact that the concept of Lagrangian solution is stronger than the one of renormal-
ized solution (see Section 4.2);

(iv) a general superposition principle stating that every nonnegative solution of the con-
tinuity equation has a Lagrangian structure without any regularity or growth assumption
on the vector field (see Section 4.3).

The above machinery, developed in the first four chapters of this thesis, was needed
to prove Theorem 4.9, a general result on the renormalization property for solutions of
transport equations which is crucial in our proof. However, from a PDE viewpoint all
we shall need is the statement of Theorem 4.9 and the renormalization property, which
will be presented again in the context of the Vlasov-Poisson equation (see Definition 8.1
below). Therefore, we keep the presentation as much as possible independent of the heavy
machinery of Chapters 2, 3, and 4, so that the statements of the next section and the PDE
proofs can be read with the sole reference to Theorem 4.9.
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8.1 Statement of the results

As already observed in the introduction, the Vlasov-Poisson system has a transport struc-
ture: indeed we can rewrite it as

O ft +bi - Vauft =0, (8.3)

where the vector field by (z,v) = (v, E¢(x)) : R?? — R?? is divergence-free, and is coupled
to f; via the relation E; = ocgp; * (x/|z|?). Recalling that cqdiv (ﬁ) = 0y, the vector
field E; can also be found as Ey = —V;V; where the potential V; : (0, 00) x R% — R solves?

~ AV =o0p;  inRY lim Vi(z) = 0. (8.4)

|z| =00

Notice that, because the kernel x/|z|? is locally integrable, the electric field E; belongs to
L (R%GRY), therefore by € Li (R?4;R?d).
Now, since b; is divergence-free, the above equation can be rewritten as

8tft + diVa:,v(btft) =0.

In order to apply the theory of flows of vector fields to this equation, however, one needs
to face three difficulties.

e The equation can be reinterpreted in the distributional sense provided the product
b, f; belongs to L{ . Unfortunately, as mentioned before, this is not true if f; is

merely L.

e The vector field by is not in general Lipschitz, so one cannot use the standard Cauchy-
Lipschitz theory to construct a flow for such a vector field, and not even VVI})C1 or
BViye, the regularity assumptions of the DiPerna-Lions and Ambrosio theory.

e The theory of flows of non-smooth vector fields requires usually the a priori assump-
tion that the trajectories of the flow do not blow up in finite time, which is expressed
in terms of the vector field by the following global hypothesis:

‘bt’(mﬂ})

m € Ll((O’T);Ll(RQd)) + Ll((O,T);LOO(RQd)), (8.5)

For Vlasov-Poisson (or more in general for any Hamiltonian system where b;(x, v)
is of the form (v, —VVi(x))) the above assumption is satisfied if and only if
Ey = -VV, € L'((0,T); L= (R4 RY)).

Unfortunately this is a very restrictive assumption, as it requires both some integra-
bility and moment (in v) conditions on f;.

!This description is correct in dimension d > 3 since the fundamental solution of the Laplacian decays
at infinity, while in dimension 2 the function V; is given by the convolution of p; with 7% log |z|.
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To overcome the first difficulty, one notices that if f; is a smooth solution of (8.3) then
also B(f;) is a solution for all C! functions 8 : R — R; indeed

OB(fe) +be - VauB(ft) = [0cft + br - Vaufi] B(f:) =0,

or equivalently (since divg ,(b) = 0)

8tﬁ(ft) =+ diVx’v(st(ft)) = 0. (86)

This motivates the introduction of the concept of renormalized solution of the Vlasov-
Poisson system [DPL1], which requires to interpret the first equation of (8.1) in a renor-
malized sense.

Definition 8.1. A function f € L>([0,T]; L'(R??)) is a renormalized solution of the
Viasov-Poisson system (8.1) (starting from fy) if, setting

rT—Y

p(x) = /Rd fi(x,v)dv, Ey:=o0c¢q /Rd t(v) dy, by(x,v):= (U,Eteﬁ(:v)),

|z =yl
for every B € C' N L>®(R) we have that (8.6) holds in the sense of distributions, namely,
for every ¢ € C°([0,T) x R??),

/de ¢0<m’ v)ﬁ(fo(x, U)) dx dv
T
+/ / [01(,v) + Vawi(z, 0)by(z,0)] B(fi(2,v)) dedvdt = 0. (8.7)
0 R2d

Notice that because 3 is bounded by assumption, 8(f;) € L™ so b3(f;) € Li.. (recall
that b, € L] ) and (8.7) makes always sense.

In order to deal with the second difficulty listed above, by a modification of the argu-
ment in [BBC1], we proved in Section 1.4 that for any vector field of the form (v, p*x/|z|%)
with p; a time-dependent measure there is uniqueness of bounded compactly supported
solutions of the continuity equation (see Theorem 1.14). By Remark 1.8, this property is
enough to replace the regularity assumption on the vector field in Theorem 1.5.

In Chapters 2, 3, and 4, we developed a local version of the DiPerna-Lions’ theory under
no global assumptions on the vector field, and this will be a crucial tool for us to give a
Lagrangian description of solutions and to overcome the third difficulty. More precisely, in
Theorem 4.9 we proved that every bounded nonnegative solution of a continuity equation
can be always represented as a superposition of mass transported along integral curves
of the vector field (and these curves cannot split/intersect by the regularity of the vector
field). Combining these facts we can show that all bounded/renormalized solutions of
Vlasov-Poisson are Lagrangian.

As mentioned before, to express the fact that solutions are Lagrangian we need the
concept of Maximal Regular Flow. Roughly speaking, the reader of this Chapter who
is not familiar with the first part of this thesis may think that the (uniquely defined)
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incompressible flow on the phase-space is composed of integral curves of b; that “transport”
the density f; (notice that, since trajectories may blow-up in finite time, mass of f; can
disappear at infinity and/or come from infinity, but it has to follow the integral curves of
bt).

Our first main result shows that bounded or renormalized solutions of Vlasov-Poisson
are Lagrangian. As shown in Theorem 4.6, the concept of Lagrangian solutions is stronger
than the one of renormalized solutions, as all Lagrangian solutions of Vlasov-Poisson
are renormalized. We recall the notation Li_ to denote the space of nonnegative inte-
grable functions and that by weakly continuous solutions we mean that the map t —
Jgza Jit ¢ dx dv is continuous for any ¢ € C,(R?%),

Theorem 8.2. Let T > 0 and f; € L>°((0,T); L} (R*?)) be a weakly continuous function.
Assume that:

(i) either f; € L®((0,T); L®(R?*?)) and f; is a distributional solution of the Viasov-
Poisson equation (8.1);

(ii) or fi is a remormalized solution of the Vlasov-Poisson equation (8.1) (according to
Definition 8.1).

Then f; is a Lagrangian solution transported by the Mazimal Regular Flow associated to
bi(z,v) = (v, E(x)). In particular f; is renormalized.

The next corollary provides conditions in dimension d = 2,3,4 in order to avoid the
finite-time blow up of the flow that transports f;. The finiteness of kinetic energy is usually
satisfied when we consider the repulsive case and the energy is assumed to be finite at
time 0.

Corollary 8.3. Let d < 4, T > 0, and let f; € L>=((0,T); (L N L) (R*?)) be a renor-
malized solution of the Viasov-Poisson equation (8.1) (according to Definition 8.1) with

|1 difd=2o0rd=3,
q{ 2 ifd=4. (88)
Let us assume that the kinetic energy is integrable in time, that is
T
/ / )2 fi(x,v) dz dvdt < oo, (8.9)
0 R2d

Then the flow associated to by(z,v) = (v, Ey(x)) is globally defined on [0,T] (i.e.,
trajectories do not blow-up) for fo-a.e. (x,v) € R%4. In particular f; is the image of fo
through an incompressible flow, hence, for all v : [0,00) — [0, 00) Borel,

0,T] >t /me(ft(a:,v)) dx dv

1s constant in time.

The next statement improves the exponent g of the previous Corollary in the case
d = 4, by further assuming the finiteness of the potential energy.
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Corollary 8.4. Let T > 0 and let f; € L°°((0,T); LL(R®)) be a renormalized solution of
the Vlasov-Poisson equation (8.1) (according to Definition 8.1). Let us assume that the
kinetic energy and the potential energy are integrable in time, that is

T T
/0 /RS [v|? fi(z,v) da dv dt —i—/o /]R4 |Ey(2))? da dt < oo, (8.10)

Then, as in Corollary 8.3, the flow associated to by(x,v) = (v, Ey(x)) is globally defined
on [0,T].

Remark 8.5. The energy is formally conserved along solutions of the Vlasov-Poisson
system; whether this property holds also for distributional/renormalized solutions is an
important open problem in the theory. However, many weak solutions built by approx-
imation satisfy that the energy at time ¢ is at least controlled from above by the initial
energy. Hence, when o = 1 the validity of (8.9) is often guaranteed by the assumption on
the initial datum

/RM |v|2f0d:ndv+/RdH*pOp0d$<oo,

where H(z) := 45 (see also Corollary 8.9 below). In the case 0 = —1 a bound
on the total energy does not provide in general a bound on the kinetic energy, since
the potential energy is negative. For instance, when d = 3 and 0 = —1 one needs the

additional hypothesis that fy € L%7(R%) (see [DPL2, Equation (38)]). A similar result
can also be given when d = 4, 0 = —1 and fy € L?(R®), while in the case d = 2, 0 = —1
and fy € Llog L(R*) one would need to slightly change the form of the electric field (see
Remark 8.10 below). Indeed, in dimension 3 the solution V; = H p; of the equation AV; =
—pz satisfies, by Calderén-Zygmund estimates and the Sobolev embedding, [|V¢||zsgs) <
C| D? Villporsmsy < C’|],015||L6/5(]R3 Thanks to this fact, Holder inequality, and Lemma 8.15

below applied with a =0, ¢ =9/7, pg = 6/5, we estimate

1
- /3 H % py prdz < C||H = pil| Lo rs) | ot pors sy < < CliplZoss (R3)
R (8.11)

1/2
<CHftHi/92/7 ) (/RG !vlzftdxdv> ,

where C is a universal constant. If the total energy is bounded by a constant Cy, we
deduce that

1
C’OZ/ |v|2ftda:dv—/ H * p; py dx
R6 471' R3

1/2
2/ lv|? £y (x, v) dmdv—C’(/ |v|2ftdxdv) / ,
R6 RS

where C' depends only on supy(o,c) || fell£9/7(rs), Which in turn is often bounded (for in-
stance, on solutions built by approximation) by || fo||zo/7ge). Hence if the energy at time
t is bounded, we deduce a bound on the kinetic part of the energy.
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In dimension d = 4, the same argument works except for the fact that the estimate of
the potential energy in terms of the kinetic energy (8.11) uses different exponents

1
1o [ ponds < CUH sl seny < ClonlBae
T JR4

1/2
< Cllfill g ( /R P fidede)

Remark 8.6. Since we proved in Theorem 8.2 that all bounded distributional solutions
are renormalized, one may wonder when the converse is true, namely if renormalized
solutions are also distributional solutions. This happens basically as soon as we ask enough
integrability for the term E;f; to belong to LIIOC(RQd): for instance, in dimension d =
3 it is enough to consider solutions f € L>((0,7); L9(R%)) with ¢ = (12 + 2v/5)/11
(see [DPL1, Theorem 1], whose proof is based on Lemma 8.15 below applied with @ = 0).

Our second result deals with existence of global Lagrangian solutions under minimal
assumptions on the initial data. In this case the sign of o (i.e., whether the potential is
attractive or repulsive) plays a crucial role, since in the repulsive case the total energy
controls the kinetic part, while in the attractive case the loss of an a priori bound of
the kinetic energy prevents us for showing such a result. However we can state a general
existence theorem that holds both in the attractive and repulsive case, and then show that
in the repulsive case it gives us what we want.

The basic idea is the following: when proving existence of solutions by approximation
it may happen that, in the approximating sequence, there are some particles that move at
higher and higher speed while still remaining localized in a compact set in space (think of
a family of particle rotating faster and faster along circles around the origin). Then, while
in the limit these particles will disappear from the phase-space (having infinite velocity),
the electric field generated by them will survive, since they are still in the physical space.
Hence the electric field is not anymore generated by the marginal of f; in the v-variable,
instead it is generated by an “effective density” p$f(z) that is larger than py(z).

So, our strategy will be first to prove global existence of Lagrangian (hence renormal-
ized) solutions for a generalized Vlasov-Poisson system where the electric field is generated
by p,‘fﬁ and then show that, in the particular case o = 1, if the initial datum has finite
total energy, then p$ff = p; and our solution solves the classical Vlasov-Poisson system.

We begin by introducing the concept of generalized solutions to Vlasov-Poisson. We
use the notation .Z, to denote the space of nonnegative measures with finite total mass.

Definition 8.7 (Generalized solution of the Vlasov-Poisson equation). Given f € L!(R?%),
let f; € L>((0,00); L1 (R??)) and p§T € L°°((0,00);.#4(R?)). We say that the couple
(fi, ps1), is a (global in time) generalized solution of the Vlasov-Poisson system starting
from f if, setting

pul) = /R ilwv)de, B i=ocg /R AT bl ) = (0 B @),
(8.12)
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Jt 1s a renormalized solution of the continuity equation with vector field b, starting from

fs

pe < pitt as measures for Z!-a.e. t € (0,00), (8.13)

and
105 (RY) < [ foll prgeay  for L-ace. t € (0,00). (8.14)

Notice that since |[p¢|| L1 (ray = [|fell L1 (r24), it follows by (8.13) and (8.14) that whenever
the mass of f; is conserved in time, that is || fi[| L1 (meay = || foll 11 (r2ay for Llae. t € (0,0),
then pff = p; and generalized solutions of the Vlasov-Poisson system are just standard
renormalized solutions.

We prove here that generalized solutions of the Vlasov-Poisson equation exist globally
for any L' initial datum, both in the attractive and in the repulsive case.

Theorem 8.8. Let us consider fy € L}F(RM). Then there exists a generalized solu-
tion (fi, pST) of the Viasov-Poisson system starting from fo. Moreover, f; belongs to
C([0,00); Li- (R%4)) and it is transported by the Mazimal Regular Flow associated to

loc

b(x,v) = (v, B (2)).

As observed before, if pfff = p; then f; is a renormalized solution of the Vlasov-Poisson
system. When o = 1 (i.e., in the repulsive case) the equality p°f = p; is satisfied in many
cases of interest, for instance whenever the initial energy is finite (namely |v|?fy € L'(R??)
and Fy € L?>(R%), see Corollary 8.9 below), or in the case of infinite energy if other weaker
conditions are satisfied as it happens in the context of [ZW] and [LP] (see Remark 8.25).

The following result improves the result announced in [DPL1], generalizing their state-
ment to any dimension and with weaker conditions on the initial datum.

Corollary 8.9. Let d > 3, and let fj € Li(RQd) satisfy

/de ]v]2f0dxdv+/RdH*popodx<oo,

where po(z) = [ga fo(z,v)dv and H(z) := F4|z|>~%. Assume that o = 1. Then there
exists a global Lagrangian (hence renormalized) solution f; € C([0,00); LL (R??)) of the
Viasov-Poisson system (8.1) with initial datum fjy.

Moreover, the solution fi, the associated density py, and the electric field Ey satisfy the
following properties:

(i) the density py and the electric field E; are strongly continuous in LIIOC(Rd);

(ii) for every t > 0, we have the energy bound
/ |v|2ftd1:dv+/ H*ptptdxg/ ]v|2fgdxdv+/ H x pg podz; (8.15)
R2d Rd R2d Rd

(iii) if d = 3 or d = 4 the flow is globally defined on [0,T] (i.e., trajectories do not
blow-up) and f is the image of fo through an incompressible flow.
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According to the definition of generalized solution of the Vlasov-Poisson system (see
Definition 8.7), the function f and the densities p and p°% are defined only for Z'-a.e. t. In
Theorem 8.8 we build solutions with better properties, namely with f; strongly continuous
in L%OC(RQd). At the level of generality of this result, we cannot say the continuity of p°f.
Assuming also the finiteness of energy, instead, the function p®f = p turns out to be
strongly Ll (RY) continuous, as well as the force field. This justifies the fact that the

loc

energy bound (8.15) holds not only for #!-a.e. t > 0, but for all t > 0.

Remark 8.10. In dimension d = 2, even with an initial datum fo € C°(RY), the electric
field Ey cannot belong to L? (this is due to the fact that the kernel z/|z|¢ does not belong
to L? at infinity) and therefore the initial potential energy, which coincides with ||E0||2L2(Rd)
is not finite. However, one can show that an analogous statement of Corollary 8.9 holds
also for solutions of a slightly modified equation, which has the form

Ofe+v-Vaofr+E-Vyuft =0 in (0,00) x R? x RY
_ : d
pi(z) = /]Rd fi(z,v)dv in (0,00) xR (8.16)
T — .
Efx)=oca | (0(y) = p®)——gdy  in (0,00) x RY,
Rd |z —y|

where fi, pt, Fy play the same role as in the standard Vlasov-Poisson equation (8.1), and
py» € L1 (R?) represents a fixed background satisfying

/R o) do = /R pola) da.

This allows for cancellations in the expression for the L? norm of Ey, which turns out to
be finite if p, and pg are sufficiently nice.

Remark 8.11. When d = 3, the above result can be generalized to the attractive case
o = —1 under the additional assumption fo € L%7(R%). Indeed, as already mentioned in
Remark 8.5, this allows one to prove the the kinetic energy is uniformly bounded in time,
and then by standard interpolation inequalities one obtains that also the potential energy
is bounded.

In [BBC2], Bohun, Bouchut, and Crippa gave a different proof of Corollary 8.9 in
dimension d = 2 and d = 3. Their proofs are outlined in the remarks below. In both
cases, the basic idea is to prove an a priori estimate on solutions with bounded energy,
which shows that the flow cannot blow up in finite time. This, in turn, allows to apply
the classical DiPerna-Lions theory (with the further difficulty that the vector field is not
Wl’l), instead of the theory of maximal regular flows developed in the first part of this

loc
thesis.

Remark 8.12. In dimension d = 2, the key observation is that any solution of the modified
Vlasov-Poisson system (8.16) with ¢ = 1 and finite energy (more precisely, it is enough
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to require E € L>((0, 00); L?(R*))) satisfies the standard growth conditions on the vector
field in (8.5), which prevent the finite-time blow-up of the flow. Indeed, clearly

|U| 1 4
O Y0, T); L¥(R
and, decomposing F; as
Ey(x) Ei(@) <@y | Bl@)lgosm @)
_ < _. E +E
ey s e e e e A R LSS S

we have that Fa(z,v) € L*(R*) uniformly in ¢ and
/ Boy(a,0)| dzdv < [ |Ey(a)] / L dvdz = 27r/ |By(2)|? da
Rt ® {0l <IBe(@)} V”
for every t > 0. Hence, we see that

b (2, 0)  _ Jof + |Ei(2)]

T fol 1 Jo] = T g+ o] © & (@THEIRY) + L1, 7); L7(RY).

Remark 8.13. In dimension d = 3 any solution of the Vlasov-Poisson system with o =1
and finite energy satisfies the following property: any regular lagrangian flow X : [a, b] x
RS — R relative to by(z,v) = (v, Fy(z)), where [a,b] C [0,00), verifies the inequality (a
kind of local equi-integrability)

36(BT \ {(z,v) € RO : | X (t,z,v)| < A} < g(r, ) (8.17)

for every r,A > 0 and for a function g(r, \) which converges to 0 as A — oo at fixed r.
This property of the vector field b can replace the assumption (8.5) and it is enough to
guarantee a stability property of the regular lagrangian flow in the classical DiPerna-Lions
setting. The proof of (8.17) is obtained by showing that for every r > 0

/ sup (1 +log(1 + |X2(s,x,v)\)>ada: dv < o0,
B, s€la,b]

where a € (0,1/3) and X = (X!, X?) € R? x R3. This estimate is based on the finiteness
of energy, which in turn implies by the Sobolev embedding that the potential V; belongs
to LS(R3).

Remark 8.14. In this Chapter we restricted ourselves to the Vlasov-Poisson equation but
the argument and techniques introduced here generalize to other equations. For instance,
a minor modification of our proofs allows one to obtain the same results in the context of
the relativistic Vlasov-Poisson system.

The proofs of Theorems 8.2 and 8.8 and Corollaries 8.3, 8.4, and 8.9 are given in the
next sections.
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8.2 The flow associated to Vlasov-Poisson: proof of Theo-
rem 8.2 and Corollaries 8.3 and 8.4

Before proving the result, we recall a classical interpolation lemma (see for instance [DPL1],
where the lemma is stated in the case o = 0).

Lemma 8.15. Let a € [0,00), f € L1 (R?*?), and assume that f € LQ(RM) for some ¢ > 1

and that |v|>f € L' (R??). Set p, := W. Then pa(x) == [ga {J(FTU” dv belongs

to LP>(RY) and there exists a constant C > 0, depending only on n,a and q, such that

1—6q
1Pall e gty < CHIEFIS g 1711 el

where 0o € [0,1] is given by 8 = =1 ey

Proof. We prove here the case g < oo, the case ¢ = co being completely analogous.
By Holder’s inequality, for every z € R? and R > 0 we estimate

_ @) @)
pa(z) = /{U|<R} (L + [v])~ ot /{IUIZR} (1+ Jo])> !

/g 1
< RICVA( [ fr0) o) +W/Rdv|2f(:v,v)dv.

Minimizing the right-hand side with respect to R, for every = € R% we deduce that

dq—1)+(2Fa)q __d(g=l
palz) < ( f(z,v)?dv ) o (/ o2 f (z,v) dv) Ta=1)FFa)
Ré e

Taking the LPe-norm of p, and using Hoélder’s inequality, we find the result. O

We can now proceed with the proof of Theorem 8.2. Notice that the vector field b
satisfies assumption (a) of Section 3.5 and is divergence-free. Also, by Theorem 1.14 it
satisfies assumption (b). Therefore by Theorem 4.9 we deduce that f; (resp. S(f;) with
B(s) = arctan(s) if f; is not bounded but is renormalized) is a Lagrangian solution. In
particular Theorem 4.6 ensures that f; is a renormalized solution.

Proof of Corollary 8.3. We assume that (8.9) holds and that f; € L>((0, T); L9(R??)) with
the choice of ¢ given by (8.8). By Theorem 8.2, the solution is transported by the maximal
regular flow associated to b;. In order to prove that trajectories do not blow up, we apply
the criterion stated in Proposition 4.7 to g; := 27~ arctan f; : (0,7) x R? — [0,1]. Since
ft is a renormalized solution of the continuity equation with vector field b, by definition
of renormalization g; is a solution of the continuity equation; we need to verify that

T be(a, 0)ge V)
) ! dx dv dt < oo. 8.18
L T (P + [oP)V2) log(2 + (2 + [opyi/2) vt < o0 (8.18)
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To this end, let p be the integrability exponent provided by Lemma 8.15

-1 2 if d = =
d(g—1)+ q_{l ifd=2ord=3, (8.19)

S dlg—1)+2 | 4/3 ifd=4

In the rest of the proof we denote by C any constant which depends only on d, on the
quantity in (8.9), and on the norm of f; in LI(R??). Thanks to Lemma 8.15 applied with
a =0, for £1-ae. t € (0,T),we have that

ol Loy < Ol fell P oy | Fell Lo (2eay < C- (8.20)

By (8.20), Sobolev inequality, and Calderén-Zygmund estimates (see for instance [GT, Corol-
lary 9.10]) we deduce that, for .#!-a.e. t € (0,T),

| Eell paps@—») (ray < CIVE Loway < Cllptll Lo(way < C. (8.21)

Then we consider v € (0,2) to be fixed later and, by Young inequality with exponents /2
and (2 — v)/2, we estimate

|Et|9t _ |Et| .
T T ogET ) ~ Tr ey rioga o (3 k)

| £ 2/(2-) 24
1 v )
- <(1+ [v]) 1+ log(2 + |v|)> + (W ol gt)

For every v € (0,2), by ¢; < arctan f; < min{f, 1}, we have that gfh < f;. Hence, the
last term in the right-hand side of the previous display has finite integral since f; has finite
kinetic energy (by (8.9))

T T
/ / (1+|U|)29t2/7d:cdvdt§/ / (1 + |[v])%fe dzdvdt < oo
0 JR2 0 JR2

As regards the first term, we rewrite it with Fubini’s theorem

T |Ey| 2/(2-7)
dz dv dt
/0 /R2d((1+|u|)1mog(2+|u|)) rav

_ 1 2/(2—)
= (/Rd (1+ M (14+v)/(2=7) log(2 + |v]) 2/ (2— 7) / /]Rd | By dacdt)

and we choose v as

(8.22)

2 2 —

2 v _2dtp—d)
2—y d-p pd

With this choice, thanks to (8.21) the second integral in the right-hand side of (8.22)

is finite. Recalling the choice of p in (8.19), in dimension d = 2,3, and 4 it is easily
checked that v = 1,2/3, and 1 respectively. In all three cases, we see that the first integral
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in the right-hand side of (8.22) is finite with these choices of d and 7. Hence, since
|bi(x,v)| < |v| + |Ei(x)], we find that

|bt|gt
dx dv dt
/o /]R2d (14 (lz2 + [v2)/2) log (2 + (|22 + [v[?)1/2)
T r gt

< dx dv dt + / E dx dv dt
_/0 o 11T /o e 21T +|v|>1og<2+| p

1
< E %@ qx dt
- (Ad (1—|— ‘Q}‘ (1+7)/(2=7) ]0g(2—|— ”U‘ 2/ (2- V) / /]Rd’ t’ o )

+2// (1 + |v])2fi da dv dt
0 R2d

As explained above, each term in the previous sum is bounded by our choice of 7. This
proves (8.18). By the no blow-up criterion stated in Proposition 4.7, it follows that the
Maximal Regular Flow X of b is globally defined on [0, T, namely its trajectories X (-, x, v)
belong to AC([0,T];R??) for fy-a.e. (z,0) € R* and f, = X(t,")ufo= foo X(¢,-)" L. In
particular, for all Borel functions 1) : [0,00) — [0, 00) we have

vif)dede = [ 600 X () dedo= [ wlp)de o

R2d
where the second equality follows by the incompressibility of the flow. O
Remark 8.16. In the previous proof, the logarithm in the denominator of (8.18) is needed

only to deal with the case d = 4, ¢ = 2. In all other cases (namely, d =2 or 3 and p =1,
d =4 and ¢ > 2), it would have been enough to verify the condition

/ / bz, v)ge (2, v) dz dv dt < oo.
Rr2d 1+ ]x\Q + ‘U’ )1/2

Remark 8.17. Another strategy to prove Corollary 8.3 which leads to worse bounds on
g with respect to (8.8). More precisely, in this Remark we sketch a proof of Corollary 8.3
when we assume that f; € L>((0,7T); LY(R??)) with the choice of ¢ given by

23 + V145

24

1= 10% V3T 930 ifd—3.

13+ 3V17 ~ 25.37 if d = 4.

~1.46 ifd=2,

Let

da—1)+% ~131 ifd=2,
p=——"— - =<¢ ~144 ifd=3,
(g —1)+2 ~ 148 ifd =4,
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and

~ 135 ifd=2,
~ 1.56 ifd =3,
~1.72 ifd=4.

With this choice, the integrability exponent p, provided by Lemma 8.15 is precisely p if
a = 0 and r if a = 1. In addition, by the choice of ¢ in (8.8), with some elementary
computations one can check that, for d = 2, 3, 4, the exponents p and r satisfy the relation
l+dt=p 4ot

Thanks to Lemma 8.15 applied with o = 0 and a = 1, we have that ||p¢||prgey < C
(as in (8.20)) and

dlg—-1)+3q
d(g—-1)+3

1-6
I7el] ety < OO Fell P oy | el oy < C
where 7 := [pa fff‘ v‘) dv. As in (8.21) we deduce that ||Et||pap/—p)gay < C for ZLlae.
€ (0,7). Thus, noticing that our choices of p and r imply -5 = ddfpp, using Holder’s
inequality we find that, for every ¢ € [0, 7],

fi(xz,v
L E@EES dvdo = [ 1Bl do < 1Bl m

1+ [v] (8.23)
= | Etll pavsca-p gy 7ell 1 Ry < C-
Integrating (8.23) with respect to time, we get
/T/ bl i dxdvdt</ ftd:cdvdt—i—// A dx dv dt
0 Jrea 1+ (|2]2 + [v]2)1/2 R2d R2d | |

< 0.

We finally apply Proposition 4.7 to deduce that the Maximal Regular Flow X of b is
globally defined on [0, T].

Proof of Corollary 8.4. As for the proof of Corollary 8.3, setting g; := 27! arctan f;,
we need only to verify (8.18) to prove that trajectories do not blow up. The proof is a
simple variant of the proof of Corollary 8.3; this time we don’t employ the information
E, € L%/(@=P) coming from the higher integrability of p; and from the Sobolev embedding,
but we know that E; € L? by the finiteness of potential energy. We observe that g? <
arctan f; < f; hence

|bt| gt
dx dv dt
/ /Rw + (|2 + [v]?)1/2) log(2 + (|z] + |[v]?)1/2)

T
gt
< dx dv dt dx dv dt
< [ L st +//R A+ o) log@+ o) %

! B
< dxdvdt—i—// t (1 4+ |o))? 2>dwdvdt
o \/DV RQd ft Rgd 1 + ‘U|)410g2(2+ |'U|) ( ’ ‘) gt

1
< E2ddt+2// (1+ dx dv dt.
_(/ (1 + |v])4log? 2—1—\1}\ //Rd| il de [0l i dx dv
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We notice that, if d < 4,

1
dv < 0.
/Rd (14 \v])410g2(2 + |v])

By the finiteness of kinetic and potential energy, each term in the previous sum is controlled
by the total mass and energy of f, which is bounded by (8.10). This proves (8.18) also in
this case. O

8.3 Global existence for the Vlasov-Poisson system: proof
of Theorem 8.8 and Corollary 8.9

In this section we shall prove Theorem 8.8 and Corollary 8.9.

Proof of Theorem 8.8. To prove existence of global generalized Lagrangian solutions of
Vlasov-Poisson we shall use an approximation procedure. Since the argument is rather
long and involved, we divide the proof in five steps that we now describe briefly: In Step 1
we start from approximate solutions f", obtained by smoothing the initial datum and the
kernel, and we decompose them along their level sets. Exploiting the incompressibility of
the flow, these functions are still solutions of the continuity equation with the same vector
field and, when n varies, they are uniformly bounded. This allows us to take their limit as
n — oo in Step 2, and show that the limit belongs to L. In Step 3 we introduce p° as the
limit as n — oo of the approximate densities p™, and we motivate its properties. In Step 4
we show that the vector fields E” converge to the vector field obtained by convolving p°ff
with the Poisson kernel. Finally, in Step 5 we employ the stability results for the continuity
equation and the results of Section 4.3 to take the limit in the approximate Vlasov-Poisson
equation and show that the limiting solution is transported by the limiting incompressible
flow. We now enter into the details of the proof.

Step 1: approximating solutions. Let K (z) := ocqx/|z|? and let us consider approx-
imating kernels K, := K * 1, where 1, (z) = n®)(nz) and ¢ € C®(R?) is a standard
convolution kernel in R, Let £ € C2°(R??) be a sequence of functions such that

= fo  in LY(R%*). (8.24)

Let f{* be distributional solutions of the Vlasov system with initial datum f7 and kernel
K,

Ofy +v-Voff + Eff -V fft =0 in (0,00) x R? x R?
pi () = / fi'(z,v) dv in (0,00) x R?

Rd
EM@) = o cq /Rd P (y) K, y) dy in (0, 00) x RY.

(see [Do] for this classical construction based on a fixed point argument in the Wasserstein
metric, and [Re]). Notice that since K, is smooth and decays at infinity, both E}* and
VE} are bounded on [0,00) x R? (with a bound that depends on n). Hence b} is a
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Lipschitz divergence-free vector field, and by standard theory for the transport equation
we obtain that, for every t € (0, 00),

fir=foo Xt~ (8.25)
where X" (t) : R?¢ — R2? is the flow of the vector field b} (z,v) = (v, Ef(x)), and
Hp?HLl(]Rd) = HfthLl(RQd) = Hf(?HLl(]RQd)' (8.26)

Assuming without loss of generality that #%%({fo = k}) = 0 for every k € N (otherwise
we consider as level sets the values R+ k in place of k for some R € [0,1]), from (8.24) we
deduce that

oF = fE = g perin fo  in LY(R). (8.27)

We then consider ft”k 1= 1< fnanr1y fit for every k,n € N, and by (8.25) we notice that,
for every t € (0, 00),

ok = U< proxn (-1 <k} 3 0 X ™)~ (8.28)

is the image of fg’k 1= Lir<gnert1yfo through the flow X™(¢), that ff’k is a distributional
solution of the continuity equation with vector field b}'(x,v), and that

||ftn’k||L1(R2d) = ”fg’k||L1(R2d) for every t e (0, OO) (829)

Step 2: limit in the phase-space. By construction the functions { f™*},cn are nonneg-
ative and bounded by k+1 in L>((0, 00) x R??), hence there exists f* € L>((0, 00) x R?)
nonnegative such that, up to subsequences,

ok gk weakly* in L°((0,00) x R??) as n — oo for every k € N. (8.30)

Moreover, for any K compact subset of R?? and any nonnegative function ¢ € L>°(0, c0)
with compact support, using the test function ¢(t)1x (x,v)sign(fF)(z,v) in the previous
weak convergence, by Fatou’s Lemma, (8.29), and (8.27), we get

| o0 e < imint [ o187 v

< timint [ o051 g
oo (8.31)
im i n,k
- lgglol.}f/o ¢(t)||fo HLl(R2d) dt
= [ oA sy .
Hence, taking the supremum among all compact subsets K C R?¢, this proves that

1 FE N reay < 151l prmeay  for Z-ace. t € (0,00), (8.32)
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so, in particular, f* € L°°((0, 00); L' (R??)).
Thanks to (8.32), we can define f € L>((0,00); L'(R??)) by

f=>_f" in(0,00) x R*, (8.33)
k=0
where, for #1-a.e. t € [0,00), the global bound on the L'-norm of f; comes from

oo o0
| fell L1 (m2ay < Z FE 1 1 rzay < Z 1751 21 mzay = Nl foll 1 rzay- (8.34)
k=0 k=0

We now claim that, for every T' > 0,
f"—f  weakly in L'((0,T) x R?*), (8.35)

that is, for every o € L>((0,T) x R??),

T T
lim // wf"dxdvdt—// of dx dvdt. (8.36)
n—oo Jo JR2d 0 JR2d

Indeed, noticing that f* = >0, f™* and f = >3, f*, by the triangle inequality we
have that, for every kg > 1,

L s[5 [ sty
k=0
ko—1

=

<

T
// tp(f"’k—fk)dmdvdt’
— 0 JR2d
+ // ol f™"] da dv dt + // || f*] dx dv dt.
g;o el gkj [ el
Using (8.29) and (8.32), the last two terms can be estimated
Z// !wl!f"”“!dxdvdHZ// || £*| da du dt
0 JR2d 0 JR2d
k=ko k=ko

o0 o0
k
< )¢l Z/ o rdxdeugouoozj 5| dar do
k:ko R2d k:ko R2d

< Tl gllso / £ dazdv + Tl oo / \fol dax dv
{f§>ko}

{fo>ko}

= Tlplloe (581 200yl w20y + 1 fol (gomo) s sy )-
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Notice that, thanks to (8.27) and (8.24), it follows that

f(?l{ngko} — fOl{fOZkO} n Ll(RQd),
so by letting n — oo and using (8.30) we deduce that

ko—1

T
nk _ ¢k
kZ:O/O/RMcp(f %) dxdvdt

+ 2T [ @l ool fol { fozko} I L1 (r24)

T
hmsup‘// go(f”—f)dwdt‘ < lim sup
0 JR2d

n—o0 n—oo

= 2T'[|llool fol g foko} Il L1 (m24)-

Finally, letting kg — oo we deduce (8.36), which proves the claim.

Step 3: limit of physical densities. Since by (8.26) the sequence {p" } en is bounded
in L>((0,00); A4 (RY)) C [L1((0,00), Co(R?))]", there exists

p e L7°((0, 00); A4 (R?))

such that
Pt — pt weakly* in L%((0, 00); A (RY)). (8.37)

Moreover, by the lower semicontinuity of the norm under weak* convergence, using (8.26)
again we deduce that

eff d < 1 n — 1 n — . .
esssap. )\pt (RY) < lim <tes<3£o )Hpt ||L1(]Rd)) i [ £l 1 raay = [ foll L1 raay- (8:38)

Now, let us consider any nonnegative function ¢ € C.((0,00) x R?). By (8.37) and (8.35)
we obtain that, for any R > 0,

o0 o0
| [ eyt = i [© [ oo dods
0 JR n=0 Jo R4

= lim/ fit(x,v)pi(x) dvdz dt
0o Jr

n—oo

> lim inf/ / fit(x,v)pi(x) dvdz dt
0 JRIxBg

n—oo

~ [, teadvdsa,
0 JRrRixBg

so by letting R — oo we get

| [ @@= [ [ peoa@ddd= [T [ awduea
0 Jrd 0 JR2 0 Jrd
By the arbitrariness of ¢ we deduce that

pr < pt as measures for Z1-a.e. t € (0,00), (8.39)



180 The Vlasov-Poisson system

as desired.

Step 4: limit of vector fields. Set Eff := K xp¢ff and b, (z,v) := (v, Eff(x)). We claim
that
b" —~b  weakly in Li_((0,00) x R?¢; R?) (8.40)
and that, for every ball Bp C R%,
[p? * K] (x4 h) — [pf * K] (z)  as |h| — 0 in Ll ((0,00); L' (Bg)), uniformly in n.
(8.41)
To show this we first prove that the sequence {b"}nen is bounded in Lf ((0,00) x

R24: R24) for every p € [1,d/(d — 1)). Indeed, using Young’s inequality, for every ¢t > 0,
n €N, and r > 0,

10F * KnllLr(s,) = [[(pf" * ¥n) * K||Lr(5,)

<[} *bn) * (K1p,)||Lr(B,) + (0} * ¥n) * (K1ga\ g, ) Lr(B,)

<N of # von) * (K1) 1o ey + LB P (0] * tn) % (K 1gay p, )| oo (re)

< 167l o2 ey [l o ey 1K o1y + L4 Be) 21071 2 ety |90 1 (et 1K | oo (et 3,

hence, up to subsequences, the sequence {b" },cn converges locally weakly in LP. In order
to identify the limit, we claim that for every ¢ € C.((0,00) x R%)

lim / / pr * Ky ppdrdt = / / Ty K ¢, dx dt.
n—oo Rd Rd

Indeed, by standard properties of convolution,

‘/ / pt*Kngotdajdt—/ / Py *chtdzvdt‘
_/ /dptcpt*K d dt — / /pt @t*Kda:dt‘
R

< / / o gpt*Kd:cdt‘—i—‘/ /p?(got*K—gpt*K*djn)da:dt
0 R4

< / / P pefy gpt*Kda:dt‘

+ (t (0.00) 1o} HLI(Rd)) lpe % K = K+ Y| Lo ((0,00) )
€(0,00

Letting n — oo, the first term converges to 0 thanks to the weak convergence (8.37) of p}' to
¢ and thanks to the fact that ox K = @o* (15, K)+p* (1ga\ g, K) is a bounded continuous
function, compactly supported in time and decaying at infinity in space. The second term,
in turn, converges to 0 since the first factor is bounded by (8.38) and ¢y * K x1),, converges
to ¢ * K uniformly in (0, 00) x R
This computation 1dent1ﬁes the weak limit of p} x K, in LL ([0,7] x R??), showing
that it coincides with p$f x K and proving (8.40).
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We now prove (8.41). First of all, since K € W2FP(R%4R?) for every o < 1 and

C

p <d/(d—1+ )% using Young’s inequality we deduce that, for any ¢ € (0, c0),

10t * Knllwer(ppmray = (08 * ¥n) * Kllworpyray < CR)PE * Pnll 1 wa)-

Since |[1n[[L1(rey = 1, thanks to (8.26) we deduce that the last term is bounded indepen-
dently of ¢ and n, that is, for every R > 0,

sup sup [[p;’  Kn|lywar(pgray < 00
te(0,00) neEN

Hence, by a classical embedding between fractional Sobolev spaces and Nikolsky spaces
(see for instance [KM, Lemma 2.3]) we find that, for |h| < R,

/ ot % Kn(x + h) = pff * Kn(2)|P dov < C(p, a, R, [|pf * Knllwaew(Bypray) A
Br

from which (8.41) follows.

Step 5: conclusion. Thanks to (8.40) and (8.41), we can apply the stability result
from [DPL4, Theorem II.7] (which does not require any growth condition on the vector
fields, see also Theorem 3.2 for the stability of the associated flows) to deduce that, for
every k € N, f¥ is a weakly continuous distributional solution of the continuity equation
starting from f(]f. Since the continuity equation is linear, we deduce that also F™ :=
Yoy f* is a distributional solution for every m € N.

Since F™ is bounded, Theorem 4.9 gives that F"" is a renormalized solution for every
m € N. Letting m — oo, since F™ — f strongly in L ((0,00) x R24), also f is a
renormalized solution of the continuity equation starting from fy with vector field b.
Together with (8.39), (8.34), and (8.38) this proves that (f;, p$) is a generalized solution

of the Vlasov-Poisson equation starting from fy according to Definition 8.7.

Finally, the fact that f is transported by the Maximal Regular Flow associated to
b; simply follows by the fact that each density f* is transported by Maximal Regular
Flow associated to b; (thanks to Theorem 8.2) and that f = Y 32, f* is an absolutely
convergent series (see (8.34)). Finally, this implies that f; belongs to C([0,00); LL (R?%))

loc

by Theorem 4.6. O

Remark 8.18. We remark that the existence of global solutions for the Vlasov-Poisson
equation starting from regular initial data is known only in dimension up to 3 (see for
instance [Re, Theorem 6.1]). Therefore, the smoothing of the kernel K performed in the
proof of Theorem 8.8 is essential in order to be able to build smooth solutions of the
approximating problems in dimension d > 4; in dimension d = 2 or 3 one could avoid this
part of the approximation argument. Indeed the stability of the scheme allows to prove
that the solutions obtained by smoothing only the initial datum (and not the kernel)
converge, when d = 2 or 3, to a generalized solution of the Vlasov-Poisson equation.

2 This can be seen by a direct computation, using the definition of fractional Sobolev spaces.
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The proof of existence of renormalized solutions in Corollary 8.9 is an easy adaptation
of the proof of Theorem 8.8, obtained by approximating the initial datum with a sequence
of smooth data with bounded energy. In turn, this bound ensures that the approximating
sequence of phase-space distributions is tight in the v variable uniformly in time, allowing
us to show that p§ff = p; for Z'-a.e. t € (0,00). The approximation of the initial datum
with a smooth sequence having uniformly bounded energy is a technical task that we
describe in the next lemma.

Lemma 8.19. Letd > 3, let ¢ be a standard convolution kernel, and set 1y, (x) := k% (kx)
for every k> 1. Let fo € LY(R?%) be an initial datum of finite energy, namely

/ lv|% fo(z,v) dz dv +/ [H * pol(z) po(x) dx < o0,
R2d Rd

where po(z) = [pa fo(z,v)dv and H(z) := cq(d — 2) 7 z[*7¢ for every x € R%. Then
there exist a sequence of functions { f}nen C C°(R??) and a sequence {ky}nen such that
kn — 0o and, setting p§(x) = [ga [ (2, v) dv,

lim (/ |v|2f€da:dv—|—/ H*wkn*p{)‘pgdw) :/ |U\2fod:cdv+/ H * pg po dz.
n—00 R2d R4 R2d Rd
(8.42)

Proof. We split the approximation procedure in three steps. We use the notation L2° to
denote the space of bounded functions with compact support.

Step 1: approximation of the initial datum when f; € L°(R??). Assuming that
fo € L°(R*), we claim that there exists {f§ }neny C C°(R??) such that

lim (/ [v|? £ da dv +/ H * p§ pi d:v) = / [v|% fo dz dv +/ H x pg podx. (8.43)
n—00 R2d Rd R2d R4

To this end, consider smooth functions fj' which converge to fy pointwise, whose L
norms are bounded by || fol[ ;o (r2a), and whose supports are all contained in the same ball.
By construction the densities pjj are bounded as well and their supports are also contained
in a fixed ball; moreover, the functions H * pj are bounded and converge to H * py locally
in every LP. These observations show the validity of (8.43), by dominated convergence.

Step 2: approximation of the initial datum when f; € L'(R??). Assuming that
fo € L'(R??), we claim that there exists a sequence of functions {fJ },en C C2°(R?4) such
that (8.43) holds.

Indeed, by Step 1 it is enough to approximate fo with a sequence in L°(R??) and
converging energies. To this aim, for every n € N we define the truncations of fy given by

fo(x,v) := min{n, 1p, (z,v) fo(z,v)} (z,v) € R?4,

Since H > 0 the integrands in the left-hand side of (8.43) converge monotonically, hence
the integrals converge by monotone convergence.
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Step 3: approximation of the kernel. We conclude the proof of the lemma. In order
to approximate the kernel, we notice that, given the sequence of functions fj & C(RY)
provided by Steps 1-2, for n € N fixed we have

lim H*wk*pgpgdx:AdH*pgpgdm.

k—oo Jpd

Hence, choosing k,, sufficiently large so that

1
‘/ H 1y, *pSpELdm—/ H*pﬁpgdw‘ < -,
R4 Rd n
we conclude the proof of the approximation lemma. O

Proof of Corollary 8.9, existence of renormalized solutions. Given fy of finite energy, let
{fP}nen C C(R%*) and {k,}nen be as in Lemma 8.19. Also let K := cyx/|z|? and
K, = K %1y, . Applying verbatim the arguments in Steps 1-3 in the proof of Theorem 8.8
we get a sequence f, of smooth solutions with kernels K, such that

f*—=f  weakly in L'([0,T] x R?*}) for any T > 0, (8.44)

and
p" — T weakly* in L®((0,T); .4 (R?)), (8.45)

where p}(z) := [ga f{*(2,v) dv.
In addition, the conservation of the energy along classical solutions gives that, for every
n € Nand ¢ € [0,00)

Lohbrdedos [ Hevnsptpida= [ Wl dvdos [ B oo dn <.

(8.46)
Hence, since H > 0 we deduce that
sup sup / lv|? £ da dv < C, (8.47)
neNtef0,00) JR24
and by lower semicontinuity of the kinetic energy we deduce that, for every T > 0,
T T
/ / lv|f; da dv dt < liminf/ / |v|2f1 dx dv dt < CT. (8.48)
0o JRr2d n—oo fo JRrod

We now want to exploit (8.47) and (8.48) to show that p° = p, where py(z) := [a fi(z,v) dv €
L>=((0,T); L' (RY)). For this, we want to show that for any ¢ € C.((0,00) x R%)

lim/ /gop?dmdt—/ /(pptdxdt. (8.49)
n=oo Jo  JR 0 JRrd
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To prove this, for every k € N we consider a continuous nonnegative function ¢ : R —
[0, 1] which equals 1 inside By and 0 outside By 1, and observe that

//Rd ¢ pr)dudt = //de@t Vi (2, 0)(1 = G(v)) de dv dt

* /() /RQd SOt(ZL‘)(fZL(x, U) B f(x’ U))Ck(v) dx dv dt
+/0 /de et(@) fr(z,v) (e (v) — 1) dz dv di.

The second term in the right-hand side converges to 0 by the weak convergence of f™ to
f in L', while the other two terms are estimated by the finiteness of energy (8.47) and
(8.48) as

‘// o fM(z,v)(1 — Go(v)) dz dv dt‘ ”‘p”“’// £z, 0)|v]? da dv dt
R2d

- CTlgllse
i kz b

‘/OOO/RM ofi(z,v)(1 — Ck(v))d:cdvdt’ < CT‘]J;;p”OO

Letting & — oo, this proves (8.49). Thanks to this fact, the conclusion of the proof
proceeds exactly as in Steps 4 and 5 in the proof of Theorem 8.8 with p$ff = p;.

and similarly

O]

The proof of the energy inequality (8.15) is based on the conservation of energy along
approximate solutions and on a lower semicontinuity argument. In the following basic
lemmas, we prove some properties of the potential energy, namely the lower semicontinuity
and an estimate from below. A formal integration by parts, rigorously justified in the case
that p has smooth, compactly supported density with respect to the Lebesgue measure,
suggest that for every p € .4, (R?)

H * p(z) du(x) = / |VH % p(x)|? da (8.50)
R¢ R
(meaning that, if one of the two sides is finite, than so is the other and they coincide). This
would immediately imply the convexity of the potential energy and its lower semicontinuity
with respect to the weak™ convergence of measures. However, since the justification of
(8.50) seems to require some work, we prove directly the lower semicontinuity with a
simpler trick.

Lemma 8.20. Let H(x) := cq(d — 2)7|z|?>~¢ for every x € R%. Then the functional
= [ Hna)duta) ety (®)

is lower semicontinuous with respect to the weak® topology of .4 (R?).
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Proof. Given a sequence of nonnegative measures p™ weakly converging to u in .# (R%), the
measures p"(x)u"(y) € 4 (R??) weakly converge to u(z)u(y). Hence, since the function
H(z,y) = cq(d—2)" "z —y|?>~? is lower semicontinuous and nonnegative in R?¢, we deduce
that

1 1
——d d < liminf  dum du™().
/Rd /Rd ‘m - y’d_2 ,u(l’) 'u(y) - lnag /Rd /Rd \x — y’d_2 H (x) H (y)

This proves the lower semicontinuity. O

The following lemma adapts the previous one to the time-dependent framework and
its proof is very similar to the previous one. In particular, it takes care of a further
approximation of the kernel in the right-hand side of (8.51) below and involves the time
dependence of the functional. We need this kind of lemma since, at the level of generality
of Theorem 8.8, the weak convergence of the approximating solutions is not pointwise in
time, but it happens only as functions in space-time.

Lemma 8.21. Let T > 0, ¢ € C.((0,T)), let ¢ be a standard convolution kernel, and let
Un(2) := nYp(nx) for everyn > 1.

Then for every sequence {p" yneny € L¥((0,T); 4 (R)) converging weakly* in L>=((0,T); 4 (R?))
to p € L>((0,T); #+(RY)), we have

T T
/ o(t) | Hx*p(x)dp(x)dt <lim inf/ o(t) | Hxyxpl(x)dpl(x)dt. (8.51)
0 Rd n=ee Jo R

Proof. We notice that 1, * p} dt weakly* converges to p; dt in . ((0,T) x R?) and therefore
the sequence of nonnegative measures v, * pi () pp (y)dt € .#((0,T) x R?*?) weakly* con-
verges to p(x)p:(y)dt. Since the function ¢(t)cg(d—2)!x —y|?>~¢ is lower semicontinuous
and nonnegative in (0,7) x R?? we have

/oT /Rd /Rd (ﬁ(t)\x_z\d—z dp(x) dp(y) dt

T 1

n—o0

which proves (8.51). O

In the following lemma we establish an inequality, under no assumptions on p, between
the potential energy and the L?-norm of the force field. It will be used to show the third
property in Corollary 8.9.

Lemma 8.22. Let H(z) := cg(d—2)7"|z|>~? for every x € R?. Then for every nonnegative
p € L'(RY) we have

/ H « p(z)dp(z) > / \VH * p(z)|* da. (8.52)
R4 Rd
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Proof. We split the approximation procedure in three steps.

Step 1: Proof of the equality between the quantities in (8.52) for smooth,
compactly supported p. Let p be a smooth, compactly supported function. For every
R > 0, the integration by parts formula gives

H*ppdx:/ |VH x p|? do — H*pV(H*p)J/BRde*l.

Br Br dBR

Letting R — oo the boundary term in the previous equality disappears for d > 3, since
H % p and VH % p decay as R>~? and R'~¢, respectively, when evaluated on 0Bg. This

proves that
/ H*ppdaz:/ |VH x p|? dz.
Rd Rd

Step 2: Proof of (8.52) for p € LX(RY). Let p € L2(R?) and let us approximate
p with a sequence {p"},cn obtained by convolution. By construction the densities p"
are bounded as well as their supports; moreover, the functions H * p" are bounded and
converge to H * p locally in every LP. Hence, by Step 1 we have

H x p(z)p(z)de = lim Hx p"(z)p"(x)dx = lim \VH  p"(z)]? d.
d

Rd n—0oo Jpd n—oo Jp

Therefore, the sequence {V H p" },,cy is bounded in L?(R?) and hence it weakly converges
to VH x p. By the lower semicontinuity of the norm with respect to weak convergence, we
find (8.52).

Step 3: Proof of (8.52) for p ¢ L'(R?). Let p € L'(R?%) and for every n € N consider
the truncations of p given by p” := min{n,1p,p} in R%. Since H > 0, by monotone
convergence and Step 2

H x p(x)p(z) de = lim Hxp"(z)p"(x)dx > lim \VH  p"(x)|? d.
Rd

R4 n—o0 Jpd n—00

Hence the sequence {VH % p"},cn weakly converges in L?(R%) to VH * p; the lower
semicontinuity of the norm with respect to weak convergence implies (8.52). O

Proof of Corollary 8.9, properties of renormalized solutions. In order to prove (8.15) we
perform a lower semicontinuity argument on the energy. Since the convergence of the
approximate solutions f™ to f is only in space-time, in Step 1 we obtain the energy
inequality integrated in time, and therefore we deduce that (8.15) holds for .Z!-a.e. t €
[0,00). Then, in Step 2, 3, and 4, we employ the bound on the kinetic energy to prove
the strong L] _ continuity of p; and E; in time. We remark that this does not imply,
by itself, the conservation of mass of p; in time, since we don’t have any information
on the compactness of f; in the z variable, but only in v (see Remark 8.23 below). In
Step 5, we use again the lower semicontinuity of the energy to deduce that the energy
inequality (8.15) holds for every ¢t € [0,00). Finally, in Step 6 we show the existence of a
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global measure-preserving flow associated to our solution f;; this implies in particular the
conservation of mass, namely that p;(R?) = po(R?) for every t € [0, 00).

Step 1: bound on the total energy for .#'-almost every time. Let us consider
T > 0 and a nonnegative function ¢ € C.((0,7]). Testing the weak convergence (8.44)
of f with ¢(t)|v|?x,(z,v), where x, € C°(R??) is a nonnegative cutoff function between
B, and B,41, we find that for every r > 0

| o0kP e opdedode =t [ [ ool oo dodod
0 Jr2 n—oo Jjo  JR2
< liminf / 6(1) / W fP da dv dt.
> Jo R2d

n—

Taking the supremum in r, we deduce that

/ ¢(t)/ |v|2ftd:ndvdt§hminf/ ¢(t)/ [v|? £ d dv dt. (8.53)
0 R2d n—oo Jo R2d

As regards the potential energy, from Lemma 8.21 we deduce that

n—oo

/ qﬁ(t)/ H x pyppdxdt < liminf/ gi)(t)/ H sy, * p} p} dx dt (8.54)
0 R4 0 Rd

Adding (8.53) and (8.54), by the subadditivity of the lim inf and by the energy bound on
approximating solutions (8.46) we find that

/Om¢(t)(/IR2d |U|2ftd$dv+/RdH*Ptptde’) dt

gliminf/ gi)(t)(/ \U]2ffdxdv+/ H*zpkn*p?p?dx> dt
0 R2d R4

n—oo
[e.o]

— lim gﬁ(t)(/ﬂw \ngdde/Rdekn*pgpgdx> dt

n—oo

0
_ (/()oogb(t)dt)(/RQd \vafodde/RdH*pOpde).

By the arbitrariness of ¢, we deduce that (8.15) holds for #!-a.e. t € [0, 00).

Step 2: boundedness of the kinetic energy for every time. We show that

sup / |v\2ftdxdv§/ |v|2f0d1:dv+/ H x pg po dz. (8.55)
t€[0,00) JR2d R2d Rd

To this end, let t > 0 and t,, — t be a sequence of times such that the energy bound (8.15)

holds for every t,,. The strong convergence of f; to f; in Llloc implies that for every r > 0

/ | f; daz dv = lim/ v]2ftndxdv§1iminf/ [v|? fs,, da dv.
B’r n—oo B’V‘ n—o0 RQd
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Taking the supremum in r, we deduce that

/de |U‘2ft dx dv < linrgiogf /de |U’2ftn dx dv. (8.56)

This proves (8.55).

Step 3: strong Llloc-continuity of the physical density. We prove that p; is strongly

Llloc-continuous, namely that for every sequence of times ¢,, — ¢ we have

lim Ptn = Pt in Llloc(Rd)‘
n—oo
This, in turn, implies that p; is weakly* continuous in time (as measures in .# (R%)).
Let r > 0. For every R > 0, noticing that |f;, — fi| < [v|*?R™2(fs, + f;) when |v| > R,
we have that

/I%/Rd'ftn_ft‘dvde/T/BRm"_ft|dvdx+/r/Rd\BRgf(ft"—i_ft)dvdx

1

Letting first n — oo in the previous equation, by the strong L.

term goes to 0. Letting then R — oo, we deduce that

lim / / | ft,, — ft| dvdx = 0.
n—oo B, Rd

Step 4: strong L! -continuity of the force field. We prove that the force field E; is

loc
strongly Llloc—continuous with respect to time.
The force field E; = K xp; is weakly Li (R?) continuous since, by Step 3, p; is weakly*
continuous in time (as measures in . (R%)).
Since, as observed above, K = VH € W2P(R%R?) for every v < 1 and p < d/(d —

1+ «), a simple computation shows that, for every R > 0 and ¢ € (0, c0),

continuity of f; the first

o0 % Kllworprra) < lloell 1 wa) sup K [wer(Brre) < C(R).
ye

Hence, for every R > 0,

sup sup |[pe * K|l wor(pyrey < 0.
te(0,00) neEN

The strong continuity of the force field Ey = K * p; in L{ (R?) follows then from the
fractional Rellich theorem, which provides the compact embedding of the fractional space
WeP(Bg;R%) in L' (Bg; RY).

Step 5: bound on the total energy for every time. In order to conclude the proof of
(8.15), we observe that both the kinetic and the potential energy are lower semicontinuous
with respect to strong L (R??)-convergence of f and weak convergence (as measures) of

loc
p, respectively. Indeed, the first has been observed in Step 2 and the second is proved in
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Lemma 8.21. Then by Step 1 the total energy is bounded by the initial energy for #!-a.e.
time and the lower semicontinuity of the total energy implies that the same property holds
for every time.

Step 6: global characteristics in dimension 3 and 4. In order to prove that trajecto-
ries do not blow up, we apply Corollary 8.3 and 8.4. The assumptions of these Corollaries
are satisfied thanks to the finiteness of energy of Step 5, the fact that E, = V(H x p;), and
Lemma 8.22.

O

Remark 8.23. In Corollary 8.9 we did not prove that || fl| 1(ray = [[foll 11 (re) for every
t € [0,00). Indeed, although the energy bound prevents mass from escaping in the v
variable, one would need more assumptions on the initial datum (for instance, the finiteness
of a momentum in the x variable) to prevent a mass loss. The conservation of the L'-norm
of f; holds along solutions whose flow is globally defined (see Theorem 8.2); in this case,
the solution belongs also to C(]0, cc0); L'(R2%)).

Remark 8.24. In the case 0 = —1, Theorem 8.8 allows to show the existence of general-
ized solutions starting from any finite L' datum. The existence of renormalized solutions
starting from an L' datum of finite (kinetic and potential) energy follows as in Corol-
lary 8.9 provided that on the approximating sequence the kinetic energy is bounded by
a fixed constant. This last fact, in turn, cannot be deduced by the boundedness of the
energy itself, since in this case the potential energy is not positive any more as in the re-
pulsive case. Hence it can be either assumed on the approximating sequence, or it follows
under further integrability assumptions on the initial datum, for instance if d = 3 and
fo € LY7(R%) (see Remark 8.5).

Remark 8.25. The construction in Theorem 8.8 provides distributional solutions of the
Vlasov-Poisson system if further assumptions are assumed on the initial datum such as
finiteness of the total energy, as shown in Corollary 8.9. Still, there are examples of
infinite energy data such that the generalized solution built in Theorem 8.8 is in fact
distributional. For instance, in [Pe] Perthame considers an initial datum fy € L'NL>®(R%)
with (1 + |2[?)fo € L'(R®) and infinite energy, and he shows the existence of a solution
f € L>=([0,00); L' N L®(R®)) of the Vlasov-Poisson system such that the quantities

1/2 3/5 |z — vt]?
B Pl [ B ) dede (8.57)
R

are bounded for all ¢ € (0, 00).

It can be easily seen that, under Perthame’s assumptions, the construction in the proof
of Theorem 8.8 provides a solution of the Vlasov-Poisson equation as the one built in [Pe].
In particular, thanks to the a priori estimate (8.57) on the approximating sequence, it is
easy to see that p°T = p, therefore providing a Lagrangian (and therefore renormalized
and distributional) solution of Vlasov-Poisson.

Similarly, under the assumptions of [ZW], a similar argument shows that the general-
ized solutions built in Theorem 8.8 solve the classical Vlasov-Poisson system.
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Remark 8.26. A stability result holds for renormalized solutions of the Vlasov-Poisson
system (see [BBC2, Theorems 8.2 and 8.3]). For instance, when o = 1, d = 3, if f¥ is a
sequence of renormalized solutions with

sup sup ||ftkHL1(R6) < 00, sup sup / v £F da dv +/ H * pF pFda < 0o
keN te[0,00) keN t€[0,00) JRE R3

(where H(z) := f4|2[>~), then up to subsequences f* — f weakly in L'([0,7] x R®) for
any T > 0 and f is a renormalized solution of Vlasov-Poisson. Moreover, if f(’f — foin
LY(R3), then f* — f strongly in C([0,T]; L*(R®)), E¥ — E in C((0,T]; L, (R?)) for any
T > 0 and f is a renormalized solution of the Vlasov-Poisson system starting from fy. The
proof of this fact is an easy consequence of the stability of regular lagrangian flows since
by Remark 8.13 the maximal regular flows associated to the solutions f* do not blow up
in finite time. Generalizing this result to any dimension may require some work, because
under the assumptions of Corollary 8.9 it is not guaranteed that the maximal regular flows
do not blow up in finite time.



Chapter 9

The semigeostrophic system

The semigeostrophic equations are a simple model used in meteorology to describe large
scale atmospheric flows. As explained for instance in [BB, Section 2.2] and [Lo2, Section
1.1] (see also [Cu] for a more complete exposition), the semigeostrophic equations can
be derived from the 3-d incompressible Euler equations, with Boussinesq and hydrostatic
approximations, subject to a strong Coriolis force. Since for large scale atmospheric flows
the Coriolis force dominates the advection term, the flow is mostly bi-dimensional. For
this reason, the study of the semigeostrophic equations in 2-d or 3-d is pretty similar,
and in order to simplify the presentation we focus here on the 2-dimensional periodic case,
though the results have been extended to three dimensions and can be found in [ACDF2].
The semigeostrophic system on the 2-dimensional torus T? is given by

Ol (@) + (wi(2) - V)ul () + Vpule) = —Jue(x)  (2,8) € T2 x (0,)

uf(z) = JVpi(x) (w,t) € T? x [0, c0) (0.1)
V-u(z) =0 (z,t) € T? x [0, 00) '
po(z) = pP(x) r € T2

Here p is the initial datum, .J is the rotation matrix

0 -1
J = < 10 ) ,
and the functions u; and p; represent respectively the wvelocity and the pressure, while
uf is the so-called semi-geostrophic wind. Clearly the pressure is defined up to a (time-
dependent) additive constant. In the sequel we are going to identify functions (and mea-
sures) defined on the torus T? with Z2-periodic functions defined on R?.
Substituting the relation uf = JVp; into the equation, the system (9.1) can be rewrit-
ten as
0y JVps + JVthut + Vo +Juy =0
po =p°
191
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T? VP, T2

Zye prLye

VP

‘\\\hgi///

Figure 9.1: The dual change of variables.

with w; and p; periodic.

Energetic considerations (see [Cu, Section 3.2]) show that it is natural to assume that
py is (—1)-convex, i.e., the function P;(x) := py(z) + |2|?/2 is convex on R2. If we denote
with Z12 the (normalized) Lebesgue measure on the torus, then p; := (VP;) 4. %2 satisfies
the following dual problem:

Opr +V - (vgpr) =0
vi(z) = J(z = VP (z))
pt = (VPy) L2

Py(x) = p°(z) +|z[*/2.

(9.3)

Here P} is the convex conjugate of P, namely

P (y) == sup (y - = — Py(x)).
r€R?
Indeed, an easy formal computation allows to obtain (9.3) from (9.2). Taking into
account the definition of P;, the identities J? = —Id, Vp(y) +y = VP (y), VZpi(y)+1d =
V2P;(y) and the fact that u; is divergence-free, for every test function ¢ we obtain

% |, e dp(x) = 575/@2 P(VE(y)dy = | Ve(VEW): %th(y) dy
= - /Tz Vo(VP(y)) - {(Vth(y) + Id)us(y) — Jth(y)} dy
= /T VeV )] - wily) dy + |, Ve(VEW) - J(VP(y) ~y)dy
= Vo(z) - J(x— VP! (x))dp(x) = / Vo(x) - vi(z) dp(z).
T2 T2

Notice that this formal derivation holds independently of w (only the divergence-free
condition of w is needed), and that u does not appear explicitly in (9.3).
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TQ th T2

T y = VP (x)

| CE

Y(ty) =
VP(X(t, VP (y)))

~

VP

Figure 9.2: The flow of the velocity field in physical and dual variables.

Since P;(x) — |x|?/2 is periodic, we observe that
VP(x+h)=VP(z)+h VreR? heZ (9.4)

Hence VP, can be viewed as a map from T2 to T2 and pt is a well defined measure on T2,
One can also verify easily that the inverse map V P} satisfies (9.4) as well. Accordingly,
we shall understand (9.3) as a PDE on T?, i.e., using test functions which are Z2-periodic
in space. One may wonder if it is convenient to rewrite the original system (9.2) as an
equation for the function P; instead of p;, that would look like

GtVPt + (’U,t . V)VB = J(VPt — .%')
V-u =0 (9.5)
Py =p°+ |z|?/2.

Rewriting the system in these terms happens to be a good choice for the corresponding
system in 3-space dimensions. However, since we are on the torus and since the map VP,
has to be understood with values in T?, it becomes complicated to give a distributional
meaning to (9.5). Indeed, there is no natural notion of duality with test functions for maps
with value in a manifold. For this reason, we prefer to deal with p; and the system (9.2)
rather than with P, and (9.5). Regarding the dual equation, the problem of interpreting
VP, (or VP}) as a map with values in the torus does not appear. Indeed, the only
occurrence of the functions P, and P} in the dual equation happens in the formula v;(z) =
J(x — VP}(x)); with this definition, v; is a well defined, Z2-periodic vector field in R2.

The dual problem (9.3) is nowadays pretty well understood. In particular, Benamou
and Brenier proved in [BB| existence of weak solutions to (9.3), see Theorem 9.4 below.
On the contrary, much less is known about the original system (9.2). Formally, given a
solution p; of (9.3) and defining P through the relation p; = (VP;)x. %72 (namely the
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optimal transport map from p; to %2, see Theorem 1.17) the pair (p;, u;) given by'

{pt(x) = Pilr) = [af?/2 06)
w(2) = [V (V) + (V2PN (V Pi()) T (Vi) = 2)

solves (9.2). Here, the velocity field u; has been obtained by substituting the expression
for p; in the first equation of (9.2) and solving for u;. However, being P/ just a convex
function, a priori V2P} is just a matrix-valued measure, thus as pointed out in [CuFe] it
is not clear the meaning to give to the previous equation.

The formal correspondence between solutions of the dual and of the original equation
given by (9.6) appears also when one adopts the Lagrangian point of view. Indeed, we
may expect that each particle in the physical space moves along a trajectory and that this
trajectory corresponds to a characteristic of the dual velocity v; when read in the dual
variables. Reversing the point of view, given the flow Y (¢, z) of v; in the dual variables, we
may look at each characteristic Y'(+,y) in the physical variables by performing the change
of variables back

X(t,x) :=VP (Y (t,VPy(z)))

(see Figure 9.2). With this definition, a simple computation shows that X (¢, z) is, formally,
the flow of the velocity field u; defined in (9.6):
d

%Xt = [0, VP (Y«(VP)) + [V2Pt*](Yt(VP0))%Yt(VPO)

= [0 VP(Y(VR)) + [V2P(Y(VP) I [Y(VPy) — VP (Y(VE))]
= [V (VP(Xy)) + [V (VP(X0) J(VP(Xs) — Xy).

In this Chapter we prove that (9.6) is a well defined velocity field, and that the couple
(pt, ut) is a solution of (9.2) in a distributional sense. In order to carry out our analysis,
a fundamental tool is a recent result for solutions of the Monge-Ampere equation, proved
by De Philippis and Figalli in [DF1], showing Llog" L regularity on V2P;* (see Theorem
1.18(ii)).

Thanks to this result, we can easily show that the second term appearing in the
definition of the velocity u; in (9.6) is a well defined L! function (see the proof of Theorem
9.2). Moreover, following some ideas developed in [Lol] we can show that the first term
is also L', thus giving a meaning to u; (see Proposition 9.6). At this point we can prove
that the pair (ps, u:) is actually a distributional solution of system (9.2). Let us recall,
following [CuFe], the proper definition of weak Fulerian solution of (9.2).

Definition 9.1. Let p: T? x (0,00) — R and u : T? x (0,00) — R2. We say that (p, u)
is a weak Eulerian solution of (9.2) if:

- |u| € L*®((0,00), LY(T?)), p € L>((0,00), WH>(T?)), and ps(z) + |z|?/2 is convex
for any t > 0;

'Because of the many compositions involved in this Chapter, we use the notation [0; f](g) (resp. [V f](g))
to denote the composition (9 f)og (resp. (Vf)og), avoiding the ambiguous notation 9: f(g) (resp. Vf(g))
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- For every ¢ € C°(T? x [0,0)), it holds

/Ooo /JTQ Jth(x){8t¢t(m) + uy(x) - V¢t(x)} - {th(x) + Jut(;(;)}@(x) de di

4 / Jpo(x)bo(x) dz = 0; (9.7)
’]I‘Z

- For Zt-a.e. t € (0,00) it holds

Vip(z) - u(x)de =0 for all ¢ € C>°(T?). (9.8)
TQ

We can now state the main result.

Theorem 9.2. Let py : R? — R be a Z*-periodic function such that po(z) + |x|?/2 is
convez, and assume that the measure (Id+Vpo)u L 2 is absolutely continuous with respect
to L2 with density pg, namely

(Id + Vpo)pL* = poL2.

Moreover, let us assume that both py and 1/pg belong to L™= (R?).

Let p; be the solution of (9.3) (given by Theorem 9.4 below), let P, : R? — R be the
(unique up to an additive constant) convex function such that (VP)yxL? = pe.L? and
Py(z) — |x|?/2 is Z*-periodic, and let P} : R? — R its convex conjugate.

Then the couple (p,ui) defined in (9.6) is a weak Eulerian solution of (9.2), in the
sense of Definition 9.1.

Although the vector field u provided by the previous theorem is only L', as explained
in Section 9.3 we can associate to it a measure-preserving Lagrangian flow. In particular
we recover (in the case of the 2-dimensional periodic setting) the result of Cullen and
Feldman [CuFe] on the existence of Lagrangian solutions to the semigeostrophic equations
in physical space.

Many problems regarding the semigeostrophic equation and its dual formulation are
nowadays open. Are the distributional solutions of (9.2) and of (9.3) unique? Is the
lagrangian flow associated to u; unique? (we remark that the lagrangian flow associated
to the dual equation is unique thanks to Theorem 1.5). Does there exist a regular solution
for all times if the initial datum is sufficiently smooth? This was proven by Loeper [Lo2]
for short times, but any global result is missing.

The Chapter is structured as follows: in Section 1.5.1 we recall some preliminary results
on optimal transport maps on the torus and their regularity. Then, in Section 9.1 we state
the existence result of Benamou and Brenier for solutions to the dual problem (9.3), and
we show some important regularity estimates on such solutions, which are used in Section
9.2 to prove Theorem 9.2. In Section 9.3 we prove the existence of a regular lagrangian
flow associated to the vector field u provided by Theorem 9.2.



196 The semigeostrophic system

9.1 The dual problem and the regularity of the velocity field

In this section we recall some properties of solutions of the dual system (9.3), and we show
the L! integrability of the velocity field u; defined in (9.6).

Remark 9.3. The dual system (9.3) is made by a continuity equation with an instan-
taneous coupling between the velocity field and the density through a time independent
elliptic PDE (the Monge-Ampere equation). A similar structure was already observed in
the Vlasov-Poisson system (8.1), but in this case we needed to consider the equation in
the phase space rather than in the physical space. Another equation of this form is the
2-dimensional incompressible Euler equation in the vorticity formulation in (0, 00) x R?

8twt + V- ('vtwt) =0
v = IV, (9.9)
Wt = Awt

Existence and uniqueness (in the class of solutions with bounded vorticities) was proved
for this equation by Yudovich [Yu]. As we will see in Theorem 9.4, despite the nonlinearity
of the coupling in the dual semigeostrophic system (which is given by the Monge-Ampere
equation and not by the Poisson equation as in (9.9)), we can still prove existence of solu-
tions for the dual semigeostrophic system (9.3). The uniqueness problem, instead, remains
open, since the argument of Yudovich cannot be easily adapted. The connection between
the 2-dimensional incompressible Euler equation in the vorticity formulation and the dual
semigeostrophic system (9.3) is also confirmed by Loeper in [Lo2]: if we “linearize” (9.3)
writing p; = 1+ ew; + o(e) and P} = |z|?/2 + ¢y + o(¢) and we rescale the time variable
according to t — t/e, then, formally, w and v solve (9.9).

We know by Theorem 1.17 that p; uniquely defines P; (and so also P;) through the
relation (VP;)4 %12 = p up to an additive constant. In [BB] (see also [CuFe]), the
authors prove the existence of distributional solutions to the dual equation by means of
an approximation argument, based in turn on the well-posedness and stability of solutions
of the transport equation presented in Chapter 1. To be precise, in [BB, CuFe] the proof
is given in R?, but actually it can be rewritten verbatim on the 2-dimensional torus, using
the optimal transport maps provided by Theorem 1.17.

Theorem 9.4 (Existence of solutions of (9.3)). Let Py : R2 — R be a convex function
such that Py(z) — |z|?/2 is Z2-periodic, (VPy) g Lr2 < L2, and the density po satisfies
0 < X< po <A < oco. Then there exist convex functions Py, P} : R? — R, with
Py(z) — |z|?/2 and P;(y) — |y|?>/2 periodic, uniquely determined up to time-dependent
additive constants, such that (VP,)yLr2 = pi L2, (VPF)ypr = Lr2. In addition, setting
vi(x) = J(x — VP (x)), pt is a distributional solution to (9.3), namely

//1?2 {&tgot(a:) + Vi (z) - 'Ut(l‘)}pt(l‘) dx dt + /1r2 wo(x)po(x)dr =0 (9.10)

for every p € C°(R? x [0,00)) Z2-periodic in the space variable.
Finally, the following reqularity properties hold:



9.1 The dual problem and the regularity of the velocity field 197

(i) A< pr < A;
(ii) pr2? € C([0,00), Pu(T?))?

(iii) Py — f0aPry Pf — 02 Pf € L([0,00), Wb (R?)) N C([0,00), W, (R?)) for every
r € [1,00);

(i) |lvilloo < V2/2.

Sketch of the proof of Theorem 9.4. We prove the existence of a distributional solution to
(9.3) by approximation. We introduce a time discretization with parameter 1/n, n € N,
and we split (0, 00) in intervals of the form ((k —1)/n,k/n) for k € N, each of length 1/n.

We define the approximate solutions (P[*)* and pj inductively on k, where (P[")* are a
time-dependent family of convex functions and p} are bounded, Z2-periodic densities with
A < pp < A. In each interval ((k—1)/n,k/n) we consider the transport map between the
density at the beginning of this interval and the Lebesgue measure; we define (P/*)* to be
equal to this map (provided by Theorem 1.17) in the entire time interval

[V (P) ] sPletyym = Lr2 - V(P = V(P,)"

This transport map induces a velocity field (constant in time in ((k — 1)/n,k/n), as also
(P*)*) through the relation

v = J(x = V(P)) = J(z = V(P,)").
Finally, we let the density at the beginning of our time interval, namely ,o?kfl) In evolve

according to this velocity field for time 1/n. In other words, for t € ((k — 1)/n,k/n) we
let pi be the solution of

Op+ V- (vip) =0 in ((k—1)/n,k/n) x R? (9.11)
PU—1)/n = Pl—1)/n in R, '

We remark that the well-posedness of the continuity equation (9.11) is guaranteed the
results described in Chapter 1 (and in particular by the main result of [A1]) and by the
fact that v} is an authonomous, divergence-free, BV vector field in ((k —1)/n,k/n) x TZ.
Finally, a solution to (9.3) is obtained by taking the limit as n — oo in the discrete
scheme presented above; the compactness of the functions (P/*)* — . (P*)* and p} and
the equation solved in the limit are studied in [BB], where the scheme is performed with a
careful regularization of the initial data in order to avoid the use of the results of Chapter 1
on the solutions of the continuity equation with non-smooth vector fields. O

Observe that, by Theorem 9.4(ii), t — p;-%r2 is weakly continuous, so p; is a well-
defined function for every t > 0. Further regularity properties of VP, and VP with
respect to time will be proved in Propositions 9.6 and 9.10.

In the proof of Theorem 9.2 we will need to test with functions which are merely W11,
This is made possible by the following lemma.

2Here Py, (T?) is the space of probability measures on the torus endowed with the weak topology induced
by the duality with C(T?)
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Lemma 9.5. Let p; and P, be as in Theorem 9.4. Then (9.10) holds for every ¢ €
WHL(T? x [0, 00)) which is compactly supported in time. (Now po(x) has to be understood
in the sense of traces.)

Proof. Let ¢ € C*°(T?x [0, 00)) be strongly converging to ¢ in W1, so that ¢f converges
to g in L'(T?). Taking into account that both p; and v; are uniformly bounded from
above in T2 x [0, o0), we can apply (9.10) to the test functions ¢™ and let n — 0o to obtain
the same formula with . O

The following proposition, which provides the Sobolev regularity of ¢t — VP, is our
main technical tool. Notice that, in order to prove Theorem 9.2, only finiteness of the left
hand side in (9.12) would be needed, and the proof of this fact involves only a smoothing
argument, the regularity estimates of [DF1] collected in Theorem 1.18(ii), and the argu-
ment of [Lol, Theorem 5.1]. However, the continuity result in [DF2] allows to show the
validity of the natural a priori estimate on the left hand side in (9.12).

Proposition 9.6 (Time regularity of optimal maps). Let p; and P, be as in Theorem 9.4.
Then VP} € T/Vlicl (T2 x [0,00); R?), and for every k € N there exists a constant C (k) such

that, for L'-a.e. t >0,
[, oV s |1ogh (0.7 P da
T

< C(k) </ IV} 1og?H (V2 ) i + esssup (ool ) /2|V2P;|dx>. (9.12)
T T T

Remark 9.7. Under the assumptions of the previous proposition, one could actually prove
a slightly stronger statement, showing that the map V P} belongs to Wli’go (T2 x [0, c0); R?)
for some 9 > 1. More precisely, there exist constants C,~y > 1, depending only on A,
such that, for almost every t > 0,

2
/ pt|8tVPt*]1:30dx§C</ pt| V2P| dx +ess sup (pt\vt\Q)/ \VQPt*|da:>. (9.13)
T2 T2 ’H‘Q T2

This estimate, however, is less powerful than (9.12) when dealing with the semigeostrophic
system in a non-periodic setting (for instance, see [ACDF2], where the semigeostrophic
system is studied in R3), since in the localized version of (1.27) and (9.13) the exponent
vo depends also on the set where the estimate is localized, whereas in (9.12) the modulus
of integrability of |8;VP}| (namely, the function ¢ — tlog® (¢)) does not depend on the
set. For this reason we prefer to keep this version of Proposition 9.6.

To prove Proposition 9.6, we need some preliminary results.

Lemma 9.8. For every k € N we have

k
ablog (ab) < 2871 [<IZ> + 1| b 23012 log?¥ (a) V(a,b) € Rt x RT. (9.14)
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Proof. From the elementary inequalities

k
log, (ts) < log, (t) +log,(s), (t+s)" <2871tk +s%), logh(t) < (i) t

which hold for every ¢, s > 0, we infer
b k
ab logﬁ(ab) < ab [logJr (a> + 210g+(a)]
< 2k 1gp [logi (b> + 2k logi(a)}
a
k k:
< okt [<€> v’ + Qkablogi(a)]
k
< ok-1 [<k> b2 + b2 4 221D g2 logik(a)] )
e

which proves (9.14). O

Lemma 9.9 (Space-time regularity of transport). Let k € NU {0}, and let p € C*°(T? x
[0,00)) and v € C®(T? x [0, 00); R?) satisfy

0<A<pz) <A< VY (x,t) € T? x [0, 00),

Opt + V- (vepr) =0 in T? x [0, 00),

and fTQ perdx =1 for allt > 0. Let us consider convex conjugate maps P; and P} such that
Pi(z) — |z|?/2 and Pr(y) — |y|>/2 are Z*-periodic, (VP )ypr = Loz, (VP)p L2 = py.
Then:

(i) P} — f12P; € Lipioc([0, 00); C*(T?)) for any k € N.
(i) The following linearized Monge-Ampére equation holds:

V- (p(VEPF) IOV P)) = =V - (proy). (9.15)

Proof. Let us fix T' > 0. From the regularity theory for the Monge-Ampeére equation (see
Theorem 1.18) we obtain that P, € C°°(R?), uniformly for ¢+ € [0,T], and there exist
universal constants ¢y, co > 0 such that

c1ld < V2Pf(z) < cold Y (z,t) € T? x [0,T]. (9.16)

Since V P} is the inverse of VFP;, by the smoothness of P, and (9.16) we deduce that
Py € C*°(R?), uniformly on [0, T].

Now, to prove (i), we need to investigate the time regularity of P} — Jﬁp Py. Moreover,
up to adding a time dependent constant to P, we can assume without loss of generality
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that [, P = 0 for all t. By the condition (VP})xp; = Ly, for any 0 < s,t < T and
x € R? it holds

ps(@) — pr(x) _ det(VEP{(x)) — det(V2P/ (2))

s—1 s—1 ( )
2 1 D 9. px* 9.17
= Ot G2p2(a) + (1 — 1) V2P () dr ) 275 @) = 05 (@),
s t
= \Jo 0&; s—1

Given a 2 x 2 matrix A = (§;)i j=1,2, we denote by M(A) the cofactor matrix of A. We

recall that
0det(A)

9&ij
and if A is invertible then M (A) satisfies the identity

= M;;(A), (9.18)

M(A) = det(A) A™L (9.19)

Moreover, if A is symmetric and satisfies ci/d < A < cold for some positive constants
c1, ¢y, then

C2 C2
21d < M(A) < 21d. (9.20)
(&) C1

Hence, from (9.17), (9.18), (9.16), and (9.20), for any 0 < s,t < T it follows that

Ps — P 2 1 P — p*
=) (/ M(rV?P; + (1 - T)Vth*)dT> a,AA<S : ) (9.21)
0

s—1 > s—t
i,7=1

with
2 1 ) 2
—1d < / M (tV2P: + (1 — 1)V?P)dr < 21d
C2 0 C1
Since V2P} is smooth in space, uniformly on [0, T], by classical elliptic regularity theory?
it follows that for any £ € N and a € (0, 1) there exists a constant C := C(||(ps — pt)/(s —
)|k (2 x[0,77)) Such that

<C.

H Pi(z) — P (x)
Ck+2,0(T?2)

s—t

This proves point (i) in the statement. To prove the second part, we let s — ¢ in (9.21)

to obtain
2

Ope =Y Mij(V2Pf (x)) 00,5 P; (). (9.22)

3,j=1

3Note that equation (9.17) is well defined on T? since P; — P is Z*-periodic. We also observe that
P} — P! has average zero on T2
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Taking into account the continuity equation and the well-known divergence-free property
of the cofactor matrix

> OM (VPP (x) =0,  j=1,2

we can rewrite (9.22) as

2
—V (o) = Y 0i(Mij(V? P} (2)) 0,0, P; ().

i,j=1

Hence, using (9.19) and the Monge-Ampere equation det(V2P}) = p;, we finally get
(9.15). 0

Proof of Proposition 9.6. We closely follow the argument of [Lol, Theorem 5.1, and we
split the proof in two parts. In the first step we assume that

pr € C®(T? x R), v; € C®(T? x R;R?), (
0<A<p<A<o0, (9.24
opt +V - (vipr) =0, (
(VP)ypLre = pi e, (

and we prove that (9.12) holds for every ¢t > 0 (in this step, we assume U; to be given,
namely we do not assume any relation between U; and P;). In the second step we prove
the general case through an approximation argument.

Step 1: The regular case. Let us assume that the regularity assumptions (9.23),
(9.24), (9.25), (9.26) hold. Moreover, up to adding a time dependent constant to P;, we
can assume without loss of generality that fw P; =0 for all £ > 0, so that by Lemma 9.9
we have 9; P} € C*°(T?). Fix ¢t > 0. Multiplying (9.15) by d;P; and integrating by parts,
we get

/T ) pe (V2P Y29,V P2 da = /T ) POV P - (V2P 1o,V P} du
(9.27)
= — /T2 ptatVPt* * V¢ dll?

(Since the symmetric matrix V2P,*(x) is nonnegative, both its square root and the square
root of its inverse are well-defined.) From Cauchy-Schwartz inequality it follows that the
right-hand side of (9.27) can be rewritten and estimated with

o / ,Otatvpt* . (V2Pt*)—1/2(v2pt*)1/2,vt dr
T2

1/2 1/2 (9.28)
< </ pt|(v2pt*)fl/2atvpt*‘2 Clil?) </ pt|(v2pt*)1/2,vt|2 d.fC) )
T2 T2
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Moreover, the second factor in the right-hand side of (9.28) can be estimated with
2 px* 2 2 p*
/ prvy - V2P vy do < max (pg|vg]*) / |V°P}| dx. (9.29)
T2 T2 T2
Hence, from (9.27), (9.28), and (9.29) it follows that
/ pe (V2P V29,V Py 2 dx < max (pt|ve]?) / |V2P}| da. (9.30)
T2 T2

We now apply Lemma 9.8 with a = [(V2P;)'/2| and b = |(V2P;)~ Y20,V P*(z)| to deduce
the existence of a constant C'(k) such that
|0:V P | logh (10, V P} |)
< C(k) (I(V2P) 22 1og3(((V2P0) 212 + (V2B 20,V Py )
= C(k) (1925 [1og2 (IV2P; ) + | (V2P 20,9 P )
Integrating the above inequality over T2 and using (9.30), we finally obtain
[, ooV 1ogk (0.9 7] do
T
< C(k) ( /T VAP [og (V2P ) d + /T ] pA(vat*)”QaNP:?dw) (9.31)

< C(k) (/T2 pe| V2P| log?l—k(|vQPt*‘)dw+H’]11‘%X (pt|1;t|2) /T2 V2P| d:c) ;

which proves (9.12).

Step 2: The approximation argument. First of all, we extend the functions p; and
v, for t < 0 by setting p, = po and v, = 0 for every ¢ < 0. We notice that, with this
definition, p; solves the continuity equation with velocity vy on R? x R.

Fix now o1 € C®(R?), o9 € C>®(R), define the family of mollifiers (0"),en as
o™(x,t) := n3o1(nx)oe(nt), and set

7

n
pli=pxo”, v"(x) = M.

p*on

Since A < p < A then
A< pt <A

Therefore both p™ and v™ are well defined and satisfy (9.23), (9.24), (9.25). Moreover for
every t > 0 the function p} is Z?-periodic and it is a probability density when restricted
to (0,1)? (once again we are identifying periodic functions with functions defined on the
torus). Let P/* be the only convex function such that (VP/*)4 % = pi' and its convex
conjugate P/"* satisfies [. P/** = 0 for all ¢ > 0. Since p} — p; in L'(T?) for any ¢ > 0



9.1 The dual problem and the regularity of the velocity field 203

(recall that, by Theorem 9.4(ii), p; is weakly continuous in time), from standard stability
results for Alexandrov solutions of Monge-Ampere (see for instance [DF2]) it follows that

VP™ — VP  in LY(T?) (9.32)

for any t > 0. Moreover, by Theorems 1.17 and 1.18(ii), for every k € N there exists a
constant C := C'(\, A, k) such that

/T AR logh (VAR dr < C,

and by the stability theorem in the Sobolev topology established in [DF2, Theorem 1.3]
it follows that

/T AIVEP logh (IV2 P ) do /T VP logh (VAP dw, (9.33)

/TZ |V2PM™| dx — /m |V2P}| dz. (9.34)

Finally, since the function (w,t) — F(w,t) = |w|?/t is convex on R? x (0, 00), by Jensen
inequality we get

1" 10" Pllse = [1E(0"0", p") oo < llol0[ oo (9.35)

Let us fix T'> 0 and ¢ € C2°((0,7")) nonnegative. From the previous steps and Dunford-
Pettis Theorem, it is clear that ¢(t)p0;V P/** weakly converge to ¢(t)p;0;V P} in L*(T? x
(0,T)). Moreover, since the function w + |w|log” (Jw|/r) is convex for every r € (0,00)
we can apply Ioffe lower semicontinuity theorem [AFP, Theorem 5.8] to the functions
o(t)pP 0V P and ¢(t)p} to infer

T
| o) [ mlovrogt (0w ;) o
0 T (9.36)

n—oo

T
< lim inf / o(t) / pi|0:V P | logh (|10;V P;*|) da dt.
0 T2

By Step 1 we can apply (9.12) to pj,v}. Taking (9.33), (9.34), (9.35) and (9.36) into
account, by Lebesgue dominated convergence theorem we obtain

T
/ o(t) / ) pt|0;V P} | logh (|0, V P}|) du dt
0 T
T
< [ ot ([, nlv* P 1o (9P ) da -t esssup (o) [ 19277 o) .
0 T2 T2 T2

Since this holds for every ¢ € C2°((0,7")) nonnegative, we obtain the desired result. [
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It is clear from the proof of Proposition 9.6 that the particular coupling between the
velocity field v; and the transport map P; is not used. Actually, using Theorem 1.18(ii)
and [DF2, Theorem 1.3], and arguing again as in the proof of [Lol, Theorem 5.1], the
following more general statement holds (compare with [Lol, Theorem 5.1, Equations (27)
and (29)]):

Proposition 9.10. Let p; and vy be such that 0 < A < py < A < 00, v € Lf’ooc('JI‘2 X
0, 00), R?), and
(9tpt +V. (Utpt) =0.

Assume that fTQ prdr =1 for allt >0, let P, be a convex function such that
(VPt)#.,iﬂTz = pt.i/ﬂ']rz,

and denote by P/ ils convexr conjugate.
Then VP, and V P} belong to I/Vli’cl (T2 x [0, 00); R?). Moreover, for every k € N there
exists a constant C(k) such that, for almost every t > 0,

/T oV | log" (|0;V P}|) d

<0 ([, VP 1o (72P71) da -+ esssup (o) [ [92F71ds ) (03)
T T T

/2 0,V P;| log® (|0, V P;|) da
T

< C(k) (/11‘2 V2P| log?* (| V2 Py|) da + ess s&p (ptlvel?) /T2 |V2P/| dx) . (9.38)

Proof. We just give a short sketch of the proof. Equation (9.37) can be proved following the
same line of the proof of Proposition 9.6. To prove (9.38) notice that by the approximation
argument in the second step of the proof of Proposition 9.6 we can assume that the
velocity and the density are smooth and hence, arguing as in Lemma 9.9, we have that
Py, P} € Lipj.([0,00),C%°(T?)). Now, changing variables in the the left hand side of
(9.30) we get

J.

Taking into account the identities

B 2
(VP17 P) v PR de < max (o) [ 19P0de. (939)
T

V2E(VP) = (V2B)™'  and  [VE](VP) + [V E](VP), VP, =0

which follow differentiating with respect to time and space VP}oV P, = Id, we can rewrite
(9.39) as

(V2P POV PP dn < e (pfu?) [ [VF | da,
T2 T2 T2

At this point the proof of (9.38) is obtained arguing as in Proposition 9.6. O
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9.2 Existence of an Eulerian solution

In this section we prove Theorem 9.2.

Proof of Theorem 9.2. First of all notice that, thanks to Theorem 1.18(i) and Proposi-
tion 9.6, it holds |V2P}|, |0;VP}| € L2 ([0,00), L' (T?)). Moreover, since (VP;)y L =

loc
ptLr2, it is immediate to check that the function w in (9.6) is well-defined* and |u| belongs

to L2 ([0, 00), L1 (T?)).

loc
Let ¢ € C(R? x [0,00)) be a Z2-periodic function in space and let us consider the

function ¢ : R? x [0,00) — R? given by

ei(y) := J(y — VP (y) (VP (). (9.40)

By Theorem 1.17 and the periodicity of ¢, ¢;(y) is Z2-periodic in the space variable. More-
over ¢ is compactly supported in time, and Proposition 9.6 implies that ¢ € WH1(R? x
[0,00)). So, by Lemma 9.5, each component of the function ¢;(y) is an admissible test
function for (9.10). For later use, we write down explicitly the derivatives of :

Opr(y) = —J[O VP ()t (VP/ (y) + J(y — VP (y)[0epe] (VE/ (y))+
+ J(y — VP W) (Vo) (VP (y)) - VP (y)),

Veoily) = J(Id = V2P (y)) ¢ (VP (y) + J(y — VP (1) @ (VT ¢ (VE (1) V2P (y)).
(9.41)

Taking into account that (VP;) 4 Zre = pZ12 and that [VP|(VP,(x)) = « almost every-
where, we can rewrite the boundary term in (9.10) as

/ co(y)poly) dy = / J(VPy(z) — x)o(x) dx = / JVpo(@)do(z) dz.  (9.42)
T2 T2 R?

In the same way, since v.(y) = J(y— VP (y)), we can use (9.41) to rewrite the other term
as

/Oo/ {8t(pt(y) +Veou(y) - Ut(y)}/?t(y) dy dt
o Jr

_ /0 h /T A= TOV P P@)dr(2) + T(VP(x) - 2001 (2)
+ J(VPi(z) — z) (Vo () - [0, VP|(VPy()))
+ J(Id — V2P} (VPi(z)))¢s(2)J(VPy(z) — )
+ J(VP(z) — 2) ® (VT<Z>t(x)V2Pt*(VPt(x)))J(VPt(x) - x)} dx dt

(9.43)

“Note that the composition of V?P; with VP, makes sense. Indeed, by the conditions (VP;)x. %o =
peLre K L2, if we change the value of V2 P} in a set of measure zero, also [V2P;](VP,) will change only
on a set of measure zero.
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which, taking into account the formula (9.6) for u, after rearranging the terms turns out
to be equal to

/Ooo /Tz{vat(x)(at¢t($)+ut(a:)-V¢t(a}))-l—(—th(x)—Jut(x))qbt(ﬂ:)} dr dt. (9.44)

Hence, combining (9.42), (9.43), (9.44), and (9.10), we obtain the validity of (9.7).
Now we prove (9.8). Given ¢ € C°(0, 00) and a Z2-periodic function 1) € C*°(R?), let
us consider the function ¢ : R? x [0,00) — R defined by

ei(y) = d(O)Y(VE(y)). (9.45)

As in the previous case, we have that ¢ is Z2-periodic in the space variable and ¢ €
WHL(T? x [0,00)), so we can use ¢ as a test function in (9.8). Then, identities analogous
to (9.41) yield

0= /0°° /EQ {0s04(y) + Vi (y) - ve(y)} pely) dy dt

:/OOO o' (t) [pzp(x)dxdt—i—/ooo 0] AQ{Vw(:c)-(?NPt*(VB(w))

+ VT (2) V2P (VP (2)) J (VP (z) — :c)} dz dt
= /00 o(t) | Vi(z) - u(x)dzdt.
0 T2

Since ¢ is arbitrary we obtain
Vip(z) - u(x)de =0 for #1-ae. t > 0.
TQ

By a standard density argument it follows that the above equation holds outside a negli-
gible set of times independent of the test function v, thus proving (9.8). O

9.3 Existence of a regular lagrangian flow for the semi-
geostrophic velocity

We recall the notion of regular lagrangian flow of a Borel vector field on the 2-dimensional
torus, introduced in Definition 1.4 in R%; as observed in Section 1.1, this definition does
not require any regularity of b and, by Fubini’s theorem, it does not depend on the choice
of the representative of b in the Lebesgue equivalence class.

Definition 9.11. Given a Borel, locally integrable vector field b : T? x (0,00) — R2, we
say that a Borel function X : T? x [0,00) — T? is a regular lagrangian flow associated to
b if the following two conditions are satisfied.
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(i) For almost every x € T? the map t — X (-,z) is locally absolutely continuous in
[0,00) and

X(t,x)=z+ /Ot bs(X (s,z))dr VYt e [0,00). (9.46)

(ii) For every t € [0,00) it holds X (t, )4 %12 < C.Zr2, with C' € [0, 00) independent of
t.

A particular class of regular lagrangian flows is the collection of the measure-preserving
ones, where (ii) is strengthened to

X (t, ) pLr2 = L2 vt > 0.

We show existence of a measure-preserving regular lagrangian flow associated to the vector
field u defined by

wi(z) = [0,V P (VP(z) + [V2PF|(VP(2)) ] (VPi(2) — ), (9.47)

where P, and P are as in Theorem 9.2. Recall also that, under these assumptions,
ful € L%, (0, 00), L1 (T?)).

Existence for a weaker notion of Lagrangian flow of the semigeostrophic equations
was proved by Cullen and Feldman, see [CuFe, Definition 2.4], but since at that time
the results of [DF1] were not available the velocity could not be defined, not even as a
function. Hence, they had to adopt a more indirect definition. We shall prove indeed that
their flow is a flow according to Definition 9.11. We discuss the uniqueness issue in the

last section.

Theorem 9.12. Let us assume that the hypotheses of Theorem 9.2 are satisfied, and let
P, and Py be the convex functions such that

(VP)y L2 = pr L2, (VP )ypeLre = ZLro.

Then, for w; given by (9.47) there exists a measure-preserving reqular lagrangian flow X
associated to ui. Moreover X is invertible in the sense that for all t > 0 there exist
Borel maps X 1(t,-) such that X 1(t, X (t,x)) =z and X (t, X "L(t,2)) = = for L?-a.e.
r € T2

Proof. Let us consider the velocity field in the dual variables v.(z) = J(z — VFP}(x)).
Since P} is convex, v; € BV(T?;R?) uniformly in time (actually, by Theorem 1.18(ii)
v; € WH(T?;R?)). Moreover v; is divergence-free. Hence, by the theory of regular
lagrangian flows associated to BV vector fields of Theorem 1.5 (notice that, since we are
on the torus, no growth conditions are required and trajectories cannot blow up), there
exists a unique measure-preserving regular lagrangian flow Y : T? x [0, o0) — T2 associated
to v.
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We now define (see also Figure 9.1)°
X(t,z) = VP (Y (t,VFP(x))). (9.48)

The validity of property (b) in Definition 9.11 and the invertibility of X follow from the
same arguments of [CuFe, Propositions 2.14 and 2.17]. Hence we only have to show that
property (a) in Definition 9.11 holds.

Let us define Q" := B % ¢™, where B is a Sobolev and uniformly continuous extension
of VP* to T? x R, and 0" is a standard family of mollifiers in T? x R. It is well known
that Q™ — V P* locally uniformly and in the strong topology of Wlicl (T2 x [0, 00)). Thus,
using the measure-preserving property of Y (¢,-), for all T > 0 we get

T
o=t [ [ {iQr- v+ aQr - av e+ 1vQr - V2 fdya
T 0

n—oo

n—oo

T
= Jim [ [ {@rv ) - VR @)+ BRI ) - DY EIY ()
T2 Jo
+IVQUIY (t2) = V2RV (1)) | da d.
Up to a (not re-labeled) subsequence the previous convergence is pointwise in space,
namely, for almost every x € T?,

T

lim {|Q?(Y(tvx))_vpt*(Y(tam))’ + [[0:QF1(Y (¢, 2)) — [0 V(Y (£, 2))]

n—oo 0

(9.49)
+{[VQII(Y (t,2)) — V2P (Y (1, fﬂ))l} dt = 0.

Hence, since Y is a regular lagrangian flow and by assumption
(VPy) L2 < L2,

for almost every y we have that (9.49) holds at = VPy(y), and the function ¢t — Y (¢, z)
is absolutely continuous on [0, T, with derivative given by

%Y(t, ) = vi(Y(t2)) = J(Y(t,2) — VP (Y (t,2)  for Llace. te[0,T].

Let us fix such an y. Since Q" is smooth, the function Q7 (Y (¢, z)) is absolutely continuous
in [0,7] and its time derivative is given by

%(Q?(Y(tv x))) = [0:QF1(Y (t, 2)) + [VQII(Y (£, 2)) J(Y (t,2) — VP (Y (£, 2))).

®Observe that the definition of X makes sense. Indeed, by Theorem 1.18(i), both maps VP, and VP
are Holder continuous in space. Morever, by the weak continuity in time of ¢ — p; (Theorem 9.4(ii)) and
the stability results for Alexandrov solutions of Monge-Ampeére, VP* is continuous both in space and time.
Finally, since (VPy)x-%re < L2, if we change the value of Y in a set of measure zero, also X will change
only on a set of measure zero.
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Hence, since J(Y (t,x) — VP (Y (t,2))) = v+(Y (¢,x)) is uniformly bounded, from (9.49)
we get

lim i( F(Y (t,2)) = [0 VEY (t2) + [VE(Y (t,2)) (Y (t,2) = VB (Y (t,2)))

=awy(y)  in LY(0,T).
(9.50)

Recalling that

lim QMY (t,z)) = VP (Y (t,z)) = X(t,y)  Vtel[0,T],

n—o0

we infer that X (¢,y) is absolutely continuous in [0,7] (being the limit in W11(0,T) of
absolutely continuous maps). Moreover, by taking the limit as n — oo in the identity

Q¥ (1) = QY (0.0) + [ L@V (s.0) s,
thanks to (9.50) we get
X(ty) = X(0,9) + /O w,(y) ds. (9.51)

To obtain (9.46) we only need to show that w:(y) = u:(X (¢,y)), which follows at once
from (9.47), (9.48), and (9.50). O
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