Nonsmooth differential geometry

An approach tailored for spaces with Ricci curvature bounded from below
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We discuss in which sense general metric measure spaces possess a first order
differential structure. Building on this, we then see that on spaces with Ricci cur-
vature bounded from below a second order calculus can be developed, permitting

to define Hessian, covariant/exterior derivatives and Ricci curvature.
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Introduction

Aim and key ideas

The first problem one encounters when studying metric measure spaces is the lack of all
the vocabulary available in the smooth setting which allows to ‘run the necessary computa-
tions’. This issue is felt as particularly strong in considering structures carrying geometric
information like Alexandrov or RCD spaces: here to make any serious use of the curvature
assumption, which is of second order in nature, one needs sophisticate calculus tools.

In the context of Alexandrov spaces with curvature bounded from below, this problem is
addressed mainly using the concavity properties of the distance function which come with
the definition of the spaces themselves. This regularity information is sufficient to create the
basis of non-trivial second order calculus, for instance allowing to state and prove second
order differentiation formulas. We refer to the work in progress [2] for an overview on the
topic.

Things are harder and less understood in the more general setting of spaces with Ricci
curvature bounded from below, where even basic questions like ‘what is a tangent vector?’
do not have a clear answer.

The aim of this paper, which continues the analysis done in [30], is to make a proposal in
this direction by showing that every metric measure space possesses a first order differential
structure and that a second order one arises when a lower Ricci bound is imposed. Our
constructions are analytic in nature, in the sense that they provide tools to make computations
on metric measure spaces, without having an a priori relation with their geometry. For
instance, our definition of ‘tangent space’ has nothing to do with pointed-measured-Gromov-
Hausdorff limits of rescaled spaces, and the two notions can have little in common on irregular
spaces.



The expectation/hope is then that with these tools one can obtain new information about
the shape, in a broad sense, of RCD spaces. This part of the plan is not pursued in this paper,
which therefore is by nature incomplete. Still, we believe there are reasons to be optimistic
about applications of the language we propose, because:

i)

ii)

The constructions made here are compatible with all the analytic tools developed so
far for the study of RCD spaces, which in turn already produced non-trivial geometric
consequences like the Abresch-Gromoll inequality [35], the splitting theorem [31], the
maximal diameter theorem [38] and rectifiability results [42].

The picture which emerges is coherent and quite complete, in the sense that most of the
basic differential operators appearing in the smooth context of Riemannian manifolds
have a counterpart in the non-smooth setting possessing the expected properties. In
particular, we shall provide the notions of Hessian, covariant and exterior differentiation,
connection and Hodge Laplacian and a first glance on the Ricci curvature tensor.

Our constructions are based on 3 pillars:

1)

The concept of L>°(m)-module, introduced in this context by Weaver in [58], who in turn
was inspired by the papers [50], [51] of Sauvageot dealing with the setting of Dirichlet
forms. Such concept allows to give an answer to the question

what is a (co)tangent vector field?

the answer being
an element of the (co)tangent module.

Shortly said, an L>°(m) module is a Banach space whose elements can be multiplied by
functions in L*°(m). The analogy with the smooth case is in the fact that the space
of smooth sections of a vector bundle on a smooth manifold M can be satisfactorily
described via its structure as module over the space C°>°(M) of smooth functions on M.
Replacing the smoothness assumption with an integrability condition we see that the
space of, say, LP sections of a normed vector bundle on M can be described as module
over the space of L* functions on M.

We shall therefore adopt this point of view and declare that tensor fields on a metric
measure space (M, d, m) are L (m)-modules. Notice that this implies that tensors will
never be defined pointwise, but only given m-almost everywhere, in a sense.

As said, the idea of using L®°(m)-modules to provide an abstract definition of vector
fields in non-smooth setting has been proposed by Weaver in [58]. Here we modify and
adapt his approach to tailor it to our needs. Technicalities apart, the biggest difference
is that we base our constructions on Sobolev functions, whereas in [58] Lipschitz ones
have been used.

The self-improving properties of Bochner inequality as obtained by Bakry [17] in the
context of abstract I's-calculus and adapted by Savaré [52] in the one of RCD spaces. A
refinement of these estimates will allow to pass from
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which in the weak form is already known ([34], [12]) to be valid on RCD(K, c0) spaces,

to
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which is key to get an L? control on the Hessian of functions and will be - in the more
general form written for vector fields - the basis of all the second-order estimates in the
non-smooth setting.

A > |Hess(f) |2 + (V[, VAS) + K|V f|?,

Some of the arguments that we use also appeared in the recent paper of Sturm [54]:
there the setting is technically simpler but also covers finite dimensional situations, a
framework which we will not analyze.

The link between ‘horizontal and vertical derivatives’, i.e. between Lagrangian and
Eulerian calculus, i.e. between W5 and L? analysis. In the context of smooth Finsler
manifolds this amounts to the simple identity

_ 2 2
LS00~ fO0) _ 1Al + I +[dgl
t—0 t e—0 2e

(0), provided vy = Vg(70),

which relates the ‘horizontal’ derivative lim;_.q M of f, so called because the
perturbation is at the level of the independent variable, to the ‘vertical’ derivative
lim._,0 W(%) of |dg|?, so called because here perturbation is on the depen-
dent variable (in using this terminology we are imagining the graphs of the functions
drawn in the ‘Cartesian plane’).

It has been first realized in [12] and then better understood in [30] that the same
identity can be stated and proved in the non-smooth setting, this being a crucial fact in
the development of a differential calculus on metric measure spaces suitable to obtain
geometric information on the spaces themselves.

In this paper we shall see the effects of this principle mainly via the fact that ‘distribu-
tional solutions’ of the continuity equation

%Nt + V- (Xyu) =0, (0.0.1)
completely characterize Wa-absolutely continuous curves of measures provided one as-
sumes that gy < Cm for every t € [0,1] and some C' > 0, in analogy with the result
valid in the Euclidean space [8]. This means that for a Wa-absolutely continuous curve
(ue) with gy < Cm there are vector fields X; such that for every Sobolev function f the
first order differentiation formula

(i/fdut = /df(Xt)th, a.e. t €[0,1],

holds, see Theorem 2.3.24 for the rigorous statement and notice that this is in fact a
reformulation of the result proved in [32] in the language developed here.

Then we further push in this direction by providing a second-order analogous of the
above. As said, the crucial inequality on the Hessian is obtained via tools related to
Dirichlet forms, which are ‘vertical” in nature as tied to the structure of the space L?(m),
where distances between functions are measured ‘vertically’. It is then natural to ask



if such notion controls the ‘horizontal’ displacement of a functions, which amounts to
ask whether we can compute the second derivative of ¢ — [ fdu for a given function
f € W22(M) and Wh-absolutely continuous curve (1) satisfying appropriate regularity
assumptions.

The answer is positive and the expected formula

dt2 /fd,l,tt /HeSS(f)(Xt, Xt) + <vfa 8t)(t> + <vXtXta vf> d:utu

holds, see Theorem 3.4.12 for the precise formulation.

Overview of the content

Fix a metric measure space (M, d, m) which is complete, separable and equipped with a non-
negative Radon measure.

The crucial object in our analysis is the notion of L*(m)-module and in particular of
LP(m)-normed module, which in this introduction we consider for the case p = 2 only.

An L?(m)-normed module is the structure (A, || - ||.z,-,| - |) where: (A, -|.x) is a
Banach space, - is a multiplication of elements of .# with L°°(m) functions satisfying

flgv) = (fg)v and lv=v for every frge L>®(m),ve A,

where 1 is the function identically equal to 1, and |- | : .# — L?(m) is the ‘pointwise norm’,
i.e. a map assigning to every v € .# a non-negative function in L?(m) such that

[oll. = o[l 2 m)

ol = flo], meae for every f € L>(m) and v € A,

so that in particular we have
[ fvll.e < I fllzeemyllvllz for every f € L>(m) and v € .

The basic example of L?(m)-normed module is the space of L? (co)vector fields on a Rie-
mannian/Finslerian manifold: here the norm || - || is the L? norm and the multiplication
with an L*° function and the pointwise norm are defined in the obvious way.

The job that the notion of L?(m)-normed module does is to revert this procedure and give
the possibility of speaking about L? sections of a vector bundle without really having the
bundle.

This fact is of help when trying to build a differential structure on metric measure spaces,
because it relieves from the duty of defining a tangent space at every, or almost every, point,
allowing one to concentrate on the definition of L? (co)vector field.

To present the construction, we briefly recall the definition of the Sobolev class S?(M).
One says that a probability measure w € Z(C([0,1],M)) is a test plan provided there is
C(w) > 0 such that (e;).m < C(m)m for every ¢ € [0,1] and ffol 4|2 dtdmr (y) < oo, where
e; : C([0,1],M) — M is the evaluation map defined by e;(y) := 7 and |¥| is the metric speed
of the curve. Then a Borel function f : M — R is said to belong to S?(M) provided there is
a non-negative G' € L?(m) such that

/‘f 1) — f(v0)| dm(y / G () 3| dt dme (), V7 test plan.



It turns out that for functions in S?(M) there is a minimal G in the m-a.e. sense satisfying
the above: we shall denote such minimal function as |Df|. Notice that for the moment the
notation is purely formal as we didn’t define yet who is the differential of f, so that at this
stage |Df| is not the modulus of something. The basic calculus rules for |Df| are:

IDf| =0, m-a.e.on {f =0} Vf € S?(M),
ID(go f)l = ¢l o fIDSI, vfeS*(M), p € C'(R),
ID(f9)| < |f1[Dgl + lgl[Df], Vf,g € S*NL*(M).

The idea to define the cotangent module is then to pretend that it exists and that for each
f € S2(M) and Borel set E C M the abstract object Xgdf is an element of such module. The
definition then comes via explicit construction. We introduce the set ‘Pre-cotangent module’
Pcm as

Pcem := {{(fz, Ai)}bien ¢ (Ai)ien is a Borel partition of M,

fi € S(M) Vi € N, and Z/ Dff?dm < oo}

€N

and an equivalence relation on it via
{(fi, Ai) Yien ~ {(95, Bj) }jen provided ID(fi—g;)| =0, m-a.e.on A;NB;Vi,jeN.

Denoting by [(fi, A;)] the equivalence class of {(f;, A;) }ien, the operations of addition, multi-
plication by a scalar and by a simple function (i.e. taking only a finite number of values) and
the one of taking the pointwise norm can be introduced as

[(fi, A)] + [(95, By)] := [(fi + g5, Ai 0 Bj)]
M(fis Ai)] = [\ A9)]
(ZaJxB) (fir A0)] := (0 fi, Ai O By)],

fu | —ZXA |sz

and it is not difficult to see that these are continuous on Pcm/ ~ w.r.t. the norm |[|[f;, A]|| :=
\/ J1(fi, Ai)]|? dm and the L°°(m)-norm on the space of simple functions. Thus they all can

be contlnuously extended to the completion of (Pcm/ ~, | - ||): we shall call such completion
together with these operation the cotangent module and denote it by L?(T*M). When ap-
plied to a smooth Riemannian/Finslerian manifold, this abstract construction is canonically
identifiable with the space of L? sections of the cotangent bundle 7*M, whence the notation
chosen.

Given a Sobolev function f € S?(M), its differential df is a well defined element of
L?(T*M), its definition being

df = [(f, M)],

and from the properties of Sobolev functions one can verify that the differential is a closed
operator. Directly from the definition we see that |df| = |Df| m-a.e., and with little work



one can check that the calculus rules for |Df| can be improved to:

df =0, m-a.e. on {f =0} Vf € S*(M),
d(po f) = ¢ o fdf, VfeS*(M), ¢ € CH(R),
d(fg) = fdg + gdf, Vf, g €S*NLXM),

where thanks to the L*>°-module structure the chain and Leibniz rules both make sense and
the locality condition is interpreted as X;;—pydf = 0.

Once the notion of cotangent module is given, the tangent module L?(TM) can be intro-
duced by duality: it is the space of linear continuous maps L : L%(T*M) — L'(m) satisfying

L(fw) = fL(w),  Vw e L*T*M), f € L>®(m),

and it is not hard to see that it carries a canonical structure of L?(m)-normed module as well,
so that in particular for any vector field X, i.e. every element of the tangent module L?(TM),
the pointwise norm | X| is a well defined function in L?(m).

Based on these grounds, a general first-order differential theory can be developed on arbi-
trary metric measure spaces. Properties worth of notice are:

- In the smooth setting, for every smooth curve v the tangent vector v, is well defined
for any t and its norm coincides with the metric speed of the curve.

Similarly, in the context of metric measure spaces for any given test plan 7w we have
that for a.e. t € [0,1] and m-a.e. v the tangent vector v, is well defined and its norm
coincides with the metric speed |¥| of the curve v at time ¢ (Theorem 2.3.18).

The rigorous meaning of this statement is given via the notion of pullback of a module
(Section 1.6).

- (co)vector fields are transformed via ‘regular’ maps between metric measure spaces as
in the smooth setting, i.e. we can speak of pullback of forms and these regular maps
possess a differential acting on vector fields (Section 2.4).

Here the relevant notion of regularity for a map ¢ from (Mg, d2, m2) to (My,dy, my) is
to be Lipschitz and such that p,mo < Cmy for some C' > 0. We will call maps of this
kind of bounded deformation.

- The gradient of a Sobolev function is in general not uniquely defined and even if so it
might not linearly depend on the function, as it happens on smooth Finsler manifolds.
Spaces where the gradient V f € L2(TM) of a Sobolev function f € S?(M) is unique and
linearly depends on f are those which, from the Sobolev calculus point of view, resemble
Riemannian manifolds among the more general Finsler ones and can be characterized
as those for which the energy E : L?(m) — [0, +0c0] defined as

;/\Dflzdm, if f e S%2(M),

00, otherwise.

E(f) =

is a Dirichlet form. Following the terminology introduced in [30] we shall call these
spaces infinitesimally Hilbertian. On such spaces, the tangent module (and similarly
the cotangent one) is, when seen as Banach space, an Hilbert space and its pointwise



norm satisfies a pointwise parallelogram identity. Thus by polarization it induces a
pointwise scalar product

L*(TM) > X, Y > (X,Y) € LY(m),

which we might think of as the ‘metric tensor’ on our space. It can then be verified that
for f,g € L?> N'S2(M) the scalar product (V f, Vg) coincides with the Carré du champ
I'(f,g) induced by the Dirichlet form E.

With the basis provided by the general first order theory, we can then study the second
order differential structure of RCD(K, c0) spaces. Recall that these structures, intro-
duced in [12] (see also the axiomatization given in [7]), are given by infinitesimally Hilbertian
spaces on which a curvature condition is imposed in the sense of Lott-Sturm-Villani ([40] and
[53]).

To the best of our knowledge, attempts to define higher order Sobolev spaces on metric
measure spaces have been done only in [39] and [1]. Our approach is structurally different from
the one of these references, being intrinsically based on the RCD condition, an assumptions
which was not present in [39] and [1].

To begin with, consider the following 3 formulas valid in a smooth Riemannian manifold:

2Hess(f)(Vag1,Vg2) = (V(Vf, V1), Vg2) + (V(V [, Vg2),Va1) — (Vf,V(Vg1,Vg2)),
(Vvg X, V1) = (V(X, V1), Vga) — Hess(g2)(Vg1, X),
dw(Xl, Xg) = Xl(w(XQ)) — XQ(w(Xl)) — w(VXY — VyX)
(0.0.2)

The first completely characterizes the Hessian of the function f in terms of the scalar
product of gradients only, the second the Levi-Civita connection in terms of the Hessian and
the scalar product of gradients and analogously the third the exterior differentiation of a 1-
form (a similar formula being valid for k-forms) via previously defined objects. Thus one can
use them to actually define the Hessian and the covariant/exterior derivative. For instance,
one could use the first above to define the Sobolev space W22(M) on a smooth Riemannian
manifold M by declaring that a function f € W1H2(M) is in W22(M) if there is a (0, 2)-tensor
field Hess(f) in L? such that for any g1, go, h € C°(M) it holds

2 / hHess(f)(Vg1, Vgz) dm

- / (V£ V) div(hVg2) — (Vf,Vg2) div(h¥ar) — h(Vf,V(Vgy, Vga) ) dm.
(0.0.3)

The integration by parts here is useful to have a right hand side where only the first order
derivative of f appears and the multiplication by the smooth function A to ensure that the
integrated identity is still sufficient to recover the pointwise value of the Hessian. It is then
easy to see that this notion coincides with the one given via the use of charts.

On RCD(K, 00) spaces, as in every metric measure structure, the space W12(M) is defined
as L2 N'S?(M) and is equipped with the norm HfH%Vm(M) = HfH%Q(m) + H]Df\H%Q(m). Given
that RCD(K, co) spaces are infinitesimally Hilbertian, gradients of Sobolev functions are well



defined and so is their pointwise scalar product. Thus we can adopt the approach just de-
scribed to define W22(M). There are 2 things to do to ensure that this provides a meaningful
definition:

1) To explain what it is a (0, 2)-tensor field in L?’

2) To ensure that there are sufficiently many ‘test functions’ g, g2, h for which the right
hand side of (0.0.3) makes sense so that this formula really identifies the object Hess(f).
The term difficult to handle is V(Vgi, Vga) as it requires a Sobolev regularity for

(Vg1,Vga).

Getting this two points would allow to provide the definition of W22(M), but such definition
would be empty unless we

3) Prove that there are many W%2(M) functions.

We briefly see how to handle these issues. Point (1) is addressed via the general construction
of tensor product of Hilbert modules, so that the Hessian will be an element of the
tensor product L2((T*)®?M) of the cotangent module L?(T*M) with itself. The concept
captured by this notion is the following: the tensor product of the module of L? covector
fields on a Riemannian manifold with itself is the space of L? (0,2)-tensors on the manifold,
the pointwise norm being the Hilbert-Schmidt one. The choice of the Hilbert-Schmidt norm
in the construction is motived by the fact that this is the norm of the Hessian appearing in
Bochner inequality, so that ultimately this is the kind of norm of the Hessian for which we
will gain a control.

As for the cotangent module L?(T*M), the definition of the tensor product L2((T*)®?M)
comes via explicit construction.  We firstly introduce the algebraic tensor product
L3(T*M) ®?i§ L3(T*M) of L?(T*M) with itself as L>°(m) module, so that this is the space
of formal finite sums of objects of the kind w; ® wy with wy,ws € L2(T*M) having the
standard bilinearity property and satisfying f(wi; ® we) = (fw1) ® wa = w1 @ (fwz). On
L?(T*M) ®%},§ L?(T*M) we then define a bilinear form : with values in L°(m) (i.e. the space
of Borel real valued functions equipped with the topology of m-a.e. convergence) by putting

(w1 ®ws) & (W1 ® W) := (w1, w1)(wa,D2), Vw1, ws, w1, 09 € L2(T*M),

and extending it by bilinearity. Then the space L?((T*)®?M) is defined as the completion of

the space of A’s in L?(T*M) ®ﬁl§ L?(T*M) such that A : A € L'(m) equipped with the norm

[ All L2(ryo2my = 4/ [ A: Adm. Tt is not hard to check that L*((T*)®?M) has a canonical

structure of L?(m)-normed module, see Section 1.5 for the details and notice that although the
description we gave here is slightly different from the one given there, the two constructions
are in fact canonically equivalent.

In handling point (2) we see for the first time the necessity of working on spaces with Ricci
curvature bounded from below, as on arbitrary spaces it is unclear whether there are non-
constant functions g € S?(M) such that |[Vg|? € S?2(M). In presence of a lower Ricci curvature
bound, instead, such regularity is ensured for bounded Lipschitz functions in W2(M) whose
Laplacian is also in W12(M). This is due to a Caccioppoli-type inequality firstly observed in
this setting by Bakry [17] and proved in the generality we are now by Savaré [52]. Formally,
the idea is to multiply by |Vg|? the two sides of Bochner inequality

[Vgl|?
2

ARIL > (v, VAg) + K|V, (0.0.4)



integrate and then integrate by parts the left hand side to obtain the estimate
[ 119922 dm < 21i5%(g) [ 1V4lITAg| + K|Vl dm,

which grants the required Sobolev regularity for |Vg|? provided the right hand side is finite.
Since by regularization via the heat flow it is easy to produce functions g for which indeed
the above right hand side is finite, we have at disposal a large class of test functions.

Point (3) is the technically most delicate. Here again the deep reason which ensures the
existence of many W%2(M) is the Bochner inequality: in the smooth setting we have

Aw > |Hess(f)|%< + (Vf, VAS) + K|V f|? (0.0.5)
9 = HS ’ ’ o

which in particular after integration gives

/\Hess(f) 2 dm < /(Af)2 — K|V £|?dm,

for, say, smooth and compactly supported functions. Recalling that RCD(K, co) spaces come
with the Bochner inequality stated as (a proper reformulation that handles the lack of smooth-
ness of) inequality (0.0.4) (see [34] and [12]), the question is whether it can be improved to
inequality (0.0.5). As mentioned in the previous section the answer is positive and comes
building on top of some intuitions of Bakry [17] adapted by Savaré [52] to the non-smooth
setting. Very shortly said, the basic strategy is to write inequality (0.0.4) for f which is an
appropriate polynomial function of other test functions and then optimizing in the coefficients
of the chosen polynomial. See Section 3.3.2 for the details.

Having clarified these three points, we have at disposal the space W22(M), which is a dense
subset of W12(M), and for each f € W2?2(M) a well defined Hessian Hess(f) € L?((T*)®?M).
It is then possible to establish the expected calculus rules

Hess(fg) = gHess(f) + fHess(g) + df ® dg + dg @ df,
Hess(p o f) = ¢’ o fHess(f) +¢" o fdf @ df,
d(Vf,Vg) = Hess(f)(Vy,-) + Hess(g)(V f,),

in a reasonable generality, see Section 3.3.3.

In a similar way, we can use the second formula in (0.0.2) to introduce Sobolev vector
fields and their covariant derivative. We remark that while for functions there are several
possible notions of regularity (continuity, Holder/Lipschitz estimates, Sobolev regularity etc.),
for vector fields Sobolev regularity is the only we have at disposal.

Thus we say that a vector field X € L?(TM) belongs to the Sobolev space Wé’Q(TM)
provided there is an element VX, called covariant derivative of X, of the tensor product
L?(T®2M) of the tangent module L?(TM) with itself such that for every g1, g2, h test functions
as before we have

/ WX : (Vgr ® Vgo) dm = / (X, V) div(hVg1) — hHess(g2)(X, V1) dm.

Starting from the results for W22(M), it will then be not hard to see that Wé’Q(TM) is a dense
subspace of L?(TM) and that the basic calculus rules that identify VX as the Levi-Civita

10



connection hold, under the natural regularity assumptions, in this setting. See Sections 3.4.1
and 3.4.2.

Having clarified what are Sobolev vector fields, the second order differentiation for-
mula comes out quite easily by iterating the first order one, see Theorem 3.4.12 for the
rigorous statement and the proof.

Another construction which comes more or less for free from the language developed so far
is that of connection Laplacian: imitating the definition of diffusion operator induced by
a Dirichlet form, we can say that a vector field X € Wé’2(T M) has a connection Laplacian
provided there is Y € L?(TM) such that

/<Y, Z)dm = —/VX :VZdm,  VZe WLA(TM),

and in this case we put A¢X := Y. Then the heat flow of vector fields can be introduced and
studied as well, see Section 3.4.4 for the details and notice that in fact the definition of A¢
that we shall adopt is, for technical reasons, slightly different than the one presented here.

The very same ideas and the last formula in (0.0.2) - and its analogous for k-forms - allow
to introduce the space of Sobolev differential forms and their exterior differential.
Then the codifferential § can be introduced as the adjoint of the exterior differential d and
the Hodge Laplacian Ay along the same lines used for the connection Laplacian replacing the
‘connection energy’ X +— % JIvVX |2dm with the ‘Hodge energy’ given by

1
w — 2/|dw|2 + |6w|? dm,

see Sections 3.5.1, 3.5.2 for the precise definitions. The nature of our approach grants that the
exterior differential is a closed operator, which together with the identity d2 = 0 allows for a
reasonable definition of the de Rham cohomology groups. It should be noticed, however,
that here the space of Sobolev forms is not known to be compactly embedded in the one of L?
forms, a fact that creates some issues when trying to produce the Mayer-Vietoris sequence,
see Remark 3.5.10. A similar issue occurs in searching for a form of the Hodge decomposition
theorem: compare Theorem 3.5.15 with the classical decomposition of L? forms available in
the smooth setting. As Kapovitch pointed out to me, examples by Anderson and Perelman -
see [44] - show that it is unreasonable to expect the compact embedding of Sobolev k-forms
to be present in the setting of RCD(K, N) spaces for arbitrary k € N.

With all this machinery at disposal we will then be able to define the Ricci curvature.
The starting point here is that for vector fields of the kind X = 3" ¢;V f; where f;, g; are test
functions as discussed before, we have that:

- the function | X|? admits a measure valued distributional Laplacian A|X|?,
- X belongs to Wé’Q(TM) and thus it has a covariant derivative,
- up to identifying vector and covector fields, X is in the domain of the Hodge Laplacian.

Thus for such X all the terms appearing in Bochner identity are well defined except for
the Ricci curvature. We can therefore define the Ricci curvature as the object realizing the
identity in Bochner’s formula, i.e. as the measure Ric(X, X) given by

X 2
Ric(X, X) := A’Q‘ + ((X, ApX) — [VX[ig)m.

11



It turns out that the so-defined Ricci curvature can be continuously extended to more general
vector fields possessing a certain amount of Sobolev regularity and that the same kind of
estimates that produced the Bochner inequality (0.0.5) give the expected bound

Ric(X, X) > K|X |*m,

on our RCD(K, o0) space.

Some open problems

As we show through the text, the objects we define have many of the properties one expects
by the analogy with the smooth world. Still, in order to consider the theory to be reasonably
satisfactory, a number of open problems remain to be settled. We collect here the key ones
with some informal comments, others, more technical in nature, are highlighted in the body
of the work.

A first basic problem concerns the link between the abstract definition of tangent module and
the more geometric notion of tangent space as introduced by Gromov:

Is it true that on RCD*(K, N) spaces there is a (canonical?) isometry between
the tangent module and the collection of pmGH limits of the rescaled space?

In fact, the positive answer to this question might be not far away: in the recent work [42]
Mondino-Naber built, for every ¢ > 0, a countable collection (E;) of Borel subsets of M and
of biLipschitz maps ¢; from F; to R™ such that the Lipschitz constants of both ; and its
inverse are bounded above by 1 + ¢ for every 4. If one could also prove that the measures
(cpi)*m’ B, e close to L™ | (B in the total variation distance, which according to the authors
should be achievable with minor modifications of their arguments, then the properties of the
pullback of 1-forms as given in Proposition 2.4.3 would immediately give the conclusion.

Another question concerning the structure of the tangent module is:

On RCD*(K, N) spaces, is the dimension of the tangent module constant through
the space?

By analogy with the Ricci-limit case and from the paper [23] of Colding-Naber one expects
the answer to be positive, but with the current technology the replication of the arguments
in [23] in the non-smooth setting still presents some difficulties.

Alternatively, the constant dimension of the tangent space might be proven by positively
answering to:

Can we give a definition of parallel transport along a Ws-geodesic made of mea-
sures with uniformly bounded density granting both existence and uniqueness?
What if geodesics are replaced by more general absolutely continuous curves?

Assuming that the isometry between the tangent module and pmGH limits of rescaled spaces
has been produced, an answer to this question would also shed new light on Petrunin’s
construction of parallel transport on Alexandrov spaces [45], for which as of today there is no
uniqueness result.

More generally:
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Can the framework proposed here be of any help in Alexandrov geometry? In
particular, is it possible to produce a ‘working definition’ of sectional curvature?

Still concerning Ws-geodesics, a very important problem in terms of applicability of the second
order calculus is:

Can we establish the second order differentiation formula along geodesics?

This crucial case is not covered by Theorem 3.4.12, due to the lack of regularity of geodesics
themselves.

On a different direction, we remark that all our definitions are intrinsic in nature, in the sense
that they do not rely on calculus in charts. While this is a key feature that allows for the
calculus to be developed, because it ties such calculus to the regularity of the space and not to
that of the charts that one is able to produce, it has as collateral effect that questions which
are trivially addressable in the classical context via a partition of the unit and reduction to
the Euclidean case, become unexpectedly difficult here. One of these is:

IsH=W?

By this we mean the following. In analogy with what happens in the classical framework,
when defining a Sobolev space we can either proceed via integration by parts, producing the
‘W’ version of the space, or by taking the closure of smooth objects w.r.t. the appropriate
Sobolev norm, this giving the ‘H’ space. By nature of the definitions we always have W D H,
but in no non-trivial case we are able to establish equality.

A topic which is not studied in this paper is the effect of the assumption of finite dimen-
sionality. In this direction, in recent paper [54] Sturm provided an abstract definition of
the ‘dimensional’ Ricci curvature tensor Ricy in the abstract setting of diffusion operators
satisfying a curvature-dimension condition. The smoothness assumptions done in [54] are
apparently too strong to be satisfied on RCD*(K, N), the question is thus:

Can we justify Sturm’s computations in the non-smooth setting of RCD*(K, N)
spaces?

Due to the nature of the arguments in [54] and given the technical tools provided by Savaré
in [52] and further refined here, the answer is expected to be affirmative, but details have to
be checked carefully.

Finally, a vaguely formulated problem is:
Better understand the Ricci curvature tensor.

In fact, it is not really clear if the object defined by Theorem 3.6.7 is truly a tensor nor which
are the minimal regularity on the vector fields X, Y in order for Ric(X,Y") to be well defined.
Some comments on this problem are collected at the end of Section 3.6.
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1 The machinery of LP(m)-normed modules

1.1 Assumptions and notation

We say that (M, A, m) is a o-finite measured space provided M is a set, A a o-algebra on it
and m a non-negative measure defined on A for which there is a countable family (F;) C A
such that M = U; E; and m(E;) < oo for every i € N.

We declare two sets A, B € A to be equivalent if m((A\ B) U (B \ A)) = 0 and we shall
denote by B(M) the set of all the equivalence classes. In what follows, abusing a bit the
notation, we shall refer to elements of B(M) as sets, thus identifying a measurable set with
its equivalence class. Notice that the operations of taking the complement and of countable
intersections/unions are well defined for sets in B(M). In this sense we shall say, for instance,
that a set A € B(M) is empty to mean that any representative of A has measure 0, or similarly
that A C B to intend that A\ B is empty.

Similarly, by ‘function’ on M with values on some measurable space we mean the equivalence
class w.r.t. m-a.e. equality of a measurable function on M.

In those occasions where the value of a function on a m-negligible set matters, we shall use
the barred notation f. Similarly, whenever we will have to deal with a precise representative
of a set, we shall use the barred notation A € A.

Notice that the o-finiteness ensures that

a collection € C B(M) stable by countable unions admits a unique maximal set, (1.1.1)

where maximal is intended w.r.t. inclusion. It is indeed sufficient to consider a maximizing
sequence (C,,) C C for

sup{zi:nm : BG@},

where (E,) C B(M) is a countable partition of M into measurable sets of finite and positive
measure, and to define C' := U,,C,, € C: it is easy to see that C' is the unique maximal set.

Given a set A € B(M) we denote by X4 € L (M, m) the characteristic function of A4, m-a.e.
defined by Xa(x) =1 for x € A and X4(z) = 0 for z € A°.

For brevity, we will indicate the spaces LP(M, m) simply by LP(m). We shall also make use
of the space of simple functions Sf(m) C L*°(m), i.e. the space of functions attaining only a
finite number of values.

We remind that if (f;);cr is any collection, not necessarily countable, of functions on M
with values in RU {£o0}, the essential supremum is defined as the minimal function f : M —
R U {£o0} such that f > f; m-a.e. for every i € I. It exists and is unique.

1.2 Basic definitions and properties

Here we introduce the basic concept of L>(m)-module and LP(m)-normed module. Through-
out all this section, (M, A, m) is a given fixed o-finite measured space.

We start with the following general definition:
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Definition 1.2.1 (L*°(m)-modules) An L*(m)-premodule is a Banach space (A, | - ||.#)
endowed with a bilinear map
LY(wm)x 4 — M,
(fa U) — f v,

satisfying
(fg)-v=17r-(g-v),

1-v=nu,
1S - vl < (1f Tzoe gy 0]z

for every v € A and f,g € L>°(m), where 1 € L>(m) is the function identically equal to 1.
An L (m)-module is an L (m)-premodule which further has the following two properties:

- Locality. For everyv € # and A, € B(M), n € N, we have

X4, -v=0, Vn e N = XUpenA, * v = 0. (1.2.1)

- Gluing. For every sequence (v,) C A and sequence (A,) C B(M) such that

n
XA;nA; ~Vi = XA;n4; "V, Vi, j €N, and lim HZXAZ.'WH//[/,<OO, (1.2.2)

n—oo ' £
=1

there exists v € M such that

n
XA, V=2Xa, v, VieN and vl < lim HZXAi'UiH,,///'

Given two L (m)-modules M1, M2, a map T : My — M is a module morphism provided it
is a bounded linear map from #\ to Mo viewed as Banach spaces and further satisfies the
locality condition

T(f-v)=f-T(v), Vv e A, fe L*(m).
The set of all module morphisms from My to Mo will be denoted by HoOM(. A, #3).

In the following we shall often omit the dot - when indicating the multiplication with functions,
keeping it only when we believe it clarifies the expression.

Notice that we stated the gluing property the way we did to point out the analogy with the
definition of sheaf, but in fact in our situation our ‘base sets’ are not open sets of a topology
but rather elements of a o- algebra. In particular, we can freely consider their difference
and thus up to replace the A,’s with A,, \ U;<,A;, when checking the gluing property we
can restrict the attention to sequences (A,) C B(M) made of disjoint sets: in this way the
compatibility condition Xa,n4; - vi = Xa,n4; - vj is automatically trivially satisfied.

The basic examples of L°>°(m)-modules are LP spaces and LP vector fields on a Riemannian
manifold:

Example 1.2.2 (L? spaces as L*°-modules) The Banach space LP(m) has a natural
structure of L°°(m)-module, the multiplication with a function in L°°(m) being just the
pointwise one. |
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Example 1.2.3 (L? vector fields as L> modules) Let M be a smooth Riemannian man-
ifold, vol its volume measure and p € [1,00]. Then the space of LP(vol) vector fields has a
natural structure of L>°(vol) module, the multiplication with an L (vol) function being again
the pointwise one. |

The following two simple examples show that both the locality and the gluing property can
fail in L°°-premodules:

Example 1.2.4 (Lack of locality) Let (M, A, m) be the interval [0, 1] equipped with the
Borel o-algebra and the Lebesgue measure. Use the Hahn-Banach theorem to find ¢ :
L*(m) — R linear, such that [((f)] < [[f|[feo(m) for every f € L*°(m) and £(f) = 1 on
functions f € L*°(m) such that 3¢ > 0 for which f(z) =1 for a.e. = € [0,¢].
Now let B # {0} be an arbitrary Banach space and define the bilinear map L>®(m)x B — B
as
L°°(m) x B > (f,v) — f-v:=Lf)v e B.

It is clear that this structure is a L®(m)-premodule. On the other hand, locality does not
hold. Indeed, let A, := [%, 1] and observe that ¢(X4,) = 0, so that X4, - v = 0, for every
n € N. Yet, £(Xy, An) = £(1) = 1 and therefore X, 4, - v = v for every v € B. [ |

Example 1.2.5 (Lack of gluing) Let ¢y be the classical Banach space of sequences of real
numbers converging to 0 equipped with the sup norm and consider M := N with the discrete o-
algebra and the counting measure m. Then L (m) consists of the space of bounded sequences
of real numbers and multiplication component by component endows ¢y with the structure of
a L*°(m)-premodule. Yet, gluing fails. Indeed, let A, := {n} and v, € ¢y be with the first n
terms equal to 1 and the rest equal to 0. It is clear that the ‘glued’ v should be the sequence
identically 1, which however is not in cgp. |

One of the main effects of the locality condition in the definition of L°°-module is that it
allows to define the set {v =0} € B(M) for a generic element v of an L*(m)-module .# .
To see in which sense, for v € .# and A € B(M)

we say that v = 0 m-a.e. on A provided X v =0

and in this case we also say that v is concentrated on A€. It is then easy to see that on an
arbitrary L°(m)-premodule if v = 0 m-a.e. on A;, ¢ = 1,...,n, then it is 0 on U, A;: just
notice that X v An = f Egil X4, for some f € L(m) to deduce that

N N N
oy a,vlle = [ (030 Xa )0 < 1o | 3o XA < 1Ay D a0l =0
n=1 ) n=1 ) n=1

The role of the locality condition is to extend this property to countable unions (which, as
Example 1.2.4 shows, may be not true on L>°(m)-premodules), indeed we can restate (1.2.1)
as:
v=0, m-ae.onA,, VneN = v=0, m-a.e.on U A,.
neN
Thus the simple property (1.1.1) ensures that there exists a unique maximal (w.r.t. inclusion)
set in B(M) on which v is 0: we shall denote this maximal set by {v = 0} and its complement

by {v # 0}.
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For v,w € .# we say that v = w m-a.e. on A provided v — w = 0 m-a.e. on A. Then the
sets {v = w},{v # w} € B(M) are well defined as {v —w = 0} and {v — w # 0} respectively.

A closed subspace A C .# which is stable w.r.t. multiplication with L°(m)-functions is
easily seen to be an L*(m)-premodule having the locality property. If it is also closed w.r.t.
the gluing operation, then it is an L°°(m)-module and we shall say that it is a submodule
of . 1t is readily verified that the kernel of a module morphism is always a submodule.

Given E € B(M), a simple example of submodule of .# is the space .# | of elements which
are 0 m-a.e. on F°.

Given a submodule .4 of the module .#, the quotient space .# /.4 has a natural structure
of L>°(m)-premodule with the locality property. Indeed, the norm

= inf
By o= int o+ wl.a

is well defined and complete, and the fact that for any v € .4, w € A and f € L>®(m) we
have f(v+ w) — fv € A4 shows that the definition f[v] := [fv] is well posed. It is then clear
that .# /A is an L*°(m)-premodule. To see that locality holds, notice that X 4[v] = 0 if and
only if X4v € 4" and consider v € .# and a sequence (A4,) C B(M) such that X4, [v] = 0 for
every n € N. Then v, := X4,v € A4 for every n € N and using the gluing property in .4
for the sequences (v,) C A" and (A4,) C B(M) we deduce the existence of v € .4 such that
X4, U = vy, for every n € N, which is the same as to say that X4, (v —v) = 0 for every n € N.
By the locality property in .# we conclude that X, 4, (v —v) = 0 which yields Xy, a,v € A,
i.e. Xu,a,[v] =0, as desired. In this generality it is not clear to us whether .# /.4 has the
gluing property, for a positive result under additional assumptions see Proposition 1.2.14.
Notice that the submodule .# 5 is canonically identifiable with the quotient module

aars

We claim that for two given L>°(m)-modules .#, 4", the set HOM(.#, .4") has a canonical
structure of L>°(m)-module. Indeed, given that .#, 4" are Banach spaces, HOM(.Z, /") is a
Banach space when endowed with the operator norm || T := sup,,. | ,<1 [|T(v)[|.s. Then the
fact that L°°(m) is a commutative ring ensures that for T € HoM(.#Z, /") and f € L>°(m)
the operator fT : .# — A defined by

(fT)(w) = f(T(v),  Vved,

is still a module morphism and is then clear that with this multiplication HoM(.Z,.4") is an
L*°(m)-premodule. To see that locality holds, let ' € Hom(4,.#") and (A,,) C B(M) such
that X 4,7 = 0 for every n € N. Then for given v € .# we have 0 = (X4, T)(v) = X4, (T (v))
for every n € N which, by the locality property in .4, yields Xy, 4,7 (v) = 0 and thus,
by the arbitrariness of v, that X, 4,7 = 0. For the gluing the argument is analogous: let
(T,) C Hom(A, /") and (Ap) C B(M) be such that Xa,na,T; = Xa;na,T; for every i,j € N
and || Y"1 xa,Ti|] < C for every n € N and some C' > 0. Pick v € .4 and use the gluing
property in .4 for the sequences (7, (v)) and (A,): since

n n
1> xaTiw)lly < 11D xaTilllvlle < Cllolla
=1 i=1

for every n € N, we get the existence of w € A4 with ||w|. 4y < C|v|., and such that
Xa,w = Xa,T;(v) for every i € N. Then define T'(v) := Xy, 4, w, notice that ||T(v)|| » <
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lw||.» < C||v||l.# and that the locality property in .4 grants that T'(v) is well defined, i.e. it
does not depend on the particular choice of w. It is then clear that the map v — T'(v) is a
module morphism with norm bounded above by C' such that X 4,7 = X4, T, for every n € N.

Recalling that L'(m) has a natural structure of L>(m)-module, we propose the following
definition:

Definition 1.2.6 (Dual module) Let .# be an L*°(m)-module. The dual module .4* is
defined as Hom(.# , L*(m)).

From a purely algebraic perspective it might be bizarre to define the dual of an L°°(m)-
module as the set of morphism from the module to L!(m), rather than to L>(m). The choice
is motivated by the following two simple facts:

Example 1.2.7 (The dual of LP(m) is L(m)) For p € [1,00] the dual module of LP(m)
can naturally be identified with L?(m), where %—i— % =1, in the sense that for every g € L9(m)
the map

Pm)sf o T(f)=fgeLi(m)
is a module morphism (this is trivial) and conversely for every T' € HoM(LP(m), L!(m)) there
exists g € L9(m) such that T'(f) = fg for every f € LP(m).

To see the latter, let for the moment p < oo and 7' € HoM(LP(m), L' (m)). Then the map
LP(m) > f— [y T(f)dm € R is bounded and linear and thus by the classical L? — L9 duality
we know that there exists a unique g € L9(m) such that [, 7(f)dm = [, fgdm. We claim
that 7'(f) = fg m-a.e. Being both T(f) and fg two functions in L'(m), to prove that they
are the same it is sufficient to prove that for any A € B(M) it holds [, T'(f)dm = [, fgdm,
which follows from

/AT(f)dm:/MXAT(f)dm:/MT(XAf)dm:/MXAfgdm:/Afgdm.

In the case p = oo just put g := T(1) € L*(m) and observe that
T(f)=T(f1) = fT(1) = fg,  VfeL*(m).

In particular, we see that the dual of L>(m) as L (m)-module, is precisely L'(m), in con-
trast with the difficult characterization of the dual of L>°(m) as Banach space. This is not
surprising, because while L>°(m) viewed as Banach space is in general infinite dimensional
and non-separable, the same space viewed as L>°(m) module has dimension 1, being every
function a multiple, in the sense of modules, of the constant function 1. |

Example 1.2.8 (HoM(LP(m), L>(m)) = {0} for p < o0) Let p < oo and assume there is
T : LP(m) — L°°(m) not zero. Then we can find E € B(M) with m(E) > 0, v € LP(m) and
numbers a,b > 0 such that |v| < a and |T'(v)| > b m-a.e. on E. Now let f € LP\ L>(m) be
non-negative and identically 0 on M\ E. For n € N put f,, := min{f,n} and notice that

ol = [ S0l dm < @1 flfy e Ve
and on the other side

|T(fav) Lo (my = 1 fnT (W)l oo (m) = [ fnllLoomb=mnb,  VneN.

These two inequalities show that 7" is not a bounded operator from LP(m) to L% (m), contra-
diction the assumption. |
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Given an L°°(m)-module .#, consider it as a Banach space and denote by .#’ its dual
Banach space. Integration provides a canonical map INT 4+ : A* — A’

given T € .#* we define INT 4+ (T) € A" as INT 4+ (T)(v) == / T(v)dm, Yv e .
M

It is obvious that INT 4+(T) is indeed an element of .Z’ satisfying ||INT_z«(T)||.» < [|T||.z+-
Actually, it is easily seen that INT ,« is norm preserving: for given T' € .#* and v € .# with
lvll.e <1, let f:=signT(v) € L*(m), v := fv and notice that from [|f[|zeom) < 1 we get
191z < ||v]l.x <1 and thus

IT@) ] 21gmy = / T(0)] dm = / ST (w) dm = / T(5) dm = INT. ¢+ (T)(3) < [INT. ¢ (T)]|a.

The claim then follows recalling that |||z« is defined as sup,.(.<1 |17(V)[| 1 (m)-
Hence .#* is isometrically embedded in .#’. As the example of L>(m) viewed as L (m)-
module shows, in general, such embedding is not surjective.

Definition 1.2.9 (Modules with full-dual) We say that the L>(m)-module 4 has full-
dual provided the map INT 4+ described above is surjective.

It is worth to underline that for a generic L>°(m)-module we are not able to ensure the
existence of a non-zero element of the dual, the problem being the lack of an analogous of
the Hahn-Banach theorem for modules. It is possible that this is due to a somehow incorrect
choice of the axiomatization of such generic structures. We chose to start our discussion with
the definition of L®°(m)-module only to provide a unifying framework, but in fact we shall
mostly work with LP(m)-normed modules, defined as follows.

Definition 1.2.10 (LP(m)-normed modules) Let .# be an L (m)-premodule and p €
[1,00]. We say that A is an LP(m)-normed premodule provided there exists a map | - | :
A — LP(m) with non-negative values such that

ol e m) = llvll.a,

ol = 1fllel, meae. (1.23)

for every v € A and f € L*>®(m). In this case we shall call | - | the pointwise LP(m)-norm,
or simply pointwise norm. LP(m)-normed premodules which are also L (m)-modules will be
called LP(m)-normed modules.

Notice that the simple inequality
o] = [wlllzo@m) < o = wlllom) = v —wlle, — Vo,we 4,
shows that the pointwise norm is a continuous map from .# to LP(m).

Example 1.2.11 Forgetting about measurability issues and identification m-a.e., we can
think to an LP(m)-normed module as follows. To each x € M is associated a Banach space
(Bz, || - ||l2) and we consider maps v associating to each x € M a vector v(z) € B, in such a
way that the LP(m)-norm of x — ||v(z)||, is finite. [
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In fact, the main idea behind the definition of LP(m)-normed modules is to make an abstract
version of the construction in this example which does not rely on the a priori given spaces
(Bz, || - |lz). Still, it is interesting to note that this informal procedure can always somehow
be reversed, so that appropriate Banach spaces (Bg, || - ||) really exist behind/can be built
from a given LP(m)-normed module: for results in this direction see [37], we shall detail the
argument only for the important class of Hilbert modules - see Definition 1.2.20, Proposition
1.2.21 and Theorem 1.4.11.

It is worth to point out a conceptual difference between the case of abstract LP(m)-normed
modules and Example 1.2.11: while in Example 1.2.11 elements of the module are defined
as equivalence classes w.r.t. m-a.e. equality of some objects which are truly defined at every
point z € M (much like elements of LP(m) are equivalence classes of functions), this is not
the case for a generic element of an LP(m)-normed module, which should rather be thought
of as something intrinsically defined only up to m-a.e. equality.

Moreover, even in the case where the Banach spaces (By, || - ||) exist, there is in general no
relation at all between B, and B, for z # 2/. In particular, there is no metric/topology on
U, B, which means that it makes no sense to speak about, say, Lebesgue points of an element
of an LP(m)-normed module.

With that said, we turn to the study of LP(m)-normed (pre)modules: their very basic
properties are collected in the following proposition.

Proposition 1.2.12 (Basic properties of L”(m)-normed premodules) Let .# be an
LP(m)-normed premodule, p € [1,00]. Then the following holds.

i) Forv € # and E € B(M) we have v =0 m-a.e. on E if and only if [v| = 0 m-a.e. on
L.

ii) A has the locality property and the pointwise LP(m)-norm is unique and fulfills the
pointwise triangle inequality

v+ w| < |Jv| + |w], m-a.e., Yo,w e M. (1.2.4)

iii) If there exists v € M and E € B(M) such that 0 # Xgv # v then .4 is not an
LP' (m)-normed premodule for p' # p.

iv) Ifp < oo then .# has also the gluing property and is therefore an LP(m)-normed module.

v) Let My, Mo be LP*(m) and LP2-normed modules respectively, py > py € [1,00], and T :
My — My alinear map. Then T € HoM (A, #2) if and only if there is g € Li(m)with

1L _ 11
5 = +q such that

IT(w) < glv], mae, Yoc.h, (1.2.5)

and in this case the operator norm ||T'|| is the least of ||g||pa(m) among all the g’s satis-
fying the above.

proof

(i) Direct consequence of the fact that, by definition, v = 0 m-a.e. on E if and only if
IIXEv|.# = 0 and the defining properties of the pointwise norm.

(ii) For the locality just notice that the LP(m)-function |Xy,,v| is, by the second in (1.2.3),
the m-a.e. limit of [Xu»_ 4,v] as n — oo and thus the claim follows from the first in (1.2.3).
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For uniqueness, assume | - |" is another pointwise LP(m)-norm, then for every v € .# we

have |v|, [v|" € LP(m) and for every A € B(M) it holds

IXalvlllzrm) = lXavlllo@) = IXavlle = [1XAV] | o) = IXal0l 20 (m),

which forces |v| = |v|’ m-a.e..

To prove (1.2.4) we argue by contradiction. Then we can find v,w € .#, A € B(M) with
m(A) € (0,00) and numbers a,b,e > 0 such that |[v| < a, |w| < band [v+w| > a+b+¢
m-a.e. on A. But in this case we would have

1
[IXa(v+w)llz = [IXalv+ wl|[Lpm) > Mm(A)7 (@ +b+¢)

1
>m(A)7(a+b) > [[Xalwll| e + [[Xalwll|Lr@m) = [Xav]lz + [[Xaw].az;

1
contradicting the triangle inequality in .# (here m(A)r is taken equal to 1 if p = o0).
(iii) Say for instance that p < oo and notice that in the identity

laxav + xacvlla = {flal?lXavll + bl xacv]?,

the left hand side does not depend on p and therefore the right hand side identifies, by the
arbitrariness of a,b € R, the exponent p. Similarly for p = oc.

(iv) Let (v,) € M and (A,) C B(M) as in (1.2.2), put A, := A, \ UicnA;, 0y = S0, X 4,0i
and notice that the sequence of maps (|7,|) is non-decreasing and, by assumption, bounded
in LP(m). Being p < oo, this is sufficient to deduce that (|9,|) is a Cauchy sequence in LP(m)
and since by construction for every m,n € N we have |0, — Up,| = Hf)n\ - |77m|| m-a.e., we see
that (0y,) is a Cauchy sequence in .Z. It is then easy to see that the limit of such sequence
is a gluing of the v,’s.

(v) Assume that T is linear and that (1.2.5) holds for some g € L?(m). Then the fact that
T is continuous and [|T|| < [|g|[za(m) is obvious. To check that it is a module morphism,
pick v € A1, E € B(M) and notice that (1.2.5) gives |T(Xgv)| < g|Xpv| = 0 m-a.e. on E°.
Considering also the same bound with E° in place of E we get

T(Xgv) =0, m-a.e.on E¢ and T(Xgev) =0, m-a.e. on E.

Since by linearity we have T (Xgv) + T (Xgev) = T(v), the above is sufficient to ensure
T(Xgv) = Xgv. Then by linearity we can check the identity 7'(fv) = fT'(v) for simple
functions f and conclude that the same holds for general f € L°°(m) by approximation
taking into account the continuity of 7.

Conversely, define g : M — [0, 0] as

g:= ess-sup |T(v)].
veEA : [v|<1 m-a.e.

We claim that
IT(v)] < glv] m-ae., Yve A.
Indeed, fix v, put f, := min{ﬁ, n} € L*(m) and notice that | f,v| < 1 m-a.e. for every n € N.

Hence

1 1 g lvlg m-a.e. on |v| >n7L
= — = — < = = P
T (v)| fnlfnT(v)\ fn\T(fnv)! <+ { 9 meae. on || <nl,
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and the claim follows letting n — oo. To conclude it is sufficient to prove that ||g|| a@m) < [|T|
and to this aim start recalling that, by the properties of the essential-supremum, there is a
sequence (vp) C .# such that |v,| < 1 m-a.e. for every n and such that g = sup,, |T(v,)]
m-a.e.. Recursively define a sequence (w,) C .# by putting w; := v; and then for every
n>1
Wn41 = XA, Wn + XAg Un+1,

where A, = {|T(wy)| > |T(vn+1)|}. In this way we have that |w,| <1 m-a.e. and |T'(w,)| =
max;<n |T'(vy)| m-a.e. for every n € N. In particular, we have

|T (wy)| < |T(wp41)| and lim [T(w,)|=9  mae. (1.2.6)

n—o0

Now assume ps < p; < 00, so that also g < oo, let f € L9N L>°(m) be non-negative and such
a
that f < g m-a.e. and put w, := friw, € #;. Letting n — oo in the inequality

s ) B 9
i// [f170 | T (wn) P2 dm = [|T(@n) Ly < TN I0nll.ae < NTIFIES )

and using the monotone convergence theorem (recall (1.2.6)) we obtain

= o
o [1015 g2 dm < TN 111

9 9
and therefore, since f < g, that HfHﬁ(m) < HT||HfHZ}1(m), i.e. |fllcamy < IT]|. Being this
true for any f € LN L*(m) with f < g, we conclude that [|g||fa(m) < [|T]], as desired.
If ¢ = p2 < p1 = oo the thesis follows letting n — oo in the inequality

T (wn)lllLr2 (m) = 1T (wn)ll.y < [T Hlwnll.er < IT-

If p := po = p1 we have ¢ = oo and for every E € B(M) with m(E) € (0,00) the inequality
1 _1
1T (xm(E) 7 wn)ll.ap <|ITIIXEm(E) »wn|.z reads as

1

T IXe|T (wa)lllze @) < 1T,
m(E)r

which gives the conclusion letting n — oo by the arbitrariness of FE.. O

An element v of an LP(m)-normed module is said bounded provided |v| € L*°(m). It is easy
to see that

a separable LP(m)-normed module admits a countable dense subset of bounded elements.
(1.2.7)
Indeed, in the case p = oo there is nothing to prove, for p < oo just notice that for every
element v of the module, the sequence n — Try,(v) := X{jy|<nv converges to v, so that if D
is countable and dense, the set {Tr,(v) : v € D, n € N} is countable and dense as well.
A somehow similar property of LP(m)-normed modules, valid for p < oo, is that

Vv € A and (A;) C B(M), i € N, disjoint we have lim [[Xyur_ 4,0 — Xue a,0].4 =0,
n—oo = =
(1.2.8)
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which follows noticing that

oz a0 = o aelly = o, ol = [ fopdm,

Ui:n+1Ai

and that the rightmost side goes to 0 as n — oo by the dominated convergence theorem.
From this fact it is easy to see that LP(m)-normed modules, p < oo, always have full-dual:

Proposition 1.2.13 Let .# be an LP(m)-normed module, p < co. Then .# has full-dual.

proof Let | € .#" and for v € .# consider the map A > A — [(Xav), where A € B(M) is
the equivalence class of A. It is clear that this map is real valued and additive, while (1.2.8)
grants that it is o-additive. In other words it is a measure and since by construction it is
absolutely continuous w.r.t. m, the Radon—Nikodym theorem ensures that there is a unique
L(v) € L'(m) such that I(x4v) = [, L(v) dm for every A € B(M). By construction, the map
M > v L(v) € LY(m) is linear, satlsﬁes

L(Xav) = XaL(v), Yve.#, AcBM), (1.2.9)

and such that [,; L(v)dm = l(v) < |[l||.4||v||.z for every v € .#. For given v € .# we put
f=signL(v) € LOO( ), ¥ := fv, notice that [|3||./ < || fllzee(m)llvll.z < [|[v]l.r and that the
fact that f takes its values in {—1,0,1} and (1.2.9) grant that |L(v)| = L(?) so that we have

L)t / IL(0)] dm = / 3y dm < a5l < 1l lolle,

i.e. # >vrs L(v) € LY(m) is continuous.

Finally, approximating a generic function in L>°(m) with simple functions and using again
(1.2.9), linearity and continuity we see that L(fv) = fL(v) for every v € 4 and f € L*°(m),
so the proof is complete. O

Some useful constructions based on LP(m)-normed modules are the following:

Proposition 1.2.14 Let .# be an LP(m)-normed module, p € [1,00]. Then the following
hold.

i) Let q¢ € [1,00] be such that % + % = 1. Then A* is an Li(m)-normed module, the
pointwise norm being defined by

|L|« := ess-sup |L(v)|. (1.2.10)
veA : |v|<1 m-a.e.

ii) Let N C M be a submodule. Then A [N is an LP(m)-normed module, the pointwise
norm being defined by

|[v]] := ess-inf |v + w].
weN
proof
(i) By point (v) of Proposition 1.2.12 with ps = 1 we see that ||L| = [||L]«||ra(m) so that

to conclude it is sufficient to notice that, directly by the definition, we have |fL|. = |f||L|«
m-a.e. for every f € L>°(m) and L € .Z*.
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(ii) We have already seen in the beginning of the section that .# /.4 is an L°°(m)-premodule
and it is clear that the function |[v]| is in LP(m), non-negative and depends only on [v]. Now
let v € A4 and f € L*°(m) and notice that

|[fv]| = ess-inf | fv + w| < ess-inf | fv + fw| = | f| ess-inf |v + w|, m-a.e..
weN weN weN

On the other hand on the set {f = 0} we certainly have |[fv]| = 0 (just pick w = 0), and

defining A, := {|f| > n~'} we have X—J‘Z‘” € L*°(m) and thus

. . Xa :
= — f = - f 2 > - f -a.C.
Xa,|[fv]l XA"ezsuSei{/l |fv+wl XA”equéjfl |f(v+=5=w) _XA"’f‘ezSuSeier lv+w|, m-a.e.,

which, by the arbitrariness of n € N, is sufficient to conclude that |[fv]| = |f]|[v]| m-a.e..

Now we prove that ||[[v]|||rm) = [|[v]ll.z/.»- Start noticing that for every w € .4~ we have
[[v]| < |v+w| m-a.e. and thus [||[v][[| r(m) < [[|v+w]||rm) S0 that the arbitrariness of w € A7
yields [[[[v][||zr(m) < [[[v]ll.z/.4- For the other inequality, let (w,) C 4" be a sequence such
that |[v]| = inf, |v + wy,| and define inductively w,, € 4" by putting @w; := w; and having
defined w,, put

W1 := XA, Wnt1 + XAc W, where Ay =] + wpg1] < |v+ wpl}-

Then we have |[v]| = inf,, |[v + @y, | and |v + Wy41| < |v + Wy, | m-a.e. for every n € N.
If p < oo this is sufficient to deduce that

NIl m) = nf [0+ @l Loy 2 0f o+ wlllLoem) = N10]lLay.-

Thus we proved that .# /.4 is an LP(m)-normed premodule, which by Proposition 1.2.12
gives the thesis.
In the case p = oo, notice that from |v + @, | < |v + W] m-a.e. we deduce

[@nll. = l[[@nlllLoe@m) < [l[v + @1l ooy + [[[0lllLoem) = [0+ @1llw + lvll.s V€N,
(1.2.11)
Then fix ¢ > 0 let Ay, := {[v + @Wn| < [||[V][[[Loo(m) + €} and A, == A, \ UicnA;, notice that
(1.2.11) ensures that || 37" ) X 5 will.z < [[v+d1].z+]v]|.z for every n € N and use the gluing

property in 4" for the sequences (@) and (4,) to find w € .4 such that X ; @ = X 5 w;, for

every n € N. Since U, A, = M we see that
1Vl < v+ w0l = [[|v+ @[ Loo(my = sup ||V + Dnll| oo (m) < N[V]l|Loom) + €,
n

and letting € | 0 we conclude that .# /.4 is an L°°(m)-normed premodule, as desired.

By Proposition 1.2.12 we know that .# /.4 has the locality property and the very same
construction just made also shows that .# /.4 has the gluing property, thus concluding the
proof. O

Given any L*°(m)-module .# there is a canonical map J 4 : 4 — .#** which associates
to every v € .# the morphism J 4 (v) : .#* — L'(m) defined by

J.#(W)(L) := L(v), VL e /4"
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The trivial inequality [|J4(v)(L)|dm = [|L(v)|dm < ||L||.z+||v|].s and the identity
J.#W)(fL) = fL(v) show that I 4, (v) € 4** for every v € A with || 4 (V)| g+ < ||v|.z. Tt
is not clear to us whether J 4 is an isometry for arbitrary modules, the problem being that,
as already pointed out, for a generic module .# we are not able to exhibit a non-zero element

in .Z*. The situation is instead simple for modules with full-dual:

Proposition 1.2.15 Let .# be a module with full-dual. Then the map I 4 : M — A is
an isometry.

proof Pick v € .# and use the Hahn-Banach extension theorem to find a functional | € .#’
such that ||{|| 4 = 1 and l(v) = ||v||.z. Since .# has full-dual, there exists L € .#* such that
l(w) = [ L(w) dm for every w € .#. Then ||L||.4« = ||l|.» =1 and we have

[oll.e = U(v) = /L(v)dm = /M/(v)(L) dm <[[J4 ()= Lll.a= = 9. (0) L.t~

which is sufficient to conclude. O

For future reference, we point out in the next corollary that in the case of LP(m)-normed
modules, p < oo, we can associate to any v € .# a functional L € .Z* in a way similar to
that of the proof of the previous proposition, but somehow more symmetric in v, L:

Corollary 1.2.16 Let .# be an LP(m)-normed module, p < oo, and v € M. Then there
exists L € A" such that
|L|? = |v]P = L(v), m-a.e., (1.2.12)

where % + % =1 and the first equality should be intended as |L|« = X{y20y in the case p = 1.

proof In the proof of Proposition 1.2.15 above we built L € .Z* with norm 1 and such that
[ L(v) = [|[v].z- Define L := ||v||”,'L and notice that

lvll?, = /i(v) dm < /IE!*Ivldm < ol oyl Ll pamy = 1ol | Lllas = [0l

Then the inequalities are equalities and if p > 1 the equality case in the Holder inequality
gives the thesis. If p = 1 replace if necessary L with X{,.0}L to conclude. ([l

Notice that in particular for any LP(m)-normed module, p € [1,00], we have the following
duality property
lv| = ess-sup |L(v)|.
Lea* :|L|+<1 m-a.e.
Indeed, the inequality < follows from the definition of |- |, and for p < co the equality comes
from Corollary 1.2.16 above. The case p = oo can be directly handled by approximation.

Given a L*°(m)-module .# with full-dual, we shall say that it is reflexive provided J  :
M — M** is surjective. We see from the example of L!(m) viewed as L>°(m)-module that a
module can be reflexive as module but not as Banach space. The other implication is instead
always true, as shown by the following simple proposition:

Proposition 1.2.17 Let .# be a module with full dual which is reflerive as Banach space.
Then it is reflexive as module.
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proof By assumption the map INT 4« : .#* — .#' is an isomorphism of Banach spaces
and thus its transpose INTF//* is an isomorphism from the dual .#” of .#’ and the Banach
dual (AZ*) of .#*, and in particular it is surjective. Then denoting by J. 4 : 4 — A" the
canonical isometry from .# to its bidual as Banach space, it is immediate to verify that the
diagram

J
Y M W

3(//[ INT‘///**

INT® .
" —‘//[> (//l*)/

commutes. We know that INT ,+« is injective and, by assumption and what said at the
beginning, that J 4 and INTF///* are surjective. Thus J 4 is surjective as well. O

An easy consequence of this proposition is:

Corollary 1.2.18 (Reflexivity of LP(m)-normed modules, p € (1,00)) Let .# be an
LP(m)-normed module, p € (1,00). Then it is reflexive as module if and only if it is re-
flexive as Banach space.

proof The ‘if’ follows from Proposition 1.2.17 above and the fact that .# has full dual
(Proposition 1.2.13). For the ‘only if’, consider the same commutative diagram in the proof
of Proposition 1.2.17 above: by assumption and Proposition 1.2.13 we know that both .#
and .Z* have full dual, and thus INT ,+« is surjective and INTF//* injective. Hence if J 4 is
surjective, J_, must be surjective as well. O

Although in fact trivial, it is worth to underline that to be an LP(m)-normed module for
some p € (1,00) is not sufficient to ensure reflexivity:

Example 1.2.19 Let M be consisting of just one point and let m be the Dirac delta on such
point. Then L*°(m) ~ R and thus every Banach space B has a natural structure of L>(m)-
module and the Banach-dual B” and the module-dual B* can be canonically identified. Given
that B can also be seen as LP(m)-normed module for every p € [1,00] in a trivial way, to
conclude the example it is sufficient to pick B not reflexive in the Banach sense, to obtain a
non-reflexive LP(m)-normed module. [

This example shows that in order to ensure the reflexivity of a module .#, some sort of
reflexivity should be imposed on the Banach spaces (By, || - ||) mentioned in Example 1.2.11.
We shall not investigate in this direction, but rather focus on the important subclass of Hilbert
modules:

Definition 1.2.20 (Hilbert modules) We shall say that an L°°(m)-module .# is an
Hilbert module provided # , viewed as Banach space, is in fact an Hilbert space.

It is not entirely trivial that Hilbert modules, whose Hilbert structure is only imposed globally,
in a sense, are always L?(m)-normed with a norm satisfying a pointwise parallelogram identity:
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Proposition 1.2.21 (Hilbert modules are L?(m)-normed) Let 2 be an L°°(m)-
premodule with the locality property which, when seen as Banach space, is an Hilbert
space.

Then it is an L*(m)-normed module. Moreover, the pointwise norm (which is unique by
Proposition 1.2.12) satisfies

lv+w? + v —w® =2/ +2w?  m-ae., (1.2.13)
for every v,w € .

proof We shall denote by (-,-),, the scalar product in the Hilbert space . We begin by
proving that

(Xav,XB ), =0, Yo e A, VA, B € B(M) such that AN B = 0. (1.2.14)
Thus fix v, A, B as above, notice that
IXav+expu% = IXavl% +26(xav,XBv) 4 + 2 |XB0l5,  VeER,

and that from the fact that [[Xallzec(m) < 1 and XaXp = Xanp = 0 we deduce that

IXav]% = [Xa(Xav +eXpv)|]* < [[Xav + eXpol?, Ve € R.

These two formulas give that 2e(X 4 v, X v) ,+&2|| X5 v||% > 0 for every £ € R which trivially
yields the claim (1.2.14). Next, we claim that

(Xav,w) 5 = (V,XaW) 4, Yo, w € A, Ae BM). (1.2.15)

Indeed, use (1.2.14) with X4 v + X4c w in place of v and A° in place of B to deduce that
(Xav,Xacw),, =0. Similarly we obtain (X ac v, X4 w) ,, = 0 and using these two information
we get

(Xav,w) 0 = (Xa0,XaW) p + (XA, Xac W) ,p = XAV, XAW) p = ... = (U, XAW) 4,

as desired.
Now fix v € 5 and consider the map

AsA = p(A) = |xav|%, where A € B(M) is the equivalence class of A € A.

We claim that pu, is a non-negative measure, the non-negativity being obvious. For additivity,
let A, B € A with ANB = (), expand the square in the definition of yu,(AUB) and use (1.2.14)
to conclude.

To prove o-additivity it is enough to show that given a decreasing sequence (A,) C A such
that N, A, = 0 we have y,(A,) — 0 as n — oco. Pick such a sequence, put w, := X, v, A, €
B(M) being the equivalence class of A, € A, and v, := v — w,. The bound ||wy, |~ < ||v|l»
grants that up to pass to a subsequence, not relabeled, the sequence (w,) converges to some
w € JZ in the weak topology of the Hilbert space . We claim that w = 0 and thanks to the
locality property of the Hilbert module . to this aim it is sufficient to prove that X Az w =0
for every k € N. Thus fix £ € N and notice that

g w0l = Dtag woxag w) e B (g w,w)
(1.2.15)

= lim_ (Xas w,wy) = lim (w, Xag wy) = 0.
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Hence (wy) weakly converges to 0, and thus (v,) weakly converges to v. Since v, = Xyn 4,7,
we have ||v,|lz < ||v||,¢ for every n € N, which together with the weak convergence just
proved implies strong convergence. Therefore (w,,) strongly converges to 0, which yields the
desired o-additivity of p,.

Finally, observe that directly by definition we have u, < m. Hence we can define

dpy 2
=4/—€L ) Yv € .
o= ¥ e 2(m), o
By construction we have [y, [v[*dm = p,(M) = [v||%,, thus to conclude the proof we need

only to show that |fv| = |f]||v| for every f € L°(m). To this aim notice that for f constant
this is trivial, and that the construction ensures that

IXav| = Xalv|], m-ae.  VveH, AecBM) (1.2.16)
so that by localization we get that for every v € J# it holds

|fol=1fl|v], wm-a.e., forevery f € L°(m) attaining only a countable number of values.

(1.2.17)

Now notice that for fi, fo € L®°(m) with f1 > fo > 0 m-a.e., we have f := X{f1>o}% € L>®(m)
with || f||ec(m) < 1 and thus for every A € B(M) we have

1.2.16
/A ool dm = / Xl favl? dm 2 / X fool dm
1 FXafiold < [XafiolZ = ... = /A [ Frof? dm,

which, by the arbitrariness of A € B(M), forces |fov| < |fiv] m-a.e.. This monotonicity
property together with (1.2.17) and a simple approximation argument give that |fv| = |f||v|
for f € L°°(m) non-negative. Then the case of f < 0 follows using the fact that | — v||,» =
|lv]|  and the general one by writing v = X4 v + Xacv for A := {f > 0} and using the local
property (1.2.16).

Finally, for identity (1.2.13) we argue by contradiction: if it fails for some v, w € " we
could find a set A € B(M) of positive measure where the inequality >, say, holds m-a.e.. The
contradiction follows integrating such inequality over A to obtain

IXav+Xaw|% + [IXav—Xawl% > 2([[xav]% + [Xaw|%),

which is impossible because the norm of JZ satisfies the parallelogram rule. O

Corollary 1.2.22 Let 57 be an Hilbert module. Then it is reflexive.

proof Just apply Proposition 1.2.21 and Corollary 1.2.18. g

Remark 1.2.23 It is worth to point out that in the proof of Proposition 1.2.21 we used, for
the first time, the fact that the continuity of multiplication with functions in L>°(m) has been
asked as

va”/// < HfHLOO(m)HUH///v Vv e M, f € Loo(m)’ (1218)
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in the definition of L>°(m)-module. Notice indeed that if one only asks for continuity of such
multiplication, then in fact he is asking for the existence of a constant C > 0 such that

Ifoll.e < CllfllLeellvlle, — Yve#, feLl>m), (1.2.19)

and that the choice f = 1 shows that it must hold C' > 1. Thus (1.2.18) is the strongest form
of continuity we can ask for.

We chose to force C' = 1 in the definition of L>°(m)-module because (1.2.18) holds in all
the examples we will work with, see below, and because it has highly desirable effects like
Proposition 1.2.21 above and the inequality ||Xav||., < |[v|.#, which corresponds to the
intuitive idea that ‘setting an element to be 0 outside a certain set should decrease its norm’.

In this direction, it might be worth to point out that there are examples of Hilbert spaces
endowed with a continuous multiplication with L functions for which (1.2.19) holds for some
C' > 1 but not for C' = 1: consider for instance M := [0, 1] equipped with the Borel o-algebra
and the Lebesgue measure and the space L?(0,1) equipped with the norm

ot = [ @ s+ -0 ([ o)

It is immediate to see that inequality (1.2.19) is satisfied by this space, the multiplication
with L functions being just the pointwise one, and that the optimal constant is precisely C.
Notice that for this example Proposition 1.2.21 does not hold and that there is v € L?(0,1)
and a Borel set A C [0,1] such that ||[Xav| > ||v].

On the other hand, the bound (1.2.18) is automatic on Banach spaces .# equipped with
an L°°(m) module structure in the purely algebraic sense and admitting a pointwise LP(m)
norm, i.e. amap || : .# — LP(m) with non-negative values satisfying (1.2.3). Indeed, in this
case we directly have

2

1ol = [Ilfolll o) = 110l e @m) < 1F | zoe @y Holl 2oy = [1f [ £oe @myllv].2-

On a given Hilbert module 5# we define the pointwise scalar product 57 x S >
(v,w) = (v,w) € L*(m) as

1
<U,’U)> = 5("0 + w‘z - |U‘2 - ‘w’2)7

and notice that the standard polarization argument grants that such map satisfies

(fiv1 + fovz,w) = fi(vi, w) + falva,w),

(v, w)| < [v]Jw],
(v, w) = (w,v), (1.2.20)

(v,0) = o],

m-a.e., for every vy, vy, v,w € J and fi, fo € L°*°(m). Indeed, the last two are a direct
consequence of the definition, which also gives

Xa(v,w) = (Xav,w) = (v, X4 W), m-a.e. Yo,we H, Ae B(M), (1.2.21)
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while few applications of the parallelogram rule (1.2.13) give

(v1 + vo, w) = 2(v1,w/2) + 2(ve, w/2), m-a.e. Yy, v, w € F.
Considering this last identity together with its special case vo = 0 yields additivity

(v1 + vo, w) = (v, w) + (ve, w), m-a.e. Yoi,ve,w € H, (1.2.22)

which by induction gives (nv,w) = n{v,w) for every n € N and then that (rv,w) = r{v,w)
for every r € Q m-a.e. for every v, w € 5. Coupling this information with (1.2.21) we deduce
that

(fo,w)y = f{v,w), m-a.e. Yo, w € I, (1.2.23)

for every function f € L°°(m) attaining only a finite number of values all of them being
rational. Then the continuity of the pointwise scalar product as map from % x # to L'(m)
give (1.2.23) for generic f € L (m), which together with (1.2.22) yields the first in (1.2.20).
Finally, the inequality |(v,w)| < |v||w| m-a.e. follows for bounded v,w by expanding the
square in ||w|v & |v[w‘2 > 0 m-a.e. and the general case comes by approximation.

Now fix v € ## and consider the map L, : 7 — L'(m) defined by
Ly(w) := (v,w).

It is clear from properties (1.2.20) that this map is a module morphism, i.e. L, € #* and
that
|Ly|s = |v], m-a.e..

We then have the following result:

Theorem 1.2.24 (Riesz theorem for Hilbert modules) Let 7 be an Hilbert module.
Then the map € > v — L, € J* is a morphism of modules, bijective and an isometry. In
particular, for every l € ' there exists a unique v € € such that | = INT y+ L.

proof Linearity and norm-preservation, even in the pointwise sense, of v — L, have already
been checked. The fact that v + L, is a module morphism is obvious, as we have

Ly (w) = (fv,w) = f{v,w) = (fLy)(w), m-a.e., Yo, w e A, f e L®(m).

To check surjectivity, let L € #*, consider the linear functional INT »«L € ' and apply
the standard Riesz theorem for Hilbert spaces to deduce that there exists v € S such that

/L(w) dm = INT o« L(w) = (v, w) ,, Yw € .

Now notice that by polarization of the first identity in (1.2.3) we get [ (v,w)dm = (v,w)
for every v, w € 7 and thus the chain of equalities

/A L(w) dm = / XaL(w) dm = / LOtaw) dm = (0, Xaw) , = / (v, X aw) dm = /A (v, w) dm

holds for every A € B(M), which forces L(w) = (v, w) m-a.e, i.e. L = L,,.
The same argument also gives the last statement. (|
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1.3 Alteration of the integrability

By definition, an LP(m)-normed module .# is a space whose elements have norm in LP(m).
In applications, such integrability requirement can be too tight because it might be necessary
to handle objects with a different integrability, or perhaps to have at disposal elements v of
some bigger space possessing a pointwise norm |v| and the possibility to say that v € .Z if
and only if |[v| € LP(m), much like one does with ordinary LP(m) spaces.

In this section we show how such bigger space can be built.

Recall that the space L°(m) is, as a set, the collection of all (equivalence classes w.r.t.
equality m-a.e. and measurable) real valued functions on M. L°(m) comes with a canonical
topology: consider the distance dyo on it given by

1 .
(9= Y J min(ls gl 1pm,

where (E;) C B(M) is a partition of M into sets of finite and positive measure. It is clear
that djo is a translation invariant, complete and separable metric: the topology on L%(m) is
the one induced by dro (in general it is not locally convex). It can be checked directly from
the definition that (f,) C L%(m) is a dyo-Cauchy sequence if and only if

Ve > 0, E € B(M) with m(E) < co 3ng g such that :
Vn,m € N with n,m >n.p  we have m(Eﬂ{|fn—fm\ >8}) <e.
This shows that although the choice of the partition (E;) affects the distance djo, it does

not affect Cauchy sequences, i.e. the topology of L%(m) is intrinsic and independent on the
particular partition chosen.

Now let p € [1,00], # an LP(m)-normed module and consider the distance d 40 on .#

defined as )
d yo(v,w) := ZEZN Fm(E) /EZ min{|v — w]|, 1} dm.
We then give the following definition:

Definition 1.3.1 (The space .#°) The topological space .#° is defined as the completion
of (A ,d 40) equipped with the induced topology.

As for the case of LY(m), the choice of the partition (E;) affects the distance d 40 but not
Cauchy sequences (vy,) C .#, which are characterized by

Ve >0, E € B(M) with m(E) < oo 3ng g such that :

Vn,m € N with n,m >n. g we have m(EN{|vn — vm| >€}) <e.

In other words, the topology of .#° is is intrinsic and independent on the particular partition
chosen.
Directly from the definition of the distance d 50 we see that

d{//,o(vl + w1,V + w2) < d///O(’Ul,UQ) + d{//,o(wl,wg),
d_yo(Avg, Adwy) < max{1,|A|}d ,o(v1,w1),
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for every vi,ve, w1, ws € .# and A € R. These show that the operations of addition and
multiplication with a scalar extends continuously, in a unique way, to .#°, which therefore is
a topological vector space.

Similarly, the characterization of Cauchy sequences grants that for any d;o-Cauchy sequence
(fn) C L*®(m) and any d_,0-Cauchy sequence (vy,) C ., the sequence (fnvy,) C A is d_,o-
Cauchy. Hence the operation of multiplication with functions in L>°(m) on .# can, and will,
be extended in a unique way to a bilinear continuous map from L°(m) x .#° to .#°, which
clearly satisfies

flgv) = (fg)v, and  1v=u,
for any v € .#° and f,g € L°(m).
Finally, the inequality
dro([oi], [v2]) < d go(v1,02),
valid for every vy, vy € .4, shows that the pointwise norm |-|: .# — LP(m) can, and will, be
continuously extended in a unique way to a map from .#° to L°(m), still denoted by v + |v].
It is then clear that
v+ w| < Ju] + Jwl,

[fol = |flvl;

m-a.e. for every v,w € .#° and f € L°(m).

We shall refer to spaces .#° built this way as L°(m)-modules.

The same continuity arguments show that if .#Z was an Hilbert module, then the pointwise
scalar product extends uniquely to a bilinear continuous map from .#Z° x .#° to L°(m)
satisfying (1.2.20) for vectors in .# and functions in L°(m).

We remark that by construction .# is a subspace of .Z°, the embedding being continuous
and preserving the operation of LP(m)-normed module. From this perspective we can think
at .#" as the extension of .# which ‘includes elements without any restriction on their norm’
and notice that for v € .#° we have v € .# if and only if |[v| € LP(m).

Now consider an LP(m)-normed module .# and its dual .#™*, which by point (7) of Propo-
sition 1.2.14 is L?(m)-normed, where % + % = 1. Notice that there is a natural duality pairing
MO x (M) > (v, L) — L(v) € L°(m), (1.3.1)

obtained as the unique continuous extension of the duality pairing of .# and .#*. By conti-
nuity, we can check that the inequality

|IL(v)| < [v||L]s,  m-ae., Yo €.2° L (a*)°, (1.3.2)
holds also in this setting. The following simple result will be useful in what follows:

Proposition 1.3.2 (The dual of .#°) Let .# be an LP(m)-normed module, p € [1,00] and
T:.#° — L°(m) a linear map such that for some f € L%(m) we have

IT(W)| < flo], mae, Yve.. (1.3.3)

Then there exists a unique L € (#*)? such that T(v) = L(v) for every v € .4 and this L
satisfies
|L|« < f, m-a.e..
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proof Uniqueness is obvious. For existence, let (E,) C B(M) be a partition of M such that
Xg, f € Li(m) for every n € N, where % + % = 1. Then the bound (1.3.3) ensures that the

linear map .# > v+ L, (v) := Xg, T(v) takes values in L'(m) and satisfies
|Ln(v)| < (XE, f)v], m-a.e..

By point (v) of Proposition 1.2.12 we deduce that L, € .#* with |L,|. < Xg,f. It is then
clear that the series Y, Xp, Ly, converges in (.#*)? and that its sum satisfies the thesis. [

Having the space .#° at disposal allows us to build other LP-normed modules, possibly
related to a different o-finite measure m’ on M. A construction that we shall sometime use
later on is the following: given p € [1,00] and a non-negative o-finite measure m’ < m, the
space M m C .#° is the space of all v’s in .#° such that ||[v]]| 5wy < o0 equipped with the
norm [[v|5m := [|[v]]| 7@ The operation of multiplication with functions in L°(m) induces
a multiplication with functions in L*°(m’) thus endowing .#; v with a natural structure of
LP(m’)-normed module.

Notice that

if ./ is separable and p < oo, then .# v is separable as well. (1.3.4)

which can be checked by picking D C .# countable, dense and made of bounded elements
(recall (1.2.7)), an increasing sequence (E,) C B(M) of sets of finite m’-measure such that
m’'(M \ U, E;,) = 0 and observing that the set {Xg,n{p<m}v : v € D, n,m € N} is dense in
Mp ', Where p = (é“;:

Now let g € [1, 00] such that ]10 + 5 = 1 and consider the module .}, C (*)°. Taking

into account (1.3.2), the duality pairing (1.3.1) restricts to a bilinear continuous map

Myt X Mg D (v, L) — L(v) € L'(m'),

which shows that .Z; , embeds into (M5 )" the embedding being a module morphism and,
as can be directly checked from the definition of pointwise dual norm, an isometry. In other
words, for any L € .Z* o the map

Mp ' DV > L(v) € L*(m'),

is a module morphism whose pointwise norm m’-a.e. coincides with |L|.. From Proposition
1.3.2 it is easy to see that in fact every element of (.#; )" is of this form, i.e.

for p € [1, 00] the dual (A )" of M can be canonically identified with .27 . (1.3.5)
Indeed, let L € (Mpn)* so that
|L|. € LY(m’) and |L(v)| < |L|«|v] m-a.e. (1.3.6)

for every v € Mpw. Let E = %—r:: > 0} € B(M) and notice that the space (A m)°
can, and will, be identified with the subspace .# 0| 5 of A° made of elements which are 0
m-a.e. on F° so that L can be uniquely extended to a continuous map, still denoted by

, Irom sml )~ to m). e further exten to the whole y putting
L,f M)’ ~ MO\ to L We furth d L to the whole .Z° b i

L(v) := L(Xgv) for arbitrary v € .#° and notice that such extension still satisfies inequality
(1.3.6), so by Proposition 1.3.2 we see that this functional is induced by an element of (.2 *)°.
The conclusion now comes from the fact that |L|, € LI(m’) and point (v) of Proposition
1.2.12.
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1.4 Local dimension

In this, perhaps not really exciting, section we show that for L>°(m)-modules there is a natural
notion of local dimension. The main results here are the fact that finitely generated LP(m)-
normed modules, p < oo, are reflexive (Theorem 1.4.7), and the structural characterization
of Hilbert modules (Theorem 1.4.11) which among other things provides a link between the
concept of Hilbert module and that of direct integral of Hilbert spaces (Remark 1.4.12).

As we learned at a late stage of development of this project, similar decomposition results,
in some case in a more general formulation, were already obtained in [37]: what we call LP(m)-
normed module is a particular case of what in [37] is called a ‘randomly normed space’.

We start with few definitions.

Definition 1.4.1 (Local independence) Let .# be an L>®(m)-module and A € B(M) be
with m(A) > 0.
We say that a finite family vy,...,v, € A is independent on A provided the identity

n
g fivi =0, m-a.e. on A
i=1

holds only if f; =0 m-a.e. on A for everyi=1,...,n.

Definition 1.4.2 (Local span and generators) Let .# be an L*(m)-module, V. C .4 a
subset and A € B(M).

The span of V. on A, denoted by Spany(V), is the subset of .# made of vectors v
concentrated on A with the following property: there are (A,) C B(M), n € N, dis-
joint such that A = U;A; and for every m elements vip,...,Um,m € A and functions
fims ooy frnn € L°(m) such that

mMn
XA4,v = E fi,nv'i,n-
=1

We refer to Span 4 (V') as the space spanned by V' on A, or simply spanned by V if A = M.
Similarly, we refer to the closure Span (V') of Spany (V') as the space generated by V' on
A, or simply as the space generated by V if A = M.

Notice that the definition is given in such a way that the module LP(m), p € [1, o0] is spanned
by one element: any function which is non-zero m-a.e. does the job.

We say that .# is finitely generated if there is a finite family vy,..., v, spanning .#
on the whole M and locally finitely generated if there is a partition (E;) of M such that
M &, is finitely generated for every ¢ € N.

It is obvious from the definitions that if v, ..., v, are independent on A (resp. span/generate
A on A), then they are independent on every B C A (resp. span/generate .# on every B C A)
and that if the are independent on A,, for every n € N (resp. span/generate .# on A, for
every n € N), then they are independent on U, A,, (resp. span/generate .#Z on U,A,).

These definitions are also invariant by isomorphism: we say that two L°°(m)-modules
M, Mo are isomorphic provided there exists T' € HOM(. A, #5) and S € HoM(.4>, #) such

34



that ToS =1d 4, and SoT =1d 4 and in this case both 7" and S are called isomorphisms.
We shall say that .#1, .#5 are isometric provided they are isomorphic and there are norm-
preserving isomorphisms.

Then it is clear that if vy,...,v, € #1 are independent on A and T : .#41 — #5 is an
isomorphism of modules, then T'(vy), ..., T (v,) € .#> are independent on A as well. Similarly
for local generators.

A basic fact which we do not know at this level of generality is whether the span of a finite
number of elements on a given set A is closed or not. We are only able to prove this under the
additional assumption that the space is LP(m)-normed for some p € [1, 00|, see Proposition
1.4.6; in this sense the discussion prior to that point is quite incomplete. Yet, from the
definition we know at least that Span 4 (V') is always closed w.r.t. the gluing operation in .Z,
a fact which we shall use later on.

Definition 1.4.3 (Local basis and dimension) We say that a finite family vy,..., v, is
a basis on A € B(M) provided it is independent on A and Span,{v1,...,vn} = xar

If A admits a basis of cardinality n on A, we say that it has dimension n on A, or that
the local dimension of # on A isn. If # has not dimension n for each n € N we say that
it has infinite dimension.

We need to check that the dimension is well defined, which follows along the same lines used
in basic linear algebra.

Proposition 1.4.4 (Well posedness of definition of dimension) Let .# be an L*°(m)-
module and A € B(M). Assume that vi,...,v, generates M on A and wi,..., W, are

independent on A. Then n > m. In particular, if both vi,...,v, and wy, ..., w, are basis of
M on A, then n = m.

proof Since the vy, ..., v, generate .# on A, we know that there are sets A; € B(M), i € N,
such that A = U;4; and functions f; € L>(m) such that

n
Xawy =Y fiv;. (1.4.1)
j=1
Pick i € N such that m(A4;) > 0. Since wy,...,w,, is independent on A, we must have w; # 0

m-a.e. on A (or otherwise we easily get a contradiction), thus the previous identity ensures
that for some j € {1,...,n} and some A; C A; with m(A4;) > 0 we have f]’: # 0 m-a.e. on A;.
Up to permuting the v;’s we can assume that j = 1. Hence for some B; C A; with m(B;) >0
and some ¢ > 0 we have |f{| > ¢ m-a.e. on By, so that g, := XBlfi{' € L>*°(m).

From (1.4.1) we deduce that

n

XB,v1 = (XB,g1)w1 — Z(XBlglf;)Up
=2

and from this identity and the fact that wvi,...,v, generate, we easily obtain that
w1, V9, ...,,U, also generates .# on Bj.

We now proceed by induction. Let k£ < m and suppose we already proved that there exists
By € B(M) with m(Bg) > 0 such that wy,...,wg, Vkt1,...,v, generates .# on Bj. Then
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arguing as before we find a set B; C By, with m(Bj) > 0 and functions fi,..., f, € L>(m)
such that

k n
Xpgwer =Y fiwj+ Y fiv;.
=1

j=k+1

If f; =0 m-a.e. on By, for every j = k+1,...,n we would obtain that Xp| Wi41 = Z?Zl fiw;
m-a.e. on By, contradicting the independence of the w;’s on A O Bj.. In particular, k < n and
there must exist By, C Bj, with m(Bj1) > 0 and ¢ > 0 such that for some j € {k+1,...,n}
we have |fj| > ¢ m-a.e. on Byy1. Up to relabeling the indexes we can assume that j =k + 1
and arguing as before we deduce that wy, ..., w1, Vg2, .., v, generates 4 on Byq.
Iterating the procedure up to k& = m we conclude. O

It is then easy to see that given an L°°(m)-module .#, we can partition M into sets where
A has given dimension:

Proposition 1.4.5 (Dimensional decomposition) Let .# be an L*°(m)-module. Then
there is a unique partition {Ei}z‘eNu{oo} of M such that the following holds:

i) for every i € N such that m(E;) > 0, .# has dimension i on Ej,

ii) for every E C Eo with m(E) > 0, .# has infinite dimension on E.

proof Uniqueness is obvious by Proposition 1.4.4 so we turn to existence.

Pick n € N, let B,, C B(M) be the set of E’s such that .# has dimension n on E. We claim
that if E; € B, for every i € N, then U; E; € B,, as well. We can certainly assume m(E;) > 0
for every ¢ € N and up to replacing E; with E; \ (Uj<; Ej), it is not restrictive to assume that
E;NE; =0 fori# j. Forevery i e N, let vi,..., v be a basis of .# on E;. Up to rescaling,
we can assume that |[v}|| » < 27" for every i € N, k € {1,...,n} so that we can define

Vg ::ZXEZ'U]ZW Vk=1,...,n,
€N

because the series at the right hand side converges in .#. Directly by the definition we see

that vy, ..., v, is a basis of .# on E, thus proving our claim.
Hence the class B, is stable by countable unions and we deduce that there exists a unique
maximal on it. Call it E,, and put E := M\ UpenFEy: by construction these fulfill the thesis.
O

It is worth underlying that this last proposition tells little about the structure of .# unless
one knows that the span of a finite number of elements is closed, which as said we don’t have
in this generality. Things become clearer if the module is LP(m)-normed.

Start observing that having a basis at disposal allows one to locally write an element of
a module in coordinates. Indeed, let v1,...,v, be a local basis of # on A, v € .# and
A A; € B(M), ¢ € N, such that A = U;A; = U;A; and f]’, f; € L°°(m) such that for every
1 € N we have

n n
o=dfu =D F
j=1 7j=1

Then we have ' ' ~
fJ’- = f}f , m-a.e. on A; N Ay Vi, i’ € N,
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as it can be easily seen by noticing that Z?Zl(f; — f;/)vj = 0 m-a.e. on A; N Ay and using
the definition of local independence.
This means that the functions f; : M = R, j =1,...,n, defined by

fj= f]’, m-a.e. on A;, Vi € N,

and set 0 outside A, are well defined in the sense that they depend only on the local basis
v1,...,0, and the vector v. We shall refer to them as the coordinates of v on A w.r.t. the
local basis v, ..., v,.

Evidently, in general coordinates are not in L>°(m), but if the module is LP(m)-normed for
some p € [1,00] it still makes sense to write

n
Xav =" fii,
i=1

indeed, recalling the discussion of the previous section, we can identify .# with the subspace
of .#° made of elements with finite LP(m)-norm and interpret the last identity in .#°. This
procedure can also be reversed, meaning that if v1,...,v, is a local basis of .# on A and
fi € L%m), i =1,...,n, are such that X4| Y1 | fiv;| € LP(m), then the element of .Z" given
by >, fivi belongs in fact to .# and its coordinates w.r.t. the gives basis are precisely the
fi's.

We then have the following closure result:

Proposition 1.4.6 Let .# be an LP(m)-normed module, vi,...,v, € A and A € B(M).
Then Spany{vi,...,v,} is closed. In particular it is a submodule and coincides with the
intersection of all the submodules of M containing X avi, ..., XAUp.

proof We identify .# with the subset of .#° made of vectors of finite LP(m)-norm and we
shall proceed by induction. Taking into account that Spanj{vi,...,v,} is, by definition,
closed under the gluing operation, it is easy to see that we can assume that m(A) < oo.

We proceed by induction. Let n = 1, notice that {v;} is a local basis of .# on AN{v; # 0},
let (wy,) C Span4{v1} be a Cauchy sequence and write wy, in coordinates, i.e. write wy, = frv1
for some f,, € L°(m) which is 0 outside AN {v; # 0}. Up to pass to a subsequence we can
assume that ) |lwy, — wnt1]|.r < oo, which is the same as to require that Y |||v|fn —
fot1lllprm) < oo. It is then clear that the sequence (Xangv,20yfn) C L°(m) converges in
L°(m) to some limit function f such that [|/|v|f||zr(m) < 0o. Therefore w := fv is an element
of /. The definition of w ensures that it belongs to Span 4{v;} and the construction that it
is the limit in . of the sequence (w,) thus giving the thesis in this case.

Now we assume the claim to be valid for n and want to prove it for n + 1.

Let v1,...,v,41 € .4 and, up to replace v; by min{1, |v;|~*}v;, assume that |v;| = 1 m-a.e.
on {v; # 0} N A for every ¢ = 1,...,n + 1 (the assumption that m(A) < oo ensures that
this normalization does not destroy the fact that v; € .#). Let B € B(M) the maximal set
such that Xpvn,41 € Spany{vi,...,v,} (it exists because spans are closed under the gluing
operation) and put C' := A\ B. We can assume that C' # (), or otherwise there is nothing to
prove.

Let V4 C Spany{vy,...,v,} be the set of w’s such that |w| < 1 m-a.e., and, for given € > 0,
define C; € B(M) as

C. = {ess—inf | U1 — w| > 5}.
weVy
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We claim that C' = U.s9C:. Indeed, obviously C. C C for every € and the inclusion C. C
C.r valid for e < &' shows that the union U.~oC: is well defined in B(M). Now assume
by contradiction that D := C \ UssoC: # (. By definition of C. and using the gluing
property, for every ¢ we can find w. € Vi such that |v,+1 — we| < & m-a.e. on D, which
implies ||Xp(vnt1 — we)ll.r = IXD|vn+1 — we|l|Lpmy — 0 as € | 0. By inductive assumption,
Span 4{v1,...,v,} is closed, hence also V7 is closed and the last limit implies that X pvp4+1 € V1,
contradicting the definition of C', thus indeed C' = U.~¢C%, as claimed.
Notice that for arbitrary f,g € L°(m), w € V; and m-a.e. on C. we have

| fons1 + gw| > max {|fl|lvn1 £ w| — |g F fllw]} > el f| — min{|g + f|,|g — [},
| fons1 + gw| > || f] =gl

)

thus noticing that for any a,b € R we have min{|a — b|, |a + b|} = ||a|] — |b|| we can conclude
that

elfllvnsi] < 2| fvns1 + gwml, m-a.e. on C; Vw € Vi, f,g € L%(m). (1.4.2)

Now fix a Cauchy sequence (w,,) C Spany{vi,...,v,+1} converging to some w € .4

and write the w,,’s in coordinates, i.e. w, = Xa Z?:Jrll fimvi. Our aim is to prove that
w € Span 4{v1,...,v,+1} and it is easy to see by definition of Span and that of C' that to this
aim it is sufficient to prove that Xcw € Span4{v1,...,Vp41}-

Fix € > 0 and define g, := Xc.| > iy fimvi| € L°(m) and @, € .#° and by requiring that
Wy, is concentrated on A, and that X 4_ Z?:l fimVi = GmWm,. In particular |@,,| = 1 m-a.e.
on A, so that w,, € .#.

The assumption that (wy,) is a Cauchy sequence in . implies that (Xa_(fn+1,mUn+1 +
gmWp)) is Cauchy in .# as well, thus picking f := frni1m, — fati,me and ¢ := gm; — g,
in (1.4.2) and letting m;, ma — oo we deduce that m — Xa_fnt1,mUnt1 is also a Cauchy
sequence in .# and we call v® its limit. It follows that the sequence m +— Xa_gmWn, is also
Cauchy and denoting its limit by w*® we certainly have that v® + @w® = X4_w.

By inductive assumption and the case n = 1, we know that v® € Span {v,+1} and w® €
Span 4{v1,...,v,}; hence Xc.w € Spany{vi,...,vn+1}. Now let € | 0 and use the gluing
property in Span 4 {v1, ..., vn+1} (use that [|[Xa, W]z < |||z for every €) to get the existence
of v € Span4{vi,...,vp+1} such that X, v = Xo.w for every € > 0. Since U.»oC: = C, by
the locality property we conclude that Xxcw = v € Spany{vi,...,vn41}, which is the thesis.

O

As a direct consequence we deduce the following reflexivity result:

Theorem 1.4.7 Let .# be an LP(m)-normed module, p < oo, A € B(M) and assume that
the local dimension of # on A isn € N. Then the local dimension of the dual module .4*
on A is also n.

In particular, a locally finitely generated LP(m)-normed module with p < oo is reflexive.

proof Let vy, ..., v, be alocal basis of 4 on A, put .#; :== Span4{v1,...,0i—1,Vit1,---,Un},
1 =1,...,n, and notice that by Proposition 1.4.6 above we know that the .#;’s are submodules
of .#. Then by point (ii) of Proposition 1.2.14 we know that .#/.#; is an LP(m)-normed
module as well and denoting by m; : # — .# | #; the natural projection, the fact that the
v;’s form a base on A ensures that m;(v;) # 0 m-a.e. on A. Apply Corollary 1.2.16 to the
LP(m)-normed module .2 /.#; and its element 7;(v;) to obtain the existence of L; € (.4 4#;)*
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such that L(ﬂ'z(vz)) # 0 m-a.e. on A. Define L; € #* as L; := L; o7 so that Li(v;) =0
m-a.e. on A for ¢ # j and L;(v;) # 0 m-a.e. on A.

We claim that Lq,..., L, is a base of .Z™* on A. We start proving that they span .Z™* on
A: pick L € M* and define f; := L(v;) € L*(m). Then writing a generic v € M concentrated
on A using its coordinates w.r.t. the v;’s, we see that the identity XaL = Xa)_, fiL;, to
be understood in (.#*)°, is valid. This proves that indeed Span,{L;} = .# *| 4 For linear
independence, assume that ). f;L; = 0 m-a.e. on A for some f; € L°°(m) and evaluate this
identity in v; to obtain fjL;(v;) = 0 m-a.e. on A. Recalling that L;(v;) # 0 m-a.e. on A, we
deduce that f; = 0 m-a.e. on A, as desired.

The second part is then a simple consequence of the first and of the fact that J 4, : #Z —
A** is an isomorphism of .Z with its image. O

On LP(m)-normed modules we also have the following simple and useful criterion for rec-
ognizing elements in the dual module via their action on a generating space:

Proposition 1.4.8 Let .# be an LP(m)-normed module, p < oo, V. C A a linear subspace
which generates .# and L : V — L'(m) linear and such that

|L(v)| < £v], m-a.e. Yv eV, (1.4.3)

for some function £ € LY(m), where % + % =1.
Then L can be uniquely extended to a module morphism L from 4 to L*(m), i.e. to an
element of #*, and such L satisfies

IL| < ¢, m-a.e..

proof Let V C .4 be the set of elements of the form ) i | Xa,v; for some n € N, A; € B(M)
and v; € V,i=1,...,n. Notice that V is a vector space and define L : V — L'(m) as

i(Z XAZ.UZ') = Z Xa,L(v;).
i=1 i=1

The bound (1.4.3) grants that this is a good definition, i.e. the right hand side depends only
onwv =y X 4,v; and not on the particular way of writing v. Then clearly L is linear.
Moreover, any v € V can be written as v = Y. ; X4,v; with the A;’s disjoint and therefore
we have

. n (1.4.3)
V@) = Y /A L)ldm <Y /A Olos] dm = / Olo] dm < (1) oy 0]
=1 i =1 4

which shows the continuity of L. Hence L can be uniquely extended to a continuous linear
map, still denoted by L, from the closure of V to L*(m). From the definition of Spany;(V)
and property (1.2.8) it is immediate to see that the closure of V contains Spany(V), and
hence its closure, which by assumption is the whole .Z.

The construction ensures that |l~l(v)| < /v| m-a.e. for every v € ., thus point (v) of
Proposition 1.2.12 ensures that L is a module morphism.

It is now clear that L is unique, so the proof is complete. O
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Another property of generating subspaces is the following:

Proposition 1.4.9 Let .# be an LP(m)-normed module, p € (1,00) and V. C 4 a linear
subspace which generates . Then for every L € .#* we have

1 1

—|L|? = ess-sup L(v) — —|v|?, m-a.e..
q veV p

proof Inequality > is trivial. To prove < notice that if the ess-sup was taken among all

v € A then the claim would be trivial, then conclude noticing that the assumption that V'

generates ./ grants that the space of elements of the form

n
§ XE; Vi,
i=1

withn € N, E; € B(M) and v; € V for every i = 1,...,n is dense in .Z. O

We shall also make use of the following simple result:

Proposition 1.4.10 Let .# be an LP(m)-normed module, p < oo, and V' C .4 a generating
set. Assume that V', when endowed with the induced topology, is separable.
Then A is separable as well.

proof Notice that the set V := {X|U|§nv : n €N, v eV} is still separable and generating
and, by definition, made of bounded elements.

Then letting Dy, C V and Dpp» C LP (m) countable dense sets, it is easy to check directly
from the definitions that the space of elements of the form

n
Zfivi, 'UiEDf/, fiEDLp,iZI,...,n,
=1

is dense in .#, thus giving the result. ([l

In the case of Hilbert modules, the discussions made provide a quite complete structural
characterization. Notice that to a given Hilbert space H we can associate the Hilbert module
L*(M, H) of L? maps from M to H, i.e. of maps v : M — H such that HUH%Q(M’H) =
[ |v*(x) dm(z) < occ. It is clear that this is indeed an L>°(m)-module, the multiplication with
a function in L (m) being simply the pointwise one, and given that (L*(M, H), || - | 2(m, 1))
is an Hilbert space, we have indeed an Hilbert module.

Now fix an infinite dimensional separable Hilbert space H together with a sequence of
subspaces V; C H, i € N, such that dimV; = ¢ for every ¢« € N. Then to each partition
{Ei}ienufoo} of M we associate the Hilbert module 3H({E;}; H,{V;}) made of elements v of
L?(M, H) such that

v(z) € Vi, m-a.e. on Fj, Vi e N.

It is readily verified that H({E;}; H,{V;}) is a submodule of L?(M, H) and thus an Hilbert
module.
We then have the following structural result:

Theorem 1.4.11 (Structural characterization of separable Hilbert modules) Let
H be a separable Hilbert module. Then there exists a unique partition {E;}enufocy of M
such that F is isomorphic to H({E;}; H,{Vi}).
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proof

Uniqueness It is evident from the construction that the local dimension of H({E;}; H, {V;})
on FE; is precisely ¢ for any ¢ € N. In particular, due to Proposition 1.4.4, given another
partition {Ei}iENU{oo}a the modules H({E;}; H,{V;}) and H({E;}; H,{V;}) are isomorphic if
and only if E; = E; for every i € NU {co}. The claim follows.

Existence For any i € N pick an orthonormal basis €, ..., ¢! of V;, let E;, i € NU {oo}, be
given by Proposition 1.4.5, I C N'U {oco} be the set of 1ndexes 7 such that m(£;) > 0 and
for each i € I\ {0,00}, let vt,...,v¢ be a basis of # on E;. We apply the Gram-Schmidt
orthogonalization process: for each i € I\ {0,00} define a new base #%,..., ! of # on E; by
putting 9¢ := v and for j = 2,...,i defining

j-1
. . V5, 0
27;-::XEi(v;-— E <~z 2k>v ),
k=1 G|

where the right hand side is a priori understood in s#°. Then by direct computation of the
norm we see that in fact 17} € A and it is readily verified that @1, ..., 9! is still a basis of 7
on E;. Now define T; : |, — H({E:i}; H,{V;}) by declaring that

TZ(T);) = XEi|17§|e§,

and extending it to the Whole %”‘E by L°°(m)-linearity: the fact that |Tz(17;)| = |17;| and
(ﬂ(@;),ﬂ( ') =0 = (v 5 Vg vi,) m-a.e. for j # j/ and that ¥%,...,9! is a basis grant that this
extension ex1sts is unique and defines a norm-preserving modulo morphism.

Now define Ty : ‘%ﬂ‘u = H{E:}; H,{Vi}) by

Tn(v) = Y Ti(xgv), YweH),
1€I\{0,00}

ienEi’

Given that the T;’s are norm-preserving, the series at the right hand side of this last expression
converges in H({E;}; H,{V;}), so the definition is well-posed. It is then clear that T}y is a norm
preserving modulo morphism whose image is precisely H({E;}; H, {Vi}) . Ifm(Ey) =0,
then 7 [~ A and Ty is surjective, so that the proof is complete.
Otherwise assume that m(Ey) > 0 and let {v;};en be a countable dense subset of 7 B

which exists because . is separable. Put % := {0} C 4 and for i € N, i > 0, we shall
inductively define:

i) an increasing sequence (.74;) of submodules such that the dimension of J# on E is
exactly i, and v; € J7 for every j <4,

ii) a sequence (w;) C 4 such that wi, ..., w; is a local basis of 7 on E and (w;, wj) =0
m-a.e. on E, for any i # j.

The construction goes as follows. Pick ¢ € N and assume that both the submodule 5% and
the local basis wi, ..., w; have been defined (the latter being the empty condition if i = 0).
Let n; be the minimum n € N such that v, ¢ 7. Such integer exists because (v,) is dense in
H B , ; has finite dimension on F,, while 7 |E.. has not. Then notice that the family of
subsets B of E such that Xpv,, € JZ is stable by countable union and thus there exists a
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maximal set By with this property. Put A; := E, \ B; and let J4 ; be the module generated
by 7 U {Xa,vn, }. Notice that by induction we have n; > i and v,, € 4 for every n < n;.
Continue by iteration: if Ay_; has already been defined and m(E \ Uj<rA4;) > 0, find the
minimal integer ny, so that v,, ¢ J 1, the maximal subset By, of Fo \ Uj<A; such that
XB,Un;, € Hip—1, put Ay := (Ex \ UjcrAj) \ By and let J% j, be the module generated by
H k-1 U{XE\Uj <A, Vny }-
If for some k € N we have m(Fy \ Uj<xA;) = 0, put

k—1
Hi1 = G 1 and Vig1 = ZXAZUM,
=1

otherwise put

F11 := the module generated by U M; i, and Vig1 1= Z #Um.
keN et Zllomillr
We claim that in either case it holds:
VB € 'B(M) with m(B) > 0, we have Xpv;t1 ¢ I (1.4.4)

In the first case this is obvious by the fact that the procedure stopped, in the second we
argue by contradiction: if there is B € B(M) with positive measure such that Xp0;41 €
by the way we built the vy, ’s this means that for every n € N we have Xpv,, € 7. But since
{vn }nen is dense in H | this would imply that (,%”‘EOONB = i) 5> so that 7|, would
have finite dimension on B, contradicting the definition of F.

Now put

i
- Vi+1, Wj
Wil 1= Vig1 — Z ij7
j=t
and notice that by construction (i) and (i7) above are fulfilled, the role of (1.4.4) being to
ensure that the w;’s are independent on F.
We remark that by (i) we have that U;.7% is dense in |, . Then let (e;)ien be an Hilbert

basis of H and define Too : #|, — H{E;}; H,{V;}) by dézlaring that
Too(wi) = XEOO"U}Z"Q, Vi € N,

and extending it by L°(m)-linearity and continuity: the fact that m-a.e. on E we have
|Too(w;)| = |w;| for every i € N and (Two(w;), Too(wy)) for i # j, and properties (), (ii) grant
that such extension exists, is unique and that T, is a norm-preserving module morphism
whose image is precisely H({E;}; H, {V;})’ P

To conclude, define T': 5 — H({E;}; H,{Vi}) as

T(v) == TN(XUjenp, V) + Too(XEL, V), Yv e .

The construction grants that 7' is the desired isomorphism. 0

It is worth to underline that the construction of the isomorphism in this last theorem is
somehow similar to the choice of a basis in a given vector space, in the sense that it is
possible but not intrinsic. Thus although in practical situations it is useful to have this
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structural result at disposal, it is reductive and dangerous, and in fact wrong, to think that
every separable Hilbert module is of the form H({E;}; H,{V;}). Consider for instance a
Riemannian manifold M and the Hilbert module of L? vector fields on it. Such module is
certainly isometric to L2(M,RY™M) but the choice of the isomorphism is equivalent to a
Borel choice of an orthonormal basis in a.e. point of M, which is definitively possible but
highly not intrinsic in general.

Remark 1.4.12 (Direct integral of Hilbert spaces) A byproduct of Theorem 1.4.11 is
that it shows that a posteriori the theory of separable Hilbert modules and that of direct
integral of Hilbert spaces (a concept generalizing that of direct sum to a ‘continuous family of
indexes’ - we refer to [55] for an overview of this topic and detailed bibliography) are tightly
linked. Indeed, it is clear that a direct integral of Hilbert spaces is a separable Hilbert module,
while Theorem 1.4.11 shows that the viceversa is also true.

Both approaches describe in some sense the notion of measurable bundle of Hilbert spaces,
the difference being in the way the relevant object is built: with the direct integral one starts
the construction from the notion of ‘fiber’, while with Hilbert modules one rather picks the
‘section’ point of view.

In this analogy, the space .#° would correspond, in the direct integral language, to a
measurable field of Hilbert spaces, while a module morphism of Hilbert modules corresponds
to a decomposable operator. |

1.5 Tensor and exterior products of Hilbert modules

In this section we discuss the definition of tensor products of Hilbert modules and related
constructions like the exterior product. Shortly said, we want a construction that does the
following job: if we consider the Hilbert module % of L? vector fields on R”, then the tensor
product module . ® ¢ should be the module of L? matrix fields z — A, € R™*™, the
pointwise norm being the Hilbert-Schmidt norm. Notice that considering the tensor product
of 7 with itself in the sense of Hilbert spaces would produce a different Hilbert structure,
see Remark 1.5.2.

Theoretical discussions apart, we have a very practical reason for looking for such a con-
struction: on a smooth Riemannian manifold we have the Bochner identity

Aw = |Hess(f) %< + (Vf, VAS) 4+ Ric(Vf, V)
2 - HS ) ) )

the norm of the Hessian appearing here being the Hilbert-Schmidt one. Given that one of
the aims of this paper is to build a second order calculus and to provide an analogous of the
above identity on non-smooth spaces with Ricci curvature bounded from below, we must have
at disposal the notion of pointwise Hilbert-Schmidt norm.

A similar comment concerns exterior product, which is necessary in order to define L2
differential forms.

It is worth to recall that for two given Hilbert spaces Hy, Hs, their tensor product H; ® Ho
is defined as follows. One starts considering the algebraic tensor product H; ®*18 Hy, i.e. the
tensor product of the two spaces seen as vector spaces, and defines a bilinear form (-,-) on it
by declaring that

(V1 ® v, w1 ®@ wa) 1= (v1,w1) g, (V2, W2) y, Vo, wy € Hy, ve,we € Ha,
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and extending it by linearity, (-,-) g, being the scalar product on Hj, ¢ = 1,2. Such bilinear
form is evidently symmetric and one can verify, for instance using Hilbert bases, that it is
positive definite, i.e.

(4, 4)
(4,4)

Y

0 (1.5.1)
0 & A=0, o

for every A € H; @418 H,. The tensor product Hy ® Hy is then defined as the completion of
H; @8 Hy w.r.t. the norm induced by (-, -).

We turn to the construction in the case of modules. Let 7, % be Hilbert modules on a
given fixed o-finite measured space (M, A, m). Consider the topological vector spaces #,°, 75
defined in Section 1.3, recall that they are endowed with a natural structure of L°(m)-module
(here we refer just to the algebraic point of view) and consider their algebraic tensor product
AP ®?(l)g 3. This means that we take the vector space of the formal finite sums of objects
of the kind v®w, with v € %”10 and w € S, and quotient it w.r.t. the subspace generated
by the elements of the form

(a1 + ov2)@w — a1 (11@w) — ag(va@w),
v&(Brwy + Pawz) — Bi(v@w1) — Pa(vRW),
(fo)@w —v&(fw),

for generic v, vy, vy € H4°, w, w1, wy € A, a1, az, 1, B2 € R and f € LO(m).

The resulting quotient vector space is, by definition, 7 ®ﬁ(l)g ) and as customary we shall
denote by v ® w the equivalence class of v®w. Given that L°(m) is an abelian ring (w.r.t.
pointwise m-a.e. multiplication), 5 ®?ég ) is naturally equipped with a multiplication
with L?(m)-functions by declaring that:

foew) :=(fr)eow=ve (fv), YfelL’(m), ve A, we A,

and extending it by linearity, the role of the commutativity of the product in L%(m) being to
ensure that this is a good definition.

Denoting by (,-) the pointwise scalar product on both 7" and % (recall the discussion
after Definition 1.3.1), we define the bilinear map : from [ ®?(l)g )% to L (m) by declaring
that

A ®/2<l)g 5 301 @wi, V2 @ wy = (v1 @ w1) @ (v2 ® wa) 1= (v1,v2) (w1, wa),

and extending it by bilinearity. It is clear that this map is symmetric, i.e. A: B=B: A
m-a.e. for every A, B € 5" ®?(l)g 20, and local, i.e.

f(A:B)=(fA):B=A:(fB) mae VfeL'(m), A, Be oM 4.

We further claim that it is positive definite in the sense that

A:A>0 m-a.e.

(1.5.2)
A:A=0 m-a.e. on F/ & XgA =0,
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for every A € 0 ®?(l)g 3 and E € B(M). To verify this property, assume for the moment

that J#, 7% are separable, use the structural characterization provided by Theorem 1.4.11
and then conclude using the analogous property (1.5.1) valid for Hilbert spaces. To remove
the assumption of separability, pick A € J#° ®?ég ) and write it as A = > v; @ w;
for some v; € J4, w; € S, i = 1,...,n. Then notice that J4 = Spany{v1,..., v} C
A and A = Spany{wi,...,w,} C % are separable because they are finitely generated
(Proposition 1.4.10), observe that by construction A € L%Zlo ®1L%g %220 and conclude applying

the previous argument.
Then define | - [q : H° ®2{1}g A3 — LO(m) as

|A|ys = VA A. (1.5.3)

By (1.5.2) the definition is well posed and taking into account bilinearity and locality it is
not difficult to see that

|Alys =0 m-a.e. on F & A=0 onkE,
|A+ Blys < |Alps + |Blys  m-aee., (1.5.4)
[fAlus = [f1|Alns m-a.e.,

for every A, B € J° ®?})g A, f € L°(m) and E € B(M).
The topological vector space J4° ® 7 is defined as the completion of 77" ®£Aég A Wt
the distance

1 .
do(4.B) = 3 s /mln{l, A= Blys} dm,

where (E;) C B(M) is a partition of M in sets of positive and finite measure. It is readily
verified that the topology of " ® 2 does not depend on the particular partition chosen
and that the operations of addition, multiplication with a function in L°(m) and of pointwise
norm all can, and will, be uniquely extended by continuity to the whole 7" @ 4 still
satisfying (1.5.3) and (1.5.4).

Definition 1.5.1 (The tensor product 74 ® %) The tensor product 7 @ 3 is defined
as the subset of 7 ® H# made of tensors A such that

A2 ::/|A|§|S dm < oc. (1.5.5)

We endow 74 ® % with the norm defined in (1.5.5). It is clear from the definition (1.5.3)
that such norm is induced by a scalar product and the very definition of J# ® % and
AP @ A grant that (S @ #53, | -||) is complete, and thus an Hilbert space. Moreover, the
last in (1.5.4) shows that the multiplication with functions in L°(m) defined on J4° ® 54
induces by restriction a multiplication with L (m) functions on .74 ® % which takes values
in JA ® 5, giving J4 @ 5 the structure of an L (m)-premodule. Given that it is also, by
(1.5.5) and the last in (1.5.4), L?(m)-normed, we see from Proposition 1.2.12 that 4 ® /%
is in fact an Hilbert module.

Remark 1.5.2 (Hilbert modules and Hilbert spaces) Denote by J# Qi 7 the ten-
sor product of .77 and % in the sense of Hilbert spaces. Then it is important to underline
that the Hilbert spaces 741 Quin, 4% and J4 ® 7 are in general different.
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Indeed, for v; € J4 and vy € 73, the norm of v; ® vo as element of JA Ruin, H3 is
lv1 |4 ||v2]l s while its norm in 4 @ % is given by 4/ [ |v1]?|v2|?dm. In fact, this shows
that in general v; ® vy might be not an element of J4 ® 54 at all. [ |

Remark 1.5.3 (Lack of universal property) It is debatable whether we are entitled to
call 74 ® 7% ‘tensor product’ or not, the problem being that the lack of the expected universal
property in the category of Hilbert modules.

In this direction, it is worth recalling that the same issue occurs with Hilbert spaces.
Consider for instance an infinite dimensional and separable Hilbert space H, the bilinear
continuous map ® : H x H — H ® H defined by ®(v,w) := v ® w and the bilinear continuous
map B : H x H — R given by B(v,w) := (v, w) . Then there is no linear continuous map
L: H®H — R such that L o® = B. This can be seen considering an Hilbert base (e;) C H
and noticing that

"1
‘Zfez’@@i
. 1
i=1

Given that if the reference measure m is a Dirac delta the category of Hilbert L*°(m)-
modules is trivially isomorphic to that of Hilbert spaces (see also Example 1.2.19), the same
issue occurs for modules.

Actually, for Hilbert modules over arbitrary measured spaces the situation is much worse:
as we have seen in the previous remark, in general we don’t even have the bilinear continuous
map Q : I X I — H Q.

Still, the object 5 ® .7 arises naturally in this framework, will be crucial in our discussions,
and given we won’t propose any other ‘tensor-like product’, we reserve for this one the name
of tensor product. [}

2 "1 , "1 "1
H®H:sgpzi—2<oo while B(Z;ei@)ei)zzgwlogn.
i=1 i=1 i=1

sup
n

Notice that

if D1 C J7, Dy C 74 are dense subsets made of bounded elements, then

1.5.6
the linear span of {v1 ® vo : v1 € Dy, vy € Da} is dense in JA ® 93, ( )

as can be directly checked with a truncation argument. It also follows that
if 74 and J% are separable then so is JA ® J4. (1.5.7)

Indeed, if Dy, Dy are countable dense subsets of 4, 7% made of bounded elements (recall
property (1.2.7)), then the Q-vector space generated by {vi ® vo : vy € Dy, vg € Dy} is
dense in the R-vector space generated by the same set, and thus, by (1.5.6) above, dense in
I ® Hs.

In the special case 4 = % we denote the tensor product ./ ® # as #©2. In this case
following standard ideas one can define what are symmetric and antisymmetric tensors. In

detail, for A € #° ®/2(1)g 0 we define the transpose At € #° ®?ég A0 by declaring that

vewl=wev, mae. Yo, w e Y,

and extending such map by linearity. It is readily verified that this is a good definition, and
that A — A! is a linear involution preserving the pointwise norm of #° ®/zég 9 which is
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local in the sense that (fA)! = fA! m-a.e. for every f € L%m) and A € #° ®/2(l)g 0. In
particular it can be extended by continuity to a linear local involution of J#°® s preserving
the pointwise norm which therefore restricts to a morphism, still denoted as A — A?, of %2

into itself which is also an involution and an isometry. In particular, we have

A:B=A":B', mae VA Bec.#%, (1.5.8)
Then we define %%’i C %2 as the space of A’s such that A® = A and '%ﬂA%me C H%? as the
space of A’s such that A' = —A. The fact that transposition is a module morphism grants
that %”S%i, f%’jfffm are submodules, while identity (1.5.8) gives that
. _ 2 2
A:B=0, mae, VAcJH, BeAy . (1.5.9)

By integration, we see that in particular f%ﬂs‘?i, jffg}?m are orthogonal subspaces, in the sense

of Hilbert spaces, of #%2. For a generic A € 7#®? define

At AN
2 ) Asym -— 9 )

Asym = (1.5.10)

and notice that A = Agym + Aasym With Asym € %”S%i and Apsym € f%”/fffm. It follows that the

direct sum of (%”5%21 and %”A@Sfm is the whole /%2 and the maps A — Asym and A — Apgym,
which are module morphisms, are the orthogonal projections onto 752 %®2 Identity

Sym> sym”*
(1.5.9) also gives the identity
Al = [Asymliis + [Aagymlpig  m-ae. VA € %2 (1.5.11)

Now we claim that if D C 52 is a set of bounded elements generating Z in the sense of
modules, then the set {v ® v : v € D} generates jfg%i in the sense of modules. Indeed, being
the elements of D bounded, we have v®@v € S#%? for every v € D and since v ® v is certainly
symmetric, we get that {v®@wv : v € D} C ,%”S%i On the other hand, using the projection
A — Asym we see that %”s%i is generated by elements of the kind v ® w 4+ w ® v and thus we
conclude noticing that

vRUWtwRv=v+w)R(wWw+v)—vRV—wRw, m-a.e. Vo, w € 7.

In particular, recalling Proposition 1.4.9 and observing that A : (v ® v) = Asym : (v ® V)
m-a.e. for any A € M2, we deduce the formula

n n
2
Acvm|?c = ess-su (2A: v-®vl—‘ v; ® v; ) m-a.e. VA e #%?, (1.5.12
| Sym|H5 p Zz; i i ; i s ( )

where the ess-sup is taken among all n € N and vy,...,v, € D.

We pass to the exterior product. Recall that for k& € N the k-th exterior power A*H of
an Hilbert space is defined as the quotient of H®" w.r.t. the closed subspace generated by
elements of the form

11 R... RV with v; = v; for at least two different indexes ¢, j.
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The equivalence class of v1 ® ... ® v is denoted by v A ... A vg and one can verify that, up
to a factor k!, the scalar product on A*H induced by the quotient is characterized by

(VP A ov s Ay wy A= A wg) ::det(vi-wj).

For Hilbert modules the construction is similar. Let us fix an Hilbert module 7 and k € N.
If k = 0 we put A°# := L?(m). For k > 0 we start taking the quotient of the tensor product
(#°)®F w.r.t. the closure of the subspace generated by elements of the form

V1 Q... QU with v; = v; for at least two different indexes 1, 7,

denote such quotient as A¥#° and the equivalence class of v1 ®...® v by vi A... Avy. The
multiplication with functions in L%(m) passes to the quotient and defines a multiplication
with L(m) functions satisfying

flor Ao Avg) = (fur)) Ao Ao = =v1 A A (fog).

Starting from the result on Hilbert spaces and using the structural characterization of Hilbert
modules (Theorem 1.4.11) as done before we see that, up to a multiplication by k!, the scalar
product on A¥#0 is characterized by

(VI A Avg,wr A -+ Awg) = det ((vg, ;).
It is then clear that such scalar product is positively definite, i.e.

(w,w) >0 m-a.e.

(w,w) =0 m-a.e. on F & Xgpw =0,

for every w € A*#°. Then we define the pointwise norm |w| := 1/{w,w) € L%(m) and finally
the k-th exterior power of an Hilbert module as:

Definition 1.5.4 (Exterior power) The k-th exterior power A* 7 of S is the subspace
of A*#° made of elements w such that

w||? = / |w|?dm < oc.

The same simple arguments used for the tensor product ensure that A¥# is an Hilbert
module and that

if # is separable then so is AF.# for any k € N. (1.5.13)
We conclude noticing that the map
(V1 Ao AV W AL A W) > VIA. AU AwWL AL A\ Wy,

can be extended by bilinearity and continuity to a map, called wedge product, from

AF 0 x AF 40 to AR 0.
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1.6 Pullback

A basic construction in differential geometry is that of pullback bundle and in this section we
show that this has an analogous in the context of LP(m)-normed modules. The concept that
such definition grasps is the following. Let (M;, A;, m;), i = 1,2, be measured spaces, pretend
that .# is an LP(m;)-normed module given by a family of Banach spaces (By, || - ||z)zeMm, as
informally described in Example 1.2.11 and let ¢ : My — M; measurable with p,mo < C'my
for some C' > 0. Then the pullback module ¢*.# would be the LP(mz)-normed module made
of maps which assign to mp-a.e. point zo € My an element v(z2) € Br(,,) in such a way that

1072 | 2 (my) < 00
We shall concentrate on the case p < oo.

The rigorous definition comes via explicit construction. We start with the following defini-
tion:

Definition 1.6.1 (Map of bounded compression) Let (M, A, m;) and (Ma, Az, ma) be
two o-finite measured spaces as discussed in Section 1.1. A map of bounded compression ¢ :
My — M is (the equivalence class w.r.t. equality ma-a.e. of ) a measurable map ¢ : Mo — M;
such that

P+M2 < le,

for some C > 0.

Now fix o-finite measured spaces (Mj, A, m;) and (Mg, Ay, mz), a map ¢ : My — M; of
bounded compression and an LP(m;)-normed module .Z, p € [1,00).
Define the ‘pre-pullback’ set Ppb as

Ppb := {{(Ui,Ai)}ieN : (4;)ien is a partition of My,

viEJ//WEN,andH Xa.|vi| o H <oo},
% Ailvilo g L)

and an equivalence relation on Ppb by declaring {(v;, 4;)}ien ~ {(wj, Bj)}jen provided
|vi —wj|op =0, mg-a.e. on {4; N B,}, Vi,j € N.

It is readily verified that this is indeed an equivalence relation and we shall denote by [(v;, A;);]
the equivalence class of {(v;, A;)}ien (With respect to the informal and non-rigorous presen-
tation given before, we shall think of [(v;, A;);] as the element of the pullback module which
takes the value v;(p(z)) on = € A;).

Define the sum of elements of Ppb/ ~ as

[(vi, As)] + [(wy, Bj);] == [(vi +wj, Ai 0 Bj)igl,
and the multiplication with a scalar A € R as
Al(vi, Ai) Y] := [(Avi, Aq)il.

It is clear that these operations are well defined and endow Ppb/ ~ with a vector space
structure.
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Recalling that Sf(mg) C L (my) is the space of simple functions, i.e. those attaining only a
finite number of values, for [(v;, 4;);] € Ppb/ ~ and g =}, a;Xp; € Sf(mz) with (B;) finite
partition of My, we define the product g[(v;, A;);] € Ppb/ ~ as

9l(vis Ai)i] := [(ajvi, Ai N Bj)i gl

It is readily verified that this definition is well posed, that the resulting multiplication is a
bilinear map from Sf(mgy) x Ppb/ ~ into Ppb/ ~ and that 1[(f;, A;):] = [(fi, Ai):]. Finally,

we consider the map |- | : Ppb/ ~— LP(my) given by
} Uz, zz ZXA |Uz|o<)0
1€N

As direct consequences of the definitions we get the (in)equalities

H(vz—kwj,A N Bj)i; ‘ | ((v;, A |—|—‘ (wj, B;)ll,
‘)‘ v’“ ‘ = ‘ ‘ ‘ Vi, z)z] ) (1.6.1)
‘ Ul’ ‘ = ‘ ‘ (%% z)z] 5

valid myp-a.e. for every [((vi, A:)i], [(w;, Bj);] € Ppb/ ~, A € R and g € Sf(my), so that in
particular the map || - || : Ppb/ ~— [0, 00) defined by

s, 4] = 110 A oy = || D2 Xacloil o ¢ (1.6.2)
€N

LP(m
is a norm on Ppb/ ~.

Definition 1.6.2 (The pullback module ¢*.#) With the above notation and assump-
tions, the space ©* M is defined as the completion of (Ppb/ ~,| - ||)-

With this definition, a priori ¢*.# is only a Banach space, but in fact it comes with a canonical
structure of LP(mg)-normed module. Indeed, from the last in (1.6.1) and the definition (1.6.2)
we see that for any g € Sf(mg) and [(v;, 4;)i] € Ppb/ ~ we have

lgCvi, Aa)alll < llgll oo 1wz, Aa)ill,

and thus, by the density of Sf(mg) in L*°(mg), such multiplication can be uniquely extended
to a bilinear continuous map from L*°(mgy) X ¢*.# to ¢*.# which gives the structure of
L°°(my) premodule. Moreover, from the first in (1.6.1) we also see that for a Cauchy sequence
n — [(Uni, An,i)] € Ppb/ ~ the sequence n — |[(vn, Ani)]| is LP(my)-Cauchy. The limit of
such sequence defines a map | - | : ¢*.# — LP(my) which, passing to the limit in (1.6.1) and
(1.6.2), is shown to be a pointwise norm.

With this structure and recalling Proposition 1.2.12 we see that ¢*.# is an LP(mg)-normed
module for p < oo, as claimed.

The pullback map ¢* : # — @* . is defined as

©*v = [(v,Ma)], Yv e A, (1.6.3)
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where (v, My) € Ppb is a shorthand for (v;, A;);eny with vg = v, Ag = My and v; =0, A; =0
for i > 0. Notice that

©*(fv) = foppy,

] (1.6.4)
[p™v] = |v] o,

mg-a.e. for every v € 4 and f € L°°(my). Indeed, the second is a direct consequence of the
definition of pointwise norm on ¢*.# , while the first can be verified directly from the definition
(1.6.3) and the one of equivalence relation on Ppb for f = x4, A € B(M;), then by linearity
it follows for simple functions f and finally the general case is achieved by approximation.

We remark that directly from property (1.2.13) and the definition of pointwise norm on the
pullback, we have that

the pullback of an Hilbert module is an Hilbert module.

The simplest case of the pullback construction is when the LP(mj)-normed module .Z is
precisely the space of functions LP(my): in this case we can identify ¢*.# with LP(my) via
the injection [(fi, 4;)i] = >; X4, fi © ¢ and formulas (1.6.3), (1.6.4) read as

o' f=fop,  VfeLl(m).
Notice that directly from the definition of p*.#Z (recall also the property (1.2.8)) we get that
p*. A is generated, in the sense of modules, by the vector space {¢*v:v e .#Z}. (1.6.5)

It is worth underlying that the measure m; on M; does not really play a key role in the
definition of pullback module besides the compatibility requirement p,my < Cmy. To see
why, consider another measure mj on M; such that p,me < C'm} < my for some C’ € R and
recall the construction of the LP(m])-normed module My, given at the end of Section 1.3.
Then directly by the definitions it is easy to establish that

O M = My - (1.6.6)

In particular, the choice m} := p,mg is always possible.
Another direct consequence of the definitions is that if (Mg, A3, m3) is another measured
space and ¥ : M3 — Mj is of bounded compression, then

Ve M) ~ (pop) A, (1.6.7)

the identification being given by [([(vi,j, A7), Bj);] — [(vig, ¥~ (Aij) N Bj)i) for vijy € A,
(A; ;)i partition of My for every j and (Bj) partition of M3. Having done this identification
we also have

Vrp*u = (Yop)u Yve A.
The pullback module has the following universal property:

Proposition 1.6.3 (Universal property of the pullback) Let (M;, A;,m;), i =1,2,3 be
three measured spaces, p € [1,00), .4 an LP(my)-normed module and ¢ : My — M; and
¥ : Mg — My of bounded compression.
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Also, let A be an LP(mg)-normed module and T : M4 — A be a linear map such that

T(fv) = fopotpT(v) VfeL®(m), ve #, (1.6.8)
|T(v)] <Clv|oporp, ms-a.e. Yv e A, e
for some constant C > 0, so that in particular T is continuous.
Then there exists a unique linear map S : ©* M — N such that
S(gw) =gov S(w) Vg € L>(mg), we ",
S(¢*v) =T (v) Vv e A, (1.6.9)
|S(w)] < C'w|ov, msz-ae. Yw € o* A,

for some C' > 0. In this case, the best constant C' coincides with the best constant C in

(1.6.8).

proof Uniqueness comes by the requirements (1.6.9) recalling property (1.6.5).

For existence, we denote by V' C @*.# the vector space generated by elements of the
form Xpy*v for v € # and B € B(Mz). Notice that each w € V can be written as
w =" Xp,¢* v; with the B;’s disjoint and for such way of expressing w declare

) — Z X'Lb_l(Bi) T(U,L)
Notice that

(@) = S X1y IT@) < C( Y xmlvlog) op = Cluloy,  maae,

which shows in particular that the definition of S is well posed, i.e. S(w) depends only on
w and not on the particular way of writing it. It is now clear that S is linear and continuos
and thus can be extended to a continuous map form the closure of V', which by (1.6.5) and
(1.2.8) is easily seen to be the whole ¢*.#, to .#". The second and third properties in (1.6.9)
then follow by construction. In turn, the first is obtained for simple functions g by the very
definition of S and then the general case by approximation. The last claim is now obvious.

0

Notice that if one replaces the last requirements in (1.6.8) and (1.6.9) by asking only for the
continuity of the maps involved, the resulting statement is false.

Remark 1.6.4 (The construction from the point of view of category theory) Not
surprisingly, the above universal property fits in the framework of category theory, but
given that two different structures appear in the statement, that of measured space and
that of LP-normed module, it is possibly worth to spend two words on how to make such
interpretation.

Thus we introduce the category Meas, say, whose objects are o-finite measured spaces
(M, A, m) as in Section 1.1 and whose morphisms are maps of bounded deformation. Then
for p € [1,00) we consider also the category Mod,_r~ whose objects are couples (M, .#Z)
where M = (M, A, m) is an object of Meas and .# is an LP(m)-normed module, and where
a morphism from (Mg, #5) to (My,.#1) is a couple (¢, ®) with ¢ : My — M; of bounded
compression and ® : .#, — .#5 a linear map satisfying

O(fv) = fop®(v) Vv €, f e L (m),
|®(v)] < Clv|og my-a.e. Vv € A,
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for some C' > 0.

The map associating to the measured space (M, A, m) the couple (M, 0) and to the map of
bounded compression ¢ the couple (¢, 0) is then a fully faithful functor injective on objects (see
e.g. [41]). In other words, we can realize Meas as full subcategory of Mod,,_r~. Moreover,
given an object (M, .#) in Mod,,— 1~ we have a canonical morphism from (M, .#) to (M, 0),
namely (Id, 0).

After this identification, Proposition 1.6.3 tells exactly that the pullback module is the
pullback in the category Mod,_r~. Notice indeed that property (1.6.4) tells that (¢, ¢*) is
a morphism from (Mg, ¢*.#) to (M1, #) and it is clear that the diagram

(1d, 0)
(Mg, "t ) — (M2, 0)

(¢, ") (¢,0)

(14, 0)
(Mh %) - (M17 O)

commutes. Then notice that if (Ms,.#") is an object in Mod,,_r~ and (¢, ¥;) : (M3, 4)
(M2,0) and (2, ¥s) : (M3, A#) — (My,.#) are morphisms such that (¢1,¥1) o (¢,0)
(12, ¥Ua) o (Id, 0), we must have 1y = 1 o . In this case, Proposition 1.6.3 tells that there is
a unique morphism (¢3, ¥3) : (M3, 4") — (M1, p*.#) such that the diagram

(¢1.91)

4

(M3’</V)

commutes. [}

Consider now the question of understanding who is the dual of the pullback module ¢*.#,
which we shall discuss only for p € (1, 0).

We claim that such dual always contains a copy of the pullback ¢*.#Z* of the dual module
A and to this aim we define an isometric morphism |, : ¢*(.#Z*) — (p*.#)* by declaring
that for v € # and L € .#* we have

lp (" L) (¢™v) := L(v) 0 ¢, (1.6.10)

and extending the map by L (mg)-linearity and continuity. More in detail, for given L € .#*
we can use the trivial inequality

[L(v) ool <|Llsoplv[op = | Ligep- | V]prn,  mo-ae.  Vve M,
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property (1.6.5) and Proposition 1.4.8 applied to the LP(mgy)-normed module ¢*.#Z to deduce
that there exists a unique element of (¢*.#)*, which we shall call I,(¢*L), for which (1.6.10)
holds for every v € .# and such l,(¢*L) also fulfills

o (0" L)l (or.ry < 9" Ll mp-a.e.. (1.6.11)

We thus built a map |, : {¢*L : L € #*} — (¢p*4)* and using property (1.6.5) for the
L9(mg)-normed module ¢*.#Z*, where ¢ € (1,00) is such that 1% + 1 =1, and arguments
similar to that used for Proposition 1.4.8, it is easy to see that the bound (1.6.11) grants
that |, can be uniquely extended to a module morphism, still denoted by l,, from p*.Z* to
(p* . )* which satisfies

[l (D)l (. < IL

Moreover, it is easy to see that equality holds in this last inequality. Indeed, by considering L
of the form [(L;, B;)], choosing for every ¢ a maximizing sequence (v;,) C M in the definition
(1.2.10) of the dual norm |L;| 4 and then testing l,,(L) on the elements [(v; ,, B;):], we obtain
the equality

oM mo-a.e., VL € o* .

“@(.’Z/)‘(SO*'//)* = ‘E’@*%*, mQ—a..e..
Then the same identity for general elements of ¢*.#* follows by density.
Therefore, as claimed, (1.6.10) defines an isometric morphism |y, : @*(AZ*) — (p* 4 )* .

The question is whether |, is surjective or not. Shortly said, the general answer is negative
and a sufficient condition for it to be positive is that .Z™* is separable and the measurable
structures (M;, A;) involved are Borel structures of complete separable metric spaces.

In order to understand the situation we remark that there is a particular case where the
construction of the pullback module reduces, from the perspective of Banach spaces, to a well
known one: if My = M; x [0, 1] is endowed with the product of the measures m; and L1|[0 i
and the map 7 : My — Mj is the canonical projection, then the pullback 7*.# of an Lp(m;)—
normed module .#Z can be canonically identified, when seen as Banach space, with the space
LP([0,1], ). To see why, recall that for any given Banach space B, the space LP([0,1], B)
consists of all (equivalence classes w.r.t. £1-a.e. equality of Borel) functions f : [0,1] — B such
that Hf||1£p([07”7B) = fol | f(t)|I'; dt < oo and that when endowed with the norm || - || e ((o,1], )
this is a Banach space itself.

Now observe that an argument based on subsequent subdivisions shows that the set D C
¥4 made of elements of the form ), Xn, x4,7*v; for some v; € #, i € N, and partition
(A;) of [0,1] is dense in 7*.# and that the map ¢ 4 : D — LP([0, 1], .#) defined as

L ( Z XszAiW*Ui> = Z X A;Vis
€N €N

is a well-defined linear isometry whose image is dense in LP([0, 1], .#). Thus it can, and will,
be extended to a bijective isometry from 7*.# to LP([0, 1], .#), still denoted by ¢_z.

Therefore, recalling that from Proposition 1.2.13 we know that LP-normed modules have
full dual, we see that in this case asking for the image of I to be the whole (7*.#)* is
equivalent to ask the dual of LP(]0,1], .#) to be (identifiable with) the space L4([0, 1], #™*),
which in turn is well known to be equivalent to the Radon-Nikodym property of .Z™. We
refer to [27] for the definition of the Radon-Nikodym property of a Banach space and all the
relevant related results which we will use.

Having clarified this, we are going to proceed as follows:
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i) In Proposition 1.6.5 we shall precisely state in which sense the Banach dual of 7*.# can
be identified with 7*.Z* under the assumption that .#Z™* is separable, which is sufficient
to grant the Radon-Nikodym property and general enough for our purposes. The proof
is based just on keeping track of the various identifications we built so far.

ii) In the technical Lemma 1.6.6 we shall present a measure-theoretic construction that
will allow to reduce the study of general pullbacks to the base case m*.#. Notice
that in order to be able to construct the relevant object, we will need some ‘universal’
constructions in measure theory like the isomorphism theorem for measure rings, the
disintegration theorem and the Kuratowski-Ryll Nardzewski Borel selection theorem.
In turn, all of these require some additional structure, of topological nature, to that of
general measured spaces. We will work with complete separable metric spaces, as these
are the structures we shall deal with from the next chapter on.

iii) Finally, in Theorem 1.6.7 we will show how such technical lemma allows to prove, under
the stated topological assumptions, that the pullback module ¢*.# can be seen as a
sort of quotient of 7*.#. This fact coupled with the analysis of 7*.# will allow us to
conclude that if .Z* is separable, then indeed ¢* . #* ~ (p*.#)* the identification being
given by the map I,.

We thus start with the following statement:

Proposition 1.6.5 (The Banach dual of 7*.#) Let (M,A,m) be a o-finite measured
space as in Section 1.1 and A an LP(m)-normed module, p € (1,00). Consider the pull-
back module 7 4, where m : M x [0,1] — M is the canonical projection and M x [0,1] is
endowed with the product measure m := m X L1|[0 I

Assume that A* is separable. Then for every linear continuous functional | : 7. M4 — R
there exists a unique L € 7w 4™ such that

I(v) = / lL(L)(v)dm,  Yven A,

proof Uniqueness is obvious, so we focus on existence. We start observing that for arbitrary
j € LY[0,1], . #*) and v € 7*.# the identity

(1) (0) (2, 1) = 34 (0)1) () (1.6.12)

holds for m-a.e. (z,t). This can be checked directly from the definitions for j step function
(i.e. attaining only a finite number of values) and v = [(v;, M X A4;);], (4;) being a partition
of [0, 1], then the general case follows by density.

Now notice that the map [ OLf///l : LP([0,1], .#) — R is linear and continuous, i.e. an element
of the dual (LP([0,1],.#))" of L?([0,1],.#). By Proposition 1.2.13 we know that the Banach
dual .#’ of .# can be canonically identified with the module dual .#Z* in the sense that
INT 4+ : M* — M’ is a surjective isometry. In particular, being .Z* separable, so is .#" and
therefore by the Dunford-Pettis theorem (see Theorem 1 in Section 3 of Chapter 3 in [27])
A" has the Radon-Nikodym property. It follows that (LP([0,1],.#))" ~ L9([0, 1], .#"), where
% + % =1, (see Theorem 1 in Section 1 of Chapter 4 in [27] and notice that the hypothesis
that the space has finite measure can be easily replaced with ‘the space is o-finite’) and thus
there exists j € LI([0, 1], .#") such that

/1Jt(wt)dt—loaf//}(w), Yw € LP([0,1], 4).
0
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Using again the fact that INT 4« : #Z* — .4’ is surjective we see that there is j €
L4([0,1},.#*) such that

/l/jt(wt)dmdt:loq/[l(w), Vw € LP([0,1], .#).
0

It is then clear from (1.6.12) that L := ). (j) € 7*.#* fulfills the requirements. O

We turn to the technical lemma:

Lemma 1.6.6 Let (My,d;), (Ma,d2) be complete separable metric spaces, ma a Borel measure
on My and ¢ : My — M1 a Borel map such that p,my is o-finite.
Then there exists a Borel map v : My x [0, 1] — Ma such that 1. (@.mg X L1|

the identity @ oY = w holds p,mg X Ll‘

[071]) =my and

0170 where m: My x [0,1] — M is the canonical
projection.
proof Without loss of generality and up to replace do with dy A 1 we can, and will, assume
that ds is a bounded distance so that the distance W5 metrizes the narrow convergence on
the space Z(My) = Ho(Ma) (see for instance Chapter 2 of [6] or Chapter 6 of [56] for the
relevant definitions and properties).

Let Y be the space of (equivalence classes w.r.t. £!-a.e. equality of Borel) maps from [0, 1]

to My endowed with the distance dy (f,g) := \/f[o 1 d2(f(t),g(t))dL1(t). Notice that (Y,dy)

is complete and separable and consider the push-forward map Pf : Y — 2?(Msy) given by
f=Pf(f) = f*Ll|[0 it We claim that

i) For every pu € 2(M;) we have Pf~1(u) # 0,

ii) For every p,v € 2(M;), f € Pf ' (u) and € > 0 there exists g € Pf~1(v) such that
dy (f,9) < Wa(p,v) +e.

Indeed, (i) follows by the classical isomorphism theorem for measure rings, see for instance
Theorem 9 in Chapter 15 of the book [49]. For (ii) assume for a moment that p has no atoms
and recall that by a result of Pratelli ([47]) in this case for every € > 0 there is a Borel map
T : My — My such that Typ = v and \/f di(z,T(x))?du(x) < Wa(u,v) +e. Then define

g :=T o f to conclude. If y has atoms, replace My, and [0, 1] by Mz x [0, 1] and [0, 1)2, the
measures [,V by p X Ll’[o v X [‘1|[0 . and f by f(t,s) := (f(t),s): apply the previous

argument and then project everything neglecting the additional factor [0,1] to conclude.

Thus for any open set Q C Y the set { : Pf~1(u) € Q} is non-empty by (i) and open
- and a fortiori Borel - in (£ (M), Ws) by (it). By the Kuratowski-Ryll Nardzewski Borel
selection theorem (see for instance Theorem 6.9.3 in [21]) we deduce the existence of a Borel
map S : Z(Mz) — Y such that

PF(S(n)) = p, for every p e Z(My). (1.6.13)

Now we apply the disintegration theorem (see for instance Section III-70 of [24] and notice
that the assumption that my is a probability measure can be easily removed using a patching
argument based on the fact that p,my is o-finite) to deduce the existence of a map M; >
x> Moy, € P (M) (which is unique up to p,ms-a.e. equality) such that
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a) Moz, (Mg \ o 1({z1})) = 0 for p.ma-a.e. z1 € My,
b) the map z1 — my 4, (E) is Borel for every £ C My Borel,
c) for every f € Cy(My) we have [ fdmy = [ ([ fdmagz, ) dp.ma(zy).

From (b) it follows that the map x1 — my,, is Borel when we endow the target space with
the distance W5 and therefore the map ¢ : My x [0,1] — My given by

1/1(1'1,t) = S(mg’ml)(t), V.’El S Ml, t e [0, 1],

is Borel. Properties (c) and (1.6.13) ensure that 1, (p.mg x L1
that @,mo X £l

o 1]) = mg, while (a) grants

|[0 jra-e- it holds ¢ o ¥ = 7, thus the proof is achieved. ]

We now have all the tools we need to prove our main result concerning the dual of ¢*.Z:

Theorem 1.6.7 (The module dual of p*.#) Let (M;,d;), (Mg, d2) be two complete and
separable metric spaces, my, mo o-finite Borel measures an My and Ms respectively and ¢ :
Mgy — My a Borel map such that p,mo < Cmy for some C' > 0.

Furthermore, let .# be an LP(my)-normed module, p € (1,00), and assume that .A* is
separable.

Then the isometric morphism |, : @* M* — (p* M )* defined by (1.6.10) is surjective.

proof By the discussion made at the end of Section 1.3, we can consider the module .}, ,, m,:
by (1.3.5) we know that its dual can be canonically identified with .#, ..., where ¢ € (1, 00)
is such that % + % = 1. Then the assumption that .#Z™* is separable yields (recall (1.3.4)) that
My 5w, 15 separable as well and thus up to replace my with p,my and .# with #) . m, and
recalling property (1.6.6) we can, and will, assume that m; = p,my. We also put for brevity
m:=my X L1|[071}.

Let ¢ : My x [0,1] — My be the Borel map given by Lemma 1.6.6 above and notice that
by the identification (1.6.7) we have ¢*(¢* 4 ) ~ 7* . and V*(p* M*) ~ w*.4*. We define
a left inverse Pry, : .4 — @*. 4 of the map ¢* : p* A4 — 7*.4 as follows. On elements
U € A of the kind ¥ = ), X4,¢*v; with v; € ¢*M and (A;) partition of My x [0, 1], which

form a dense subset of 7*.#, it is defined as

. d (9« (Xa,m))
€N

We want to check that the right hand side depends only on ¥, and not on the particular
representation as ), X,%*v;, and that the series converges in ¢*.#. To this aim let My >
xo > My, € Z(M; x [0,1]) be the disintegration of m w.r.t. ¢ (see Section III-70 of [24] or

0™ (10) = [ f dmy, for my-a.e. 2o

the argument used in the previous lemma), notice that =; S

and every f € L*°(m) and thus for mg-a.e. 9 we have

5 At gy < 30 A () = 3 ([ e Al (22)

— 7 —
ieN d¢p,m ieN d¢p.m ieN
/ZXA )|vil(x2) dmy, (Z /!fu z)dmyg,.
ieN
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Raising to the exponent p and integrating w.r.t. mo we deduce that

/\Prw(f;)\pdmg g/ /m(@) dii, | dma(as) g/yﬁ\pdm,

which addresses both our claims by also showing that Pr, can be extended in a unique way
to a linear and continuous map from 7*.# to ¢*.#. It is clear from the definition (1.6.14)
that

Pry(v*v) = v, Yv € p* M . (1.6.15)
The same construction produces a linear and continuous map, still denoted by Pr, from

T M* to " A*. The fact that Pry acts as a sort of left inverse of ¢ is also implicit in the
identity

/(Iso(Per)(w)) oy dm = /IW(L)(Ww) dm, VLeETM*, we M, (1.6.16)

which can be proved as follows. First of all, by a density argument we can reduce to the case
w =37 Xa,p*w; and L =", Xp;*o*Lj, with w; € .4 and L; € .4*, where (4;) and (B;)
are partitions of My and My x [0, 1] respectively. Then notice that *w = 3, Xy-1(4,)¥" ¢ w;
so that by definition of I : ** 4" — (V*p* 4 )* we have

wa ong, Lj(wi) o p oy

On the other hand, by the definitions (1.6.14) and (1.6.10) of Pry and |, respectively and
recalling that the latter is a module morphism we have

dv,
(le(PryL)(w)) o9 = Z( wdQZiBm ALj(wi)osa)O@b-

d"/}* (XBjm)

Integrating and noticing that fXBj dmgy, = T

we get the claim (1.6.16).
We are now ready to conclude: pick an arbitrary L; € (¢*.#)* and notice that the map

(z2) for every i,7 € N and mg-a.e. xa,

VN M) ~ T M S v — l(v) :== /Ll(Prw(v))dmg €R,

being linear and continuous, belongs to the Banach dual of 7*.#. By Proposition 1.6.5 we
deduce that there exists Lo € m*.#* such that

I(v) = / le(Lo)(v)di, Vv e A,

Define L3 € p*.#* as L3 := Pry Ly and notice that for any w € ¢*.# we have

(1.6.16) 1.6.15)

/I@(Lg)(w) dmy = /IW(LQ)(w*w) dm = [l(¢y*w) = /Ll(Prw(w*w))dmg( = /Ll(w) dma.
This is sufficient to deduce that |,(L3) = L1, which is the thesis. O

Remark 1.6.8 The need of the assumption that the measured spaces come from a Polish
topology is only due to the structure of the proof we proposed. Nothing excludes that the same
conclusion holds under the only assumption that .#* has the Radon-Nikodym property. For
instance, if .# is an Hilbert module, using the Riesz theorem for Hilbert modules (Theorem
1.2.24) it is easy to see that the dual of p*.# can be identified with ¢*.#* without further
assumptions. |
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2 First order differential structure of general metric measure
spaces

2.1 Preliminaries: Sobolev functions on metric measure spaces

Without exceptions, all the metric measure spaces (M, d, m) we shall consider are such that:
- (M, d) is complete and separable,
- the measure m is Radon and non-negative.

We endow M with the Borel o-algebra A and denote by B(M) the set of equivalence classes of
Borel sets w.r.t. the equivalence relation given by A ~ B provided m((A\ B)U (B \ A4)) = 0.

By C([0,1],M) we shall denote the space of continuous curves with value in M endowed
with the sup norm. Notice that due to the fact that (M,d) is complete and separable,
C(]0,1],M) is complete and separable as well. For ¢ € [0,1] we consider the evaluation map
e: - C([0,1],M) — M defined by

et(y) ==, Yy e C([0,1,M).

Definition 2.1.1 (Absolutely continuous curves and metric speed) 4 curve -~
[0,1] — M is said absolutely continuous provided there exists a function f € L'(0,1) such
that

d(ve,7s) < /ts f(r)dr, Vt,s € [0,1], t < s. (2.1.1)

The metric speed t — |3| € LY(0,1) of an absolutely continuous curve v is defined as the
essential-infimum of all the functions f € L*(0,1) for which (2.1.1) holds.

It is worth to recall that the metric speed can be equivalently defined as limit of incremental
ratios:

Theorem 2.1.2 (Metric speed as incremental ratio) Let v : [0,1] — M be an abso-

lutely continuous curve. Then for a.e. t € [0,1] the limit of W as h — 0 exists and is

equal to |y|.

See for instance Theorem 1.1.2 of [8] for a proof.
In what follows we shall often write [ |%:|*dt for a generic curve v € C([0,1], M): in case v
is not absolutely continuous the value of the integral is taken +oo by definition.

There are several equivalent definitions of Sobolev functions on a metric measure space, we
shall follow an approach proposed in [11]. We start with the following definition:

Definition 2.1.3 (Test Plans) Let m# € Z(C([0,1],M)). We say that = is a test plan
provided there is a constant C(7) such that

(eym < Clmym,  Vteo,1],
1
/ / 5el? dte () < oo,
0

99
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Notice that according to the convention fol |4¢|? dt = 400 if 7 is not absolutely continuous,
any test plan must be concentrated on absolutely continuous curves.

Definition 2.1.4 (The Sobolev class S?>(M,d,m)) The Sobolev class S>(M,d,m), or sim-
ply S%2(M) is the space of all functions f € L°%(m) such that there exists a non-negative
G € L?*(m) for which it holds

J1#60 = rewlant < [ [ Genlatan(). v st plan (2.12)

Notice that due to the fact that (eg)sm, (e1)ym < m, the integral in the left hand side of
(2.1.2) is well defined, i.e. depends only on the equivalence class of the function f € L%(m)
and not on its chosen representative. Similarly for the right hand side.

It turns out, see [11], that for f € S?(M) there exists a minimal G in the m-a.e. sense for
which (2.1.2) holds: we will denote it by |Df| and, in line with the literature on the topic, call
it minimal weak upper gradient. Notice that the terminology is misleading, because being
this object defined in duality with speed of curves, it is closer to the norm of a cotangent
vector rather to a tangent one, whence the choice of denoting it by |Df|.

We recall below the basic properties of Sobolev functions and minimal weak upper gradients.
Lower semicontinuity of minimal weak upper gradients. Let (f,,) C S2(M) and f € L%(m) be
such that f, — f as n — oo in LY(m) (i.e. m-a.e.). Assume that (|Df,|) converges to some
G € L?(m) weakly in L?(m).

Then

f € S*(M) and Df| <G, m-ae. (2.1.3)

Weak gradients and local Lipschitz constant - 1. For any f : M — R locally Lipschitz with
lip(f) € L?(m) we have f € S?(M) with

IDf| < lip(f), m-a.e., (2.1.4)

where the function lip(f) : M — R is the local Lipschitz constant defined by

lip()(z) = T L&) =T @)

vz d(y,z)

at points x € M which are not isolated, 0 otherwise.

Weak gradients and local Lipschitz constant - 2. Suppose that m gives finite mass to bounded
sets. Then for any f € L? N S?(M) there exists a sequence (f,) C L? N S?(M) of functions
having Lipschitz representatives f,, converging to f in L?(M) such that

/\Df|2dm:T}Ln;O/lip2(fn)dm. (2.1.5)

Vector space structure. S?(M) is a vector space and

ID(af + Bg)| < |a|IDf| +[6]|Dg|,  for any f,g € S*(M), a, f € R. (2.1.6)

Algebra structure. S2 N L°°(M) is an algebra and

ID(f9)l < |flIDgl + |glIDf|,  for any f,g € 87N L>(M). (2.1.7)
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Locality. The minimal weak upper gradient is local in the following sense:
Df| = Dgl.  meaeon{f=g}  VfgeS M) (2.1.8)
Chain rule. For every f € S?(M) we have
IDf| =0, on f71(N), VN C R, Borel with £1(N) =0, (2.1.9)

moreover, for f € S(M), I C R open such that m(f (R \ I)) = 0 and ¢ : I — R Lipschitz,
we have p o f € S?(M) and

ID(po f)l =[¢]o fIDfI, (2.1.10)
where |¢'| o f is defined arbitrarily at points where ¢ is not differentiable. (observe that the
identity (2.1.9) ensures that on f~!(N) both [D(¢ o f)| and |Df| are 0 m-a.e., N being the
negligible set of points of non-differentiability of ¢).
Compatibility with the smooth case. If (M,d, m) is a smooth Finsler manifold, then

f € Li .(m) belongs to S?(M) if and only if its distributional differential Df is (2.1.11)
an L2-covector field and in this case the norm of Df coincides with |Df| m-a.e.. o

The Sobolev space W12(M, d, m), or simply W12(M), is defined as W2(M) := L2NS%(M)
and endowed with the norm

HfHI%I/le(M) = Hf”%z(m) + H’DfH‘%Q(m)'

W12(M) is always a Banach space, but in general not an Hilbert space. We recall the following
result, proved in [4], about reflexivity and separability of W2(M):

Theorem 2.1.5 Let (M,d,m) be a complete separable metric space endowed with a non-
negative Radon measure m. Then the following hold.

i) Assume that WH2(M) is reflexive. Then it is separable.

ii) A sufficient condition for WH2(M) to be reflexive is that (M,d) is metrically doubling,
i.e. there a constant ¢ € N such that for every r > 0, every ball of radius r can be covered
with ¢ balls of radius /2.

Moreover:

iii) There exists a compact space (M,d,m) such that W12(M) is non-separable, and thus
also non-reflexive.

We now turn to the definition of Laplacian. The 2-energy E : L?(m) — [0, oo], called Cheeger
energy in [11], is defined as

1 2 : 1,2
ey | 5 [IDfFam it ewia,
400

otherwise.

From the properties of the minimal weak upper gradient we see that E is convex, lower
semicontinuous and with dense domain (i.e. {f : E(f) < oo} is dense in L?(m)). Recall that
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the subdifferential 9~E(f) C L?(m) at a function f € L?(m) is defined to be the empty set if
E(f) = +oo and otherwise as the set, possibly empty, of functions v € L?(m) such that

() + [vgdm <E(f+9), Vg€ LXm),

The set 07 E(f) is always closed and convex, possibly empty, and the class of f’s such that
O"E(f) # 0 is dense in L?(m). We then define the domain D(A) of the Laplacian as {f :
O E(f) # 0} C L*(M) and for f € D(A) the Laplacian Af € L?(m) as Af := —v, where v is
the element of minimal norm in O~E(f). Notice that in general D(A) is not a vector space
and that the Laplacian is not linear, these being true if and only if W12(M) is Hilbert.

The classical theory of gradient flows of convex functions on Hilbert spaces (see e.g. [8]
and the references therein) ensures existence and uniqueness of a l-parameter semigroup
(ht)¢>0 of continuous operators from L?(m) to itself such that for every f € L?*(m) the curve
t + hy(f) € L*(m) is continuous on [0, 00), absolutely continuous on (0, o00) and fulfills

d
&ht(f) =Af a.e.t > 0,
where it is part of the statement the fact that h;(f) € D(A) for every f € L?(m) and ¢ > 0.
Notice that since in general the Laplacian is not linear, without the assumption that W12(M)
is Hilbert we cannot expect the operators h; to be linear.

2.2 Cotangent module
We fix once and for all a metric measure space (M, d, m) which is complete, separable and
equipped with a non-negative Radon measure.

2.2.1 The construction

Here we construct a key object of our analysis: the cotangent module L?(T*M) of the given
metric measure space (M, d, m), which by definition will be an L?(m)-normed module. Notice
that although we start with the definition of cotangent module and then introduce the tangent
one by duality in the next section, to keep consistency with the notation used in the smooth
setting, we shall denote by | - |« the pointwise norm on the cotangent module

Technically speaking, the construction is strongly reminiscent of that of pullback module
given in Section 1.6, but from the conceptual point of view there is a non-entirely negligible
difference: now we don’t have any module to start with.

We introduce the set ‘Pre-cotangent module’ Pcm as
Pem = {{( fis A Yiew ¢ (Ai)ien © B(M) is a partition of M,

fi € S*(M) Vi € N, and Z/ IDf|? dm < oo}
A

€N
and define an equivalence relation on Pcm by declaring {(fi, A;) }ien ~ {(9;5, Bj)}jen provided

ID(fi — gj)| =0, m-a.e.on 4;N B;, Vi, j € N.
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It is readily verified that this is indeed an equivalence relation and we shall denote by [( f;, A;);]
the equivalence class of {(fi, A;) }ien. In a sense that will be made rigorous by Definition 2.2.2,
the object [(f;, A;)i] should be though of as the 1-form which is equal to the differential df;
of fz on Az

We endow Pcm/ ~ with a vector space structure by defining the sum and multiplication
with a scalar as

[(fi Ad)il + [(g5, Bj);] == [(fi + g5, Ai 0 Bj)i g1,
Al(fiy Ai)}il := [(Mfi, Ad)i]-
It is clear that these operations are well defined and endow Pcm/ ~ with a vector space
structure.
Now recall that by Sf(m) C L*(m) we intend the space of simple functions (i.e. attaining

only a finite number of values) and for [(f;, A;);] € Pem/ ~ and h =}, a;Xp; € Sf(m) with
(Bj) partition of M define the product h[(fi, A;);| € Pcm/ ~ as

hl(fis Ai)i] = [(a; fis Ai O Bj)ij)-

It is readily verified that this definition is well posed and that the resulting multiplication is
a bilinear map from Sf(m) x Pcm/ ~ into Pcm/ ~ such that 1[(f;, A;)i] = [(fi, 4i)i]-
Finally, we consider the map | - |« : Pem/ ~ — L?(m) given by

H(fZ’Al)lH* = ‘sz’; m-a.e. on Az‘, Vi € N,

which is well defined by the very definition of the equivalence relation ~.
Then recalling the vector space structure of S2(M) encoded in inequality (2.1.6) we see that
that the (in)equalities

|[(fi + g5, Ai 0 By)igl|, < [[((fi, A)dl|, + (g5, Byl
AL, Al = M [ Ad)ill, (2.2.1)
\h[(fi, Ad)il|, = IB]|[(fis Adill,,

are valid m-a.e. for every [((fi, Ai)il, [((g;, Bj);] € Pem/ ~, h € Sf(M) and X € R.
In particular the map || - ||p2(p+nr) : Pem/ ~— [0, 00) deﬁned by

I AN s = [ (G 40P am =Y [ Dsfam,

ieN

is a norm on Pem/ ~.

Definition 2.2.1 (Cotangent module) The cotangent module (L*(T*M),|| - || 12¢7=m)) s
defined as the completion of (Pem/ ~, | - ||). Elements of L*(T*M) will be called cot(mgent
vector fields or 1-forms.

By construction and due to the first two inequalities in (2.2.1) the space (L2(T*M), ||-  z2(7n))
is a Banach space, in general being not an Hilbert in line with the case of Finsler manifolds
(see also Remark 2.2.4).

Moreover, L?(T*M) comes with the structure of L?(m)-normed module. Indeed, the third
in (2.2.1) ensures that the bilinear map (h, [(fi, 4:)i]) — h[(fi, Ai)i] from Sf(m) x Pcm/ ~ to

63



Pcem/ ~ can, and will, be uniquely extended to a bilinear map (g,w) — gw from L%°(m) x
L?(T*M) to L?(T*M) satisfying |hw|+« = |h||w|« m-a.e. for every h € L®°(m) and w € L?(T*M).
It is then clear that L?(T*M) is an L?(m)-normed premodule and thus by Proposition 1.2.12
an L?(m)-normed module.

Notice also that the notation L?(7*M) is purely formal, in the sense that we didn’t, nor we
will, define a cotangent bundle 7*M. Such notation has been chosen because in the smooth
setting the cotangent module can be canonically identified with the space of L? sections of
the cotangent bundle, see Remark 2.2.4.

2.2.2 Differential of a Sobolev function

With the definition of cotangent module it comes naturally that of differential of a Sobolev
function. In this section we investigate the basic properties of such object, both from differ-
ential calculus and the functional analytic perspectives.

Definition 2.2.2 (Differential of a Sobolev function) Let f € S?(M). Its differential
df € L3(T*M) is defined as

df :=[(f,M)] €Pem/~ C L*(T*M),
where (f, M) is a shorthand for (f;, A;)ien with fo = f, Ao =M and f; =0, A; =0 fori > 0.

It is clear that df linearly depends on f. From the very definition of the pointwise norm on
L?(T*M) we also get that

|df]« = IDf],  m-a.e. VfeS*HM). (2.2.2)

Other expected properties are the locality and the chain and Leibniz rules. We start from
the locality and see later how to deduce the other calculus rules out of it.

Theorem 2.2.3 (Locality of the differential) Let f,g € S2(M). Then

df =dg, m-a.e. on {f = g}.

proof Taking into account the linearity of the differential, the thesis is equivalent to d(f—g) =
0 m-a.e. on {f —g = 0} which by point (i) of Proposition 1.2.12 is equivalent to |[d(f—g)[« =0
m-a.e. on {f —g = 0}. Then the thesis follows recalling (2.2.2) and using the locality property
of the minimal weak upper gradient (2.1.8) with f — g in place of f and 0 in place of g.
O

Remark 2.2.4 (Compatibility with the smooth case) If (M,d, m) is a smooth Finsler
manifold endowed with the distance induced by the Finsler norm and a smooth reference
measure (i.e. a measure which, when read in charts, is absolutely continuous w.r.t. Lebesgue
with smooth density), then the cotangent module can be canonically identified with the space
of L? sections of the cotangent bundle. Indeed, the map taking the differential of a Sobolev
function f in the sense of Definition 2.2.2 to its usual m-a.e. defined differential preserves, by
the compatibility property (2.1.11), the pointwise norm and thus can be uniquely extended to
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linear isometry preserving the module structure. The fact that the image of such morphism
is the whole space of L? sections can then be easily obtained by approximation recalling that
for every x € M the cotangent space TM coincides with the space of differentials at x of
smooth functions.

A curious byproduct of this fact is that with the terminology of L?-normed modules and
the constructions presented here we produced a notion of differential of a Sobolev function
fully compatible with the classical one, whose definition never requires, not even implicitly,
the notion of limit of incremental ratios. [

Another direct consequence of the definitions is:

Proposition 2.2.5 (L?(T*M) is generated by differentials) The cotangent mod-
ule L?(T*M) is generated, in the sense of modules (Definition 1.4.2), by the space
{df : fe Wh2(M)}.

In particular, if W12(M) is separable then so is L*(T*M).

proof We first claim that L2(T*M) is generated by {df : f € S?(M)}. This follows by
just keeping track of the various definitions, indeed, we have df = [(f,M)] by definition
of differential, and thus by the definition of operations on Pcb/ ~ also that Y ;" | Xa,dfi =
[(fi, Ai);] for any finite partition (A;) of M and f; € S?(M). Taking into account the definition
of norm in Pcb/ ~ we can pass to the limit and extend this property to generic elements
[(fi, A;)i] of Pcb/ ~ and given that Pcb/ ~ is by construction dense in L?(T*M), the claim
follows.

Then pick f € S%(M) and observe that for f, := min{max{f, —n},n}, the chain rule
(2.1.10) yields |D(f — fn)| = 0 m-a.e. on {|f| < n}, which in particular implies that df, — df
in L?(T*M) as n — oo. Thus by approximation we see that L?(T*M) is generated by {df :
feL*ns?M)}.

Now let f € L® N S?(M), pick 2 € M, find r, > 0 so that m(Ba,, (z)) < oo and put
n:(y) := max{1 — r;'d(y, B, (x)),0}. Then 7, is Lipschitz, bounded and in W2(M) and
thus taking into account (2.1.7) we get that n,f € W2(M) while the construction ensures
that f = n,f m-a.e. on B, (z). Thus Theorem 2.2.3 above grants that

X8, @)df = Xp,, @)d(0:f)- (2.2.3)

By the Lindel6f property of M we know that there exists a countable set {x,}neny € M
such that U,B,, (x,) = M, thus using (2.2.3) we deduce that for every n € N the 1-form
Wy = Yoy XB,, (z,)df is in the submodule generated by {df : f € WH2(M)}. Since
|df — wpl« < |df]s € L2(M) and |df — wp|« — 0 m-a.e., the dominated convergence theorem
gives that w, — df in L?(T*M) as n — oo, thus showing that df belongs to the submodule
generated by {df : f € W'2(M)}. By what we already proved, this submodule is thus the
whole L?(T*M).

For the last claim just notice that the inequality |[df|[z2¢p«ny < [[f[lwr2(u) grants that
{df : f € WE2(M)} is a separable subset of L?(T*M) and apply Proposition 1.4.10. O

In order to continue our investigation we now prove that there is a deep link between the
Leibniz and chain rules and the locality of a module-valued map which is continuous w.r.t. the
Sobolev norm. Notice that the result does not (explicitly) mention the notion of cotangent
module.
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Theorem 2.2.6 Let .# be an L™ (m)-module and L : S* (M) — .# a linear map continuous
w.r.t. the Sobolev norm, i.e. satisfying

1Lz < CW, Vf e S3(M), (2.2.4)

for some constant C > 0. Then the following are equivalent.

i) Leibniz rule. For any f,g € L= N S?(M) it holds
L(fg)=fL(g) +gL(f), m-ae. (2.2.5)

i4) Chain rule. For any f € S’ (M) and any N C R Borel and L£'-negligible it holds
L(f)=0, m-a.e. on fH(N), (2.2.6)
and for I C R open such that m(f~1(R\ I)) =0 and ¢ : [ — R Lipschitz it holds

Lipof)=¢' o fL(f), mae, (2.2.7)
where ' o f is defined arbitrarily on f~'({non differentiability points of ¢}).

i) Locality. For any f,g € S>(M) it holds

L(f) = L(g), m-ae. on {f =gl (2.2.8)

proof
(ii) = (i). Assume at first that f,g > ¢ m-a.e. for some ¢ > 0. Then apply the chain rule

(2.2.7) with ¢(2) := log z to get

L)
f

m-a.e.. For the general case, observe that applying (2.2.7) with ¢(2) :== z + a, a € R, we
deduce that L(f + a) = L(f) m-a.e.. From this identity, the validity of the Leibniz rule for
positive functions and the linearity of L we easily conclude.

(i) = (iii). By linearity it is sufficient to show that for any f € S?(M) we have L(f) = 0
m-a.e. on {f = 0}. For ¢ > 0 define ¢, 9. : R - R as

L(f9) = f9 L(10x(f9)) = Fo(L1og(1) + Llon(a)) = fo (P + 20 — 1)+ 1 (o),

el —¢, if 2 €[e71, +00)
z—¢€ if z € (g,e71) .
’ . ’ ’ 2| — ¢, if z € [—¢, €],
pe(z) =4 0, if 2 € [~¢, €], Yel2) = { (|) | if z € }[R\ [—]e ]
z+e, if z € (—e7 1, —¢), ’ e
—et+e,  ifz€(—00,—c7,

Notice that ¢, 1. are 1-Lipschitz functions and that ¢ (2)1e(z) = 0 for every z € R. Tt
follows that . o f, 1.0 f € S2NL>®(M) with ¢. o f 1. o f = 0 m-a.e. so the Leibniz rule (2.2.5)

gives

0=L(pcofyeof)=we0fL(theo f)+vc0fL(peof)  m-ae. (2.2.9)
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By construction, on the set {f = 0} we have p.0 f = 0 and 1. o f # 0 m-a.e., therefore (2.2.9)
ensures that L(p. o f) =0 m-a.e. on {f = 0}, which gives

IX¢ =0y L .ar < WIXgp=0y L(f = @c © )l + IX(p=0y L(¢e © fll.r

2.2.10
<HL(f—%Of)!///<C\//|D(f—<p50f)\2dm- (2210

Now notice that by definition we have ¢. = 1 on (—e~!, —¢)U (e, !) and thus the chain rule
(2.1.10) yields

ID(f —geo f)l =1 —¢Llo fIDf| =0,  m-ae on fH((—e 1, —e)U(e,e7h)),

and therefore lim. o [ |D(f — - o f)[*dm = 0. Hence letting € | 0 in (2.2.10) we conclude
that [[X{s—0y L(f)|l. = 0, which is the thesis.

(iii) = (ii). Fix f € S?(M) and recall that by the chain rule (2.1.10) we know that ¢ o f €
S2(M).

The claim is obvious if ¢ is linear, because L is linear itself. Hence, noticing that the
continuity assumption (2.2.4) ensures that L(f) = 0 for any constant function f, using the
linearity of L once again we get the chain rule (2.2.7) for affine .

We claim that

L(f)=0, m-a.c. on f1(D), for D C R at most countable, (2.2.11)

and notice that by the locality property (1.2.1) of the module .# this is equivalent to the fact
that L(f) = 0 m-a.e. on {f = 2o} for any 29 € R. Since |D(f — (f — 20))| = 0, the continuity
assumption (2.2.4) grants that L(f) = L(f — z0), so it is sufficient to prove that L(f) = 0
m-a.e. on {f = 0}, which follows noticing that by linearity we have L(f) = —L(—f) and that
by the locality (2.2.8) we have L(f) = L(—f) m-a.e. on {f = —f} = {f = 0}.

Now let ¢ : R — R be Lipschitz and countably piecewise affine, i.e. such that there are
closed intervals I,, C R, n € N, covering R such that s is affine for every n € N. By the
locality property (2.2.8) and the fact that we proved the chain rule for affine functions, we
deduce that formula (2.2.7) holds m-a.e. on f~1(I,,) for every n € N, and hence m-a.e. on M.

We now claim that the chain rule (2.2.7) holds for ¢ € C'(R) with bounded derivative.
Thus fix such ¢ and find a sequence () of uniformly Lipschitz and piecewise affine functions
such that ¢/ — ¢’ as n — oo uniformly on R\ D, where D is the countable set of z’s such
that ¢, is non-differentiable at z for some n € N. By construction and from (2.1.10) we get
that [ |D(po f— ¢no f)]*dm — 0, so that the continuity assumption (2.2.4) grants that
L(pno f) = L(po f) in 4 as n — oo. Given that we know that the chain rule (2.2.7) holds
for ¢n, to get it for ¢ it is sufficient to prove that

len o FL(f) =& o FL(f)ll.w = O, as n — 0o.

To check this recall that by (2.2.11) we have that X ;-1 (p)L(f) = 0, and thus it is sufficient to
prove that Xy s-1(p) (¢, © f — @' o f)L(f) — 0 in .# as n — co. But this is obvious, because

X =10y (2 0 f =" o HIL(H)lr < IXan p-1(0) (@ 0 f = & 0 F)ll ooy 1Lz

and by construction we have that [[Xyp p-1(py (@), © f — @ o f)llzeeqmy — 0 as n — oo. This
proves the chain rule for ¢ € C*(R) with bounded derivative.

67



We are now ready to prove (2.2.6). Assume at first that N is compact and find a decreasing
sequence of open sets €, C R containing N such that £1(£2, \ N) | 0. For each n € N let
¥y : R — [0, 1] be a continuous function identically 0 on N and identically 1 on €,, and define
on : R — R so that

#n(0) =0, and on(2) =vn(2),  VzER

Since |¢),|(2) <1 for every z € R and n € N and ¢/,(z) — 1 for every z € R\ N, by (2.1.9)
and (2.1.10) we see that [ |D(f — ¢y 0 f)]>dm — 0 as n — oo and therefore by the continuity
(2.2.4) we get L(ppn o f) — L(f) in .#. Hence using the chain rule for the C! functions with
bounded derivative ¢,, and noticing that ¢/, = 0 on N for every n € N we obtain

Xp-100L(f) = Hm Xp-100L(n © f) = lm X g0}, 0 fL(f) =0,

which establishes the claim (2.2.6) for the case of N compact. For the general case, use the
fact that m is o-finite to find a Borel probability measure m’ on M such that m < m’ < m
and consider the Borel probability measure x := f,m’ on R. Then u is Radon and by internal
regularity we can find a sequence of compact sets Ny, C N such that u(N '\ U,N,,) = 0. Since
N is Ll-negligible, so are the N,,’s and thus applying what we just proved to each of the N,,’s
and using the locality property (1.2.1) of the module .# we get (2.2.6).

It remains to prove the chain rule (2.2.7) for arbitrary ¢ : I — R Lipschitz. Up to extending
© to the whole R without altering the Lipschitz constant, we can assume it to be defined on R.
Find a Borel £!'-negligible set N C R such that ¢ is differentiable outside N and a sequence
(¢n) of C' and uniformly Lipschitz functions on R such that ¢ (z) — ¢'(z) as n — oo for
every z € R\ N. Notice that the chain rule (2.1.10) yields that [ |D(¢o f—p,o0 f)[*dm — 0
as n — oo and therefore the continuity assumption (2.2.4) gives

L(pnof) = L(po f), in A as n — oo. (2.2.12)

Now fix C' € B(M) with m(C) < oo and € > 0 and consider the functions g,,g € L>(m)
defined as

9n = Xo\-100#n © 9:=Xevgrpn¥ o f
By construction we have g, — g m-a.e. and ¢ = g, = 0 m-a.e. outside C. Hence by the
Severini-Egoroff theorem we obtain the existence of A, € B(M) with m(A.) < & such that
1XAc(gn — 9)|lLeom) = 0 asn — oo. (2.2.13)

Therefore using the chain rule for the C! functions with bounded derivative ¢, we get

2.2.12) . 2.2.7) ..
xasxoL(go f) “E? Jlim XasXoL(en o f) = Jim XaeXe @, 0 fL(S)

(2.2.6) .. (2.2.13)
= lim XacXeoyp-10v) @no L) "="" XacXer o) ¢ 0 FL(f)

2.2.6
22 )XAgXC<P/ o fL(f),

which is the same as to say that
L(po f)=¢ o fL(f), m-a.e. on C'\ A..

Letting ¢ | 0 and using the locality property (1.2.1) of the module .# we deduce that
L(po f) = ¢ o fL(f) m-a.e. on C. Then the o-finiteness of m, the arbitrariness of C' with
m(C) < oo and again the locality property of .# give the thesis. O
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Remark 2.2.7 The existence of a relation between the three properties in Theorem 2.2.6 is
certainly not a new insight. For instance, it is a very well known fact in basic differential
geometry that the Leibniz rule implies locality and in the metric setting it has been shown
in [13] how to get the Leibniz and chain rules out of a local condition. In both cases the
axiomatization has technical differences with ours, but the idea behind the proof is the same.

|

It is interesting to read Theorem 2.2.6 with the choice .# = L!'(m): in this case there is no
a priori explicit reference to any module structure in the statement. Still, the theorem tells
that an L°°-module structure naturally arises when considering differentiation properties of
Sobolev functions, because the natural calculus rules are linked - in fact equivalent - to the
locality property (2.2.8) which is, in a sense, the defining property of an L*-module. See also
Theorem 2.3.3.

Specializing Theorem 2.2.6 to the case of the cotangent module yields:

Corollary 2.2.8 (Chain and Leibniz rules for the differential) We have

d(fg) = gdf + fdg, wm-ae,
df =0, m-a.e. on f1(N),

d(po f) = ¢ o fdf, m-a.e.,

for every f,g € S’ (M), N C R Borel and L£'-negligible, and ¢ : R — R Lipschitz, where ¢’ o f
is defined arbitrarily on f~'({non differentiability points of ¢}).

proof Choose .# := L*(T*M) and L := d in Theorem 2.2.6 and recall the identity (2.2.2) to
check the continuity of d : S2(M) — .# and the locality property of the differential expressed
in Theorem 2.2.3 to conclude. (]

We conclude the section discussing the closure properties of the differential.

Theorem 2.2.9 (Closure of d) Let (f,,) C S?(M) be converging m-a.e. to some f € L°(m)
and such that (df,) converges to some w € L*(T*M) in the L?(T*M)-norm.

Then f € S2(M) and df = w.

In particular, if (f,) C WY2(M) is such that f, — f and df, — w for some f € L*(m) and
w € L2(T*M) in the weak topologies of L*(m) and L?(T*M) respectively, then f € W12(M)
and df = w.

proof The assumptions grant that |df,| — |w| in L?(m) and thus by (2.2.2) and the stability
property (2.1.3) we deduce that f € S>(M). Taking into account that ||df, — dme%Q(T*M) =
[ ID(fr, — fm)|* dm, the same stability property applied to the sequence n + f,, — fn, for given
m € N gives

|df = dfmll2(reny < lm || dfp — dfnll 2o

n—oo

Taking the lim as m — oo and using the fact that (df,,) is L2(T*M)-Cauchy we deduce that

df, — df in L?(T*M), thus forcing df = w.
The second part of the statement now follows by a standard application of Mazur’s lemma.
O
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The next statement is of genuine functional analytic nature:

Proposition 2.2.10 (Weak compactness of d and reflexivity of W%?(M)) The  fol-
lowing are equivalent:

i) W12(M) is reflexive

ii) For every W12(M)-bounded sequence (f,) there exists a subsequence (fy,) and fs €
WLH2(M) such that f,, — f and df,, — dfs in the weak topologies of L*(m) and
L?(T*M) respectively.

proof By the theorems of Eberlein-Smulian and Kakutani (see e.g. [26]), we know that (i)
is equivalent to relative weak sequential compactness of W?-bounded sets. Then the thesis
easily follows observing that the map

W) > f > (f,df) € L*(m) x L*(T*M)

is an isometry of W2(M) with its image, the target space being endowed with the norm

1Fll = 17y + HlZeong -

Remark 2.2.11 We don’t know if the reflexivity of W12(M) implies that of L>(T*M). B

Remark 2.2.12 As we recalled in Theorem 2.1.5, in [4] the authors built examples of a
compact metric measure space (M, d, m) such that W12(M) is not reflexive. [

2.3 Tangent module

As in the previous section, we fix once and for all a metric measure space (M, d, m) which is
complete, separable and equipped with a non-negative Radon measure.

2.3.1 Tangent vector fields and derivations

Having both a notion of Sobolev function and of cotangent module we have at disposal two
ways to introduce the tangent module: either in terms of derivations of the former or by
duality with the latter.

Here we prove that the two approaches, when properly interpreted, are equivalent. Then
we introduce the concept of gradient of a Sobolev function and discuss its basic properties.

Definition 2.3.1 (Tangent module) The tangent module L?>(TM) is defined as the dual of
L?(T*M). Elements of the tangent module will be called vector fields.

By point (i) of Proposition 1.2.14 we know that L?(TM) is an L?(m)-normed module. Despite
the fact that we introduced it by duality, to keep consistency with the notation used in the
smooth world we shall denote the pointwise norm in L?(TM) by | - |. Similarly, the duality
between w € L2(T*M) and X € L?(TM) will be denoted by w(X) € L (m).

We turn to the definition of derivation. Informally, a derivation should be a linear operator
satisfying the Leibniz rule taking functions in S?(M) and returning m-a.e. defined functions.
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Given that for f € S2(M) we have |Df| € L?(m), it is quite natural by duality to think about
L?-derivations, i.e. satisfying the inequality

|L(f)] <¢Df], m-ae, VfecS*M). (2.3.1)

for some ¢ € L?(m).
Interestingly, from this inequality alone the other expected properties of derivations follow,
so we give the following definition:

Definition 2.3.2 (Derivations) A derivation is a linear map L : S*(M) — L(m) such that
for some £ € L?>(m) the bound (2.3.1) holds.

To see that for such a defined object the Leibniz and chain rules hold, notice that given a
derivation L we have

IL(f —9)| <4D(f —g)|=0,  m-ae. on{f =g},

and thus
L(f) = L(g), m-a.e. on {f = g}. (2.3.2)

Since clearly we also have

IL(OI 21 m)y < Nl L2 D FI1 22 () Vf e S (M),

the locality property (2.3.2) and Theorem 2.2.6 applied to the module . = L!(m) ensure
that indeed the Leibniz and chain rules (2.2.5), (2.2.7) hold.

It is now easy to see that ‘vector fields’ and ‘derivations’ are in fact two different points of
view of the same concept:

Theorem 2.3.3 (Derivations and vector fields) For any vector field X € L*(TM) the
map X od : S2(M) — M is a derivation.

Conwversely, given a derivation L there exists a unique vector field X € L*(TM) such that
the diagram

o) —4 z2erean

X

L' (m)
commutes.
proof The map X od is linear and satisfies
(X od)(f)] = df(X)| < |X||df|. = [X|[Df],  m-ae.  VfeS*(M).

Since | X| € L?(m), the first claim is addressed.
For the second, let L be a derivation satisfying (2.3.1) and consider the linear map from
{df : f € S’ (M)} to L*(M) defined by

df - L(df) := L(f).
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Notice that inequality (2.3.1) (and the identity |df|. = |Df|) ensures that this map is well
defined, i.e. its value depends only on the differential and not the function itself, and satisfies

L(df)] < flafl..
The conclusion then follows from Propositions 1.4.8 and 2.2.5. O

The definition of gradient of a Sobolev function can be given via duality with that of differ-
ential:

Definition 2.3.4 (Gradient) Let f € S>(M). We say that X € L*(TM) is a gradient of f
provided
df(X) =X =dfff,  m-ae.

The set of all gradients of f will be denoted by Grad(f).

This notion of gradient is in line with the one used in Finsler geometry, see for instance [19].
Noticing that for arbitrary X € L?(TM) and f € S?(M) we have

1 1
Af(X) < AFLIX] < SIafR + 5IXP, mae, (2.3.3)
we see that

X € Grad(f) & /df(X) dm > ;/\df\f + | X dm. (2.3.4)

Corollary 1.2.16 ensures that Grad(f) is not empty for every f € S*(M). Uniqueness in
general fails, the basic example being R? equipped with the Lebesgue measure and the L>-
distance: in this case the linear function (z1,z2) — x; has as gradients, at every point, all
the vectors of the form (1, a) with || < 1.

Proposition 2.3.5 (Gradients as generators of the tangent module) The subset of
L?(TM) of vector fields of the form

ZXAiXi for some n € N, (A;) € B(M) and X; € Grad(f;) with f; € WH2(M)
i=1

is weakly*-dense in L?(TM).

In particular, if L?>(TM) is reflevive, it is generated, in the sense of modules, by
Uf€W1,2(M)GI‘ad(f).
proof Call V the subset of L?(TM) given by the statement and notice that since the sets A;
are not required to be disjoint, V is a vector space. Also, let W C L2(T*M) the subset of
L?(T*M) made of elements of the form

ZXAidfi for some n € N, (4;) € B(M) disjoint and f; € WH2(M).
i=1

From Proposition 2.2.5 and recalling the simple property (1.2.8) we see that the W is strongly
dense in L?(T*M).

For given w = Y ; X4,dfi € W consider X = > | X4,X; € V where X; € Grad(f;) for
every ¢ and observe that by definition of gradients we have [w(X)dm = ||w|]%2(T*M). This
fact and the strong density of W is sufficient to grant that if w € L?(T*M) is such that
Jw(X)dm =0 for every X € V, then w = 0, which is precisely the weak*-density of V.

For the second claim, observe that if L?(TM) is reflexive then its weak* topology coincides
with the weak one and conclude applying Mazur’s lemma. O

72



We now show how to deduce the locality and chain rules for gradients out of the same
properties of differentials: the argument is based on the fact that the duality (multivalued)
map from the cotangent to the tangent module given by Corollary 1.2.16 is 1-homogeneous.
Notice that in general such map is non-linear, which means that we cannot expect the Leibniz
rule for gradients to hold in general (see also Proposition 2.3.17)

Proposition 2.3.6 (Basic calculus properties for gradients) For f,g € S?*(M) and
X € Grad(f) we have

X(f=g3X = X{5=g1Y, m-a.e., for some Y € Grad(g). (2.3.5)
Moreover, for N C R Borel and negligible and ¢ : R — R Lipschitz we have

X =0, m-a.e. on f~H(N),

oo X € Grad(po f), (2:3.6)

where ' o f is defined arbitrarily on f~'({non differentiability points of ¢}).

proof For (2.3.5) let Y € Grad(g) be arbitrary, recall the locality of the differential and the
definition of gradient to obtain that X{r— X + X725 Y € Grad(g), which gives the claim.

The first in (2.3.6) follows directly from the analogous property of the differential, for the
second put X := ¢ o f and recall the chain rule for differentials to get

1X| = [¢ o f]1X| = |¢ o fl|df]« = |d(p o )

and
d(po f)(X) = ¢ o fdf(X) =|¢ o fPAf(X) = |¢ o fIPldf]2 = |d(po f)2.

2.3.2 On the duality between differentials and gradients

In this section we briefly review the duality relation between differentials and gradients com-
paring the machinery built here with the approach used in [30]. As a result we will see that
they are fully consistent.

Notice that for given f, g € S>(M), inequality (2.1.6) yields that the map & — 3|D(g+¢f)|?
is m-a.e. convex, in the sense that for every £p, &1 € R the inequality

1 1 1
5ID(+ (1= Neo +Ae) N < (1= N)3IDg + &0/ + A5 Dlg +er /)P, moae.
holds. It follows that for g < €1, 9,61 # 0 we have
ID(g + £0f)” = [Dg|* _ [D(g +e1f)* — [Dgf?

2o 5%, , m-a.e., (2.3.7)
and in particular
D 2 — |Dgl? D 2 —|Dg|?
ess-sup D(g +/)I” ~ [Dg| < ess-inf [D(g +</)I” ~ [Dg| , m-a.e., (2.3.8)
<0 2¢e e>0 2¢e

where the ess-sup and the ess-inf could be replaced by lim.4+g and lim. o respectively.
We then have the following result:
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Proposition 2.3.7 Let f,g € S>(M). Then for every X € Grad(g) we have

4 (X) < ess.int PO+ NI = Dyl

-a.e. 2.3.
-1 5 , m-a.e., (2.3.9)

and there exists Xy € Grad(g) for which equality holds. Similarly, for every X € Grad(g)

we have ) )
D — D
df(X)zess-sup’ (9 +¢ef)I” — Dy

, m-a.e., 2.3.10
<0 2e ( )

and there exists X¢_ € Grad(g) for which equality holds.
proof Fix e € R and recall the simple inequality (2.3.3) to get

1 1
d(g+e)(X) < Sldlg+ehHE+ 51X moae.
On the other hand, from the definition of Grad(g) we see that for X € Grad(g) we have
Lo Ly
dg(X) = ildg\* + §’X‘ , m-a.e..

Subtracting this identity from the inequality above we deduce that

1

edf(X) < s(ldg+ef)f—Idgl?),  m-ae,

O |

so that dividing by € > 0 (resp. € < 0) we obtain (2.3.9) (resp. (2.3.10)).

For the equality case in (2.3.9) we pick, for ¢ > 0, a vector field X. € Grad(g + ¢f)
and notice that sup.c(g1) [|[Xelz2(rmy < 0o. Thus by the Banach-Alaoglu theorem the set
{Xc}eeo,1) is weakly™ relatively compact and hence there exists

X4 € m cl*({XE/ el e (0,5)}),
€€(0,1)

where cl*(A) denotes the weak*-closure of A C L%(TM).
By definition of X, and inequalities (2.3.3) and (2.3.4), for any £ > 0 we have

1 1
/d(g +ef)(Xe)dm > in(Q + N2 + §HXEH%2(TM)7
X ) (2.3.11)
/Q(Xe) dm < §Hdg”%2(T*M) + §||X€||%2(TM)‘

In particular from the first we obtain, after minor manipulation based on the trivial bound
|ld(g +ef)l« —Idgls| < eldf|., that

1 1
S0l + 51X ey — [ do(Xo)dm <0(), v’ € (0.0),

thus noticing that the left hand side of this expression is weakly* lower semicontinuous as a
function of X/, by definition of X we deduce that

1 1
§HdgHQL2(T*M) + §HXf,+H%2(TM) — /dg(Xf7+)dm <0,
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which by (2.3.4) is sufficient to deduce that Xy € Grad(g).
Now subtracting the second from the first in (2.3.11) we obtain

D 5£)2 — |Dg|?
/df(XE)dm > /esg,_inf’ 9+ eNT=IDd" 4 we s,
£>0 2¢

and again since the left hand side is weakly* continuous as a function of X, we deduce that

. |D(g +£f)]> — |Dg/?
df(X dm > -inf dm.
/ f(Xp4) m_/esg>10n 5% m
Given that Xy € Grad(g), by (2.3.9) this inequality is sufficient to deduce that m-a.e.
equality of the integrands.
The equality case in (2.3.10) is handled analogously. O

This proposition can be interpreted by saying that to know the duality relation between differ-
entials and gradients of Sobolev functions it is not really necessary to know who differentials
and gradients are, but is instead sufficient to have at disposal the notion of modulus of the
differentials. This was precisely the approach taken in [30] where the right hand sides of
(2.3.9) and (2.3.10) have been taken by definition as basis of an abstract differential calculus
on metric measure spaces. With this proposition we thus showed that the approach of [30]
and the current one are fully compatible.
This kind of computation is also useful to recognize spaces where gradients are unique:

Proposition 2.3.8 The following are equivalent:

i) for every g € S2 (M) the set Grad(g) contains exactly one element,
i) for every f,g € S>(M) equality holds m-a.e. in (2.3.8).

proof

(i) = (ii) Direct consequence of Proposition 2.3.7: the two gradient vector fields X and
Xy for which equality hold in (2.3.9) and (2.3.10) must coincide.

(ii) = (i) Fix g € S2(M), let X1, X5 € Grad(g) and notice that by assumption and Proposition
2.3.7 we deduce that for every f € S2(M) the equality df(X;) = df(X2) holds m-a.e.. Thus
for w € L?(T*M) of the form w = >, X4,df; for some f; € S>(M) and 4; € B(M), i € N,
we also have w(X;) = w(X3) m-a.e.. Since the set of such w’s is dense in L?(T*M), this is
sufficient to conclude that X; = Xo. O

In line with [30] we thus give the following definition:

Definition 2.3.9 (Infinitesimally strictly convex spaces) A complete separable metric
space equipped with a non-negative Radon measure (M, d,m) is said infinitesimally strictly
convex provided the two equivalent properties in Proposition 2.3.8 above hold.

On infinitesimally strictly convex spaces, for g € S>(M) the only element of Grad(g) will
be denoted by Vg.

Remark 2.3.10 The terminology comes from the fact that R? equipped with a norm and the
Lebesgue measure is infinitesimally strictly convex if and only if the norm is strictly convex,
so that in a sense infinitesimal strict convexity speaks about the m-a.e. strict convexity of the
norm in the tangent spaces.

Still, we point out that in a general Finsler manifold we do not really know if being in-
finitesimally strictly convex in the sense of the above definition is the same as requiring the
norm in the tangent module to be a.e. strictly convex: the point is that Definition 2.3.9 only
speaks about the strict convexity of the norm when looked on gradient vector fields. |
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2.3.3 Divergence

In the smooth setting the (opposite of) the adjoint of the differential is the divergence. We
have thus the possibility of introducing and studying the divergence in metric measure spaces,
which is the aim of this section.

We start with the definition:

Definition 2.3.11 (Divergence) The space D(div) C L?>(TM) is the set of all vector fields
X for which there exists f € L*(m) such that

/fg dm = — /dg(X) dm, Vg € WH2(M). (2.3.12)

In this case we call f (which is unique by the density of WH2(M) in L?(m)) the divergence of
X and denote it by div(X).
We also introduce the functional Eg;, : L>(TM) — [0, 0c] as

1 : 2 . .
e () | o [HIVCOPAm, X € Dlaiv)
+0o0

otherwise.

Notice that the linearity of the differential grants that D(div) is a vector space and that the
divergence is a linear operator. In particular, €4y is a quadratic form.
The Leibniz rule for differentials immediately gives the Leibniz rule for the divergence:

for X € D(div) and f € L N S?(M) with |df], € L>(M)

we have fX € D(div) and:  div(fX) = df(X) + fdivX. (2313)

Indeed with these assumptions we have df(X) + fdivX € L?(m) and for every g € W12(M)
we have fg € WH2(M) and thus

- / gfdiv(X) dm = / A(f9)(X) dm = / gdf(X) + dg(f£X) dm,

which is the claim.
Another direct consequence of the definition is the following duality formula:

Proposition 2.3.12 (Dual representation of €4;,) Eqiv is L?(TM)-lower semicontinuous
and the duality formula

1
Eaiv(X) = sup /dg(X) dm — — / |g|? dm. (2.3.14)
gEWL2(M) 2

holds for every X € L?*(TM).

proof For L?(TM) lower semicontinuity notice that if (X,) C D(div) is L?(TM)-converging
to some X with (div(X,)) uniformly bounded in L?(m), then up to pass to a subsequence,
not relabeled, the sequence (div(X,)) has a weak limit f € L?(m). Conclude noticing that
I fll 2y < lim, [[div(Xy)|| L2y and that the condition (2.3.12) passes to the limit, so that

f=div(X).
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For what concerns (2.3.14), inequality > in (2.3.14) is obvious. To prove the other we can
assume that the sup in the right hand side of (2.3.14) is finite. Call it S. Then we have

1
/—dg(X)dm <S+5 / lg)>dm, Vg€ WH3(M),

and writing this inequality for Ag in place of g and optimizing in A € R we deduce that
[ a0 dm < gllaw V35, Vg€ W00,

In other words the map W?(M) 3 g — [ —dg(X)dm € R is continuous w.r.t. the L?-norm,
and by the density of W2(M) in L?(m) this map can be uniquely extended to a continuous
linear functional on L?(m). By the Riesz theorem we deduce that there exists f € L?(m) such
that [ —dg(X)dm = [ fgdm, ie., by definition, X € D(div) and div(X) = f. O

It is worth to underline that without further assumptions on the space we are not able to
produce any non-zero vector field in D(div). In fact, the next proposition in conjunction with
Remark 2.2.12 shows that to find a large class of vector fields with a divergence might be
impossible:

Proposition 2.3.13 (Domain of the divergence and reflexivity of W12(M)) Assume
that D(div) is dense in L?(TM) w.r.t. the strong topology. Then W12(M) is reflexive.

proof We shall use Proposition 2.2.10. Thus let (f,) € W12(M) be a W2(M)-bounded
sequence and find a subsequence, not relabeled, such that f,, — f as n — oo in the weak
topology of L?(m) for some f € L?(m).

The L?(m)-weak lower semicontinuity of E grants that

1
E(f) < lim E(f,) = lim 3 |df]? dm < SuprnHW12 M) < 09,

n—o0 n—oo

and thus f € WH2(M). We now want to prove the convergence of (df,) to df in the
weak topology of L?(T*M). To this aim let X € L*(TM), X’ € D(div), put S :=
sup,, ||danL2(T*M) > deHLQ(T*M) and notice that

‘ / dfu(X) — df(X dm‘ ' / dfu(X df(X’)dm‘ / df (X — X7)| + |df (X — X")| dm
‘/ F)div(X") dm' + 28X — X[ p2zan).

Letting first n — oo and then, using the assumption on the density of D(div) in L?(TM),
X' = X in L*(TM) we deduce that [df,(X)dm — [df(X)dm. Since by Proposition

1.2.13 every element of the Banach dual of L? (T*M) is of the form w [ w(X)dm for some
X € L?(TM), we just proved that (df,) weakly converges to df. The conclusmn comes from
Proposition 2.2.10. ]

Recalling the definition of Laplacian and that of its domain given at the end of Section 2.1,
we might ask whether in this setting the divergence of the gradient is the Laplacian. The
answer is given by the next proposition:
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Proposition 2.3.14 Let f € W12(M) and assume that there is X € Grad(f)ND(div). Then
div(X) € 07 E(f) and in particular f € D(A).

Conversely, if the space is infinitesimally strictly convex and f € D(A), then Vf € D(div)
and div(Vf) = Af.

proof For given f, X as in the statement, let g € W12(M) be arbitrary and use the convexity
of E to get

2 2 (23.9)
(g -E) >y [0l 21D

im dm > /dg(X)dm— —/gdiv(X)dm,
5

which is the first claim.
For the second, notice that by definition of Af for every g € W2(M) we have

E(f +2g) — E(f) > —/5gAfdm, Ve € R.
Then dividing by € and letting € | 0 and € 1 0 and recalling Proposition 2.3.8, we see that

i BV +€9) —E(f) _

e—0 15

—/gAfdm.

On the other hand, by Proposition 2.3.7 we know that the limit at the left hand side is equal
to [dg(Vf)dm and the thesis follows. O

Still in the realm of infinitesimally strictly convex spaces, we can prove the following natural
duality formula for the energy E. Notice that if we knew that the Banach space L?(T*M) was
reflexive, then such duality would follow along the same lines used to prove (2.3.14), so that
the interest of the statement is in the fact that no reflexivity assumption is made.

Proposition 2.3.15 (Duality formula for E) Assume that (M,d,m) is infinitesimally
strictly convex. Then for every f € L?(m) we have

E(f)= sup /fdlv dm — 1/|X|2dm.
XeD(div) 2

proof Inequality > is obvious. For the converse we fix f € L?(m) and let f; = hy(f),

where (h;) is the gradient flow of E in L?*(m) introduced at the end of Section 2.1. Then

[0,00) > t — fi € L?*(m) is continuous and locally absolutely continuous on (0,00), with

ft € D(A) C {E < 0o} = WL2(M) for every ¢t > 0 and such that

d
—fi = Af, a.e. t >0, 2.3.15
dt

where the derivative in the left hand side is the strong L?-limit of the incremental ratios.

Put X; := Vf, and g(t) := [ —fodiv(X;) — 1[X;|>dm. The thesis will be achieved if we
prove that limgyo g(t) > E(fo) Consider the function 0,1] 2t — d(t) :== 3| fe — f0||%2(m)
Being (f;) an L?-absolutely continuous curve on [0, 1], d is absolutely continuous. Taking into
account (2.3.15), for a.e. ¢ > 0 we have

%d(t) :/(ft_fO)Aft dm:/—foAftdm—i—/ftAft dm:/—foAftdm—/]dfthm
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Since E(f;) = 5 [ |dfi[*dm = 1 [ |X;|>dm, we deduce that

g(t) = E(f,) + %d(t), ae. t>0. (2.3.16)

Now notice that d(t) > 0 for every ¢ € [0,1] and that d(0) = 0, thus for the set A := {¢ :
4.d(t) exists and is non-negative} we have £1(AN[0,¢]) > 0 for every ¢ > 0. Hence there
exists a decreasing sequence (t,) converging to 0 such that t, € A and (2.3.16) holds for
t = t, for every n € N. Therefore

limg(t) > lim g(t,) > lim E(fy,) > E(fo),

t}0 n—00

having used the L2-lower semicontinuity of E in the last step. O

2.3.4 Infinitesimally Hilbertian spaces

In this section we discuss how first order calculus works on spaces which, from the Sobolev
calculus point of view, resemble Riemannian manifolds rather than the more general Finsler
ones. The concept of infinitesimally Hilbertian space was introduced in [30] to capture some
key aspects of the analysis done in [11] and the content of Proposition 2.3.17 below is, more
or less, a review of analogous results contained in [30] in terms of the language we developed
here.

We recall the following definition:

Definition 2.3.16 (Infinitesimally Hilbertian spaces) A complete separable metric
space equipped with a non-negative Radon measure (M,d,m) is said infinitesimally Hilber-
tian provided W2(M) is an Hilbert space.

This definition captures a ‘global’ Hilbert property of the space, but the following result, and
in particular point (#i7), shows that in fact it forces a ‘pointwise’ Hilbertianity of the space,
thus justifying the word ‘infinitesimal’ in the terminology.

Proposition 2.3.17 (Equivalent characterizations of infinitesimal Hilbertianity)
The following are equivalent:

i) (M,d, m) is infinitesimally Hilbertian.
ii) (M, d, m) is infinitesimally strictly conver and
df(Vg) =dg(Vf), m-ae., Vf gecS*M). (2.3.17)
iii) L2(T*M) and L*(TM) are Hilbert modules.
iv) (M,d,m) is infinitesimally strictly convex and

V(if+9)=Vf+Vgy, m-a.e., V£, g € S2(M). (2.3.18)
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v) (M, d, m) is infinitesimally strictly conver and

V(fg) = fVg+ gV, m-a.e., Vf, g€ SPNL>®(M). (2.3.19)

proof
(i) = (ii) The assumption and the definition of W12-norm yield that the map W1H2(M) >
f—E(f):= 2deHL2(T* is a quadratic form, i.e.

I(f + DI Zezngy + 140 = D2 pongy = 201 df 12 (engy + 19l Z2(znn) (2.3.20)

for every f,g € W12(M). Writing eg in place of g and noticing that E(cg) = 2E(g), from the
last identity we deduce that

i ES 20 () _, E(f+29) —E(f)
el0 2e e10 2e

which, together with the monotonicity conditions (2.3.7) and (2.3.8), forces the equality to
hold m-a.e. in (2.3.8) for any f,g € W12(M), i.e. the space is infinitesimally strictly convex.

Moreover, (2.3.20) yields that for fixed f,g € WUY2(M) the map R? > (t,5)
Q(t, s) = Hd(t f+ sg)H%2 T* ) is a quadratic polynomial, in particular it is smooth and

thus dt|t ods\s WQ(t,s) = ds|5 odt\t _o@(t, s). Expanding this equality recalling Proposition
2.3.7 we deduce that

/df(Vg) dm = /dg(Vf) dm,  Vf,ge WhH (M) (2.3.21)

We need to pass from this integrated identity to the pointwise formulation (2.3.17). To this
aim, pick f,h € W2 N L>(M) and recall the Leibniz rule for the differential and the chain
rule for the gradient to get that

[ rlasam= [ nagvsyan= [awp(o) - fanv )

- / A(hf) (V) — dh(V (L)) dm *22V / A(hf)(Vf) — d(L)(Vh) dm.
(2.3.22)

Now notice that since the map W'2 N L®(M) > f fdf(Vh) dm is linear, the map
Wh2 A LeM) > f fd(f;)(Vh) dm is a quadratic form. Similarly, since both the
maps W12 N LOM) 5 £ [d(hf)(VI/)dm and W2 A L®(M) 5 f > [dR/(Vf)dm =
[df(VH)dm are linear for any h,h' € W2 n L>(M), we deduce that the map W2 N
L®(M) 3 f [d(hf)(Vf)dmis a quadratic form. Thus (2.3.22) yields that W12NL>(M) 3
f— [ hldf|*>dm is a quadratic form and with the same arguments used to pass from (2.3.20)
0 (2.3.21) we deduce that

/hdf(vg) dm = /hdg(Vf) dm, Vf, g,h € WH2 0 L®(M).
Fix f,g and use the weak*-density of the set of h’s in W2 N L>°(M) in L (M) to deduce
that (2.3.17) holds for f,g € W12 N L>°(M). Conclude that the same identity holds for

f,g € S?>(M) using the locality properties of differential and gradients and a truncation and
cut-off argument.
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(ii) = (iii) Let f,g € S*(M), h € L*°(m) and notice that the map t — % [ h|d(f +tg)|*> dm is
Lipschitz. Computing its derivative using Proposition 2.3.7 we get

1 1
/h(|d(f+g)2—\df\2)dm=//0 h(i]d(f—i—tg)|2dtdm:2//o hdg(V(f +tg))dtdm
by (2.3.17) :2//1hd(f+tg)(Vg)dtdm:/h(2df(Vg)+|dg\2)dm.
0

Replacing g with —g and adding up, we see that S* (M) > f +— [h|df|*>dm satisfies the
parallelogram rule for any h € L°°(m) and from this arbitrariness and the linearity of the
differential we further obtain that

|df +dg|? + |df — dg|* = 2(|df]* + |dg|?). m-a.e., Vf, g € S2(M).

By the very definition of L?(T*M)-norm, we then see that the parallelogram rule is satisfied for
forms of the kind Y, X4,df; and since these are dense in L?(7*M) we deduce that L*(T*M),
and thus its dual L?(TM), is an Hilbert module.

(iii) = (iv) By the Riesz theorem for Hilbert modules (Theorem 1.2.24) we know that every
vector field in L2(TM) is of the form L, for some w € L?(T*M), where L, (') := (w,w’) for
every w' € L2(T*M). Pick f € S2(M), X € Grad(f) and let w € L?(T*M) such that X = L.
Then by definition of Grad(f) we have (w,df) p2(p-\) = %deH%Q(T*M) + %||ou||%2(T*M)7 which
forces w = df. Thus the gradient is unique and linearly depends, by the linearity of the
differential and of w +— L,, on the function, which is the thesis.

(iv) = (iii) We know that |df|?> = df(Vf) m-a.e. for any f € S>(M). Hence from the linearity
of the differential and using (2.3.18), for any f,g € S?(M) we get

A(f + 9)I> = (df +dg)(Vf + Vg) = |df* + |dg]> + df (Vg) + dg(V[),  m-ae.
Adding the analogous computation for |d(f — g)|> we deduce the parallelogram identity in
L*(T*M) for forms of the kind Y, X4,dfi, 4; € B(M), f; € S? and since these are dense in
L?(T*M) the claim is proved.

(iii) = (i) Just recall that E(f) = %deH%Q(T*M) and use the fact that (L*(T*M), || - || 2 ()
is an Hilbert space to conclude that E satisfies the parallelogram identity.

(iv) & (v) With a truncation argument and recalling the locality property (2.3.5) we see that
(2.3.18) holds if and only if it holds for any f,g € S> N L>°(M). Pick such f,g, let f’ := e/
and ¢’ := €9, notice that f’,¢’ € S> N L°°(M) and that on arbitrary infinitesimally strictly
convex spaces, the chain rule (2.3.6) yields

f'gV(f+9)=f'g'Vieg(f'd) =V(f'g),
g (Vi+Vg) =fVg +gVf
Thus if (2.3.18) holds the left hand sides of the above identities coincide, thus also the right

hand sides coincide and (2.3.19) is proved. Reversing the argument we obtain the converse
implication. O

On infinitesimally Hilbertian spaces, the energy E : L?(m) — [0, 00] is a Dirichlet form and
the above proposition ensures that this forms admits a carré du champ given precisely by
(Vf,Vg), where (-,-) is the pointwise scalar product on the Hilbert module L?(TM).
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It is then easy to see (see also the arguments in Section 3.4.4) that the Laplacian A and
its domain D(A) € WH2(M) as we defined at the end of Section 2.1 can be equivalently
characterized in the following more familiar way:

feDA)and h=Af & /gh dm = — / (Vg,Vf)dm VYge WL2(M), (2.3.23)

which in particular shows that D(A) is a vector space and A : D(A) — L?(m) a linear
operator.

A further consequence of infinitesimal Hilbertianity, and in particular of the Leibniz rule
for gradients, is that we have the Leibniz rule for the Laplacian. A version of this formula
that we shall use later on is:

fig € D(A)N L*(m) fg e D(A)  with
= (2.3.24)
|dfls, [dgl« € L (m) A(fg) = fAg+gAf +2(Vf,Vg)

To check this, notice that the assumptions on f, g grant that for any h € W12(M) we have
fh,gh € WH2(M) and that the expression for A(fg) is in L?(m), thus using the characteri-
zation (2.3.23) for the Laplacians of f, g we get

- [ (Vh.T gy dm = [ Th.VE)+ £(VR Vo) dm
— [ ~(V(h9), 9 )~ (V (1), Vg) + 2h(V £, V) dm
- /thf 4 hfAg +2h(Vf, Vg) dm,
which is the claim.

2.3.5 In which sense the norm on the tangent space induces the distance

In a smooth Riemannian/Finslerian manifold there is a direct link between the norm on the
tangent space and the distance on the manifold, as we have, by definition in fact, that

1
d?(z,y) = inf/ AR (2.3.25)
0

the inf being taken among all smooth curves v on [0, 1] connecting x to y, ; being the usual
derivative of 7 at time t. As a consequence of this fact/definition we also have that the metric
speed of a curve equals the norm of its derivative:

el = 7], ae. t. (2.3.26)

The question then is: can these identities be interpreted in the non-smooth setting so that
a link between the metric and the differential side of the story can be established in this
generality?

As we try to show in this section, the answer is affirmative. We shall propose two, different
but related, interpretations of the latter identity (2.3.26): in the first (Theorem 2.3.18) we
see in which sense (2.3.26) holds for mr-a.e. curve v for any given test plan 7r, while in the
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second (Theorem 2.3.24) rather than studying curves of points we study curves of probability
measures with bounded densities.

We then discuss the relations between these two approaches and see under which conditions
and in which sense we can reobtain (2.3.25) in metric measure spaces.

Given a test plan 7 we would like to define for a.e. ¢ € [0, 1] and m-a.e. v the tangent vector
v, 1.e. for a.e. t we would like to be able to assign to m-a.e. v an element v, of the ‘tangent
space of M at ;. To a give a rigorous meaning to such object, we need to call into play the
notion of pullback of the tangent module. Thus recall that C(]0,1],M) equipped with sup
distance is a complete and separable metric space and that a test plan 7r is a Borel measure
on it such that for every ¢ € [0,1] the map e; : (C([0,1],M),w) — (M, m) has bounded
compression (Definition 1.6.1). Thus it makes sense to consider the pullback of the cotangent
and tangent modules via this map: we shall denote them as L2(T*M, 7, ¢;) and L?(TM, 7, ¢;)
respectively.

Recall that by Theorem 1.6.7 we know that if L?(TM) is separable, then L?(TM, 7, e;) is
(=can be canonically identified with) the dual of L2(T*M, 7, e;). We then have the following
result:

Theorem 2.3.18 (The vector fields 7}) Let (M,d,m) be such that L?(TM) is separable
with m giving finite mass to bounded sets and w € Z(C([0,1],M)) a test plan.

Then there exists a unique, up to L'-a.e. negligible sets, family of vector fields w, €
L?(TM, 7, e;) such that for every f € WH2(M) we have

lim focun=foer = (ejdf)(m}) for a.e. t €0,1],
h—0 h

the limit being intended in the strong topology of L*().

Moreover, the map (v,t) — |m}|(v) is (the equivalence class w.r.t. ® x L1 -a.e. equality

lo,1
of ) a Borel map which satisfies

[m() = 1l, o x £ e (1,). (2.3.27)

proof It will be technically convenient for the proof to consider a precise representative for
the metric speed, thus for v absolutely continuous put

. d
|7¢] := lim M, if the limit exists, 0 otherwise,
h—0 |h’
and recall that Theorem 2.1.2 ensures that |y;| = |§| for a.e. t.

Let m(t) be the centered maximal function of the L'(0,1) map ¢t — /[ |%|2d=(v) and
notice that

t+h t+h
\//t /\"ySPdﬂ'(’y) ds < \//th /|"y52d7r(7) ds < /2hm(t), vVt e [0,1]. (2.3.28)

For f € WY2(M) and t,h € [0,1] such that ¢t + h € [0,1] consider the incremental ratio
IR(f;t,h) := M € L'(m) and notice that from the very definition of test plan and

83



Sobolev function we have

t+h
IR(F: 1) iy < + / / ID£|(vs) Vs dr () ds

\///HhIDfI2 (7s) A (y \///Hh 14s]2 de (y (2.3.29)

using (23.28) < \/2C(mm®)||f lwr2u

Now observe that if f € W12(M) has a Lipschitz continuous representative f, then since
is concentrated on absolutely continuous curves, for m-a.e. 4 the map t — f(v;) is absolutely
continuous and satisfies

En F(v)| < 1ip(f)(ve) Al a.e. t.

Thus by Fubini and using the dominate convergence theorem we get that for a.e. ¢t € [0, 1]

IR(f;t, h) has a strong limit Der(f,t) in L'(7) as h | 0

_ . 2.3.30
and the limit is bounded in modulus by lip(f)(v:)|y| for m-a.e. ( )

Now let f € WH2(M) and (f,) € W12(M) be a sequence W'2-converging to f made of
functions with Lipschitz representatives (recall (2.1.5)). Then for every ¢ € [0, 1] such that
m(t) < co and IR(fn;t, h) has a strong limit in L(#) as h | 0 for every n € N, from (2.3.29)
we have

h%o HIR(f7 t, h) - IR(f7 t, h/)HLl(ﬂ') < h%o HIR‘(fTu L, h) - IR(fTLv t, h/)HLl(’T&')

49 QC(Tr)m(t)Hf—anWL?(M)
=2/ 2C(m)m(t)|| f — anwl’Q(M)

so that letting n — oo we deduce that IR(f;, h) strongly converges to some Der(f,t) in L' ()
as h | 0. The same kind of computation also shows that Der(f,t) = lim,_,o, Der(fy,t), the
limit being intended in L (7).

Using again (2.1.5) we see that the approximating sequence (f,) can be chosen so that
lip(f,) — |Df| in L?(m) as n — oo, which implies that lip(f,)(72) |3 — |Df|(72) 3| in L ()
as n — oo for a.e. t. Thus passing to the limit in the bound given in (2.3.30) we deduce that

[Der(f,t)|(v) < [DfI(y)7el,  m-ace . (2.3.31)

Repeating the argument for h 1 0 we thus proved that for every f € WH2(M) the following
holds: for a.e. t € [0,1] we have IR(f;t,h) — Der(f,t) in L*(m) as h | 0 for some Der(f,t)
for which the bound (2.3.31) holds.

Now use the separability assumption on L?(TM) and the fact that such space is isometric
to the Banach dual of L?(T*M) to deduce that the latter is separable and therefore that
WL2(M) is separable as well (recall the isometric embedding f ~ (f,df) of WH2(M) into
L?(m) x L?(T*M)). Then consider a countable dense Q-vector space D C W12(M) and let
A C [0,1] be a Borel set of full measure such that for every ¢t € A we have m(t) < oo and for
every f € D the incremental ratios IR(f;t, h) converge to some Der(f,t) in L'(7) as h — 0
for which (2.3.31) holds.
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The linearity of f +— IR(f;t,h) ensures that for every t € A the map D > f +— Der(f,t) €
L(m) is Q-linear, while (2.3.31) grants that it is continuous. Hence it can be uniquely
extended to a linear continuous map, still denoted by Der(-, ¢) from W12(M) to L!(sr). Using
again the equicontinuity of IR(:;¢, h) it is then clear that IR(f;t,h) — Der(f,t) in L'(w) as
h — 0 for every ¢t € A and that the bound (2.3.31) holds.

Now for t € A consider the vector space V := {efdf : f € WH2(M)}, notice that
by Proposition 2.2.5 and property (1.6.5) it generates, in the sense of modules, the whole
L2(T*M, 7, e;) and consider the linear map L : V — L(w) sending efdf to Der(f,t): the
bound (2.3.31) grants that this map is well defined and we can restate such bound as

|Lefdf)I(7) < lefd fI() Pel- (2.3.32)

By Proposition 1.4.8 we then deduce that L can be uniquely extended to a an element of the
dual module of L?(T*M, 7, e;) and the assumption of separability of L?(TM) and Theorem
1.6.7 grants that such element is in fact an element 7} of the pullback of the dual module
L?(TM, 7, ;). The Borel regularity of (v,t) — |m}|(7) follows from the duality formula

1 . 1 1
ilﬂilz(v)z ess-sup etdf(ﬂ-:‘/)_i‘Df’Z(’Yt): ess-sup Der(f,t)(v)—ilDf\Q(%),
FEWL2(M) FEWL2(M)

the essential supremum being intended w.r.t. = x £? Using again Proposition 1.4.8 and

lf0,1]°
the bound (2.3.32) we get the inequality < in (2.3.27).

To prove the opposite inequality notice that by definition we have
[Dex(f,1)[(v) = lefdf(m)(N] < DI, 7 x LY -ae (1,8),

so that for every f € W12(M) with a 1-Lipschitz continuous representative f we have

d -
SFo Sl mx Ll e (1),

To conclude it is therefore sufficient to show that there exists a countable family D’ ¢ W12(M)
of functions having 1-Lipschitz representatives such that for every absolutely continuous curve
7 it holds
sup %f(%) > A, a.e. t. (2.3.33)
fen’

This follows by standard means, indeed assume for a moment that bounded subsets of
M have finite m-measure, let (r,) C M be countable and dense and define f,, := max{l —
d(-,2),0}. Then clearly the f,’s are 1-Lipschitz representatives of functions in W12(M). Now
fix an absolutely continuous curve «y, and notice that for every ¢ € [0, 1] the very definition
of f, ensures that for s € [t, 1] sufficiently close to ¢ it holds d(vs,vs) = sup,, fn(7t) — fu(7s)
and therefore

_ _ 5 d - s d -
d(ve,7s) :s%pfn(%) — fa(s) < sglp/t afn(%)dr S/t sup Efn(’)/r)dr-

A simple application of the triangle inequality shows that the above inequality holds for
every t < s and thus, by the very definition 2.1.1 of metric speed, the claim (2.3.33) and the
conclusion.

To drop the assumption that bounded sets have finite mass, use the Lindel6f property of
(M, d) to cover M with countably many balls of finite mass and replicate the above argument
in each of the balls. O
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Remark 2.3.19 In the special case in which the evaluation maps e; are 7mr-a.e. invertible,
from the functorial property of the operation of pullback of a module we see that in this case
it is not necessary to consider any pullback at all. Indeed, let L°(TM) be the L°(m)-module
A" obtained as indicated in Section 1.3 from the module .# := L?(TM), put u; := (e)«,
let L2(TM, j1¢) C L°(TM) be the L?(y;)-normed module of elements with finite L2 () norm
and assume that for some Borel map el™ : M — C([0, 1], M) we have e;(el™) = Idy pu-a.e.
and e} (e;) = Idg(po,1y,m) -a.e. for every t € [0,1].

Then the modules L?(TM, 7, e;) and L?(TM, ;) can be identified via the invertible map
X +— (el™)*X and the vector fields w, € L?(TM, ;) can be defined via their actions on

Sobolev functions f € W12(M) via the formula

f o focunod — f
df(m) ey h

Open Problem 2.3.20 (Vector fields as derivations along curves) One can ‘reverse’
the content of this last theorem and ask whether given a vector field X € L?(TM) and a
measure p € (M) such that p < Cm for some C > 0 there exists a test plan 7 such that
(eo)s«m = p and m(, = ejX. Notice that part of the problem here is to show that it makes
sense to speak about the vector field 7} at the time ¢ = 0. In other words: can we see every
vector field as derivation at time 0 along a certain family of curves?

For gradient vector fields and infinitesimally strictly convex spaces, a result in [30] ensures

a positive answer to this question, but the general case is open. See also Remark 3.4.14.
|

We turn to the interpretation of (2.3.26) in terms of curves of probability measures. We
refer to [56] and [6] for the definition of the quadratic transportation distance W5 on the space
P5(M) of Borel probability measures with finite second moment.

Definition 2.3.21 (Curves of bounded compression) We say that a curve (u:) C
P5(M) is of bounded compression provided it is Wa-continuous and for some C > 0 we
have py < Cm for every t € [0, 1].

From Otto’s interpretation [43] of the space (Z2(M), Wa) as a sort of Riemannian manifold,
when the base space M is a smooth Riemannian manifold, we know that we might consider as
‘velocity’ of a curve of measures the ‘optimal’ vector fields for which the continuity equation
is satisfied, where optimality is intended in the sense of having minimal kinetic energy.

We want to push this interpretation up to our framework, and to do so we have to start
defining what are solutions of the continuity equation. To this aim, and as in Remark 2.3.19,
we introduce the space LO(TM) as the L°(m)-module .#Z° obtained as indicated in Section
1.3 from the module .# := L?(TM).

Definition 2.3.22 (Distributional solutions of the continuity equation) Let (u;) C
P5(M) be a curve of bounded compression and (X;) C L°(TM) a family of vector fields.
We say that (g, Xt) solves the continuity equation

d
— V(X =0
dt#tJr (Xepe) )

provided:
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i) the map t — [ |X¢|?dp is Borel and

1
l/ /qu2mudt<oq
0

i) for every f € WH2(M) the map t — [ f duy is absolutely continuous and satisfies
d
dt/fdut = /df(Xt) dpeg, a.e. t €1[0,1].

We want to show that this genuinely differential notion of solution of the continuity equation
completely characterizes Wa-absolutely continuous curves of bounded compression. In fact,
the ‘hard work’ to obtain this characterization has been already carried out in [32], where the
following statement has been proved:

Theorem 2.3.23 Let (M, d, m) be such that W12(M) is separable and (y;) C P2(M) a curve
of bounded compression. Then the following are equivalent:

i) (ut) is Wa-absolutely continuous with || € L*(0,1),

ii) for every f € WY2(M) the map t [ f due is absolutely continuous and there exists a
Borel negligible set N C [0,1] and for each t € [0, 1]\N a linear functional Ly : S*(M) —
R (N and the L;’s being independent on f) such that for t € [0,1] \ N we have

d
G [ fam =L, v ewto,

and moreover putting
|Lt|lu, := sup |Le(f)|, the sup being taken among all f € S*(M) with /|df|zd,ut <1,

we have that [0,1]) \ N > t — ||L||,, is Borel with fol I Le |7, dt < oo.
If these hold, we also have

[l = | Lelle ae. t €0, 1]. (2.3.34)

It is then not hard to interpret this result in terms of the above notion of solution of the con-
tinuity equation. Notice that the next theorem is fully equivalent to the analogous statement
proved for the Euclidean space in [8], the only difference being in the requirement that the
curve has bounded compression, which has the effect of ‘averaging out the unsmoothness of
the space’.

Theorem 2.3.24 (Continuity equation and Wj-absolutely continuous curves)

Let (M,d,m) be such that W12(M) is separable and () C P2(M) a curve of bounded
compression. Then the following holds.

A) Suppose that (u¢) is Wa-absolutely continuous with fol || dt < co. Then there is a
family (X;) C LO(TM) such that (ug, X¢) solves the continuity equation in the sense of
Definition 2.3.22 and such that

/|Xt‘2dut < ‘,l‘l,t|2, a.e. t € [0, ].]
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B) Conversely, suppose that (ug, X¢) solves the continuity equation in the sense of Definition
2.8.22. Then (u) is Wa-absolutely continuous and

|m|2s/|xt|2dut, ae. t € [0,1].

proof
(A) Use the implication (7) = (4¢) in Theorem 2.3.23 to find N and operators (L;) as in the

statement. Fix ¢ € [0,1] \ N such that |[L¢||,, < oo and notice that this forces Li(f) = L¢(g)
for any f,g € S%(M) with df = dg. Therefore the map L; : {df : f € S>(M)} — R given by
Li(df) := L(f) is well defined and the definition ensures that it is linear and satisfies

L) = L) < Loy / Af P, VS € SP(M).

Call L?(us, T*M) (resp. L?(pg, TM)) the module .#5,, built from .# := L*(T*M) (resp.
L?(TM)) as in Section 1.3, so that the above inequality can be restated as |L¢(df)| <
| Ltll e [|A S 22y o<y @nd use the Hahn-Banach theorem to extend L; to a linear continu-

ous map, still denoted by L;, from L?(us, T*M) to R satisfying
E@)] < Ll oo rngy, Voo € L2, TM). (2:3.35)

Thus L; is an element of the Banach dual of L2(y;, T*M) and being this module L?(j;)-
normed, by Proposition 1.2.13 we can identify its Banach dual with its module dual and the
latter can be identified, recalling (1.3.5), with the module L?(u;, TM), so that in summary
we have X; € L?(u;, TM) such that

Li(w) = /w(Xt)dut, Vw € L% (g, T*M).
By construction, for every f € W12(M) we have

(i/fdut—Lt(f)—/df(Xt)dm,

for every ¢ € [0,1] \ N such that ||L||,, < oo and the bound (2.3.35) and the identity 2.3.34
grant that || X2, vy < [ Ltllw, = || for a.e. ¢ € [0, 1], so the proof is complete.

(B) Let D ¢ W2(M) be a countable dense Q-vector space and A C [0, 1] the set of Lebesgue
points of ¢ — f \Xt|2 dy such that s — f fn dus is differentiable at s = ¢ for any n € N. Then
A is Borel and £'(A) = 1. For t € A the map L; : D — R given by %ffd%\s:t is well
defined, Q-linear and dividing by |h| and letting A — 0 in the bound

t+h t+h t+h
— 2 2
| [ £ | < / [ du.as| < / [1aszap. as / [ 1 as

t+h

< hC/\dfzdm//\XsPd,usds,
t

(2.3.36)
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valid for any f € WH2(M), where C is such that j; < Cm for every ¢t € [0,1], we see that
L; : D — R is continuous w.r.t. the W5H2(M) norm. Hence it can be extended in a unique
way to a linear continuous functional from W12(M) to R, still denoted by L;.

For generic f € WH2(M) and t € D, writing the bound (2.3.36) with f — f,, in place of f,
where (f,) C D converges to f, diving by h and letting first h — 0 and then n — oo, we see
that the identity % J fd'“S!s:t = Ly(f) is valid for any t € A and f € W12(M).

Now notice that being (1) weakly continuous in duality with Cj(M) and with densities uni-
formly bounded, it is continuous in duality with L!(m) and thus ¢ — [ |df|? du, is continuous
for every f € W12(M). Hence for t € A we have

t+h t+h

1 1 1
1 _ <1 1 9 1 9
}lllr%h/fd(/.l/prh Mt)) _}llm% h//]df]*d,usdsh//]Xs\ dps ds

t t

= \//\df\idut/\Xthut,

which shows that || L[|, < [|Xt[/z2(, ) for every t € A. The conclusion then follows by the
implication (i) = (i) in Theorem 2.3.23 and the identity (2.3.34). O

A trivial consequence of the above characterization of Ws-absolutely continuous curves is
the following version of the Benamou-Brenier formula, which in particular allows to recover
(2.3.25), under appropriate assumptions, in the non-smooth setting:

Corollary 2.3.25 (Benamou-Brenier formula) Let (M,d, m) be such that W12(M) is
separable and (i) a Wa-absolutely continuous curve with bounded compression with || €

L?(m). Then
1 1
/ |m|2dt:inf/ /]Xt|2dutdt,
0 0

where the inf is taken among all Borel maps t — X; € L°(TM) such that (jus, X¢) solves the
continuity equation in the sense of Definition 2.3.22 above.

In particular, if p,v € Po(M) are such that there exists a Wa-geodesic connecting them
with bounded compression, then we have

1
W2(p,v) :min/ /|Xt|2d,utdt,
0

where the min is taken among all solutions (i, X¢) of the continuity equation such that po = p
and pp = v.

proof For the first statement just notice that part (B) of Theorem 2.3.24 grants that for any
solution (u¢, X¢) of the continuity equation we have fol |12 dt < fol [1X¢|? dpse dt, while part
(A) ensures that there is a choice of the X;’s for which equality holds.

Then for second statement inequality < is obvious, while for > it is sufficient to pick
the geodesic given by the statement, parametrize it by constant speed and use part (A) of
Theorem 2.3.24 again. O

It is worth to underline that even assuming the underlying metric space to be geodesic, we
cannot expect the existence of many Ws-geodesics of bounded compression, the reason being
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that such notion requires a link between the metric, via the use of Ws, and the measure,
via the requirement of bounded compression. Being these two unrelated on general metric
measure structures, without further assumptions on the space we cannot expect many of such
geodesics.

It is a remarkable result of Rajala [48] the fact that on CD(K, c0) spaces, K € R, for any
couple of probability measures with bounded support and bounded density, a Wa-geodesic of
bounded compression connecting them always exists.

Remark 2.3.26 (The link between Theorems 2.3.18 and 2.3.24) Arguing as in the
proof of Theorem 1.6.7, see in particular the definition (1.6.14), we see that for any test plan 7
and every ¢ € [0, 1], we can build a linear continuous ‘projection’ map Pre, : L2(TM, 7, ¢;) —
L2(TM, p1y), where gy := ()., satisfying

|Pre,(Y)|oe; < Y| m-a.e. and /e;‘w(Y) dm = /w(Pret(Y))d,ut, Vw € LA(T*M).

Then noticing also that ¢t — u; := (e;).m is a Wa-absolutely continuous curve of bounded
compression with speed in L2([0,1]), we have

G [sdm =5 [roedn= [earmyan = [ arPr ) du,

which shows that X; := Pre, 7, is an admissible choice of vector fields in the continuity
equation which also satisfies || X¢l|r2(7m ) < (78 L2(rM 7 e,) fOT ace. t. [ ]

2.4 Maps of bounded deformation

In this section we introduce those mappings between metric measure spaces which, shortly
said, play the role that Lipschitz mappings have in the theory of metric spaces. We then
see how for these maps the notions of pullback of 1-forms and differential come out quite
tautologically from the language we developed so far.

All metric measure spaces we will consider will be complete, separable and endowed with
a non-negative Radon measure. We start with the following definition:

Definition 2.4.1 (Maps of bounded deformation) Let (M;,d;,my) and (Mg, d2, my) be
two metric measure spaces. A map of bounded deformation ¢ : Mo — M; is (the equivalence
class w.r.t. equality ma-a.e. of) a Borel map for which there are constants L(y),C(p) > 0
such that

di(p(z), p(y)) < L(p)da(z,y),  ma x mp-ae. (z,y),
psmg < Cp)m

In other words, a map of bounded deformation is a map of bounded compression (Definition
1.6.1) having a Lipschitz representative.

Remark 2.4.2 The, pedantic, choice of considering equivalence classes of maps rather than
declaring maps of bounded compression simply Lipschitz maps ¢ satisfying p,my < Cmy for
some C, is only motivated by the desire of providing a notion invariant under modification
mg-a.e.. In particular, we want all of what happens outside the support of the reference
measures to be irrelevant. |
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A map of bounded compression ¢ : My — M;j induces a continuous map, still denoted by
@, from C([0,1],supp(ms)) to C([0,1],supp(m;)) sending a curve v to ¢ oy, where @ is the
Lipschitz representative of ¢, which is uniquely determined on supp(mz). By definition, the
image of an absolutely continuous curve « is still absolutely continuous and its metric speed
is bounded by L(¢p) || for a.e. t.

Therefore noticing that a test plan w € 22(C([0,1],Mz)) on My is concentrated on curves
with values in supp(mz), we see that for such plan the measure g, w € Z(C([0,1],M;)) is
well defined. In fact, .7 is a test plan on M; since

(7)) = @ul(er)am) < u(Cm)mz) < C(m)Clp)mg,  VE € [0,1],

// a2 dt dip e / 2 dt dre ().

The fact that test plans are sent to test plans allows to deduce by duality that

fes?(My) =  fopeS* M) with |d(fop)ls <L(@)dflsoe  mpae.,
(2.4.1)

indeed, for arbitrary w € 2(C([0,1], Ms)) test plan and f € S?(M;) we have
[1£e6tm) = fo vl dnty /!f 1) = F0)] dg.m(3)
<[ a0l dt o)
<) [[ tast. oot atanc)

and since the fact that ¢ has bounded compression grants that |df|. o ¢ € L?(My), the claim
(2.4.1) follows.

A map of bounded deformation canonically induces a map ¢* : L?(T*M;) — L?(T*My)
which we shall call pullback of 1-forms, notice that the argument leading to the construction
of ¢* are similar to those used in Propositions 1.4.8 and 1.6.3:

Proposition 2.4.3 (Pullback of 1-forms) Let ¢ : My — My be of bounded deformation.
Then there exists a unique linear and continuous map ¢* : L2(T*My) — L*(T*My) such that

(AN = d(f o), v € S2(My) 0.42)
©*(gw) = g o ©*(w), Vg € L*®(my), we L*(T*My), o

and such map satisfies
l*wls <L(@) jwls0op,  mg-ae., Ywe LA(T*M). (2.4.3)

proof Uniqueness follows from linearity, continuity and the requirements (2.4.2) by recalling
that L2(T*M;) is generated by the differentials of functions in S?(Mj).
For existence, we declare that

ZX d(fio ),
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for w =3, Xg,df; for some finite partition (E;) of My and (f;) € S*(M;). The bound

" @)l <Y Xp1(my 1d(fio @)l S L(9) Y Xm0 ldfils o0 = L(p) [wlx 0,

shows that such mapping is continuous and since the closure of the set of w’s considered is
the whole L2(T*M;), we see that there is a unique continuous extension of ¢*, still denoted
©*, from L*(T*M;) to L?(T*My). It is then clear that ¢* is linear, satisfies the bound (2.4.3)
and the first in (2.4.2). The second in (2.4.2) is then obtained for simple functions g directly
by definition and linearity, and then extended to the whole L*°(M;) by approximation. [J

Remark 2.4.4 (The category Mms) We define the category Mms of (complete, separa-
ble and equipped with a non-negative Radon measure) metric measure spaces where mor-
phisms are maps of bounded deformation.

Then the map sending a metric measure space (M, d, m) to its cotangent module L*(T*M)
and a map of bounded deformation ¢ into the couple (¢, p*) is easily seen to be a functor from
Mms to the category Mods_r~ introduced in Remark 1.6.4 (such functor being covariant,
due to the choice of arrows). [

Remark 2.4.5 We point out that all the discussions in the section would work equally well
if maps of bounded deformations where defined as maps of bounded compression for which
(2.4.1) holds, thus focussing on transormations of Sobolev functions rather than of the dis-
tance, an approach which would be more in line with the language proposed here.

Still, for what concerns RCD spaces, this distinction does not really matter, as a map of
bounded compression between two RCD(K, o) spaces and for which (2.4.1) holds, in fact
admits a Lipschitz continuous representative with Lipschitz constant < L(y), so that in this
case the two approaches coincide (see [31]). [ ]

It is worth underlying that we have 2 different definitions of ‘pullback’ of 1-forms. One is given
by Proposition 2.4.3 above, which takes forms in L?(T*M;) and returns forms on L?(T*My),
the other is the one involving the notion of pullback module as discussed in Section 1.6, which
takes forms on L?(T*M;j) and returns an element in ¢*(L?(T*M;j)). These two are different
operations: to distinguish them, in the foregoing discussion we shall denote the second one
as w — [p*w| and keep the notation w — p*w for the first one.

We come to the differential of a map of bounded deformation. Recall that in classical smooth
differential geometry, given a smooth map ¢ : My — M; between smooth manifolds, its
differential dy, at a point x € My is the well defined linear map from 7, M to T, M; given
by w(dyz(v)) := v(p*w) for any v € T, M and w € TZ My Thus we can see the differential
as taking tangent vectors and returning tangent vectors. The situation changes when looking
at tangent vector fields X on Ma, because the map My 3 xo — dp, (X (z2)) € T ()M is not
a tangent vector field on M;: it is rather the section of the pullback ¢*T'M; of the tangent
bundle T'M; identified by the requirement

[p*wl(dp(X)) = (p"w)(X). (2.4.4)

Coming back to metric measure spaces, we therefore see that we must expect the differential
of a map of bounded deformation ¢ : My — M to take an element of L?(TMs) and return
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an element of the pullback module ¢*(L?(TMy)). Yet, there is a technical complication: the
(analogous of) the requirement (2.4.4) only defines the object dp(X) as element of the dual
of ¢*(L?(T*M;)) and we don’t know whether in general such space can be identified with
the pullback ¢*(L?(TM;y)) of the dual module L?(TM;y). Still, thanks to Theorem 1.6.7 we
know that such identification is possible at least when L?(TM;) is separable (which frequently
happens). We thus have the following statement:

Proposition 2.4.6 (Differential of a map of bounded deformation) Let ¢ : My —
M be of bounded deformation and assume that L>(TMy) is separable.
Then there is a unique module morphism dey : L?>(TMs) — ©*(L?(TMy)) such that

[p*w] (dp(X)) = (p*w)(X), Yw e L2(T*M;), X € L*(TM,), (2.4.5)
and such morphism also satisfies

ldp(X)] < L(p)|X],  mg-ae., VX € L*(TMy). (2.4.6)

proof Fix X € L?(TM,) and notice that the map from the space {[p*w] : w € L?(T*M;)} to
L' (my) assigning to [¢*w] the function (p*w)(X) is linear and satisfies

(") (X)] < |p"wlo] X| < L(p) [wle 0 0 [ X]| = L) [[¢"w] | | X].

Thus by Proposition 1.4.8, and recalling that (¢*(L*(T*My)))* ~ ¢*(L*(TM;)) by Theorem
1.6.7 and our separability assumption, we see that there is a unique element of p*(L?(TM;)),
which we shall call dp(X), such that (2.4.5) holds and for such de(X) the bound (2.4.6) holds
as well.

To conclude the proof is thus sufficient to show that X — dy(X) is a module morphism:
linearity is obvious and thus the bound (2.4.6) and point (v) in Proposition 1.2.12 give the
conclusion. O

In the special case in which ¢ is invertible, i.e. that there exists a map of bounded deformation
1 : My — My such that

pot =Idy, my-ae. and Yoy =Idy, mg-ae.,

one can canonically think the differential of ¢ as a map from L?(TMs) to L?(TM;). In
other words, in this case one can avoiding mentioning the pullback module, in analogy with
the smooth situation. This is due to the functorial property of the pullback of modules,
which, for ¢, as above, allows to identify L?(T*M;j) with ©*L?(T*M;) via the invertible
map w — [p*w]. In practice, one can define the differential dp(X) of ¢ calculated on the
vector field X as the operator

LA(T*M;) > w — ([p*w](X)) o9 € L' (my).

In this case the definition is well posed regardless of the separability of L?(TM;).

2.5 Some comments

We collect here few informal comments about our construction and the relations it has with
previously defined differential structures on non-smooth setting.
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(1) We have already remarked that in the smooth setting our construction of the cotangent
module is canonically identifiable with the space of L? sections of the cotangent bundle. The
same identification also occurs in slightly less smooth situations, like Lipschitz manifolds or
Sub-Riemannian ones, in the latter case the correspondence being with horizontal sections.
Still, given that our definitions are based on the notion of Sobolev functions, everything
trivializes in spaces with non-interesting Sobolev analysis. This is the case, for instance, of
discrete or fractal spaces and more generally of spaces admitting no non-constant Lipschitz
curves: as can be checked directly from the definitions, in this case every real valued Borel
function f is in S2(M) with |[Df| = 0, so that the cotangent module reduces to the 0 module.
Of course, in these spaces a non-trivial calculus can be developed, but it must be tailored
to the special structure/scale of the space considered and cannot fit the general framework
developed here. The same phenomenon was observed by Weaver in [58].

On the opposite side, it is important to underline that if the metric measure space is
regular enough, then its structure is completely determined by Sobolev functions (much like
a metric is determined by Lipschitz functions). For instance, it has been proved in [31] that
if (M;,d;,m;), i = 1,2, are RCD(K, 00) spaces and ¢ : Mg — M; is an mg-a.e. injective map,
then

¢ is an isomorphism & 1f o pllwrzan) = I fllwrzouy) Vf:M; — R Borel,

where by isomorphism we intend that p,me = my and di(p(z), p(y)) = da(z,y) for mg x mo-
a.e. x,y. In particular, in studying these spaces via the study of Sobolev functions defined on
them, we are not losing any bit of information.

(2) We built the cotangent module using Sobolev functions in S?(M) and their ‘modulus of
distributional differential’ |Df| as building block. Given that for every p € [1,00] one can
define the analogous space SP(M) of functions of functions which, in the smooth case, would
be those having distributional differential in LP, one can wonder if anything changes with a
different choice of Sobolev exponent. Without further assumptions, it does. This means that
a priori the choice p = 2 really matters, the point being the following. The definition of the
space SP(M) (see e.g. [10] and references therein) comes with an association to each function
f € SP(M) of a function, call it |D f|,, in LP(m) playing the role of the modulus of distributional
differential of f and obeying calculus rules analogous to those valid for |Df| = [Df]2. The
unfortunate fact here is that, unlike the smooth case where the distributional differential is
a priori given and one can then wonder if it is in LP, in general metric measure spaces the
function |Df|, depends on p. There are indeed explicit examples of spaces M and functions
f €8P N SP (M) for some p # p' with [Df|, # [Df|, on a set of positive measure: see [25]
and references therein.

Due to this fact, in general we cannot expect any relation between the cotangent module
as we defined it and the analogous one built starting from functions in SP(M) with p # 2. In
this sense, the choice p = 2 is totally arbitrary and an approach based on a different value of
p would have equal dignity.

Still, in the case of RCD(K, 00) spaces, the results in [33] show that no ambiguity occurs
because the identity [Df|, = |Df|, holds m-a.e. for every f € SP? N'SP'(M). This means that,
up to taking care of the different integrability via the tools described in Section 1.3, on such
spaces there is truly only one cotangent module. Given that all our constructions have as
scope the study of RCD spaces, the fact that on arbitrary spaces the cotangent module might
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depend on the chosen Sobolev exponent is not really relevant and the presentation given via
the case p = 2 has been made only for convenience.

Another important situation where |Df|, = |Df|,; is when the space is doubling and
supports a 1-1 Poincaré inequality (more generally, if a 1-p Poincaré inequality holds, then
IDf|p, = |Df|y for every p,p’ > p). This is a consequence of the analysis done by Cheeger in
[22].

(3) Another consequence of the analysis done by Cheeger in [22] is that on doubling spaces
supporting a 1-2 Poincaré inequality the cotangent module is finite dimensional. Recall indeed
the version of Rademacher’s theorem proved in [22]:

Theorem 2.5.1 Let (M,d,m) be with doubling measure and supporting a 1-2 weak local
Poincaré inequality. Then there exists N € N depending only on the doubling and Poincaré
constants such that the following holds.

There is a countable family of disjoint Borel sets (Ay,) covering m-almost all M and for each
n € N Lipschitz functions fn,h ey men, N, < N, from M to R such that for any Lipschitz
function f : M — R there are an; € L®(m), n €N, i =1,..., N, such that

lip (f() — g:jam(x)fm())(x) =0, for m-a.e. x € A,.

It is then easy to see that the functions a; given in the statement can be interpreted as the
coordinates of df w.r.t. the basis {df,1,...,dfs n,} on A, in the sense of Section 1.4:

Corollary 2.5.2 With the same assumptions and notation of Theorem 2.5.1 above, the cotan-
gent module L?>(T*M) is finitely generated, its dimension being bounded by N.

proof Tt is sufficient to show that for every n € N the cotangent module is generated by
dfn1,...,dfnN, on A,. Fix such n, let L := max; Lip(fm) and consider a Lipschitz function
f:M — R and the functions a; € L>®(m), i = 1,..., N,,, given by Theorem 2.5.1. We claim
that df = vaznl a;dfy ;. To prove this, let € > 0 find a Borel partition (B;) of A, such that

bij = ess-Supp; a; < ess—infB]. a; +¢ m-a.e. on Bj for every i = 1,...,N,, 7 € N and notice
that
Nn Nn M
Af =3 anidfug] (@) < [df = D" bjdfus| @) +eNL <Tip(F =3 bifui) (@) + eNL
i=1 i=1 i=1
p— Nn —
< 1ip(f(.) - Zai(:c)fm(-)) (z) + 2eNL = 2eNL,  mae. z € Bj.
i=1
Being this true for any j, we deduce
Np,
‘d F =3 anidfas| <2eNL,  m-ace on 4,
i=1 *

and the arbitrariness of € yields the claim.

Then using the Lusin approximation of Sobolev functions (see for instance Theorem 5.1 in
[20]) and the locality of the differential we deduce that the module span of dfy 1,...,dfn N,
on A, contains the differential of every function in W2(M). The thesis follows. O
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(4) We already mentioned in the introduction that the idea of using L°°-modules as the
technical tool to give an abstract definition of the space of sections of the (co)tangent bundle
on a metric measure spaces is due to Weaver [58]. Being our approach strongly inspired by
his, we briefly discuss what are the main differences.

At the technical level, in [58] the kind of modules considered resemble those that we called
L*°(m)-normed modules (although it is not clear to us if the notions fully agree). In particular,
no other integrability condition has been considered, which also affects the definition of dual
module (morphisms with values in L°°(m) in [58] and with values in L'(m) here).

At a more conceptual level, here we chose to tailor the definitions on the concept of Sobolev
functions, while in [58] Lipschitz ones have been used. On doubling spaces supporting a weak
local Poincaré inequality, the result of Cheeger [22] granting that lip(f) = |Df| m-a.e. for
Lipschitz functions f ensures that the difference between the two approaches is minimal and
confined essentially to the different integrability requirements. In more general situations it
is always true that derivations as we defined them are also derivations in the sense of Weaver,
but the converse is not clear. This is partially due to the fact that the structures considered
are slightly different: our definitions only make sense on metric measure spaces, while the
ones in [58] work on metric spaces carrying a notion of negligible set, so that a measure is not
truly needed.

We conclude remarking that a general property one typically wants from an abstract def-
inition of differential in a non-smooth setting is that it is a closed operator, i.e. its graph
should be closed w.r.t. convergence of differentials and some relevant 0-th order convergence
of functions.

In the framework proposed by Weaver this is obtained by construction starting from the
fact that the space of Lipschitz function is a dual Banach space (see Chapter 2 in [57] and
references therein) and then requiring derivations to be weakly* continuous.

In our setting, instead, this is ensured by Theorem 2.2.9 whose proof ultimately boils down
to the lower semicontinuity property 2.1.3 which in turn is - up to minor technicalities -
equivalent to the L?(m)-lower semicontinuity of E.

In this direction, notice that the L?(m)-lower semicontinuity of E is ‘the’ crucial property
behind the definition of Sobolev functions which completely characterizes them together with
the information, valid at least if m gives finite mass to bounded sets, that E is the maximal
L?(m)-lower semicontinuous functional satisfying E(f) < % i lip?(f) dm for Lipschitz functions

f (this follows from properties (2.1.4), (2.1.5) - see [11] for the relevant proofs).

3 Second order differential structure of RCD(K, c0) spaces

Without exceptions, in this chapter we will always assume that (M,d, m) is an RCD(K, o0)
space.

3.1 Preliminaries: RCD(K, c0) spaces

Let (M, d, m) be a complete and separable metric space endowed with a non-negative Radon
measure. The relative entropy functional Enty, : (M) — RU {400} is defined as

Entu (1) := /plog(p) dm, if p = pm and (p log(p))_ € L'(m),

400, otherwise.
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We start with the following basic definition:

Definition 3.1.1 (RCD(K, c0) spaces) Let (M,d,m) be a complete and separable metric
space endowed with a non-negative Radon measure and K € R.

We say that (M,d, m) is a RCD(K, 00) space provided it is infinitesimally Hilbertian and for
every p,v € Po(M) with Enty (1), Entn(v) < oo there exists a Wa-geodesic (pt) with o = p,
w1 = v and such that

K
Bt () < (1~ )Bntw () + fEntu(v) — (1~ )W3(uv), Vi€ [0,1].
Notice that on RCD(K, 00) spaces, for any x € M we have
m(B,(z)) < CeCr, Vr >0,

for some constant C, see [53] (this is true also in CD(K, o0) spaces). As a consequence of this
bound, for p € P5(M) with u = pm we always have (plog(p))~ € L'(m) and from this fact
it is easy to conclude that Enty, is lower semicontinuous on (Z2(M), Wa).

RCD spaces are introduced by means of optimal transport, but their properties are better
understood by Sobolev calculus, the link between the two points of view being provided by
the understanding of the heat flow ([29], [34], [11]). For what concerns this paper, we shall
be only interested in the L? approach to the heat flow, thus notice that being RCD(K, o)
spaces infinitesimally Hilbertian, the energy functional E is a quadratic form: we shall call
heat flow its gradient flow (h;) in L?(m) already introduced in Section 2.1 and notice that in
this case it is linear and self-adjoint. We will occasionally use the following standard a priori
estimates

1 2
E(h.f) < It”fHLQ(m)’

3.1.1
|Ahy (20 < — 1112 .
L2(m) = 22 L2(m)>

valid for every f € L?(m) and ¢ > 0. These can obtained by differentiating the L?(m) norm
and the energy along the flow, see for instance the arguments in Section 3.4.4. Also, it is not
hard to check that for every p € [1,00] it holds

[hefllzem) < 1 fllpmy, — VE>0, (3.1.2)

for every f € L? N LP(m). Thus by density the heat flow can, and will, be uniquely extended
to a family of linear and continuous functionals h; : LP(m) — LP(m) of norm bounded by 1
for any p < oo (in fact, on RCD spaces it can be also naturally defined on L>°(m) but we shall
not need this fact - see [12] and [7]).

A first non-trivial consequence of the Ricci curvature lower bound is the following regularity
result:

has a Lipschitz representative f
c WHA(M), |df]« € L®(m = J has a Lif 3.1.3
f W M), |dfl. & L7 m) with Lip(f) < [|[df].]| < (3.13)

which allows to pass from a Sobolev information to a metric one (see [12]).
A crucial property of the heat flow which is tightly linked to the lower curvature bound is
the Bakry-Emery contraction estimate (see [34] and [12]):

|Vhf|? < e 2K (IVF?),  meae., ¥Vt >0, Vf e WH(M). (3.1.4)
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Following [52] we now introduce the set TestF(M) C W12(M) of ‘test’ functions which we
shall use in several instances:

TestF(M) := {f e D(A)NL®(m) : |[Vf] € L®(m) and Af€ WLQ(M)}.
Notice that from (3.1.3) we get in particular that
any f € TestF(M) has a Lipschitz representative f : M — R with Lip(f) < |||V ]|l oo (m)

and that from the L>° — Lip regularization of the heat flow established in [12] as a direct
consequence of (3.1.4) we also have

feL*nL>®m) = hef € TestF(M) Vt > 0, (3.1.5)

which in particular gives
TestF (M) is dense in W2 (M). (3.1.6)

In order to further discuss the regularity properties of functions in TestF (M), we introduce
the notion of measure valued Laplacian, which comes out naturally from integration by parts
(see [30]). Thus let Meas(M) be the Banach space of finite Radon measures on M equipped
with the total variation norm || - ||1v.

Definition 3.1.2 (Measure valued Laplacian) The space D(A) C W12(M) is the space
of f € WH2(M) such that there is u € Meas(M) satisfying

/gdu =— / (Vg,Vf)dm, Vg : M — R Lipschitz with bounded support.

In this case the measure u is unique and we shall denote it by Af.

The bilinearity of (f,g) — (Vf,Vg) € L'(m) ensures that D(A) is a vector space and
A : D(A) — Meas(M) is linear.

In the rest of this introduction we will recall some regularity results due to Savaré [52] which
have been obtained by proper generalization and adaptation of the arguments proposed by
Bakry [17] (see also the recent survey [18]).

Proposition 3.1.3 below is crucial in all what comes next: it provides the first concrete step
towards the definition of Hessian by ensuring Sobolev regularity for the function |V f|? for a
given f € TestF(M):

Proposition 3.1.3 Let f € TestF(M). Then |Vf|> € D(A) Cc WH2(M) and

E(V/?) < / K[V + V(Y VAS) dm,
) (3.1.7)
SANVSP > (K[ + (VF,VAS)m.

Formally, the second in (3.1.7) is obtained by differentiating (3.1.4) at ¢ = 0 and then the
first from the second by multiplying both sides by |V f|? and integrating. In practice, we
remark that to establish that the distributional Laplacian of |V f|? is a measure, is particularly
difficult in the general setting of complete and separable metric spaces (in contrast with the
case of locally compact spaces, where Riesz theorem ensures that ‘positive distributions are
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measures’) and requires delicate technical properties of the Dirichlet form E, see [52] for the
throughout discussion.

Notice that for f,g € TestF(M) it is immediate to verify that fg € L N W12(M) with
IV(fg)| € L*°(m). Recalling the Leibniz rule for the Laplacian (2.3.24), we see that fg €
D(A) with

A(fg) = fAg+gAf +2(Vf,Vg)

and the fact that Af, Ag are in W2(M) and f, g bounded with bounded differential grants
that both fAg and gAf are in W12(M). Here it comes a first crucial information from
Proposition 3.1.3: by polarization we have that (V f, Vg) € W2(M), so that in summary we
proved that

TestF (M) is an algebra. (3.1.8)

Still, we remark that in general for f € TestF(M) we don’t have Af € TestF(M).

The fact that (Vf,Vg) € WH2(M) for every f,g € TestF(M) allows to define a sort of
“Hessian” H|[f] : [TestF(M)]? — L?(m) of a function f € TestF(M) as

H[f|(g,h) :== %((ww, Vg),Vh) + (V(Vf,Vh),Vg) — (Vf V(Vg, Vh>>), (3.1.9)

the terminology being justified by the fact that in the smooth case H[f](g, h) is precisely the
Hessian of f computed along the directions Vg, Vh.

Still by Proposition 3.1.3 we know that (Vf,Vg) € D(A) for every f,g € TestF(M) and
therefore we can define the measure valued I'y operator as the map I's : [TestF(M)]? —
Meas(M) given by

To(f,9) == 3 AV, Vg) — 1 ({VF,VAG) + (Vo VAR)m,  ¥f,g € TestF(M).

In the smooth setting, I's(f,g) is always absolutely continuous w.r.t. the volume measure
and its density is given by Hess(f) : Hess(g) + Ric(V f, Vg). Notice that I'y is bilinear and
symmetric and that the second in (3.1.7) can be restated as

Lo(f,f) = K[V fm. (3.1.10)

It is then easy to verify that

Ty(f. £)(M) = / (Af)? dm, ITo(, vy < / (Af) + 2K |VfPdm. (3.1.11)

A technically useful fact is contained in the following lemma, which establishes a chain rule
for I'y:

Lemma 3.1.4 (Multivariate calculus for I';) Letn €N, fi,..., f, € TestF(M) and ® €
C*(R™) be with ®(0) = 0. Putf:= (f1,..., fn)-
Then ®(f) € TestF(M).
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Moreover, denoting by ®; the partial derivative of ® w.r.t. the i-th coordinate and defining
the measure A(®(f)) € Meas(M) and the functions B(®(f)), C(®(f)), D(®(f)) € L*(m) as

Z@ £)Ta(fi, f7)

= 22 ;i ( HIf|(f;, fr)
1,5,k
C(R(F)) := Y @i n(F)@;a(E)(V fi, VIV fr, Vi)
1,5,k,h
D(®(f)) := Z‘I’ £)(V fi, V ;)

we have
IVO(£)|* = D(D(F))
T2(®(f)) = A(®(f)) + (B(®(f)) + C(®(f)))m.

We conclude recalling the following improved version of the Bakry—Emery contraction rate
estimate:

|Vhef] < e Eth(|Vf]), m-ae.  Vfe WYE(M), t >0, (3.1.12)
which has also been obtained in [52] by generalizing the approach in [17].

3.2 Test objects and some notation

Here we introduce the class of test vector fields/differential forms, discuss some basic density
properties and fix some notation that will be used throughout the rest of the text.

As in the previous chapter, L?(T*M) and L?(TM) will be the cotangent and tangent module
respectively. For .# = L*(T*M) (resp. .# = L*(TM)) the corresponding L%-module .Z° as
defined in Section 1.3 will be denoted L°(T*M) (resp. L°(TM)), then for p € [1,00] we shall
denote by LP(T*M) (resp. LP(TM)) the corresponding subclass of elements with pointwise
norm in LP(m). Notice that Theorem 2.1.5 and Proposition 2.2.5 give that L2(TM), L?(T*M)
are separable, so that property (1.3.4) gives that

LP(TM) and LP(T*M) are separable for every p < oc. (3.2.1)

The Hilbert modules L?(T*M) and L?(TM) are canonically isomorphic via the Riesz the-
orem for Hilbert modules (Theorem 1.2.24) and it is convenient to give a name to their

isomorphisms. Thus we introduce the musical isomorphisms b : L2(TM) — L%(T*M) and
t: L2(T*M) — L?(TM) as

X (Y) = (X,Y), (W X) = w(X),

m-a.e. for every X,Y € L?(TM) and w € L?(T*M). The maps b and # uniquely extend
to continuous maps from L°(TM) to L°(T*M) and viceversa and then restrict to isometric
isomorphisms of the modules LP(TM) and LP(T*M). At the level of notation
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we shall drop the , in denoting the pointwise norm in L%(7*M) and thus will write
|lw| for w € LO(T*M).

Since L?(T*M) and L?(TM) are one the dual of the other, from (1.3.5) we see that

1 1
Vp € [1,00] the module LP(T*M) is reflexive and its dual is LY(TM), where — + — = 1.
p

q
(3.2.2)
A useful approximation result that we shall use in the following is:
for any f : M — R Lipschitz with bounded support there is a sequence
(fn) C TestF(M) W2 (M)-converging to f, with |fy|, |df,| uniformly bounded (32.3)

and such that Af, € L°(m) for every n € N.

Moreover, the f,’s can be taken non-negative if f is non-negative.

Indeed, a smoothing via the heat flow easy grants (recall (3.1.5)) a sequence in TestF(M)
W12(M)-converging to f and properties (3.1.2) and (3.1.4) yield the uniform bound on the
functions and their differentials. To achieve also bounded Laplacian, it is better to use the
(time) mollified heat flow

- 1 [® 1
hef := / hsfo(se™1) ds, for some given ¢ € C2°(0,1) with / p(s)ds = 1.
€Jo 0
(3.2.4)
It is then easy to check directly from the definitions and using the a priori estimates (3.1.1)
that h.f € TestF(M) for every € > 0, that it still converges to f in W12(M) as ¢ | 0 with a
uniform bound on the functions and differentials, and that its Laplacian can be computed as

~ 1 [ 1 [>*,d 1 [
Ah.f=—- [ Ah, Hds = - —h, ! :-/ hef ¢'(se™ ) ds.
=2 [ anfeeas = 2 [T (End et as =% [ hg e as

Since hgf is uniformly bounded in L*°(m), this expression shows that Ah.f € L*>°(m) for
every € > 0, thus concluding the proof of our claim.
From this approximation result it then follows that

the linear span of {hVg : h,g € TestF(M) and Ag € L°°(m)} is weakly™ dense in L (TM).

(3.2.5)
Indeed, from (3.1.5) and (3.2.3) we see that the weak* closure of the above space contains the
space, call it V, all vector fields of the form Y h;Vg; for h; € L2 N L*>(m) and g; € WH2(M).
Taking into account Proposition 2.2.5 it is not hard to see that for X € L2N L% (TM) there is
a sequence (X,) C V converging to X in L?(TM) and uniformly bounded in L®(TM), which
is sufficient to get our claim.

We now introduce the class TestV(M) C L?(TM) of test vector fields as
n
TestV(M) := {Zgini : neN, fi,gi € TestF(M) i =1,... ,n}
i=1

and notice that arguing as above we get that TestV (M) is dense in L?(TM). The properties
of test functions also ensure that TestV(M) C L' N L>°(TM) and that TestV(M) C D(div).
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The tensor product of L?(T*M) with itself will be denoted as L?((T*)®?M), and for .# =
L2((T*)®?M) the corresponding L°(m)-module .#° as defined in Section 1.3 will be denoted by
LO(T*)®2M). Then LP((T*)®2M) C L°((T*)®?M) is the space of elements whose pointwise
norm is in LP(m). Similarly from L*(TM) to L?(T®?M) and LP(T®?M). We shall denote
by : the pointwise scalar product on L°(T®?M). By (1.5.7) we see that L2((T*)®2M) and
L?(T®?M) are separable, so that from (1.3.4) we deduce that

LP(T®*M) and LP((T*)®?M) are separable for every p < oc. (3.2.6)

Being L2((T*)®?M) and L?((T®2M) Hilbert modules, they are reflexive and canonically
isomorphic to their dual. It is then clear that we can identify one with the dual of the other,
the duality mapping being

(w1 @ w2) (X1 ® Xo) = wi(X1)wa(X2), m-ae.,

for every w; ® we € L2((T*)*?M) and X1 ® Xy € L*(T®2M) and extended by linearity
and continuity. As for the base case of L?(T*M) and L?(TM) we can use such duality map

together with the pointwise scalar product on L?(T®2M) to build the musical isomorphisms
b: L2(T®?M) — L2((T*)®2M) and  : L?((T*)®?M) — L?(T®?M) as

T°(S):=T: S, AP T = A(T),

for every T, S € L?(T®?M) and A € L?((T*)®?M).
We shall most often think of an element A € L?((T*)®2M) as the bilinear continuous map
from [LO(TM)]? to L°(m) defined by

AX)Y) =AX®Y), m-a.e.,

for every X ® Y € L?(T®2M) and then extended by continuity. Notice that the identity
|1 X @Y s = | XY gives

AKX, V) < [Alys [X[IY],  m-ae,

which is an instance of the fact that the operator norm is bounded from above by the Hilbert-
Schmidt norm. In this sense, for given A € L*((T*)®?M) and X € L?(TM), the objects
A(X,-) and A(-, X) are the well defined elements of L!(T*M) given by

L®(TM)3Y — A(X,Y)e L'(m) and  L®(TM)3Y — A(Y,X) € L'(m)

respectively (recall (3.2.2)).
We also remark that from property (1.5.6) and the density of TestV(M) in L?(TM) it
follows that

the linear span of {hthVgl ®Vgs:g1,92,h1,0€ TestF(M)} is dense in LQ(T®2M),
(3.2.7)

and arguments similar to those yielding (3.2.5) grant that

the linear span of {hVg; @ Vgo : h,gi1,ge € TestF(M) and Agy, Ags € L(m)}

3.2.8
is weakly* dense in L°°(T®*M). ( )
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Finally, the k-th exterior power of L?(T*M) will be denoted by L?(AFT*M). In the case
k = 0 and k = 1 we shall stick to the simpler notations L?*(m) and L?*(T*M) respectively.
Then for .# = L?*(A*T*M) the corresponding space .#° as built in Section 1.3 will be denoted
by LO(AFT*M) and LP(AFT*M) C L°(A*T*M) is the space of elements with pointwise norm
in LP(m). Elements of LY(A*T*M) will be called k-differential forms, or simply k-forms.
Notice that from (1.5.13) and (1.3.4) we get that

LP(AFT*M) is separable for every p < co. (3.2.9)
The space TestFormy(M) C L2(A¥T*M) of test k-forms is defined as

TestFormy (M) := {linear combinations of forms of the kind fodfi A ... Adfy
with f; € TestF(M) Vi =0, .. k:}

Arguing as for (3.2.7) and recalling that TestF(M) is an algebra and that the exterior product
is obtained as a quotient of the tensor product, it is easy to see that

TestFormy, (M) is dense in L?(A*T*M) for every k € N. (3.2.10)

Similarly, the k-th exterior power of L?(TM) will be denoted by L?(A*T'M). Evidently, since
TestV(M) C L2N L®(TM), for Xi,..., X} € TestV(M) we have X1 A ... A X}, € L2(A*TM)
and as for (3.2.10) we have

the linear span of {X; A... A Xy : Xi,..., Xp € TestV(M)} is dense in L2(A*TM).
(3.2.11)
We shall most often denote the application of a k-form w to X1 A ... A Xg by w(X1, ..., Xk),
i.e. we shall think to a k-form as a k-multilinear and alternating map acting on vector fields.

3.3 Hessian

3.3.1 The Sobolev space W%2(M)

Here we define the Sobolev space W?%?2(M), the approach being based on integration by parts.
Read in a smooth setting, the norm we put on W?22(M) is

191z = [ 17 + 1512 + [Hess( )

where |Hess(f)|ys denotes the Hilbert-Schmidt norm, so that the discussion about the tensor
product of Hilbert modules we did in Section 1.5 is crucial for the current purposes.

The idea behind the definition is to recall that in a smooth setting given a smooth function
f the validity of the identity

2Hess(f)(Vg1,Vg2) = (Vg1,V(V,Vg)) + (Vg2, V(Vf, V1)) — (Vf,V(Vg1,Vg2))

for a sufficiently large class of test functions gi, go characterizes the Hessian Hess(f) of f.
Multiplying both sides of this identity by a smooth function h and then integrating we then
see that

2/hHess(f)(Vgl, Vgz)dm

= /—(Vf, Vg2)div(hVg1) — (Vf,Vg1)div(hVgs) — h<Vf, V{Vyi, Vgg)> dm,
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and again the validity of this identity for a sufficiently large class of test functions g1, g2, h
characterizes the Hessian of f. The advantage of this formulation is that at the right hand
side only one derivative of f appears, so that we can use this identity to define which are the
functions having an Hessian.

Notice that for g1, g2, h € TestF(M) we have div(hVg;) = (Vh, Vg)+hAg € L?(m) and thus
Vgodiv(hVgy) € L?(TM), and that from Proposition 3.1.3 we get hV(Vg1, Vo) € L2(TM)
as well.

Definition 3.3.1 (The space W22(M)) The space W?%(M) C W12(M) is the space of all
functions f € WL2(M) for which there exists A € L*((T*)®2M) such that for any g1, g2, h €
TestF(M) the equality

2/hA(vg1, Vgg) dm
(3.3.1)
_ / (Y1, Vo) div(hVga) — (Vf, Vga)div(hVg1) — h(Vf,V(Var, Vo)) dm,

holds. In this case the operator A will be called Hessian of f and denoted as Hess(f).
We endow W22(M) with the norm || - w22y defined by

L1yt == 112500 + 107122 ensy + [HessCE) 2 rmyomng
and define the functional 9 : WH2(M) — [0, c0] as:

;/|Hess(f)\2HSdm, if feWw?22(M),
Ea(f) =

400, otherwise.

Notice that the density property (3.2.7) and the fact (3.1.8) that TestF(M) is an algebra
ensure that there is at most one A € L?((T*)®2M) for which (3.3.1) holds, so that Hessian is
uniquely defined. It is then clear that it linearly depends on f, so that W?22(M) is a vector
space and || - [[yy2.2(\r) @ norm.

The basic properties of this space are collected in the following theorem.

Theorem 3.3.2 (Basic properties of W22(M)) The following holds.
i) W22(M) is a separable Hilbert space.

i) The Hessian is a closed operator, i.e. the set {(f,Hess(f)) : f € W?2(M)} is a closed
subset of WH2(M) x L?(T®?M).

i) For every f € W?2(M) the Hessian Hess(f) is symmetric (recall the discussion in
Section 1.5)
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iv) The energy &z is lower semicontinuous on WH2(M) and for any f € WH2(M) the
following duality formula holds:

282(f) = Sup{ Z/—(Vﬁ Vi) div(hiihi ;VGi ;) — (V f, Vi )div(hi jhi Vg ;)
ij
— h; Jh 7J<vf7 ngg, ng,g >dm H Z h; ,]h ng%] [ Vg%j

= L2(T®2M)}’
(3.3.2)

where the sup runs among all finite collections of functions g; ;, hi j, Gi,j 71” € TestF(M).

proof For given gi, g2, h € TestF(M) the left and right hand sides of expression (3.3.1) are
continuous w.r.t. weak convergence of f and A in W12(M) and L?(T®?M) respectively. This
addresses point (44), which in turn also gives the completeness of W22(M). The lower semicon-
tinuity of €5 follows from the same argument taking into account also that, being L?(T®2M)
an Hilbert space, bounded sets are weakly relatively compact. Endowing W 2(M)x L?(T®2M)
with the norm [|(f, A)[| := || f[[. an Tt | Al2, (re2np) We see that such space is Hilbert and

separable (recall (3.2.1) and (3.2. 6)) and that the map
W2AM)3 o (fHess(f)) € WRA(M) x L3(T2M),

is an isometry of W22 (M) with its image, which grants the separability of W22 (M) and thus
completes the proof of point (7).

The symmetry of the Hessian is a direct consequence of the symmetry in gi,go of the
defining property (3.3.1).

It only remains to prove the duality formula (3.3.2). To check inequality > we can assume
that f € W22(M), or otherwise there is nothing to prove. In this case for X; = Zj hi iV gi ;

and X; = > hijV§i; in TestV(M) by the very definition of Hess(f) we have
2 Z / HeSS(f)(XZ‘, Xz) dm =2 Z / hiVjili’jHeSS(f)(vgi,j, Vf}z"j) dm
i ij

= Z/ (Vf,Vgi)div(h;, zthgw) (Vf, Vgi,j>div(hi,jili,jvﬁ7i,j)

- hi,jili,j<vf7 V(Vgi;j,Vii;))dm

and the claim follows from the simple duality formula ||v||?> = sup; g 2L(v) — ||L||? valid
for any Hilbert space H and any v € H. We pass to the inequality < and assume that
f € WH2(M) is such that the sup at the right hand side of (3.3.2) is finite, or otherwise
there is nothing to prove. We claim that in this case for given finite number of functions
gm,hi,j,gm,hm € TestF(M), say ¢ = 1,...,n and, for given i, j = 1,...,n;, the value of

> / —(V 1,95, )div(hiihi jV i j) = (V £, Vi) div(hi jhi Vg ;)
- (3.3.3)
- hi,jﬁi,j<vfa V(Vgi;j,Vii;))dm
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depends only on the value of

B:i=Y hijhi;jVgi;© Vg, € L(TM) (3.3.4)
2

and not on the particular representation of B in terms of the functions g; ;, hi j, Gij, Bw as
above. Indeed, if not we could find functions g; ;g; ;, h; ;, hi ; such that 3=, - hj ;h; Vg, @
vggﬁj = 0 for which the corresponding value in (3.3.3) is not zero. But then choosing appro-
priate multiples of these functions in (3.3.2) we would obtain that the sup at the right hand

side is +o00, contradicting our assumption.
Therefore indeed if f € W12(M) is such that the sup in the right hand side of formula
(3.3.2), which we shall denote by S, is finite, then the value of (3.3.3) depends only on the
tensor B in (3.3.4). In other words, letting V' C L?(T®2M) be the linear span of elements of

the form h1hoVg1 ® Vg for g1, g2, h1, ha € TestF(M), the map [ : V — R given by

B > the value of (3.3.3) for g; j, hi j, Gij, hij such that (3.3.4) holds,

is well defined. It is then obvious that it is linear and that it holds
1
I(B)< S+ §||BH%2(T®2M)7 VBeV.
Choosing AB in place of B in this inequality and then optimizing over A € R we deduce that
((B)| < |Bllzrsm V25, VBV

Recalling the density of V in L?(T®2M) (see (3.2.7)), we deduce that [ admits a unique
extension to a linear and continuous map, still denoted by [, from L?*(T®?M) to R. In other
words, such [ is an element of the dual L2(T®?M)’ of L?(T®2M) as Banach space and being
L?(T®2M) an Hilbert module, it has full dual and is reflexive (Propositions 1.2.21, 1.2.13 and
Corollary 1.2.22), and hence there exists A € L?((T*)®2M) such that

I(B) = / A(B)dm, VB e L*(T®*M).

By definition of I, we see that for such A the identity (3.3.1) holds for any g¢1,92,h €
TestF(M), ie. f € W2*2(M) and Hess(f) = A. Given that by construction we have
[Hess(f)|| L2(r=yo2m) = [l L2(ro2my < V2S5, the proof is completed. O

Open Problem 3.3.3 Extend &, to L?(m) by defining it to be +0o0 on L2\ W12(M). Is the
resulting functional is L?-lower semicontinuous? |

Remark 3.3.4 (Hessian and Laplacian) It is well known that by no means we can expect
the Laplacian to be the trace of the Hessian. This is due to the fact that the former is defined
via integration by parts, and thus takes into account the reference measure, while the latter
is a purely differential object.

This can be better realized on a Riemannian manifold M equipped with a weighted measure
m := e~ Vvol: here the Hessian of a smooth function is independent on the choice of V', while
for the Laplacian we have the classical formula

Anf=Af=(Vf,VV),
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linking the Laplacian A on the unweighted manifold, defined by [gAfdvol =
— [(Vg,V f)dvol, to that Ay, of the weighted one, defined by [ gAnfdm = — [(Vg, Vf)dm.

At the level of speculation, we point out that given that the Laplacian is the trace of the
Hessian on non-weighted Riemannian manifolds, and that for non-collapsing sequences of
Riemannian manifolds with a uniform bound from below on the Ricci curvature the volume
measures converge, one might expect this information to be linked to the notion of ‘non-
collapsed RCD space’, which is missing as of today. |

Remark 3.3.5 The duality formula (3.3.2) for €5 and the arguments used to prove it allow
for an alternative equivalent definition of W22(M): define it as {f : €2(f) < oo}, €2 being
defined by (3.3.2), and the corresponding Hessian via the duality arguments presented in the
proof. |

3.3.2 Why there are many W?? functions

In the last section we defined the space W22(M) but as of now we don’t know if it contains
any non-constant function. In particular, to notice that it is a priori not obvious that test
functions are in W22(M).

In the crucial lemma 3.3.7 below we prove the most important inequality of this paper,
which among other things will imply that TestF(M) c W?22(M). Read in the case of a
smooth Riemannian manifold with Ricci curvature bounded from below by K the lemma
tells that for a vector field X and symmetric 2-tensor field A we have

X 2
v ap < (aBE 4 (x anx)) - KIXP - (T X00mlis) A (335)
where VX is the covariant derivative of X, (VX )asym its antisymmetric part, and Ay the
Hodge Laplacian. Notice that optimizing in A and writing (VX )sym := VX — (VX)asym for
the symmetric part of the covariant derivative, we see that such inequality is equivalent to

X 2
‘(VX)Sym‘QHS < Au +

(X, (ArX")) = K[X P = [(VX)agymliis:
which is a way of writing Bochner inequality.

In practice, we cannot yet state inequality (3.3.5) as it is written because we still have
to introduce the various differential objects appearing there. We shall instead write (3.3.5)
somehow implicitly for a test vector field X and A of the form ), Vh; ® Vh; for test functions
hi: compare (3.3.5) with (3.3.14).

We turn to the technical part and start with the following simple lemma concerning positive
second order polynomials with coefficient measures. We remind that if p,v € Meas(M) are
two non-negative measures, the non-negative measure /urv € Meas(M) is defined as

Vi = /fgo,

where o € Meas(M) is any non-negative measure such that u,v < o and f, g are densities
of u,v w.r.t. o respectively. The definition is well posed because the right hand side of the
above expression is independent on the particular choice of o.

107



Recall also that for u € Meas(M) the measure |u| € Meas(M) is defined as |u| :== p™ + pu~,
where p+, 1~ are the positive and negative parts, respectively, of u in its Jordan decomposi-
tion.

Lemma 3.3.6 Let p1, po, ug € Meas(M) and assume that
Ny + 20 + 3 > 0, VA ER. (3.3.6)

Then py and ps are non-negative and the inequality

2| < p1ps, (3.3.7)

holds. In particular, ps < p1, po << U3

[p2llrv < Vllpllrvllpslrv (3.3.8)

and writing p; = p;m 4 p with pf L m, i =1,2,3 we have
pi >0, p3>0 (3.3.9)

and
Ip2|? < p1ps, m-a.e.. (3.3.10)

proof Taking A\ = 0 in (3.3.6) yields u3 > 0 and dividing by A? and letting A — oo gives
p1 > 0.

Now let v := |pu1|+|p2|+|us| € Meas(M) so that y1; < v for 1,2,3 and put 7; := % € L1 (1),
i =1,2,3. Inequality (3.3.6) reads as: for every A € R it holds

N7+ 20\ 7Jp + 713 > 0, v-a.e.. (3.3.11)

Let E := {f; = 0} be defined up to v-negligible sets and notice that the arbitrariness of A
in (3.3.11) yields that 7, = 0 v-a.e. on E. Then observe that for any partition (E,) C A of
M\ E and sequence (),) C R, inequality (3.3.11) gives >, X (A271+2 2 +173) > 0 v-ae.,

so that choosing a sequences (E™) and (A\,) such that > XE@)‘% — —% v-a.e. on M\ E as
I _
[ — oo and passing to the limit, we see that —% + 73 > 0 v-a.e. on M\ E. Taking into

account what we already proved on E we deduce that
> <mis v-ae, (3.3.12)

which is (3.3.7). Then (3.3.8) follows from (3.3.12) noticing that ||ui|ltv = [|7illz1() for
i=1,2,3, (3.3.9) comes from the non-negativity of u1, u3 and (3.3.10) follows from (3.3.12)
writing v = nm + v* with »®* 1 m and observing that p; = 7;n m-a.e. for i = 1,2, 3. g

We now turn to the main inequality. Recall that functions f € TestF(M) have a Lipschitz
continuous representative, uniquely defined on supp(m), which we denote by f.

Lemma 3.3.7 (Key inequality) Let n,m € N and f;, g;,h; € TestF(M), i = 1,...,n,
j=1,...,m. Define the measure pn = p((f;), (g:)) € Meas(M) as

p((£2):(90)) == @igir (Ta(fis fir) = K(V £,V fir)m)

i3

(Vfi, V[i)(Vgi,Vair) +(Vfi,Vgir)(Vai, V fir) >m

+ (29,-H[fi](fz"79i’) + 2
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and write it as p = pm+ p° with p* L m.
Then
w’ >0 (3.3.13)

and

2
> (V£ V)V, Vi) + giH[fi](hg hy)| < p Y [(Vhy, Vh)[?. (3.3.14)
,J 5’
proof Pick A € R, a = (ay,...,a,),b = (b1,...,b,) € R" and ¢ = (c1,...¢y) € R™ and
define ® : R?"t™ — R as

D(L1, oy Ty Yoy Yy 215 2m) = D MG+ agwi — bigi + (25 — ;)%
{ J

so that
6%(1) = Ayl + a;, 6%(1) = )\CL‘,L — bi, 8362%‘1) = )\, 6Zj<1> = 2(Zj — Cj), 6ijj<1> = 2,

foreveryi=1,...,n, 7 =1,...,m and all the other partial derivatives are 0.
Put f := (fi,..., fn,91,--+,9n,P1,-..,hy) and notice that by Theorem 3.1.4 we have
O (f) € TestF(M) and thus by (3.1.10) that
To(®(F), ®(f)) — K|VO(f)[*m > 0. (3.3.15)

Denote by A(\,a,b,c) the measure A(®(f)) defined in Theorem 3.1.4 and similarly by
B(\ a,b,c),C(\a,b,c), D(A a,b,c) the functions B(®(f)), C(P(f)), D(P(f)).
Then we have
A(M\a,b,c) = (Agi + a;)(Agy + ai)Ta(fi, fi) + other terms,
B(\a,b,c) =2 2(A\gi + a) AH[fi|(fir, 9¢) + 2> _(Agi + a;)2H[fi](h;, h;) + other terms,
ivi! i
C(Mab,c)=> 2)N((Vf;, Vfi)(Vgi, V) + (V1. Vgr)(Vgi, V 7))
+ ) 8NV fi, Vhy)(Vgi, Vhy) + Y 4(Vhy, Vhj)|? + other terms,
i,J 73!
D<)‘7 a, b? C) - Z(/\gl + a’b)()‘gl’ + ai’)<vfi7 vfl’> + other terms,
where each ‘other term’ contains either the factor (Af; — b;) or the factor (h; — ¢;) for some
i\ 5.
Theorem 3.1.4 and inequality (3.3.15) then gives that

A(\a,b,c)+ (B()\, a,b,c) + C(\a,b,c) — KD(),a,b, c))m >0,

and being this inequality true for every choice of the constants a,b € R"™ and ¢ € R™, we
deduce that for every partition (Fr) C A of M and choice of constants ag, by € R™ and
cr € R™ we have

S xg, (A()\, ag, by, cx) + (B, ag, by, ci) + C(A, ag, by, ¢) — KD(A, ay, by, ck))m> > 0.
k

(3.3.16)
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Recalling that for arbitrary f,g,h € TestF(M) the measure I'y(f,g) has finite mass and
H{[f](g,h) is in L'(m), we see that given that the functions f;i, g;,h; € TestF(M) are fixed,
the total variation norm of the measure in the left hand side of this last inequality can be
bounded in terms of the sup of |a|, |bg/|, |ck|. Then consider a sequence of partitions (E!) C A
and of uniformly bounded constants ai,, bﬁc € R™ and cgi € R™, k,l € N so that

Zinaf’c_))\(gla"'agn)? ZXEllcbgc%)‘(fb?fn)v ZXELCZ_)(?Ll’"me)v
k k k

everywhere in M as [ — oco. With these choices and passing to the limit as [ — oo, we see
that the left hand side of (3.3.16) converges in the total variation norm, that all the ‘other
terms’ vanish and that the factors Ag; + a; converge to 2Ag;. Thus, after a rearrangement and
a division by 4, we obtain

ME +2)\F + G >0, (3.3.17)

for E,F, G € Meas(M) given by
E = Zgigi’ (Ta(fi, fir) = K(V f3, V firym) + 2g,H [ fi](fir, gir)m

i

(Vfi, Vi)V, Vi) + (Vfi,Vgi)(Vgi, V fir)

+ 5 m,
F = <Z <Vfi, th><Vg7;, th) + giH[fi}(hj, hj)>m,
4.J
G :=> [(Vhy, Vhj)[m.
33!

Inequality (3.3.17) holds for any value of A € R, hence the conclusions (3.3.13), (3.3.14) follow
from (3.3.9), (3.3.10) respectively in Lemma 3.3.6. O

The first important consequence of this lemma is the following result:
Theorem 3.3.8 Let f € TestF(M). Then f € W22(M), and writing

Lo(f, f) = e (f, im + T5(f, f) with — T3(f, ) L m

we have
[Hess(f)2s < a(f.f) ~ KIVIP, mae. (3:3.18)

and moreover for every g1, g2 € TestF(M) it holds

H[f](g1,92) = Hess(f)(Vg1,Vga), m-a.e.. (3.3.19)

proof We apply Lemma (3.3.7) with n = 1 for given functions f,g,h; € TestF(M), j =
1,...,m. In this case inequality (3.3.14) reads as:

2
> (V1. Vh)(Vg, Vi) + gH[f](h;, hy)
i

< (g%(f, 1)~ KIVfP) +

IVfPIVgl* + (Vf, Vg)[?
2

T 2gH[f](, g>) S 1(Vhy, Vhy) 2

53’
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m-a.e.. Notice that directly by the definition (3.1.9) of H[f] we have 2H[f](f,g9) =
(V|Vf]?,Vg) and using this observation we see that both sides of this inequality vary contin-
uously in L'(m) as g varies in W12(M). Hence by approximation we can pick g € W12(M)
identically 1 on some bounded set B C M, so that we have Vg = 0 and H[f](f,g) = 0 m-a.e.
on B, and by the arbitrariness of such B and recalling the definition of pointwise norm on
L?(T®?M) we deduce

f1(hj, hy)

< V7%, f) - K|Vf]2 ‘ S Vhe th‘Hs, m-ae., (3.3.20)
J

Now notice that the symmetry and bilinearity of H[f] as map from [TestF(M)]? to L?(m)

gives that for arbitrary g;, hj, h] € TestF (M) we have

S o H (k1) Zgj( V(hy + B by 4+ 1) = HF) g ) — HISY )

Therefore observing that

V(hj + 1) @ V(h; + 1) — Vh; @ Vh; — VI, @ V. Vh; ® VI, + VI, @ Vh;

) 7 j J J J J 7 7 ) J i
j J
from inequality (3.3.20) we see that

J

Vhj @ Vh; + VR @ Vh;

Do
J

<Vl ) = KIVIP| Y g;9h; @ Wiy
J

< V(f. f) - K|Vf]?

"5 (3.3.21)

HS

having used the simple inequality [Asym|ys < [Alys m-a.e. for A =37, ¢;Vh; @ VA (recall
(1.5.11)) in the second step.

Consider now the space V' C L?(T®?M) made of linear combinations of elements of the
form gVh ® V' for g, h, b’ € TestF(M) and define the operator A : V — L°(m) by

A(Y 97y @ VR ) = Zg] F1(hy, ).
J

Inequality (3.3.21) shows that this is a good definition, i.e. that the right hand side depends
only on Zj g;iVh; ® Vh; and not on the particular way of writing such sum. Moreover,
recalling that by (3.1.10) we have I'5(f, f) > 0, we obtain

/ o, f) — K|V f[2dm < To(f, £)(M) — K / V72 dm FL / (Af)? — K|V f? dm

and thus integrating (3.3.21) and using the Cauchy-Schwarz inequality we see that A takes
values in L!(m) with

NA(T) | L1 (m) < \//(Af)2 — K|Vf2dm T 2(peoy, VT €V.
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Since by (3.2.7) (and the fact that TestF(M) is an algebra) V is dense in L*(T®2M), we
deduce that A can be uniquely extended to a continuous linear operator from L?(T®2M) to
L'(m) and by its very definition we see that A(gT) = gA(T) for every T € L*(T®?M) and
g € L*(m), i.e. A is a module morphism. In other words, A € L?((T*)®2M).

To conclude observe that for g, hi, ha € TestF(M) and recalling the definition (3.1.9) of
H{[f] we have

2 / A(gVhi ® Vhy) dm
- 2/gH[f](h1,h2)dm
- /g(<v<Vf, Vhi), Vhy) + (V(Vf, Vhy), Vhy) — (Vf,V(Vh, Vh2>>) dm
= / —(Vf, Vh)div(gVhs) — (Vf, Vhy)div(gVhy) — g(V £, V(Vhy, Vhs)) dm,

ie. f € W22(M) and Hess(f) = A. This very same computation shows that (3.3.19) holds.
For (3.3.18) notice that (3.3.21) can be restated as

Hess(f)(T)| < V72(f, /) = KIVfI? [Tlys, VT €V,

and use once again the density of V in L?(T®?M) together with the definition (1.2.10) of dual
pointwise norm to conclude. O

In particular, the following useful corollary holds:

Corollary 3.3.9 We have D(A) C W22(M) and

&(f) < /(Af)2 — K|Vf[’dm,  Vfe D(A). (3.3.22)

proof For f € TestF(M) the inequality follows integrating (3.3.18) and noticing that (3.1.10)
yields T'5(f, f) > 0 and thus

(3.1.11)

/ (o fydm < To(f, ) L / (Af)? dum.

For the general case, let f € D(A) and for n € N and ¢ > 0 apply inequality (3.3.22) to
hi(fn) € TestF(M), where f,, := min{max{f, —n},n}. Recalling that Ah.(f,) — Ah(f) in
L?(m) as n — oo and that Ah(f) — Af in L?(m) as t | 0 and similarly that h,(f,) — hs(f)
in WH2(M) as n — oo and hy(f) — f and Ah,f — Af in W12(M) and L?(m) respectively as
t 1 0, the conclusion follows by letting first n — oo, then ¢ | 0 and recalling the W2-lower
semicontinuity of €,. O

Remark 3.3.10 The whole structure of both the statement and the proof of the key Lemma
3.3.7 is heavily inspired by the paper [17] of Bakry. He worked in the setting ‘abstract and
smooth’ of Dirichlet forms admitting an algebra of bounded functions dense in LP(m) for all
p < oo and stable by the heat semigroup and the Laplacian (this latter condition is the one
that appears out of reach in the non-smooth context) and obtained the bound

H{f](g,h) < Vv(f. f) — K|V fI*|Vg| |Vh]. (3.3.23)
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This corresponds to inequality (3.3.14) with n = m = 1 and ¢ = 1 and can be read as a
bound on the operator norm of the Hessian.

Then, Savaré [52] was able to adapt Bakry’s arguments in the non-smooth setting obtaining
inequality (3.3.23) under the same assumptions we are making now.

In the very recent paper [54], Sturm, working in a setting somehow analogous to that of
Bakry, realized that (in the notation of Lemma 3.3.7) picking arbitrary m € N leads to the
improved inequality (3.3.18) which gives a bound on the Hilbert-Schmidt norm of the Hessian.

If one is only interested in the definition of W22(M) and to the definition of the Ricci
curvature calculated along gradient vector fields, then Sturm’s arguments in conjunction
with Savaré’s techniques are sufficient. Our formulation seems instead necessary to get the
control of the whole Ricci curvature tensor and to write Bochner identity for general vector
fields, see Lemma 3.6.2 and Theorem 3.6.7. |

3.3.3 Calculus rules

Some auxiliary Sobolev spaces In this section we introduce those auxiliary Sobolev
spaces which are needed to develop calculus rules for functions in W22(M) in a reasonable
generality. Two things are worth of notice.

The first is that although the various formulas are easily established for functions in
TestF (M), we don’t know whether these are dense in W22(M) or not, thus in some instance
we will have to deal with the space H?2(M) C W?22(M) defined as the W22(M)-closure of
TestF(M) (see Definition 3.3.17, Proposition 3.3.22 and Remark 3.3.23).

The second is that we don’t have a meaningful definition for the space W2!(M), and
this will force us to work with bounded functions when considering the Hessian of fg for
f,g € W22(M). The problem in defining W2!(M) is that we do not have an L> control on
the term V(Vg1, Vgo), for whatever rich choice of g1, g2, appearing in the rightmost addend
of the defining equation (3.3.1) of the Hessian. The only information that we have comes from
Proposition 3.1.3, which grants L?-integrability for such object, thus forcing the gradient of f
to be also in L?. For this reason, in defining what it is an Hessian in L' ((7*)®2M) we cannot
drop the assumption Vf € L?(TM) and thus we are obliged to introduce a space somehow
intermediate between W2!(M) and W22(M) (see Definition 3.3.19 and Propositions 3.3.20,
3.3.21).

We start with first order spaces.
Definition 3.3.11 (The spaces W'(M,d,m) and HY'(M,d, m)) The space WH1(M) C
L(m) is the space of those functions f € L'(m) such that there exists di f € L*(T*M), called
the differential of f, such that

/dlf(Vg)h dm = — / fdiv(hVg) dm, Vg, h € TestF(M) with Ag € L*(m). (3.3.24)

On WH1(M) we put the norm

[ fllwrrany = 1oy + Idefll e,
and we define HYY(M) as the closure of TestF(M) N WEL(M) in WH1(M).
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Recalling the property (3.2.5) we see that (3.3.24) determines d; f, so that if it exists it is
unique. It is then clear that it linearly depends on f € WH1(M), that W1 (M) is a vector
space and that || - [|y1,1(ar) is @ norm. Moreover, the terms in (3.3.24) are continuous in f and
dy f w.r.t. convergence in L'(m), L'(T*M) respectively, from which it follows that W1!(M),
and thus also H''(M), is a Banach space. These spaces are also separable, because the map
from WL (M) to L'(m) x LY(T*M) sending f to (f,d;f) is an isometry, the target space
being endowed with the (separable, due to (3.2.1)) norm ||(f,w)|| := [|fllz1(m) + @l £t (e0)-

We chose the notation d; f to highlight that a priori this definition could provide a notion
different from the one given by Definition 2.2.2. With an approximation argument we now
check that the two notions, whenever comparable, are equivalent.

Proposition 3.3.12 (Compatibility of d;f and df) Let f € W' N S2(M). Then dyf =
df.

proof Let f, := min{max{f, —n},n} and notice that by the chain rule for d we have f, €
S*(M) and df, = X{fj<nydf. Moreover, f, € L' N L>®(m) C L*(m) and thus f, € WH*(M)
so that by definition of divergence we have

/fndiv(th) dm = —/dfn(Vg)hdm = —/{|f< }df(Vg)hdm, Vn €N,

for arbitrary g, h € TestF(M) with Ag € L>®(m). Letting n — oo and using the L!(m)-
convergence of f,, to f and the L?(T*M)-convergence of X{|f|<nydf to df we deduce

/ Fdiv(hVg)dm = — / df(Vg)hdm.

On the other hand, by definition of W11 (M) and d;f we know that the left hand side of
this last identity is equal to — [ d; f(Vg)hdm, so that the conclusion follows from the density
property (3.2.5). O

Thanks to this identification we shall denote the differential of functions in W11(M) simply
as df, thus dropping the subscript 1. It might be worth to remark at this point that the
product of two test functions is in L!'(m) and, by the Leibniz rule for d, in W12(M) with
differential in L'(T*M). Hence H''(M) is a dense subspace of L!(M).

It will be useful to keep in mind the following;:

Proposition 3.3.13 Let f € L2NW1YY(M) is such that df € L2(T*M). Then f € WH2(M).

proof Start observing that thanks to the approximation property (3.2.3) we can freely pick
h Lipschitz with bounded support in the definition of W1(M). Therefore picking as h a
1-Lipschitz function with bounded support and identically 1 on a ball of radius R and then
letting R — oo, we see that for any f € W11 (M) it must hold

/ df(Vg)dm = — / FAgdm, (3.3.25)

for every g € TestF(M) with Ag € L>(m). Then observe that for a generic g € TestF(M)
if we consider its evolution h.g along the mollified heat flow defined in (3.2.4), we have that
dhig — dg in L2(T*M) and Ah,g — Ag in L?*(m) as t | 0 (these are easy to establish
from the fact that ¢t — E(h:g) and t — [[Ah.g||f2(m) are non-increasing). Thus since we
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assumed |f|,|df| € L?(m), we see that (3.3.25) holds for any g € TestF(M). With a similar
approximation argument based on first truncating g and then regularizing the truncation via
the heat flow, we see that (3.3.25) holds for general g € D(A).

Thus pick g := ho; f and notice that

2E(h, f) :/(Vhtf,Vhtﬁ dm = —/fAthfdm (3:3.25) /df(thtf) dm
< Ndf 2oyl Vhae fll 2erny < NlAf |2 (eny v/ 2E (e f),

where in the last inequality we used the fact that (0,00) 3 t > [|[Vhot f| p2(7m) = /2E(hef)

is non-increasing. Letting ¢ | 0 and using the L?(m)-lower semicontinuity of E we conclude

that E(f) < [[df|z2¢r+m) < oo which, by definition of Wh2(M), gives that f € WhH2(M).
O

Notice that in this last proposition we are not able to drop the assumption f € L%(m),
compare with point (iz) in Proposition 3.3.14.

Despite the identification of differentials, it is not clear to us if the same calculus rules which
are valid for the differential of functions in S?(M) are also valid for functions in W1(M), the
problem being the little flexibility offered by the defining property (3.3.24). For instance, we
don’t know if (3.1.12) holds for functions in W1(M) nor whether h,f € WH1(M) for given
f € WHL(M). Also, the only form of locality that we are able to prove is

df; = dfs, m-a.e. on the interior of {f; = fo} for every fi, fo € WHH(M),  (3.3.26)

where by ‘interior of { fi = fo}’ we mean the union of all the open sets Q@ C M such that f1 = fo
m-a.e. on {). Evidently, property (3.3.26) is weaker than the analogous valid for functions in
S%(M) provided by Theorem 2.2.3. To establish (3.3.26) just notice that, as already remarked,
thanks to the approximation property (3.2.3) we can freely pick h Lipschitz with bounded
support in the definition of W11 (M), so that the claim follows picking generic such h’s with
support contained in open sets where f1, fo coincide m-a.e..

Such locality property seems not sufficient to deduce any form of Leibniz or chain rule as
we did in Corollary 2.2.8.

On the other hand, it is easy to see that m-a.e. we have

d(f1f2) = fedf1 + frd /o, Vi, fo € HY 0 L(M)
d(go f) =¢ o fdf, Vf e HY(M), ¢ € LIP(R),
df =0, on f~Y(N) Vf € H% (M), N C R Borel and negligible

dfy =dfs, on {f1 = fo} Vf1, f2 € HH (M),

(3.3.27)
where in the chain rule we also require ¢(0) = 0 if m(M) = oo in order not to destroy the
L!(m) integrability and as usual the term ¢’ o f is defined arbitrarily on the preimage of the
points of non-differentiability of ¢. Here it is part of the statement that ¢ o f - and similarly
f1f2 in the Leibniz rule - belongs to H'(M).

The Leibniz and the chain rule for ¢ € C*(R) can be directly established by first recalling
their validity for functions in TestF(M) and passing to the limit in the W' !-topology, then
the locality property follows from the Leibniz with the very same arguments used in the
proof of Theorem 2.2.6 and the full chain rule also comes from the very same approximation
procedure used in the proof of Theorem 2.2.6. We omit the details.
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A simple consequence of the chain rule is that

for f € HY (M), putting f,, := min{n, {max{f, —n}}} we have f,, € H" (M)

. . . o (3.3.28)
with df, = X{f<|nydf and in particular f,, — f in H>" (M) as n — oo.

We then have the following basic results about the space H'(M): notice that point (i)
below is the one which justifies the introduction of the space H'*(M) itself, as we don’t know
if the same conclusion holds for functions in W11(M).

Proposition 3.3.14 (Basic facts about H''(M)) The following hold.

i) Let f € L' NS?(M) be such that df € LY(T*M). Then f € HY(M).

ii) Let f € HY(M) be such that df € L>(T*M). Then f € S2(M).
proof
(i) For f € L' N S*(M) define f, := min{max{f, —n},n} so that f, € L' N L>(m) C L*(m)
and, from the chain rule in Corollary 2.2.8, f, € S?(M) with df, = X{|f|<nydf. From the
assumption df € LY(T*M), we deduce that df, € LY(T*M) as well with df, — df in
LY(T*M) as n — oo.

For ¢ > 0 the function h¢f,, is in TestF(M) (recall (3.1.5)) and by (3.1.12) we have

|dhyfo] < e Ethy(|dfn]), m-a.e.,

so that the family of functions {|d hyf,|}¢>0 is dominated in L'(m). From the fact that f, €
WLH2(M) it easily follows that hyf,, — f,, in W12(M) as t | 0 and thus that d(hgf, — f,) — 0
in L2(T*M). This latter fact together with the domination of {|d h;f,|}¢~0 in L'(m) implies
that dh,f,, — df, in LY(T*M), i.e. f, € HY1(M), which is sufficient to conclude.

(ii) Assume at first that f also belongs to L>(m), so that f € L?(m) as well. In this case the
thesis comes from Proposition (3.3.13).

For the general case, let f € HY (M) and for n € N define the functions f, :=
min{max{f, —n},n}. By (3.3.28) we have (f,) ¢ HY(M) with f, — f in H"'(M) and
the above argument yields f,, € S2(M). Moreover, the identity d(f — f,) = X{|f|>nydf grants
that ||dfn| p2(r+nr) is uniformly bounded, so that the stability property (2.1.3) grants that
f € S2M). O
The usefulness of H'*(M) is due to the following result:

Proposition 3.3.15 (Leibniz rule for functions in W%2(M)) Let fi,f» € WHY2(M).
Then fifo € HYY (M) and the formula

d(fife) = fidfe + fadfi,
holds.

proof For n € N let f;, := min{max{f;, —n},n}. Then recalling the Leibniz rule for the
differential in Corollary 2.2.8 we have that f1,f2,, € L' N'S?(M) with

d(fl,an,n) - fl,n df2,n + f2,n dfl,n

and in particular by point (i) of Proposition 3.3.14 above that fi,f2, € H“'(M). By
construction it is clear that fi,f2, — fifo and fi,dfen + fondfin = fidfo+ fodfi in
LY(m) and LY(T*M) respectively as n — oo, thus passing to the limit in the Leibniz rule for
the truncated functions we conclude. O
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We can read the above result as follows: the natural form of Leibniz rule for the product
of two W12(M) is always in place and the differential of the product obeys calculus rules
(3.3.27) perfectly in line with those available for functions W12(M) (as opposed to lack of
calculus capabilities for functions in W11(M)).

Remark 3.3.16 The problem of whether W12(M) = H%!(M) or not is ‘one order simpler’
than the other analogous problems we will encounter later on, yet it still seems quite delicate.
Notice that to get a positive answer to this question, following the same arguments used in
point (ii) of Proposition 3.3.14 it would be sufficient to prove that W' N L>(M) is dense in
WhL(M).

We also remark that the space H''(M) coincides with what in the literature on metric
measure spaces has often been called W11 (M): see in particular [5] and [33]. Here we chose the
different terminology to distinguish those functions which can be approximated by ‘smooth’
ones from those for which integration by parts holds. |

We now pass to second order spaces.

Definition 3.3.17 (The space H?2(M)) We define H>?*(M) C W?22(M) as the W%2-
closure of TestF(M).

The following is easily established:

Proposition 3.3.18 H?2(M) coincides with the W?2-closure of D(A).

proof Since TestF(M) C D(A), clearly H%2(M) is contained in the W%2-closure of D(A).
For the other inclusion, pick f € D(A) and for n € N put f,, := min{max{f, —n},n} and for
t > 0 put fr,:=he(fn). By (3.1.5) we know that f,; € TestF(M) for every n € N and ¢ > 0.

Inequalities (3.1.1), (3.3.22) grant that for every ¢ > 0 the family {f, +}nen is bounded in
W22, Since evidently hy(f,,) — h¢(f) in L?(m) as n — oo we deduce that (h;(f,)) converges
to hy(f) weakly in W22(M) as n — oo.

Now let ¢ | 0 and observe that from [|[Ah¢f|z2m) = [[htAflz2(m) < IAf][L2(m) and again
the bound (3.3.22) we get that (h:(f)) is bounded in W22(M). Since moreover h;f — f in
WL2(M) as t | 0, we get that (h;f) weakly converges to f in W*2(M) as t | 0.

The conclusion follows observing that being TestF(M) a vector space, its closure w.r.t. the
weak topology of W22 coincides with its closure w.r.t the strong topology of W22, ([l

We conclude introducing a space of functions with Hessian in L'((T*)®?M). As said at the
beginning of the section we cannot really define the space W2!(M) due to integrability issues
in the definition of distributional Hessian. We therefore restrict the attention to the space
W22 (M) of functions in WH2(M) with Hessian in L'(M) (the three indexes in parenthesis
indicate the integrability of the function, the differential and the Hessian respectively, so that
in this notation we would have W (222 (M) = W22(M)).

Definition 3.3.19 (The space W22V (M,d, m)) The space WD (M) € WH2(M) is the
space of those functions f € WL2(M) such that there exists A € L*((T*)®*M) such that

2 /hA(Vgl, VQQ) dm
(3.3.29)
= /—(Vf, Vg1)div(hVg2) — (V f,Vga)div(hVg1) — h{V f,V(Vgi, Vo)) dm,
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for every g1, 92, h € TestF(M). Such A will be called Hessian of f and denoted by Hess(f).
On W@21(M) we put the norm

[fllweznan = [1fll2m) + 1df 2@ + [Hess(f)l| L1 r=e2m)-

Property (3.2.8) ensures that there is at most one A for which (3.3.29) holds, so that the
Hessian is uniquely defined and it is clear that for f € W22 N W (221D (M) the two notions of
Hessian given here and in Definition 3.3.1 coincide.

The definition also ensures that the Hessian linearly depends on f € W(2’2’1)(M) and that
W21 (M) is a normed space. Noticing that the left hand side of (3.3.29) is continuous w.r.t.
LY ((T*)®2M)-convergence of A and the right hand side continuous w.r.t. W12(M)-convergence
of f we see that in fact W (321 (M) is a Banach space.

We conclude pointing out that W(272’1)(M) is separable, which can be checked observing
that the map

WwE2D(M)  —  L*(m) x L2(T*M) x LY((T*)®?M)
f — (f,df, Hess(f))

is an isometry of W (221 (M) with its image, the target space being endowed with the (sepa-
rable, due to (3.2.1) and (3.2.6)) norm ||(f,w, A)|| == [ fllL2(m) + lwllL2(z=n) + 1Al L1 ((74)22m)-

Statement and proofs of calculus rules Here we collect the basic calculus rules involving
the Hessian.

We start underlying the following property, which grants a bit more flexibility in the choice
of the function h when testing the definition of Hessian:

for f € W*2(M), g1, g2 € TestF(M) and h € W% 0 L®°(M) we have

5 / hHess(f)(Vg1, Vgs) dm (3.3.30)
= / —(Vf,Vag1)div(hVgs) — (Vf,Vgo)div(hVg1) — h{V f,V(Vg1, Vga)) dm.

To see why this holds, notice that the choice of hyh € TestF(M), ¢ > 0, in place of
h € WhH2 N L>°(M) is admissible by the very definition of Hessian. Then observing that
[Hess(f)(Vg1, Vg2)| < [Hess(f)|ys |V1l|Vg2| € L?(m) we can pass to the limit as ¢ | 0 in the
left hand side using the L?(m)-convergence of h;h to h. To pass to the limit in the right hand
side use the convergence of (dhsh) to dh in L?(T*M) (consequence of the fact that hsh — h
in W12(M)) and the weak*-convergence in L>°(m) of (h;h) to h (consequence of the uniform
bound |[hhl| e (m) < |7l oo (m) and of L?(m)-convergence).

Proposition 3.3.20 (Product rule for functions) Let fi,f, € W2 N L*(M). Then
fifo € WE2D(M) and the formula

Hess(f1f2) = foHess(f1) + fiHess(f2) + dfi ® dfs + dfe @ dfy, m-a.e. (3.3.31)

holds.
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proof It is obvious that fifo € W12(M) and that the right hand side of (3.3.31) defines an
object in LY((T*)®?M). Now let g1, ge, h € TestF(M) be arbitrary and notice that

—(V(f1f2), V1) div(hVge) = — f1(V f2, Vg1) div(hVg2) — f2(V f1, V1) div(RV g2)
= —(V/f2, V1) div(f1hVg2) + I (V f2, Vg1)(V f1, Vg2)
—(Vf1,Vag1) div(f2hVg2) + IV f1,Vg1)(V f2,Vg2).

Exchanging the roles of g1, g2, noticing that

—h{V(f1f2),V(Vg1,Vg2)) = =hf1{V f2,V(Vg1,Vg2)) — hfo(V f1,V(Vg1,Vg2)),

adding everything up and integrating, we conclude using property (3.3.30) for the Hessian of
the function f; (resp. fo) and the choice of fah (resp. fih) in place of h. O

Proposition 3.3.21 (Chain rule) Let f € W?2(M) and ¢ : R — R a CY' function with
uniformly bounded first and second derivative (and ©(0) =0 if m(M) = +o0).
Then @ o f € WE2D(M) and the formula

Hess(po f) =" o fdf @ df + ¢ o f Hess(f), m-a.e. (3.3.32)

holds.

proof It is obvious that ¢ o f € L?(m), that the chain rule for the differential ensures that
o f € WhH2(M) and that the right hand side of (3.3.32) defines an object in L!((T*)®2M).
Now let g1, g2, h € TestF(M) be arbitrary and notice that

—(V(po f),Vag1)div(hVga) = —¢' o f(V f,Vg1) div(hVg2)
= —(V/f,Vg1) div(¢' o fhVg2) + he" o [(Vf,Vg1)(Vf,Vga).

Similarly,

—(V(po f),Vga)div(hVg1) = —(Vf,Vga) div(¢' o fAVg1) + he" o f(V f,Vga)(Vf, Va1).

and
—h(V(po [),V(Vg1,Vga)) = —hg' o f[(V[,V(Vg1,Vga)).

Adding up these three identities, integrating and applying (3.3.30) with h¢' o f in place of h
we conclude. g

Proposition 3.3.22 (Product rule for gradients) Let fi € W22(M) and f» € H>?(M).
Then (V f1,V f2) € WHH(M) and

d(Vf1,V f2) = Hess(f1)(V fa,) + Hess(f2)(V f1,), m-a.e.. (3.3.33)
In particular, for f € W22(M) and g1, g2 € H**(M) the identity

2Hess(f)(Vg1, Vg2) = (Vg1, V(Vf,Vg2)) +(Vg2, V(V [, V1)) = (V},V(Vg1,Vg2))
(3.3.34)
holds m-a.e. (notice that the two sides of this expression are well defined elements of L°(m)).
Moreover:
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i) if f1 € W22(M) and fo € H*?(M) have both bounded gradients, then (Vf1,V fa) €
Wh2(M),

i) if f1, f2 € H**(M), then (V f1,V fo) € H1(M).

proof Let fi € W22(M) and f2,g,h € TestF(M) with Ag € L>(m). Then by definition of
Hess(f1) we have

2/hHess(f1)(Vf2,Vg) dm
(3.3.35)

_ / (V1L V) div(hVg) — (Vfi, Vg)div (WY fa) — h(V f1, V(¥ fo, Vg)) dm.

Now observe that for g1, g2, g3, g4 € TestF(M), the integration by parts
[ (991, 9} div(9g0) dm = ~ [ 93(Vg1. V(Van, Vo))

is justified by the fact that (Vgy, Vgo) € WH2(M), therefore for arbitrary f € TestF(M) we
have

2/hHess(f2)(Vf, Vg)dm
- /<Vf2,Vf> div(hVg) + h(V(V fo, V), V) + div(hV £2)(V £, Vg) dm.

The expressions at both sides of the above identity are continuous in f w.r.t. the W12(M)-
topology, hence approximating our given f; € W22(M) in the W12(M)-topology with func-
tions in TestF(M) (recall (3.1.6)) we deduce that

2 / hHess(f2)(V f1, Vg)dm
(3.3.36)

- / (Vo V1) div (B g) + h(V(V fo, Vg), V1) + div(hV f2) (V 1, V) dum.

Adding up (3.3.35) and (3.3.36) we obtain

/h(Hess(fl)(sz,Vg) + Hess(f2)(V f1,Vg)) dm = /—(sz,vfﬁdiv(th) dm. (3.3.37)

Noticing that (V f2, V1) € L'(m) and Hess(f1)(V f2, -)+Hess(f2)(V f1,+) € LY(T*M), (3.3.37)
and the arbitrariness of g, h € TestF(M) with Ag € L>(m) give that (Vf2, Vf1) € WHI(M)
and the formula (3.3.33).

To drop the requirement fo € TestF(M), notice that for given f; € W22(M) and g,h €
TestF(M) with Ag € L*(m), the expressions at both sides of (3.3.37) are continuous in fy
w.r.t. the W22-topology. Hence from the validity of (3.3.37) for fo € TestF(M) we deduce
its validity for fo € H?2(M).

To get (3.3.34), just write (3.3.33) for the couple f, g1 and multiply both sides by Vg, then
swap the roles of g1, g2 and finally subtract (3.3.33) written for g, go and multiplied by Vf.

For point (i) observe that if V f; and V f, are both bounded, then (V fi, V f2) € L?(m) and
the right hand side of (3.3.33) defines an element in L?(T*M). Thus the conclusion follows
from Proposition 3.3.13.
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For point (ii), notice that if fi, fo € TestF(M) then point (i) grants that (Vf1,Vfa) €
WhH2(M) and formula (3.3.33) yields that d(V f1, Vf2) € L'(T*M), so that point (i) of Propo-
sition 3.3.14 gives the thesis. The general case follows by approximation: for f1, fo € H?2(M)
and sequences (fi,) C TestF(M) converging to f; in H>?(M), i = 1,2, we have that

(Vfin,Vion) — (Vfi,Vf) in L'(m) and Hess(f1,0)(V fon, ) + Hess(fon)(Vfin, ) —
Hess(f1)(V fa,-) + Hess(f2)(V f1,-) in L'((T*)®2M) as n — oo, thus giving the thesis. O

Remark 3.3.23 The difficulty in getting Sobolev regularity for (Vfi,V fa) for generic
f1, fo € W22(M) is due to the fact that the definition of Hessian is given testing it against
gradients of test functions, so that in the approximation argument we cannot really go further
than H%?(M).

One encounters a similar problem in trying to obtain the classical Leibniz rule for Sobolev
functions on the Euclidean space without using the fact that smooth functions are dense in
the Sobolev spaces. |

We pass to the locality properties of the Hessian. In the statement below we shall refer to
the ‘interior of {fi = fo}’ for fi, fo € W22(M). This set is, by definition, the union of all the
open sets @ C M such that {f; = fo} m-a.e. on .

Proposition 3.3.24 (Locality of the Hessian) For given fi, fo € W2(M) we have

Hess(f1) = Hess(f2), m-a.e. on the interior of {fi1 = fa}, (3.3.38)
and for f1, fo € H*2*(M) the finer property

Hess(f1) = Hess(f2), m-a.e. on {f1 = fa}, (3.3.39)
holds.
proof For (3.3.38), by linearity it is sufficient to prove that for every f € W22(M) we have
Hess(f) =0, m-a.e. on the interior of {f = 0},

which in turn is equivalent to

Hess(f)(Vg1,Vg2) =0, m-a.e. on the interior of {f =0},

for every g1,g2 € TestF(M). This follows from formula (3.3.34), noticing that Proposition
3.3.22 grants that (Vf, Vg;) € WH1(M) and using the locality property (3.3.26).

Property (3.3.39) follows along the same lines noticing that this time Proposition 3.3.22
grants that (Vf,Vg;) € HY1(M) and using the locality property in (3.3.27). O

Remark 3.3.25 (H?*2(M) cut-off functions) In applications it might be useful to know
whether there are H*2(M) cut-off functions, i.e. whether

for every B C M and Q C M open with d(B,Q°) > 0 there is np.o € H>*(M)

with np o =1 m-a.e. on B and np o = 0 m-a.e. on °.

The answer is affirmative. In [14] the authors built, for B, 2 as above, a function in TestF (M)
identically 1 on B, 0 on ¢ and with bounded Laplacian. Their argument is based on the fact
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that for a bounded and continuous function f the heat flow h;f converges to f uniformly as
t | 0, so that picking ¢ small enough and composing the resulting function with an appropriate
map from R to R gives the claim.

A different construction comes from [36]. In this case a finite dimensionality requirement
is also necessary, but the construction gives a bit more flexibility in the choice of the cut-
off allowing to produce for given c-concave functions ¢, € WH2(M) such that —1 < ¢, a
function f € D(A) with bounded Laplacian and such that —¢) < f < ¢. The argument is
based on the Laplacian comparison estimates for the distance function [30] and the abstract
Lewy-Stampacchia inequality [36]. |

3.4 Covariant derivative
3.4.1 The Sobolev space Wé’2(TM)

The definition of Hessian that we gave in the previous chapter was based on the identity
2Hess(f)(Vg1,Vg2) = (V(Vf, V1), Vgz) + (V(V[,Vg2),Vg1) = (V.f,V(Vg1, Vga)),

valid on a smooth Riemannian manifold and for f, g1, go smooth. We are now proceeding in
a similar way to define the covariant derivative using instead the identity

(Vvg X, Vga) = (V(X,Vg2),Vg1) — Hess(g2)(Vg1, X).

It is worth to notice that these two equalities can be used on a smooth context as an alternative
to Koszul’s formula to introduce the covariant derivative in terms of the metric tensor only,
without the use of Lie brackets. This is technically convenient because we cannot hope to
define the Lie bracket for general vector fields without imposing any sort of regularity to them,
but to impose such regularity we need to know in advance what the covariant derivative is.

We also remark that Sobolev regularity is the only kind of regularity that we have for vector
fields, as we don’t know what it is a Lipschitz or a continuous vector field.

We recall the the pointwise scalar product of two tensors A, B € L*(T®2M) is denoted by
A:B.

Definition 3.4.1 (The Sobolev space WéQ(TM)) The Sobolev space Wé’2(TM) C
L3(TM) is the space of all X € L?>(TM) for which there exists T € L*(T®?M) such that
for every g1, g2, h € TestF(M) it holds

/hT : (Vg1 ® Vga)dm = /—(X7 Vo) div(hVg1) — hHess(g2)(X, Vg1 ) dm. (3.4.1)

In this case we shall call the tensor T the covariant derivative of X and denote it by VX.

We endow Wé’Q(TM) with the norm || - ||Wé’2(TM) defined by

HXH?,Vé,z(TM) = | X ey + IVX 2 (rszny-

Also, we define the connection energy functional Ec : L>(TM) — [0, 0] as

1 2 ‘ 1,2
() i 2/yqusdm, if X € WL2(TM),
—+00

otherwise.
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The basic properties of Wé’z (TM) are collected in the following theorem, whose proof closely
follows the one of Theorem 3.3.2 and, in the last points, makes use of the calculus rules for
the Hessian that we developed in Section 3.3.3.

Theorem 3.4.2 (Basic properties of WéQ(TM)) The following holds.
i) Wcl,’Q(TM) is a separable Hilbert space.

ii) The covariant derivative is a closed operator, i.e. the set {(X,VX): X € Wé2(TM)}
is a closed subset of L>(TM) x L?(T®?M).

iii) The connection energy functional Ec : L*(TM) — [0, 00| is lower semicontinuous and
for every X € L2(TM) the energy Ec(X) is equal to

sup { Z / —(X, Z;) div(Y;) — (Z (Vi Yi)(Vfij, X) + ngess(fi,j)(Yi,X)) dm

1 2
-3 sz Z’L )
2 ’ ; © L2(T®2M)}

J

where the sup is taken among alln € N, Y;, Z; € TestV(M), i = 1,...,n, and over all
the finite collections of functions f;;,gi; € TestF(M) such that Z; = Zj 9i;V fi; for
any 1.

i) For f € W22(M) we have Vf € Wé’Q(TM) with V(V f) = (Hess(f))*.

v) We have TestV(M) C Wé’2(TM) with

VX = Z Vgi @V fi+ gi(Hess(fi))ﬁ, for X = Zgini. (3.4.2)

In particular, Wcl,’Q(TM) is dense in L?(TM).

proof For given g1, ge, h € TestF(M) the left and right hand sides of expression (3.4.1) are
continuous w.r.t. weak convergence of X and 7T in L?(TM) and L?(T®2M) respectively, which
gives point (i7). The lower semicontinuity of - then follows taking also into account that,
being L?(T®?M) an Hilbert space, bounded sets are weakly relatively compact. Endowing
L?(TM) x L?>(T®2M) with the norm ||(X,T)|? := HXH%Q(TM) + HTH%?(T‘X’ZM) we see that such
space is Hilbert and separable (recall (3.2.1) and (3.2.6)) and that the map

WIAM)s X = (X,VX) e LATM) x LX(T9M),

is an isometry of Wé’Q(TM) with its image. Hence from point (i¢) point (i) follows as well.
To prove (iv) recall that by Proposition 3.3.22, for every g1, g2, h € TestF(M) we have

/hHess(f)(Vgl,Vgg) dmz/h(V(Vf, Vgg),Vgl>dm—/hHess(gg)(Vf, Vg1)dm,

=[ —(Vf,Vg2)div(hVg1) dm
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which is the claim. Point (v) follows along the same lines. Indeed, notice that by linearity it
is sufficient to consider X = gV f and in this case the claim is equivalent to the validity of

/h(Vg, Va1)(Vf,Vg2) + hgHess(f)(Vgi, Vga) dm
- / (Y £, Vgs) div(hVg1) — hg Hess(g2)(V £, Vg1) dm

for any g1, g2, h € TestF(M). But this is a direct consequence of the identity

/—g(Vf, Vgo)div(h V1) dm — /h<V(g<Vf, V), V) dm,

whose validity is easily established from the fact that all the functions involved are in
TestF(M), and of Proposition 3.3.22 which, taking into account that Vf, Vg € L*(TM),
ensures that (Vf, Vg) € W1H2(M) so that formula (3.3.33) and the Leibniz rule for the differ-
ential give

d(9(Vf,Vg2)) =dg(V [, Vg2) + gHess(f)(Vga,-) + g Hess(g2)(V [, ).

It remains to prove the duality formula for £, which, thanks to (3.4.2), can be rewritten as

ec<X>—sup{Z/—<X,Zi>div< )=V e X)an =g Svie 2 ;@w)}

(3.4.3)
Notice that for X € Wéﬂ(T M) from the very definition of VX and the identity (3.4.2) it
follows that

/VX (Y ® Z)dm = /—(X, Z)div(Y) = VZ: (Y @ X)dm, VY, Z € TestV(M),

so that from the trivial identity

ST Bagronsy =sup [ T ez dm——HZY 827

where the sup is taken among all finite choices of Y;, Z; in TestV(M) (recall (3.2.7)), we get
inequality > in (3.4.3).

The opposite inequality then follows along the very same arguments used to proved the
analogous inequality in the duality formula (3.3.2) in Theorem 3.3.2, starting from the obser-
vation that if X € L%(TM) is such that the sup in (3.4.3) is finite, then the value of

L2(T®2M)’

. / —(X,Z;) div(Y;) = VZ; : (Y; ® X) dm

depends only on B =), Y; ® Z; and not on the particular way of writing B as sum. We omit
the details. O
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3.4.2 Calculus rules

In this section we collect the basic calculus rules for the covariant derivative and show that,
in the appropriate sense, it satisfies the axioms of the Levi-Civita connection. As for the
Hessian, we shall start introducing a couple of auxiliary Sobolev spaces.

We know that TestV(M) is contained in Wé’2(TM), but not if it is dense. Thus the following
definition is meaningful:
Definition 3.4.3 (The space Hé2(TM)) We define Hé’2(TM) C Wgﬂ(TM) as the
Wé’2 (TM)-closure of TestV(M).

Much like we couldn’t define the space W*!(M), we cannot define the space Wé’l(TM)
because we don’t have at disposal a large class of functions with bounded Hessian. Thus,

in analogy with the definition W (221 (M), we introduce the space WéQ’l)(TM) of L? vector
fields have covariant derivative in L':

Definition 3.4.4 (The space Wg’l) (TM)) The space Wg’l)(TM) C L*(TM) is the space
of X € L*(TM) such that there exists T € LY(T®2*M) for which the identity

/hT : (Vg1 ® Vga)dm = /—(X, Vgo) div(hVg1) — hHess(g2)(X, Vg1) dm. (3.4.4)

holds for any gi1,g2,h € TestF(M). We shall call such tensor T, which is unique thanks to

(3.2.8), the covariant derivative of X and denote it by VX. We endow W((JQ’I)(TM) with the
norm

[ = [ XN 2wy + VXl L1 (ro2m)-

wh (T™m)
Given that the two sides of (3.4.4) are continuous w.r.t. convergence (weak, in fact) of X, T
in L2(TM) and L'(T®2X) respectively, we see that Wg’l)(T M) is complete. Moreover, the
embedding X — (X,VX) of WéQ’l)(TM) into L2(TM) x L'(T®?M) endowed with the norm
(XD = 1 XN 2¢rany + 1Tl 21 (@2 is an isometry, showing that Wg’l)(TM) is separable.
We also remark that, by the very definitions, for X € Wg’l) ﬂWé’Z(T M) the two definitions
of covariant derivative given in (3.4.1) and (3.4.4) coincide, so no ambiguity occurs.
Proposition 3.4.5 (Leibniz rule) Let X € Wé’Q(TM) and f € L NW1L2(M).
Then fX € WD (TM) and
V(fX)=Vfo X+ fVX, m-a.e.. (3.4.5)

proof Assume at first f € TestF(M), let g1,g2,h € TestF(M) be arbitrary, notice that
fh € TestF(M) and use the definition of VX to obtain that

/ FRVX : (Vg1 @ Vo) dm — / (X, Vg2) div(fhVg1) — fhHess(g2)(X, Vg1) dm.

Recalling that by (2.3.13) we have div(fhVg;) = h(V f,Vg1) + fdiv(hVg1), the above yields
that

[ T1700) (X, T2 409X & (Vgr © V) i

= /—(fX, Vg2) div(hVg1) — hHess(g2)(f X, Vg1) dm,
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which is the thesis.

The case of general f € L N WH2(M) follows by approximation noticing that h,f €
TestF (M), that ||hef||reom) < [|fllLoo(m) and that hyf — f in WH2(M): these are sufficient
to deduce that (h;fX) and (Vhyf ® X 4+ h;fVX) converge to fX and Vf ® X + fVX in
L2(TM) and LY(T®2M) respectively as t | 0. The thesis follows. O

In the statements below, for X € Wé’2(TM) and Z € LY(TM) we shall indicate by VX the
vector field in LY(TM) defined by

(VzX,Y):=VX:(Z®Y), mae, VYL (TM), (3.4.6)

where the right hand side is firstly defined for Z,Y € LY(TM) such that Z ®@ Y € L*(T®?M)
and then extended by continuity to a bilinear map from [LY(TM)]? to L°(m) (recall Proposi-
tion 1.3.2 to see that this really defines a vector field in L%(TM)).

Proposition 3.4.6 (Compatibility with the metric) Let X € Wé’Q(TM) and Y €
HS*(TM). Then (X,Y) € WHH(M) and

AX,YYZ) = (VzX,Y)+(V,Y,X), meae., (3.4.7)
for every Z € L°(TM). Moreover:
i) if X € WEA(TM) and Y € H5*(TM) are both bounded, then (X,Y) € WH2(M),

i) if X,Y € HF*(TM), then (X,Y) € H"1(M).

proof Assume at first that Y = V f for some f € TestF(M). Then for arbitrary X € Wé’Q(TM)
and g, h € TestF(M), by the very definition of VX we have

/hVX :(Vge Vf)dm = /(X,Vf) div(hVg) — hHess(f)(X, Vg) dm,

which, recalling the Definition 3.3.11 of W1(M) and that (Hess(f))* = V(Vf) by point (iv)
of Theorem 3.4.2, yields that (X, Vf) € Wh1(M) with

A(X, V) (hVg) = (Vav, X, V) + (Vav,Vf, X), m-ac.

The the density of TestV(M) in L?(TM) and the definition of L°(TM) gives the claim.

The case of Y € TestV(M) then follows by the linearity of the covariant derivative, what
just proved and Proposition 3.4.5 above.

For general Y € HéJQ(T X) the result follows by approximation: if ¥;, — Y in Wé’2(TM)
and Z € L*®°(TM) is arbitrary, then ((X,Y;)) and ((VzX,Y,) + (VzY,, X)) converge to
(X,Y) and (VzX,Y) + (VzY, X) respectively in L'(m) as n — oco. From the arbitrariness
of Z € L>®(TM) we see that we can pass to the limit in the definition of functions W11(M)
and of their differential and obtain the result.

Now point (i) follows noticing that if X,Y are bounded, then (X,Y) € L?(m) and formula
(3.4.7) defines an object in L2(T*M), so that the conclusion follows from Proposition 3.3.13.

For point (i7), notice that for X,Y € TestV(M) point (i) grants that (X,Y) € W2(M)
while formula (3.4.7) yields that d(X,Y) € LY(T*M), so that point (i) of Proposition
3.3.14 gives the thesis. The general case then follows by approximation. Indeed, for
XY € Hé:2(TM) we can find (X,),(Y,) C TestV(M) converging to X,Y respectively
in Hé’Q(TM) as n — oo. It is the clear that (X,,Y,) — (XY) in L'(m) and that
d(X,,Y,) = d(X,Y) in L}(T*M) as n — oo, thus giving the thesis. O
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We now pass to the torsion-free identity, which, as in the smooth case, follows directly from
the symmetry of the Hessian and the compatibility with the metric. For a function f in
WhH2(M) or WHH(M) and a vector field X € L?(TM) we will write for brevity X (f) in place

of df(X).
Proposition 3.4.7 (Torsion free identity) Let f € H*?(M) and X,Y € Wé’Q(TM).
Then X (f),Y (f) € WLEH (M) and the identity

XY () -Y(X(f)=df(VxY — VyX), m-a.e., (3.4.8)

holds.

proof Notice that for f € TestF(M) we have Vf € HéJz(TM) by the very definition of
H(lj’Q(TM), hence by approximation we get that Vf € HéJQ(TM) for every f € H*?(M).
Therefore under the current assumptions Proposition 3.4.6 grants that Y'(f) € W11(M) and
the identity (3.4.7) yields

XY(f)=VY : (X®Vf)+Hess(f)(X,Y)=df(VxY) + Hess(f)(X,Y).
Subtracting the analogous expression for Y (X (f)) and using the symmetry of the Hessian we

conclude. 0

Since TestF(M) is dense in W12(M), the same holds for H*2?(M) and therefore taking into
account the fact that the cotangent module L?(T*M) is generated, in the sense of modules, by
the space {df : f € WH2(M)} (Proposition 2.2.5), we see that L?(T*M) is also generated by
{df : f € H**(M)} C L>°(T*M). It is then easy to realize that the vector field VxY — Vy X
is the only one for which the identity (3.4.8) holds for any f € H*?(M). We can therefore
give the following definition:

Definition 3.4.8 (Lie bracket of Sobolev vector fields) Let X,Y € Wé’Q(TM). Then
their Lie bracket [X,Y] € LY (TM) is defined as

[X,Y]:=VxY — Vy X.

We now discuss the locality properties of the covariant derivative. As we did when discussing
the locality of the Hessian, by ‘the interior of {X; = X2}’ for vector fields X, X, we will
mean the union of all the open sets {2 C M such that X; = X2 m-a.e. on 2.

Proposition 3.4.9 (Locality of the covariant derivative) For any X, Xs € W(lj2(TM)
we have
VX =VXy, m-a.e. on the interior of {X; = X»}, (3.4.9)

and if X1,Xs € Hé:2(TM) the finer property
VXl = VXQ, m-a.e. on {Xl = XQ}, (3.4.10)

holds.

proof The argument is the same of Proposition 3.3.24. For (3.4.9) it is sufficient to prove
that for X € W5*(TM) we have

VX : (Vg ®Vge) =0, m-a.e. on the interior of {X = 0},
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for any g1, go € TestF(M). To this aim, recall that by Proposition 3.4.6 we have (X, Vgs) €
WhHL(M) and

VX : (Vg @ Vga) = (V(X,Vgs),Vg1) — Hess(g2)(X, V).

Conclude recalling the locality property (3.3.26). The second part of the statement follows
analogously recalling that for X € H(le(TM) we have (X, Vgo) € HY1 (M) (Proposition 3.4.6)
and using the locality property in (3.3.27). 0

Remark 3.4.10 (Being local vs being a tensor) In smooth Riemannian geometry one
can recognize the fact that the covariant derivative Vy X of a smooth vector field X along a
smooth vector field Y is a tensor in Y, by observing that for given X the value of Vy X at a
given point p depends only on the value Y (p) of Y at p. This fact and linearity then grant
that Vyy X = fVy X for any smooth function f.

The same pointwise property is certainly not true for X, and indeed the covariant deriva-
tive certainly does not satisfy Vy (fX) = fVy X but fulfills instead the differentiation rule
Vy(fX)=fVyX+Y()X.

In the current non-smooth setting we don’t really know what is a vector field at one given
point but only what is it’s value m-a.e., in the sense made precise by the definition of L°°-
module. Yet, passing from ‘everywhere’ to ‘almost everywhere’ destroys the difference outlined
above as we certainly have

VyX =V X, m-a.c. on {Y =Y},

and also
VyX = VyX, m-a.e. on {X = X},
at least for X, X € H(lj’Z(TM), as shown by Proposition 3.4.9 above. Thus in our setting the
quantity Vy X is ‘as local in Y as it is in X, at least for X € Hé’2(TM).
Perhaps not surprisingly, the property of being a tensor is recognized here by an inequality

and precisely by bounding the pointwise norm of the object investigated in terms of the
pointwise norm of the vector. Thus the trivial inequality

IVy X| <|VX|slY], m-a.e.,

and linearity in Y shows that V;y X = fVy X. On the other hand, for given Y # 0 no bound
of the form
Vy X[ <glX]|,  m-ae.

holds, whatever function g : M — R we choose. |
Remark 3.4.11 (The space WéQ(TQ)) The locality property (3.4.9) and the Leibniz rule

in Proposition 3.4.5 allow to introduce the space Wé’2(T Q) of Sobolev vector fields on an

open set 0 C X. We can indeed say that X € L?(TM) belongs to Wé’2(TQ) provided there
exists T € L?(T®?M) such that the following holds. For any Lipschitz function X : M — [0, 1]
with supp(X) C €2, the vector field XX belongs to Wé’2 (TM) and the formula

V(XX) =T, m-a.e. on the interior of {x = 1},
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holds. In this case the tensor T € L2(T®2M) is uniquely defined on € and can be called
covariant derivative of X on (.

The role of the locality property (3.4.9) is to grant that the definition is meaningful, as it
ensures that for X1, X2 as above we have

V(ixi1X) =V(Xx2X), m-a.e. on the interior of {X; = X2}.

3.4.3 Second order differentiation formula
We introduced the concepts of Hessian and covariant differentiation using the identities
2Hess(f)(Vg1,Vga2) = (V(Vf, V1), Vgz2) +(V(Vf, Vg2),Vg1) = (V. V(Vg1, Vga)),
(Vv X, Vga) = (V(X,Vg2), Vg1 ) — Hess(g2)(Vag1, X),

but in the smooth setting there is at least another, quite different, basic instance in which
these objects appear: for a smooth function f and a smooth curve «, the map ¢ — f(7y¢) is
smooth and its second derivative is given by

d2
gz () = Hess(f) (95, 71) + (Vo V) (3.4.11)

The question is then whether a similar formula holds also in our setting. Given that we
don’t have at disposal everywhere defined Hessian and covariant differentiation, we must
formulate (3.4.11) in an appropriate m-a.e. sense. We shall follow the same ideas used in
Section 2.3.5 and pass from the ‘pointwise’ formulation (3.4.11) to the ‘integrated’ one which
consists in looking at ¢ — [ f duy for a given curve (p) C P2(M) satisfying suitable regularity
requirements.

Our result is the following:

Theorem 3.4.12 (Second order differentiation formula) Let (1) C P2(X) be a curve
of bounded compression (Definition 2.53.21) solving the continuity equation

Oy + V- (Xypy) = 0,
(Definition 2.3.22) for a family (X;) C L?*(TM) of vector fields such that
1) supy | Xelly 12 gy + [ Xell oo (omy < 00,
ii) t + X; € L>(TM) is absolutely continuous.
Then for every f € H**(M) the map [0,1] > t = [ fdu; is CY1 and the formula

d2

ETE) / fdue = / Hess(f)(Xt, Xt) + (Vf, 0:X1) + (Vx, X¢, Vf) dpue, (3.4.12)

holds for a.e. t € [0,1].
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proof Let C' > 0 be such that p; < Cm for every t € [0,1]. By the definition of solution of
the continuity equation we know that the map ¢ — [ fdu; is absolutely continuous and that
the formula

holds for a.e. t € [0,1]. The continuity of t — X; € L*(TM) grants that t — (V f, X;) € L'(m)
is continuous; on the other hand, the curve t — pu; € (M) is continuous w.r.t. convergence
in duality with Cp(M) and thus, due to the uniform bound p; < Cm, also in duality with
L'(m). It follows that the right hand side of (3.4.13) is continuous, so that ¢ — [ f du, is C!
and formula (3.4.13) holds for every ¢ € [0, 1].

Now assume for a moment that f € TestF(M) and notice that the assumption
sup, HXtHWé’Q(TM) + | Xt/ Loo(rny < oo grants, together with Proposition 3.4.6, that S :=
supyepo,1] [{Vf, Xe)lwr2quy < oo. In particular, for given to < ¢; € [0,1] we can apply the
definition of solution of continuity equation to the function (V f, Xy,) to deduce that

‘/ (Vf, Xio) Aty — puto)

t1
/ /<V<Vf,Xt0)>,Xt> dutdt‘ S (tl —tO)CS Sl[lp] HXt”LQ(TM)‘
to tel0,1

Taking into account the absolute continuity of ¢ — X; € L?(TM) we also have

t1
:‘ / / (Vf,0,X:) dt dyae,
to

These last two inequalities grant that ¢ — [ (V f, X;) du is absolutely continuous and that

‘/ <Vf, th - Xto) dﬂh

t1
< CvaHL?(TM)/t 106Xt L2y dt.
0

lim% </ (Vf, Xign) dpgen — / (Vf, Xt>d/~6t> :]yi}%}ll/<va Xi) d(poegn — pt)

h—0
o1
+ }lzgr%) E / <vf7 Xt+h - Xt> d/,ét,

for a.e. t € [0, 1]. Hence using formula (3.4.13) with (V f, X;) in place of f we deduce that for
every point ¢ of differentiability of s — X € L?2(TM) we have

1
}111_1%% </ (Vf, Xtn) dpitin /(Vf, Xt>th> =/<V<Vf, Xi), Xe) +(Vf,0:Xy) dpu,

and the conclusion follows by expanding (V(V f, X;), X;) via formula (3.4.7).

The case of general f € H?*2?(M) now follows by approximation. Indeed, for (f,) C
TestF (M) converging to f in W2?(M) we have that [ f,, dus — [ f dus for every t € [0,1] and
the right hand sides of (3.4.12) written for the functions f,, are dominated in L!(0,1) and
converge to the corresponding one for f for a.e. t. This is sufficient to show that the second
derivative of t — [ fdp; in the sense of distribution is the L'(0, 1)-function in the right hand
side of (3.4.12), which is equivalent to the thesis. O

Open Problem 3.4.13 (The case of geodesics) Theorem 3.4.12 does not cover the im-
portant case of geodesics, the problem being the lack of regularity of the vector fields and the
difficulty in finding an appropriate approximation procedure.
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As a partial attempt in this direction, we remark that the results in [32] together with the
abstract Lewy-Stampacchia inequality [36] show that if () C P2(M) is a Wa-geodesic made
of measures with uniformly bounded support and densities, then there are Lipschitz functions
¢t € D(A) such that

Opte + V- (Vo) = 0,

and these functions can be chosen so that supcpe1— |VorllLoo(rm) + [[A@t]| Loc(m) < 00 for
every € > 0. Yet, it is not clear if it is possible to choose the ¢;’s so that t — Vi, € L2(TM)
is absolutely continuous. If true, this latter regularity together with the fact that Kantorovich
potentials along a geodesic evolve via the Hamilton-Jacobi equation, would grant that

8tv90t + vvtpt vg@t = 07 Ht-a.€.,
for a.e. t € [0,1], which by (3.4.12) would imply the very expected formula

2
(iz/fdut Z/Hess(f)(th7v¢t>dﬂt_

Remark 3.4.14 (Regular Lagrangian flows) In the same ‘Lagrangian’ spirit of this sec-
tion and in connection with the Open Problem 2.3.20, one might consider the following
question. Find appropriate conditions on a Borel map [0,1] > ¢ — X; € LY(TM) ensuring
existence and uniqueness of a family of maps Fy : M — M, t € [0, 1], such that Fy is the

identity and

d
&Ft = Xt o Ft; a.e. t € [0, 1]

Without paying too much attention to the technical details, this equation might be interpreted
as: for a sufficiently large class of test functions f the map t ++ f o Fy € L'(m) is absolutely
continuous and its derivative is given by %( foF) =df(X;)o Fy.

In the smooth setting, we know by the Cauchy-Lipschitz theorem that if the vector fields
are Lipschitz then existence and everywhere uniqueness are ensured. Still in R", if one relaxes
Lipschitz regularity to Sobolev one, then the correct notion of ‘a.e. solution’ ensuring existence
and uniqueness is that of regular Lagrangian flow introduced by Ambrosio in [3] in the study
of the DiPerna-Lions theory [28].

Given that we now have the notions of Sobolev vector field, one might wonder whether
such theory can be developed in this more abstract context. The answer is affirmative, as
proved in the very recent paper [15], where the concept of vector field is interpreted in terms
of derivations of Sobolev functions. Starting from Theorem 2.3.3, one can then verify that
the theory developed in [15] can be fully read in terms of the language proposed here. |

3.4.4 Connection Laplacian and heat flow of vector fields

The connection energy functional €c : L?(TM) — [0, 00] resembles a local Dirichlet form,
being a quadratic form obtained by integrating the squared norm of a first-order differential
object possessing the locality property expressed in Proposition 3.4.9.

The analogy is purely formal, given that the base space L?(TM) is not really the L? space
induced by some measure and, even in the smooth setting, there is no clear way of stating
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the Markov property for vector fields. Still, one can study the associated ‘diffusion operator’
and the flow induced by this ‘form’, which is what we briefly discuss here.

Actually, due to the fact that we don’t know whether Wé’Z(TM) = H(IJ’Z(TM), there is a
choice to make: either to study the functional on the whole Wé’z (TM) or to concentrate the
attention to the subspace H, (11’2(TM). Here we adopt this second viewpoint, because the more
general calculus rules available for vector fields in Hé:2(TM) will allow us to prove a sort of
Bakry—Emery estimate for the induced flow, see Proposition 3.4.16

We start with the following definition:

Definition 3.4.15 (Connection Laplacian) The set D(A¢) C HéJQ(TM) is the set of all
X e HéJQ(TM) such that there exists a vector field Z € L*(TM) satisfying

/<Y, Z)dm = —/VY VXdm, VY € HY(TM).

The density of H(lj2(TM) in L2(TM) grants that Z is uniquely identified by the above formula:
it will be called connection Laplacian of X and denoted by AcX.

The linearity of the covariant derivative ensures that D(A¢) is a vector space and that
Ac : D(A¢) — L2(TM) is linear as well. )
Introducing the augmented energy functional Ec : L?(TM) — [0, 0o] as

1
) 5 /\VXPHS dm, if X € Hi*(TM),
Eo(X) =

400, otherwise,

we can give an alternative description of the connection Laplacian. Notice that éc is convex,
lower semicontinuous and with dense domain D(E¢) := {X : Ec(X) < oo} = Hé,’?(TM)
in L2(TM). Denoting by d€c(X) C L*(TM) the subdifferential of ¢ at X € D(E¢) and
by D(8€¢) its domain, i.e. the set of vector fields X for which d€c(X) # 0, we see that
D(8€¢) = D(A¢) and that for X in these sets we have € (X) = {~AcX}. Indeed, for
X € D(A¢) and Y € D(E¢), the convexity of ¢ — Ea((1 — )X + tY) yields

2
HS dm

Eo(Y) — Eo(X) > EC(X+t(Y—tX)) —Eo(X) _ / |V(X+t(y—)2(t)) 2s — VX
:/VX:V(Y—XH—;]V(Y—X) 2 dm
:/_<(Y_X),ACX>+;W(Y—X)asdm, Vi € (0, 1],

and thus letting ¢ | 0 from the arbitrariness of Y € p(éc) we deduce that —AcX € 9€¢(X).
Conversely, for Z € 0€¢(X) and arbitrary Y € D(E¢) and t € R we have

- - +2
/(Z, tYydm < E(X +tY) — Ec(X) = /tVX VY + E\VY\QHS dm,
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and dividing by ¢t > 0 (resp. t < 0) and letting ¢ | 0 (resp. ¢t T 0) we deduce that X € D(A¢)
and —Z = A¢ X, as claimed.

A direct consequence of this representation is that A is a closed operator, i.e. {(X,AcX) :
X € D(A¢)} is a closed subspace of L?(TM) x L?(TM).

Moreover, the standard theory of gradient flows of convex and lower semicontinuous func-
tionals on Hilbert spaces, the linearity of A¢c and the density of Hé’2(T M) in L?(TM), grant
that D(Ac¢) is a dense subset of L2(TM) and the existence and uniqueness of a 1-parameter
semigroup (hc)i>0 of continuous linear operators from L?(TM) into itself such that for any
X € L*(TM) the curve t — hc(X) € L?(TM) is continuous on [0,00), locally absolutely
continuous on (0, 00) and fulfills

d
&th(X) = AC’hC’,t(X)7 Vvt > 0,

where it is part of the statement the fact that ho(X) € D(A¢) for every X € L2(TM), t > 0.
Then for given X € L*(TM) and putting X; := hc(X), it is not hard to see that t
2 [1X|?dm and t — Ec(X;) are locally absolutely continuous on (0, 00) with

dt2/|Xt|2dm /Xt,AcXt>dm— /|VXt|HSdm<O

d -
&80 Xt /VXt VAcXt dm = — /|AOXt| dm < 0

which shows that these two quantities are non-increasing and also lead to the standard a
priori estimates:

~ L d1
t€c(Xi) S/O Eo(Xs)ds = —/ ds 4||X ||L2(TM ds < HXHLZ ™)

and, taking into account that ¢ — [[AcX:|| = |hci—cAcXel/L2(rm) 18 also non-increasing,
that

t2 t t d -
§|’ACXtHQL2(TM) S/ sIACXs |1 22y s :/ spEo(Xs)ds
0 0

S

_ /t Ec(X,) — Ea(Xy)ds < /téc(Xs)ds
0

d1
= [ s 1B ds < {1 sy

We conclude this short discussion proving the following sort of Bakry—Emery contraction rate
estimate. Notice that the bound from below on the Ricci curvature does not appear in the
inequality, but it is still necessary to work on an RCD(K, co) space for some K € R in order
to have the flow hc ¢ to be well defined.

Proposition 3.4.16 For any X € L*(TM) and t > 0 we have

lhe (X2 <h(IX[%),  m-ae.
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proof Taking into account the approximation result (3.2.3), it is sufficient to prove that for
any ¢t > 0 and non-negative f € TestF(M) with Af € L°(m) it holds [ flhc(X)[*dm <
[ fhe(|X|?) dm. Thus fix such ¢, f, and consider the map F : [0, s] — R given by

Fs) = / Fhia(hea(X)[2) dm = / oo () ()P dm.

Notice that F is well defined because |hcs(X)| € L?(m) and f € L*®(m) and that since
d shsf = Ahgf = hyAf the map s — hyf € L*(m) is Lipschitz. Also, since the map
s s he,s(X) € L*(TM) is continuous on [0, 00) and locally absolutely continuous on (0, 0),
the map s — |hos(X)|? € L!(m) is continuous on [0, o0) and locally absolutely continuous on
(0, 00).

Therefore F' : [0,t] — R is continuous and locally absolutely continuous on (0,¢] and in
computing its derivative we can pass the derivative inside the integral. Thus writing f, for
hs(f) and X, for hg 4(X), it is easy to see that we have

F/(s) = /—(Aft_s)|X8|2 b2 (X AoX)dm,  ae s € (0,4,
and therefore integrating by parts and recalling the Leibniz rule (3.4.5) we get

F/(s) = / (V fr o V(X)) — 2V(f,_ o X.) : VX, dm

:/(Vft_s,V(|X5]2)> SOV, (Vi ® X)) — fio VXPcdm,  ae. s €[04,

Now our choice of working with vector fields in Hé:Q(TM) plays a role: we can apply formula
(3.4.7) (and recall the definition (3.4.6)) to get

(V(IXs)?), VSis) =2VXs: (Vfis @ Xy),  m-ae,

and therefore F'(s) = — [ fi—s| VX,[}g dm < 0 for a.e. s € [0,], which concludes the proof.
([l

3.5 Exterior derivative
3.5.1 The Sobolev space W(}’Q(AkT*M)

In a smooth manifold, the chart-free definition of differential of exterior differential of a k-form
reads as

dw(Xo, ..., Xp) = Z(— Yid(w(Xoy -y Xiv- ooy Xi))(X0)

+Z DX, X1, Xoy -, Xiy oo Xy oo X3,

1<J

for any smooth vector fields X1, ..., X.

Given that in the previous section we defined the Lie bracket for a large class of vector
fields, and in particular for our test vector fields, we can use the above formula to define the
exterior differential of forms. This is the aim of the current section.
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Recall the notation introduced in Section 3.2, and in particular that the k-th exterior
product of L?(T*M) with itself is denoted by L?(A*T*M), and for the special cases k = 1 and
k = 0 we retain the notation L?(T*M) and L?(m) respectively. Similarly for LZ(A*TM).

For a k-form w € LO(A*T*M) and Xo,..., X € LY(TM) we shall use the standard no-
tation w(Xo,...,Xi,..., Xx) € LO(m), or just w(...,X;,...) or w(X;) for brevity, to indi-
cate the applicatiop of w to the sequence of vectors Xy, ..., X except X;. Similarly for
W(Xos o Xy X Xp).

Notice that for X; € TestV(M) the fact that X; € L2NL>(TM) ensures that | X1 A...AX,| €
L*(m) and similarly from the very definition of Lie bracket we have that [X;, X;] € L?(TM)
and thus |[X;, X;]) A X1 A ... A X,| € L?(m) as well.

Then we give the following definition:

Definition 3.5.1 (The space WJ’Q(A’“T*M)) The space Wdl’2(AkT*M) C L*(A*T*M) is
the space of k-forms w such that there exists a k + 1 form n € L*(A*1T*M) for which
the identity

/n(XO,.-. ,Xk)dm:/Z(—U%(XO,-.. Xy, Xp) div(X;) dm
: (3.5.1)

~ A~

+/Z(_1)Z+Jw([szXj]aX07 7Xi7"' 7Xja"' 7Xk) dma
1<J

holds for any Xo,..., Xy € TestV(M). In this case n will be called exterior differential of w
and denoted as dw.

We endow WJ’Q(A’“T*M) with the norm || - given by

HWi’z(A’“T*M)
||W||€Vj,2(AkT*M) = ||W\|%2(AkT*M) + ||dw”%2(/\k+1T*M)

and define the differential energy functional % : L2(A*T*M) — [0, 0] as

1

5 [ ldwl*d ' L2(ARTM
ek (w) = 2/| w|” dm, if we Wi( )s
400

otherwise.

We shall often denote 83 simply by 4.

The remarks made above ensure that the integrands in formula (3.5.1) are in L!'(m), so
that the expression makes sense. Then the density property (3.2.11) grants that the exterior
differential dw is unique. It is then clear that it linearly depends on w and that ||- ijg( AET*M)
is a norm.

It is also worth to underline that W(}’Q(AOT*M) = WH2(M) and for a function in these
spaces the definitions of differential as given above and in Definition 2.2.2 coincide. Such
statement is indeed equivalent to the claim: for f € L?(m) we have f € W12(M) if and only
if there is w € L*(T*M) such that [ fdiv(X)dm = — [w(X)dm for any X € TestV(M) and
in this case w is the differential of f as given by Definition 2.2.2. Here the ‘only if’ and the
conclusion are obvious, for the ‘if’ one can argue as in the proof of Proposition 3.3.13.

The following theorem collects the basic properties of I/Vd1 ’Z(AkT *M). Its proof follows the
same arguments already appeared in proving Theorems 3.3.2 and 3.4.2.
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Theorem 3.5.2 (Basic properties of WJ’Z(A’“T*M)) For every k € N the following holds.
i) Wdl’Q(AkT*M) is a separable Hilbert space.

ii) The exterior differential is a closed operator, i.e. {(w,dw) : w € W;Q(AkT*M)} is a
closed subspace of L?(AFT*M) x L*(AF1T*M).

iii) The differential energy 8’5 : L2(AFT*M) — [0, 00] is lower semicontinuous and for every
w € L2(A*T*M) the duality formula

ek (w —Sup{Z/Z 1)y S X X div(X]) dm

£ 3 [ S0 Al Y X R K K

1<)
1 2
- Xin- A XL ,
2 H ; L2(A+1TM)

holds, where the sup is taken among all n € N, Xf € TestVIM), i = 1,...,k+ 1,
l=1,...,n

iv) For fo,..., fr € TestF(M) we have fodfi A---dfy € W§’2(AkT*X) and
d(fodfi A+ Adfi) =dfondfi A Adfr, (3.5.2)
and similarly dfy A ---dfy € W2 (APT*X) with

d(dfi A+ Adfy) = 0. (3.5.3)

v) We have TestFormy (M) C W;’Z(AkT*M) and in particular W§’2(AkT*M) is dense in
L2(AFT*M).

vi) For given w € L?(AFT*M) we have w € Wdl’Q(AkT*M) with n = dw if and only if for
every Xo, ..., X}, € TestV(M) and f € L NW12(M) it holds

/fn(Xo,-~-, )dm = /Z )™M w(X;) div(fX;) dm
/Z 1) fw([Xy, X5, X4, X;) dm.

1<)

(3.5.4)

proof Given that the two sides of (3.5.1) are continuous w.r.t. weak convergence of w and 7
in L2(A*T*M) and L?(A**1T*M) respectively, point (ii) follows. The lower semicontinuity
of 85 comes from this continuity property and the relative weak compactness of bounded
subsets of the Hilbert space L2(A¥T1T*M). From (i) it also follows that W1L2(AFT*M) is
complete, hence Hilbert given that the norm clearly satisfies the parallelogram rule. For
separability, just notice that the map w — (w,dw) is an isometry of W12(A*T*M) with its
image in L2(AFT*M) x L?(AF'T*M), this latter space being endowed with the separable
norm ||(w,n)||? = HwHQLQ(AkT*M) + HnH%Q(AkHT*M) (recall (3.2.9)). Thus (i) is addressed.
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For (iv) notice that fodfi A---dfy € L?(A¥T*M) and that the right hand side of (3.5.2) is
in L2(AF1T*M), so the statement makes sense.

From Proposition 3.4.6 we get that for f € TestF(M) and X € TestV(M) it holds df(X) €
L>® N WYH2(M). Hence for Xi,..., Xy € TestV(M) we have (df1 A ... Adfi)(X1,..., Xg) =
det (df;(X;)) € W'2(M). Now let for brevity w := df; A -+ A df and notice that for
Xo, ..., Xk € TestV(M) we have

> (=Did(w(.. ., X)) (X)) = =D (D)X, X1, Xy X, (3.5.5)

% 1<j

m-a.e., as can be seen by direct computations recalling the definition of Lie bracket and the
symmetry of the Hessian.
Then we have

/Z(—l)”lfow( ) div(X) + Y (=1 fow([Xs, X;), X4, X;) dm

1<j

/Z )'dfo(Xi) w(Xi) + fod(w(Xi))(Xi) + D (=1 fow([Xi, X;], Xy, X;) dm

1<j

(355)/2 Ydfo(X (Xi)dm:/(dfo/\w)(XO,...,Xk)dma

which is (3.5.2). Then (3.5.3) follows along the same lines picking fo identically 1 which,
although not in TestF(M), is still admissible in the computations done above.

Point (v) is then a direct consequence of (iv) and the very definition of TestFormy (M), the
density in L?(A*T*M) being already remarked in (3.2.10).

The “if* part in point (vi) follows by considering a sequence (f,) C WH2(M) of uniformly
Lipschitz and uniformly bounded functions converging to 1 and applying the dominated con-
vergence theorem. For the ‘only if’ notice that up to approximation with the heat flow we
can assume that f € TestF(M). In this case, the vector field fXy belongs to TestV(M) and
taking into account the identity

which follows from the definition of Lie bracket and the Leibniz rule (3.4.5), we have
/fdw(XQ, . ,Xk) dm = /dw(on, X1 .. ,Xk) dm

_ / Z(—l)i“ Fo(R)div(X;) — w(Xo)df(Xo) dm
/Z z+wa XZ,X Z j+1 df( )

1<J 7>0

and the conclusion follows recalling that div(fX;) = df(X;) + fdiv(X;).
It remains to prove the duality formula for 8’5: this follows the very same arguments used
in Theorem 3.3.2 and hinted in Theorem 3.4.2, we omit the details. ]
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Remark 3.5.3 (The role of the lower Ricci bound) On an arbitrary infinitesimally
Hilbertian space one can certainly consider the space L?(A*T*M) as we defined it and declare
that for Sobolev functions fo, ..., fr with appropriate integrability the exterior differential of
the form fodfi A ... Adfrisdfo Adfi A... Adfg.

Yet, without further assumptions it is not so clear if such differential is closable. In the
current approach, this is granted by the assumption of lower bound on the Ricci which in turn
ensures the existence of a large class of vector fields for which the Lie bracket is well defined.
These permit to give the definition of exterior differentiation via integration by parts the way
we did, thus directly leading to the closure of the differential. |

With the same computations one would do in the smooth setting, under suitable regularity
assumptions it is possible to see that the exterior differential satisfies the expected Leibniz
rule:

Proposition 3.5.4 (Leibniz rule) Let w € Wi’Q(AkT*M) and w' € TestFormy (M). Then
wAw' € W;’Q(Ak+k/T*M) with
dwAw) =dw A + (=1)Fw A dw'. (3.5.6)

proof In the case k' = 0 we pick w’ = f € TestF(M) = TestFormo(M) and notice that the
thesis reads as

fo e WA(APT*M)  and  d(fw) =df Aw + fdw.
The definition of wedge product yields the identity

(Af Aw)(Xo...., Xp) =D (—1)'df (X)) w(X),

i

for any Xo,..., X € TestV(M), and thus the conclusion follows by direct comparison of the
formulas (3.5.1) and (3.5.4).

We pass to the case k' = 1 and w’ = df for f € TestF(M) where, taking into account that
(3.5.3) gives d(df) = 0, the thesis reduces to

wAdf € WA(AMIT*M)  and  d(wAdf) =dwAdf

For Xo,...,Xpy1 € TestV(M) arbitrary we have (dw A df)(Xo,...,Xk41) =
(=D)AL dw(X;)d f(X;), thus noticing that df(X;) € L N WLH2(M), from (3.5.4) we
obtain

/(dw Adf)(Xo, ..., Xpy1)dm = /Z a(i, §)w(Xi, X;)div(df(X;) X;)

i#£]
+ Z b(za]aj,)w([Xj’X]’]aX’LanaX]/)df(X’L)dm7
i#ij!
71<J
where
o ()R if j <4 o ()it R if i ¢ (4,7)
") ’_{ (o ORIE e e ()
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The claim then follows directly by the definition (3.5.1) taking into account the identity
div(df(X;)X;) — div(df(X;)X;:) = df(X;)div(X;) — df(X;)div(X;) — df ([ X5, X;]).

Now proceed by induction on £/, assume w’ = fodfi A...Adfp and put w” :=dfoA.. . Adfy.
We have

dwAw') =d((wA fodfi) Aw")

(by induction and (3.5.3)) = d((fow) Adf1)) Aw”
(by the cases analyzed) = (fodw +dfo Aw) Adfy A"
(recalling (3.5.2)) =dwAw + (-1)Fw A d,
as desired. The case of general w’ € TestFormy (M) follows by linearity. g

Definition 3.5.5 (The space Hé’Q(AkT*M)) We define H§’2(AkT*M) C W&’Q(AkT*M) as
the W;’Q—closure of TestFormy(M).

Notice that by point (v) of Theorem 3.5.2 we know that Hé’Q(AkT*M) is dense in L2(AFT*M).
A key property of forms in HéQ(AkT*M) is:

Proposition 3.5.6 (d*> = 0 for forms in Hé’Q(AkT*M)) Let w € Hé’Z(AkT*M). Then

dw € HP*(AMIT"M)  and  d(dw) = 0.

proof For forms in TestFormy (M) the claim has been proved by point (iv) in Theorem 3.5.2.
The conclusion then comes from the closure of the exterior differential proved in point (ii) of
the same theorem. O

We conclude pointing out that the exterior differential is local in the following sense:
Yw € Wdl’Q(AkT*M) we have dw=0  m-a.e. on the interior of {w =0}, (3.5.7)

where the ‘interior of {w = 0} is by definition the union of all the open sets £ C M such
that w = 0 m-a.e. on Q. The proof of (3.5.7) follows easily using point (iv) of Theorem 3.5.2
and picking in formula (3.5.4) arbitrary f’s with support contained in open sets where w is 0
m-a.e..

It is worth underlying that we are not able to improve (3.5.7) for w € Hé’Q(AkT*M) into
‘dw is 0 where w is zero’ as we did for the Hessian and the covariant derivative in Propositions
3.3.24, 3.4.9. The technical problem here is that for w € Hé’Q(AkT*M) and X; € TestV(M)
it is unclear whether the function w(Xjy,..., Xx) has any kind of Sobolev regularity.

Remark 3.5.7 The same integrability issues that prevented us from defining the spaces
W21(M) and WLH(TM), do not allow for a definition of Wj’l(AkT*M). Here the problem
appears on the Lie bracket in the defining formula (3.5.1), for which we have no better
integrability other that L2.

It is for this reason that we are obliged to take one of the two forms in TestFormy (M) in the
Leibniz rule (3.5.6): even the choice of both forms in the a priori smaller space Hé’Q(AkT*M)
creates integrability problems.

A similar issue occurs in attempting to prove that d(dw) = 0 for generic w € W& 2(ART*M):
although the formal calculation lead to the desired result (evidently, because they are the
same computations one would do in the smooth world), it is unclear whether they are really
justifiable in this context. |
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3.5.2 de Rham cohomology and Hodge theorem

We defined the exterior differential and noticed that, at least for forms in Hé’Q(Ak_lT*M),
it squares to 0. Thus we can build a de Rham complex. In this section we study its basic
properties.

We introduce the spaces Cx(M) and Eg(M) of closed and exacts k-forms as:

- L2 A ks 1,2 0 A k+17 _ 1,2/ A bk . o
Cr(M) .—ker<d.Hd (AFT*M) — HY?(ART M)) = {we HP2(AFT*M) : dw =0},
E,(M) := Im(d  Hp (AR=1TM) — H§’2(AkT*M)) ={dw : we H* (AT M)}

Notice that the closure of the differential ensures that Ci(M) is a closed subspace of
L?(A*T*M). On the other hand, we don’t know if E;(M) is closed, so we also introduce
the space

Er(M) := L2(A*T*M)-closure of E;(M).
Since Proposition 3.5.6 ensures that Ex(M) C Cg(M), we also have Ex(M) C Cg(M). Thus

we can give the definition:

Definition 3.5.8 (de Rham cohomology) For k € N the vector space HX,(M) is defined
as the quotient

Hip(0) = ELD

Endowing Ci(M) and E(M) of the L2(A*¥T*M)-norm, they become Hilbert spaces and there-
fore H gR(M) comes with a canonical structure of Hilbert space as well. It is worth to underline
that in our setup this Hilbert structure is, unlike the smooth case, entirely intrinsic because
the existence of the pointwise scalar product in the tangent module of our base space (M, d, m)
is part of our assumptions and is essential for defining both the concept of k-forms and of
their differentials.

The compatibility of this definition with the standard one for compact smooth manifolds
can be established calling into play Hodge theory, which also is based on the study of L?
forms and produces the same cohomology groups as those obtained via smooth forms. In this
direction it is worth to keep in mind that in the smooth case the equality Wj ’2(AkT*M) =
H§’2(AkT*M) holds, as can be seen using a partition of unit subordinate to a cover via charts,
to reduce the problem of approximations of a Sobolev form with smooth ones to a problem
in R?, where smoothing is easy and can be done componentwise.

We turn to functoriality. Recall the notions introduced in Section 2.4 and in particular
that in Proposition 2.4.3 we built, for a given map of bounded deformation ¢ : Ms — My,
the pullback of 1-forms ¢* : L2(T*M;) — L?(T*My), this map being characterized by

e (df) =d(fop) (3.5.8a)
P (gw) =gopy'w (3.5.8b)
lp*w| < L(p) [w|o e (3.5.8¢)

mo-a.e. for every f € S2(My), w € L?(T*M;) and g € L>®(m;). We shall now extend the
pullback operation to general forms in L2(A*T*M;) for k& € N. To this aim start observing
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that from (3.5.8¢c) we see that ¢* can be uniquely extended to a linear continuous map
from LO(T*M;) to LY(T*My) satisfying (3.5.8b) and (3.5.8¢) for arbitrary g € L%(m;) and
w € LY(T*My).

To extend the pullback operation to k-forms, we start noticing that for every wy,...,wy €
L?(T*M) we have

(@ wi) A A (" wr)| S L(@)F|wi A .. Awg] o, ma-a.e. (3.5.9)

A way to establish this inequality is to use the structural characterization of Hilbert modules
given in Theorem 1.4.11 and a density argument to reduce to the study of Hilbert spaces.
Then noticing that the inequality only involves a finite number of vectors we can also reduce to
finite dimensional Hilbert spaces. The question then is: given an n-dimensional Hilbert space
H, an endomorphism A of H and the induced endomorphism AN AFH — A*H defined by
AN (i AL Avg) = Avp A ... A Aug, and extended by linearity, prove that the operator norm
of AN is bounded by the k-th power of the operator norm of A. To check this, introduce the
symmetric and positively defined operator B := A'A, let A\; > ... > )\, > 0 be its eigenvalues
and recall that the operator norm of A is equal to v/A;. Let v1,...,v, € H be orthogonal
eigenvectors of B and notice that v;, A...Av;, € A¥H is an eigenvector of (AN AN = B
for any choice of distinct 41, ...,ix, the corresponding eigenvalue being [] j Ai;. Since these

are (Z) independent elements of A¥H, we just found all the eigenvectors of B and seen that

all of them are < A¥, which gives the claim.
Then from (3.5.9) we deduce that there exists a unique linear map * : LO(A*T*M;) —
LY(AFT*Ms,) satisfying
llor Ao Awg) = (@ wi) A A (@ w),
a2 e e 3510
P w] < L(@)"|wl o,

ma-a.e. for every wi,...,wp € LO(T*M;) and w € LO(AFT*M;).
In particular, p* restricts to a map, still denoted by ¢*, from L?(A*T*M;) to L2(AFT*Ms)
satisfying
e (fw) = foppw,
lp*wl < L(p)*lwl o e,

for every w € L2(A*T*M;) and f € L®(my) (i.e., (¢, ") is a morphism in Mody_r - see
Remark 1.6.4).

Proposition 3.5.9 (Functoriality) Let (Mj,d;,my),(Msg,d2,m2) be two RCD(K,o0)
spaces, K € R, and ¢ : Mo — My of bounded deformation. Then for every k € N and
w e Hj’Q(AkT*Ml) we have ¢*w € Hj’Q(AkT*Mg) and

d(¢p*w) = ¢*dw. (3.5.11)

In particular, ¢* passes to the quotient and induces a linear continuous map from HgR(Ml)
to H%,(Ms) with norm bounded by L(p)*.

proof Let fo,..., fr € TestF(M;) and w = fodfi A ... Adfi. Then the definition of ¢* and
property (3.5.8a) ensures that

Y'w=foopd(fiop)A...Ad(fr o).
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Notice that f;op € W12(My) with |d(fio)| < L(p)|dfiloe (recall (2.4.1)), so that taking into
account the approximation property (3.2.3) and (3.5.2) it follows that p*w € Hé72(AkT*M2)
with

dp*w = d(fg o QO) A\ d(fl o (p) VANARAN d(fk o (p) = p*dw.
Then the linearity, the continuity of d : H§’2(AkT*M2) — L?(A**1T*Mjy) and the one of ¢*
yield the first claim.

For the second, notice that (3.5.11) ensures that ¢* sends closed (resp. exact) forms in
closed (resp. exact) forms and that its continuity ensures that forms in Ex(M;) are sent in
forms in Ej,(Ms). Thus indeed ¢* passes to the quotient. The bound on the norm is then a
direct consequence of the inequality in (3.5.10). O

Remark 3.5.10 It is unclear to us whether a Mayer-Vietoris sequence can be built for the
so-defined cohomology groups. It is not hard to adapt the above definitions to produce the
cohomology groups of open subsets of an RCD space, but taking the closure of the space of
exact forms creates some problems with the classical diagram chasing arguments used to build
the connecting morphism. |

We now turn to Hodge theory, which quite directly fits in our framework, being it based
on the notion of L? and Sobolev forms. We start with:

Definition 3.5.11 (Codifferential) The space D(8;) C L?>(A*T*M) is the space of those
forms w for which there exists a form dw € L?(AF=YT*M), called codifferential of w, such that

/<5w,n> dm = / (w,dn) dm, Vn € TestFormy_1(M). (3.5.12)

In the case k = 0 we put D(8y) := L?(m) and define the & operator to be identically 0 on it.

The density of TestFormy_1(M) in L2(A¥~1T*M) ensures that the codifferential is uniquely
defined and the definition also grants that ¢ is a closed operator in the sense that {(w,dw) :
w € D(8;)} is a closed subspace of L2(AFT*M) x L2(A=1T*M).

For 1-forms, the operator 0 is nothing but the opposite of the divergence, in the sense that
w € D(81) if and only if w! € D(div) and in this case

dw = —div(w?), (3.5.13)

as can be checked by direct definition. Moreover, noticing that by approximation we can test
the codifferential against forms in H d1’2(Ak_1T*M), and considering such forms concentrated
on prescribed open sets, it is immediate to verify that for any w € D(d;) we have

dw=0  m-a.e. on the interior of {w = 0}, (3.5.14)

where as usual this statement should be intended as ‘6w = 0 m-a.e. on every open set {2 on
which w is m-a.e. 0.
We shall make use of the following computation:

Proposition 3.5.12 For fi,..., fr € TestF(M) we have dfy A ...dfx € D(6x) with
S(dfi A..dfi) =Y (“1)IAfidfi A Adfi AL Adf

+ 3 (CV)TIVEVEP A A A L ANAf AL Adf
1<j
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proof Put for brevity w := df; A ...df; and notice that by linearity, it is sufficient to test
condition (3.5.12) for n = g1dga A ... A dgx with g1,...,9x € TestF(M). Thus pick such 7,
recall (3.5.2) and the definition of scalar product in L2(A*T*M) to get

/ ,dn) dm = / Z ngava@)

€Sy
— [ s@)(T01,Vfoiw) TT (T2 Vo) dm
€S} i>1
where Sy, is the set of permutations of {1,...,k} and s(o) the sign of the permutation o € S.

Integrating by parts to get rid of the gradient of g; we get

/(W dn)d /Z o) g le<Vfa(1 H<V9i,vfa(z‘)>) dm

€Sk i>1
= —/ Z 5(0)91<Afg(1) H (Vgi, Vi)
ocESE i>1
+ Z Hess(97)(V fz1), Vo)) H (Vi V fo(i))
]>1 i>1
i
+ Z Hess(f(y)(Vfo1), Vj) H (Vgi, Vfa(i)>> dm.
j>1 i>1
i

The terms containing Hess(g;) disappear in the sum when adding the value given by a per-
mutation with the one obtained swapping (1) and o(j). The thesis then follows taking into
account the identities

ST s(o) [ (Voi, Vi) = (D" dga Ao Adge, dfi A AAfTA LA S,

oc€Sy, >1

o(1)=I

S° s0) [ (Vei, Visw) = all, J, K){dgs...dgy ... dgx,dfy ... dfr ... dfx ... dfs),
UTT)S:]CI ;;17
o(J)=K

valid for any I, K € {1,...,k}, [ # K, J € {2,...,k}, where

_1)1+I+J+K if I < K,
a’([a Jv K) = { (_1)I+J+K it I > K,

the fact that
Hess(fx)(V f1,-) — Hess(f1)(Vfx,") = [Vf1,Vfx],
and the identity

ST VUV V k], V) (dge . dgy . dge,dfi ... dfr .. dfk .. df)
J>1

= (dga A+ .. Adge, VL VIRIA . AAfTA . Adfr A df).
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We now introduce the ‘Hodge’ Sobolev spaces:
Definition 3.5.13 (The spaces Wﬁ’Q(AkT*M) and Hé’z(AkT*M)) The space
Wé’z(AkT*M) is defined as Wc}’?(AkT*M) N D(6r) endowed with the norm

l0lfys2bgensy = 19002 argens) + 1492 arsrgng) + 109 L2 k170,

and the space Hﬁ’Q(AkT*M) as the Wé’Q—closure of TestFormy (M) (which by point (v) of The-
orem 3.5.2 and Proposition 3.5.12 is a subset of WI}I’Q (AFT*M)). The Hodge energy functional
€x : L2(AFT*M) — [0, 00] is defined as

1
B 2/|dw|2 + |6w|? dm, if w € WP (AFT*M),

400, otherwise.

EH(w)

Arguing as for Theorems 3.3.2, 3.4.2 and 3.5.2, we see that Wé’z(AkT*M) and HII{’Q(A’“T*M)
are separable Hilbert spaces and £y is lower semicontinuous.

We can now give the definition of Hodge Laplacian and in analogy with what we did for the
connection Laplacian in Section 3.4.4, we shall restrict our attention to forms in H11{’2 (AkT*M):

Definition 3.5.14 (Hodge Laplacian and harmonic forms) Given k € N, the domain
D(Anyg) C H11{’2(AkT*M) of the Hodge Laplacian is the set of w € Hll{’z(AkT*M) for which
there exists o € L2(A*T*M) such that

/<a,77> dm Z/(dw,dm + (dw,on)ydm,  ¥n € HE(AFT*M).

In this case, the form o (which is unique by the density of Hlli’2(AkT*M) in L2(AFT*M) ) will
be called Hodge Laplacian of w and denoted by Apw.
The space Harmy (M) C D(An ) is the space of forms w € D(An ) such that Apw = 0.

Recalling that for every function f € L?(m) we have §f = 0, we see that D(Ap ) = D(A)
with the usual unfortunate sign relation:

Auf = —-Af.
The very definition also gives that
1
Enlw) = ¢ / (w0, Agwhdm,  Vw € D(Agp). (3.5.15)

Arguing as for the connection Laplacian, it is easy to check that the Hodge Laplacian can
also be seen as the only element of the subdifferential of the augmented Hodge energy €1 :
L2(A*T*M) — [0, oc] defined as

1
. 3 / |dw|? + |dw]|? dm, if w e Hy*(AFT*M),

En(w) = (3.5.16)

400, otherwise.
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This also shows that Ay is a closed operator, i.e. {(w, Apw) : w € D(Apny)} is a closed subset
of L2(AFT*M) x L2(A*T*M) for every k € N. Notice that in analogy with the smooth setting
we have

w € Harmy (M) = wE HEI’Q(A’“T*M) with dw = 0 and dw = 0, (3.5.17)

indeed the implication < is obvious, for the = just notice that if w € Harmy(M) we have
(w, Apw) = 0 m-a.e. and thus

0 :/<w,AHw> dm (3'i15)/|dw|2 + [6w|* dm.

The closure of the Hodge Laplacian grants that Harmy, (M) is a closed subspace of L?(A*T*M)
and thus an Hilbert space itself when endowed with the L?(A*T*M)-norm. We then have the
following result:

Theorem 3.5.15 (A version of the Hodge theorem) The map
Harm; (M) > w — [w] € HY,(M)

is an isomorphism of Hilbert spaces.

proof The basic theory of Hilbert spaces grants that if H is an Hilbert space, V C H a
subspace and V= its orthogonal complement in H, then the map

Visw — w4+VeH/V

is an isomorphism of Hilbert spaces.

To get the proof of the theorem, just apply such statement to the Hilbert space Cy(M) en-
dowed with the L?(A*T*M)-norm, the subspace E;(M) and notice that by the very definition
of codifferential we have that w € D(dy) with dw = 0 if and only if w is orthogonal to Ej(M).
Since we already know that dw = 0 for every w € Ci(M), by the characterization (3.5.17) we
conclude. 0

Remark 3.5.16 It should be noticed that our definition of the domain of the Hodge Lapla-
cian, and thus that of harmonic forms, is tailored to get this version of Hodge theorem.
Indeed, for what we know there might be forms in Wé’2(AkT*M) \ HﬁI’Q(AkT*M) with zero
differential and codifferential. |

3.6 Ricci curvature

We now use all the language developed so far to reformulate the content of the crucial Lemma
3.3.7 and define the ‘Ricci curvature tensor’ on RCD (K, 0o) spaces. We then discuss its basic
properties and some open problems concerning its structure.

We start with the following computation:
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Proposition 3.6.1 For every f,g € TestF(M) we have fdg € D(Aw,1) with
Au(f dg) = —f dAg — Af dg — 2Hess(g)(V f, ) (3.6.1)
and for every f € TestF(M) and X € TestV(M) we have X°, fX* € D(Ap,1) with

(Au(fX")F = f(AuX")! — AfX — 2Vg X (3.6.2)

proof The right hand sides of (3.6.1) and (3.6.2) define forms in L?(T*M), so the statements
make sense. From the definition of Ay and a density argument, to prove (3.6.1) it is sufficient
to show that for any f, g € TestF(M) we have

/ (— fdAg — Afdg — 2Hess(g)(Vf, ), fdg) dm = / (d(fdg), d(Fdg)) + 6(dg)5(fdg) dm

To this aim, notice that from formula (3.5.13) and the fact that (fdg)? = fVg we get 6(f dg) =
—(Vf,Vg) — fAg € WH2(M) and thus

/ 5(fdg)3(fdg) dm = / (Vf,Vg) — fAg), fd) dm
/ (Hess(f)(Vg,-) + Hess(q)(V,) + Agdf + fdAg, fVG) dm

Similarly, we have d(fdg) = df A dg and using Proposition 3.5.12 in the case k = 1 we see
that df A dg € D(d2) with

/ (d(fdg), d(fdg)) dm = / (5(df A dg), Fdg) dm
~ [ (89as - Afdg ~ [V1.VgP fag) m

Then (3.6.1) follows noticing that [V f, Vg]* = Hess(g)(Vf,-) — Hess(f)(Vg, -).

For (3.6.2) notice that the fact that X°, fX” are in D(Ap 1) follows by what we just proved
and the fact that TestF(M) is an algebra. Then by linearity it is sufficient to consider the
case X = g1Vgo, 91,92 € TestF(M), and in this case from (3.6.1) we get

An(fg1dgz) = —fg1dAge — A(fg1)dge — 2Hess(g2)(V(fg1), )
= —fg1dAgs — fAgi1dgs — g1Af dg2 — 2(V £, Vg1)dga
— 2fHess(g2)(Vg1,-) — 2g1Hess(g2)(V f, )
= fAu(g1dge) — Af(g1dge) — 2(Ves(g1 Vo)),

having recalled that V(g1 Vga) = Vg1 ® Vga + g1Hess(g2)* in the last step. O

We shall need the Leibniz rule for the measure valued Laplacian:

=  fgeD(A) and A(fg)=fAg+ (Afg+2(Vf Vg))m
(3.6.3)

f € TestF(M) }
g€ D(A)
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where f is the continuous representative of f. This can be proved as (2.3.24): just notice
that for any ¢ : M — R Lipschitz with bounded support the function f@ is also Lipschitz
with bounded support and

- [ (Vo 9a) dn =~ [ 4(V0.95) + £(76.g) dm
= /—<V(<p9), V)= (V(ef),Vg) +20(Vf,Vg)dm
— / pgAf +25(V ], V) dm + / oFdAg,

which is the claim.
We shall also make use of the duality formula

2

| Asymlfig = ess-sup | 24y " Vhi ® Vhi — | Y Vh; @ Vh; (3.6.4)
i=1 i=1 HS
valid for every A € L?(T®2M), where the ess-sup is taken among all m € N and hq, ..., hy, €

TestF(M). This is an instance of formula (1.5.12) (recall that {dh : h € TestF(M)} is a space
of bounded elements generating L?(7*M) in the sense of modules).

We now have all the ingredients needed to reinterpret the key Lemma 3.3.7 in terms of the
differential calculus developed so far:

Lemma 3.6.2 Let X € TestV(M). Then X” € D(An,), |X|? € D(A) and the inequality

X 2
Al (joxpzg - (x anx) + KIXP)m (3.6.5)

holds

proof The fact that X € D(Ap,1) comes from Proposition 3.6.1, while from the fact that
for f € TestF(M) we have |Vf|? € D(A) (Proposition 3.1.3), so that the simple property
(3.6.3) gives that | X|?> € D(A). Still (3.6.3) gives, with little algebraic manipulation, that for
X =", 9V fi we have

X 2
Al =S (520095 V) + (900, V0 (9.9 1)) m
2
1__
+ (20:Hess(£:) (V3. Vg;) + 2g:Hess () (V fi, Vgj) ) m + 55,3, AV f5, V ;).
= ; ; . = X2 A IXP X
where g; is the continuous representative of g;. Writing A= Age5-m+ Aging - with
A smgg 1L m, the thesis will be achieved if we show that
X 2
and P
AQC’Q’ > VX2 — (X, (ApX")) + K|X[?,  mae. (3.6.7)

147



By Proposition 3.6.1 we get the formula
AuX’ =" —gidAfi — Agidf; — 2Hess(£:)(Vgi,-)
and therefore
—(X, (AuX")") =" gig) (VAL Vi) + 9;80i(V £, V £5) + 29, Hess(£:)(Vgi, V f5).
,J
Moreover, from formula (3.4.2) and recalling the definition of Apsym in (1.5.10) we see that

Vg @ Vfi—Vfi®@Vg;
<VX)Asym - Z 2

7

and therefore

.3

Hence recalling the definition of the measure u((f;), (¢;)) given in Lemma 3.3.7 we see that

2
(1. (00) = AEL 4 (% (a0 — KX = (9 a2 ).

In particular, we see that the singular part of A@ w.r.t. m coincides with the singular part
of 1((fi), (g:)) w.r.t. m and thus inequality (3.3.13) in Lemma 3.3.7 gives (3.6.6).

On the other hand, inequality (3.3.14) in Lemma 3.3.7 grants that for every m € N and
choice of hy,. .., hy, € TestF(M) we have

Em: Vh; ® Vh;

=1

m X 2
VXY Vhi @ Vh| < \/Aac‘z‘ + (X, (AuX")!) — K|X 2 = (VX)asymliis

i=1

HS

m-a.e., which after an application of Young’s inequality at the right hand side gives

2
S VA V| < Al (0 QX)) KX (VX payml

=1 HS

2VX 0 Y Vhi®Vhi—
1=1

m-a.e.. Taking the essential supremum over all m € N and choices of hq, ..., hy, € TestF(M)
and recalling the identity (3.6.4) we obtain

X2

‘(v‘Xv)Sym’2 < Aaci + X - (AHXb) - K‘X|2 - |(VX)Asym‘2H57 m-a.e.,

Hs =
which by (1.5.11) is (3.6.7). O
It might be worth to remark that for X € TestV(M) we have

X2

A
2

(M) = 0. (3.6.8)
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This can be easily checked picking a sequence (@) of uniformly Lipschitz and uniformly
bounded functions with bounded support and everywhere converging to 1, noticing that
AEE (M) is the limit of [ @, dAEL = — [VX 1 (Vi, @ X)) dm, that [VX : (Vi, ® X)| <
|IVX|us|X| |Ven| and concluding by the dominate convergence theorem thanks to the fact
that |VX || X| € L (m).

In the foregoing discussion it will be useful to read the space H;f (T*M) in terms of vector
fields rather than covector ones. Thus we give the following simple definition:

Definition 3.6.3 The space H}11’2(TM) C L*(TM) is the space of vector fields X such that

1,2 s ‘ .
X’ € Hy*(T*M) equipped with the norm HX”HQQ(TM) = ||Xb|\HI1{,2(T*M).

Lemma 3.6.2 directly gives the following inequality, which generalizes Corollary 3.3.9 to
vector fields:

Corollary 3.6.4 We have Hé’z(TM) C HéJz(TM) and

K
Ec(X) < en(X’) = S| X [ Taqayy VX € Hy*(TM). (3.6.9)

proof Let X € TestV(M) and compute the measure of the whole space M in inequality (3.6.5).
Taking into account the simple identity (3.6.8) we obtain

[1xEgan < [ (X, (a0x°)) - k)X am.

Recalling (3.5.15), (3.6.9) is proved for X € TestV(M), The general case then follows approx-
imating an arbitrary X € H ;I’Q(TM) in the H, }11’2-n0rm with vectors in TestV(M) and recalling
the L?(TM)-lower semicontinuity of &c. O

A simple consequence of this corollary is the following bound, which adapts to the current
context a classical idea of Bochner, on the dimension of H},(M) on spaces with non-negative
Ricci curvature:

Proposition 3.6.5 (Bounding dim(H},(M)) on RCD(0, ) spaces) Let (X,d,m) be an
RCD(0, c0) space and (E;)ienuoo} the dimensional decomposition of M associated to the cotan-
gent module L*(T*M) as given by Proposition 1.4.5. Denote by Ny the minimal index i in
NU{oo} such that m(E;) > 0.

Then dim(H&R(M)) < Npmin -

proof By Theorem 3.5.15 we know that dim(H}p(M)) = dim(Harm;(M)), hence if
Harm;(M) = {0} there is nothing to prove. Thus assume that dim(Harm;(M)) > 1 and
notice that for every w € Harm; (M) inequality (3.6.9) gives that

Eo(wh) < Ex(w) = / (w, Agw) dm = 0.

Therefore, by definition of &¢, the covariant derivative of w! is identically 0.

It follows from point (i) in Proposition 3.4.6 that for any two wi,ws € Harm;(M) the
function f := (w1, ws) = <w§, wg> is in H11(M) with |df| = 0 m-a.e.. It is then clear that such
f must be m-a.e. constant: just recall that by the property (3.3.28) of the truncated functions
fn = max{min{f,n}, —n} € L?(m) and Proposition 3.3.13 we have that f,, € WH2(M) so
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that from the Sobolev-to-Lipschitz property (3.1.3) we infer that f,, is m-a.e. constant. Being
this true for every n € N, f is m-a.e. constant as claimed.
Now let wi, ..., w, € (Harmy(M), || - || p2(r+ar)) orthonormal: since [ (w;,w;) dm is equal to
1if i = j and to 0 otherwise, what we just proved implies that m(M) < oo and
1 . .
|w;|* = (X’ m-a.e. Vi, and (wi,wj) =0, m-a.e. Vi#j.
It is then clear that wy, ..., w, are locally independent on M (Definition 1.4.1) and in particular
locally independent on Ey_, . By Proposition 1.4.4 we deduce that n < Ny, and being this
true for any choice of n orthonormal elements of Harm; (M), we deduce that dim(Harm; (M)) <
Nmin, as desired. O

Remark 3.6.6 There is no finite dimensionality assumption in this last statement and thus
we might certainly have Ny, = 0o so that taken as it is this proposition does not tell that
much. The related question is thus if one can say that on RCD(K, N) spaces one has Ny, < N.

To answer this question is outside the scope of this work, but we remark that in the recent
paper [42] Mondino-Naber proved that RCD(K, N) spaces admit biLipschitz charts - defined
on Borel sets - where the corresponding target Euclidean spaces has dimension bounded
from above by N. Stated as it is, such result does not really allow to conclude due to the
lack of information about the behavior of the measure on the chart, but apparently (private
communication of the authors) with minor modification of the arguments one can also show
that the image measure is absolutely continuous w.r.t. the Lebesgue one with bounded density.
With this additional information and using the results of Section 2.4 one could easily conclude
that Npin < N.

A different approach to the same result, more in line with the analysis carried out here, is to
provide in the non-smooth setting a rigorous justification to the computations done by Sturm
in [54]: there the author showed how to deduce via purely algebraic means out of the Bochner
inequality with the dimension term the fact that the abstract tangent space has dimension
bounded by N. Although the ‘smoothness’ assumptions in [54] are not really justified in the
general setting, the style of the arguments used seems suitable of adaptation in the language
of L*°(m)-modules developed here. [

Another direct consequence of Lemma 3.6.2 is that it allows to define the Ricci curvature:

Theorem 3.6.7 (Ricci curvature) There exists a wunique continuous map Ric
[H}ll’2(TM)]2 — Meas(M) such that for every X,Y € TestV(M) it holds

Ric(X,Y) = A<X’2Y> + (%(X, (AgY®)f) + %(Y, (ApX°)") — VX VY)m. (3.6.10)

Such map is bilinear, symmetric and satisfies

Ric(X, X) > K|X|*m, (3.6.11)
Ric(X,Y)(M) = / (dX°,dY") + 6X°5Y’ — VX : VY dm, (3.6.12)
[Ric(X, ¥)llrv < 24/€a(X") + KX [32ng) /€0 + KV 3oy (3:6.13)

for every X, Y € HI%I’2(TM), where K~ := max{0, —K}.
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proof By Lemma 3.6.2 it directly follows by polarization that (X,Y) € D(A) for X, Y €
TestV(M) so that (3.6.10) makes sense. It is then clear that (3.6.10) defines a map Ric :
[TestV(M)]? — Meas(M) which is bilinear and symmetric. The validity of (3.6.11) for X €
TestV (M) is just a restatement of inequality (3.6.5) and (3.6.12) for X, Y € TestV (M) follows
from (3.6.8) and the very definition of Hodge Laplacian.

Putting Ric(X,Y) := Ric(X,Y) — K(X,Y)m for every X,Y € TestV(M), we have that
Ric(X, X) > 0 and thus also that
IRic(X, X)|rv = Ric(X, X)(M) = 28u(X”) — 28¢(X) — K[| X[22

b X (3.6.14)
< 28u(X7) — K[| X|[72¢rm)-

Then for arbitrary X,Y € TestV(M) and A € R we have Ric(X + AY, X + AY) > 0 and
therefore by bilinearity and symmetry we get

A2Ric(X, X) + 2ARic(X,Y) + Ric(Y,Y) > 0,

so that the bound (3.3.8) in Lemma 3.3.6 and inequality (3.6.14) grant that

IRic(X, Y)llrv < \/261(X°) = KIX 2200 y/261(Y") = KIY |32

Therefore since |Ric(X,Y)|rv < [|Ric(X,Y)||ltv + | K] JHUX,Y)|dm we get

IRic(X,Y)|rv < \/2€H (X%) = K[IX |20y \/2.5H (V?) = K[[Y (3207 + |K|/|<X, Y)| dm

< \J2eu(X°) + (K| = K)IIX 2 (pryy260(Y?) + (1K ] = K)IY (2

which is (3.6.13) for X,Y € TestV(M). This also proves that Ric : [TestV(M)]? — Meas(M)
is continuous w.r.t. the Hﬁ’Q(TM)—norm, thus granting existence and uniqueness of the con-
tinuous extension of such map to [H}lI’Q(Tl\/I)]2 and the conclusion. O

We shall refer to the map Ric : [Hllf(Tl\/I)]2 — Meas(M) given by the previous theorem as
to the Ricci curvature. Notice that formula (3.6.10) for X =Y gives the familiar Bochner
identity

X2

A
2

= (VX2 — (X, (ApX")"))m + Ric(X, X), VX € TestV(M),

and in particular

2
NiZi

5 = (|Hess(f)l}g + (VS VAf))m + Ric(Vf,Vf),  Vf € TestF(M).

The expression (3.6.10) cannot be written for generic X,Y € Hll{’Z(TM) because we don’t
know whether (X,Y) is in D(A) nor if X°,Y” are in D(Ag 1), but still explicit expressions
for the Ricci curvature can be obtained by ‘throwing some derivatives on the function one is
integrating’:
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Proposition 3.6.8 (Some representations of Ric) For every X,Y € H11{’2(TM) and f €
TestF(M) we have

/deic(X, Y) :/(de,d(fo)) +0X°8(fY") = VX : V(fY)dm (3.6.15)
and the more symmetric expression

/ FdRic(X,Y) = / Hess(f)(X, Y) + df (Xdiv(Y) + Ydiv(X)) o1
+ f((dX,dY?) + 6X"0Y" — VX : VY) dm,

where f s the continuous representative of f.

proof The two sides of both (3.6.15) and (3.6.16) are continuous in X,Y w.r.t. the Hllf (TM)-
topology, thus by approximation we can assume that X,Y € TestV(M). The proof then
comes by direct computation.

Fix f € TestF(M), X,Y € TestV(M) and call A(X,Y) and B(X,Y) the right hand sides of
(3.6.15) and (3.6.16) respectively. We start claiming that A(X,Y) = B(X,Y’), which follows
noticing that

/(de,d(fo))dm:/(de,df/\Yb> + f(dX’,dY?) dm
_ /dxb(vf,y) + (X, dY?) dm
_ /_<X, VVAS + (X, VF)div(Y) — (X, [V, Y]) + F(dX?,dY?) dm
= /—(X,Y>Af + (X, V)div(Y)
— VY : (Vf®X)+ Hess(f)(X,Y) + f(dX°,dY") dm
/ 5X°5(fY") dm = / div(X)div(fY)dm = / div(X)(V[,Y) + fdiv(X)div(Y) dm
/—VX:V(fY)dm—/—VX:(Vf®Y)—fVX:VYdm
adding everything up and using the identity
/—(X,Y)Af — VY (Vf®X)-VX: (Vf®Y)dm=0.

Thus A(X,Y) = B(X,Y) as claimed, which also ensures A(X,Y) = A(Y, X).
Now notice that directly from (3.6.10) we get

[ FaRicx,y) = [ (VLT + @)Y + (X0
+ (dX, d(fY?)) + 6X°6(fY") —2fVX : VY dm,

and therefore observing that

—(VV(X,Y)) =2fVX:VY =-VX:(VfQY)-VY:(Vf®X)-2fVX:VY
= -V(fX): VY - VX :V(fY),
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we see that

/deic(X,Y) = %(A(X,Y) + A(Y, X)),

which gives the thesis. O

Notice that in formula (3.6.15) if we knew that X was both in D(A¢) and such that X €
D(AHn,1), then after an integration by parts we would get

/ fdRic(X,Y) = / FOY (ApX")f + AcX) dm,

which is an instance of the classical Weitzenbock identity. Yet, we don’t really know if any
non-zero X as above exists, so we are obliged to formulate such identity as done in (3.6.15).
The Ricci curvature has the following tensor-like property:

Proposition 3.6.9 For every X,Y € Hé’2(TM) and f € TestF(M) we have
Ric(fX,Y) = fRic(X,Y), (3.6.17)

where f is the continuous representative of f.

proof By the continuous dependence of Ric on X,Y € Hll{’Q(T M) we can, and will, assume
that X,Y € TestV(M) and with a density argument based on the approximation property
(3.2.3) it is sufficient to show that for any g € TestF (M) we have

/ngic(fX,Y) :/gdeic(X,Y).

By the defining property (3.6.10) we have

[ oaRic(rx.) = [ 5(£AgL.Y) + FalX. (AuY" ) + gl¥. (Au(FX)))
—gV(fX): VY dm,
[ afaRic(x.) = [ 5 (A()X.Y) + FolX. (Buy")) + (V. (A X))
— fgVX : VY dm,

and the conclusion follows with a term-by-term comparison taking into account the identities

A(fg) = gAf + fAg+2(Vf, Vg)
V(fX):VY = fVX: VY + VY : (Vf®X)

(Au(fX)°) = fF(ApX)  — AfX — 2Vy; X

(see (2.3.24), (3.4.5), (3.6.2)) and the fact that
/(Vf,Vg)(X,Y>dm - —/g(Af(X,Y) FVX:(Vi@Y)+ VY : (Vf@X)) dm,

which follows after an integration by parts taking into account formula (3.4.7). O
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As a direct consequence of these formulas and of the locality properties (3.4.10), (3.5.7) and
(3.5.14), we see that the Ricci curvature is local in the following sense:

X =0, m-ae. on{}

/ . o / . o
Y =0, m-a.e. on } for £2,£ C M open with M =Q U = Ric(X,Y) =0,

and similarly

X =Y me-ae. on an open set 2 C M = Ric(X,X)|Q = Ric(Y, Y)’Q

To have at disposal the bound on the Ricci curvature tensor allows to generalize the Bakry-
Emery contraction estimate to 1-forms. To state the inequality we first introduce the heat
flow (hp¢) on 1-forms as the gradient flow of the augmented Hodge energy functional &y
L*(T*M) — [0,00] defined in (3.5.16). This means that for every w € L?(T*M) the curve
t = hp¢(w) € L2(T*M) is the unique continuous curve on [0, 00) which is locally absolutely
continuous on (0, 00) and fulfills hy4(w) € D(Ap 1) and

%hH,t(w) = *AHhH,t(W)a vt > 0. (3.6.18)

Notice that for f € WH2(M) we have
hH,t(df) = dht(f)7 vt > O’

as can be checked for instance noticing that ¢ — dh.(f) satisfies (3.6.18) and using the
aforementioned uniqueness.
Then we have the following estimate:

Proposition 3.6.10 For every w € L?(T*M) we have

lhi s (w)|? < e 2Ky (|wl?), m-a.e. vt > 0.

proof The argument is similar to that for Proposition 3.4.16. By the approximation property
(3.2.3) it is sufficient to prove that for any ¢ > 0 and non-negative f € TestF(M) with
Af € L°°(m) it holds [ flhm+(w)|?dm < e 2Kt [ fhy(Jw|?) dm.

Thus fix such ¢ and f and consider the map F': [0, s] — R given by

F(s) = [ sl @)y am = [ h(Dlhi (@) dm.
Then the very same arguments used in Proposition 3.4.16 grant that F : [0,¢] — R is contin-
uous and locally absolutely continuous on (0,¢] and in computing its derivative we can pass
the derivative inside the integral. Thus putting fs := hs(f) and X; := (hps(w))? we have
Fl(s) = /—Aft5|Xs|2 C2fi (X, (ApX?)) dim.

By Corollary 3.6.4 we see that X € Hé:2(TM) and thus by point (i) in Proposition 3.4.6
that | X|? € HYY(M) and

Fi(s) = / (V fios, VIX) = 20frs Xy (A X)) dm

_9 / VX, (Vs ® Xy) — (A(fims Xo), dX2)) — 6(fi_sX?) 56X dm.
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Recalling the Leibniz rule (3.4.5) we get
VX,: (vftfs ® Xs) =VX;: V(ftsts) - ftfs|VXs||2_|S <VX;: v(ft78X8)7
and thus from formula 3.6.15 we obtain

Fl(s) < —2/ft_s dRic(X,, X,) < —QK/ft_S\XSde = —2K F(s),

so that the conclusion follows by Gronwall’s lemma. U

We built the Ricci curvature tensor on an RCD(K, 0o) space and used the weak curvature
assumption to deduce that the Ricci curvature is indeed bounded from below by K, but one
might also ask whether the viceversa holds, i.e. if having a lower bound on the Ricci curvature
tensor gives any information in terms of synthetic treatment of lower Ricci curvature bounds.

A result in this direction is provided by the following theorem, proved in [9]:

Theorem 3.6.11 (From Bochner inequality to RCD) Let (M,d,m) be an RCD(K, o)
space, K' > K and assume that the inequality

/Ago'véfP dm > /¢<Vf, AV ) + K'o|Vf]* dm (3.6.19)

holds for every f,o € D(A) N L®(m) with Af,Ap € W21 L¥(M) and ¢ > 0. Then
(M,d,m) is an RCD(K’, 00) space.

proof See Theorem 1.1 in [9] and notice that all the topological assumptions are automatically
satisfied because the space is assumed to be RCD(K, 00) (making the proof much simpler in
this case). O

With this theorem at disposal it is obvious that

(M, d, m) is an RCD(K, o) space with } N (M. d. m) is an RCD(K”, 0c) space.

Ric(X, X) > K'|X[>’m VX € Hy*(TM)

It is indeed sufficient to consider the inequality [@dRic(Vf,Vf) > K’ [¢|Vf]*dm for
f,¢ € TestF(M) and ¢ > 0 to recover (3.6.19) and thus the claim. This sort of statement
is quite weak, because it gives a lower Ricci curvature bound for a space which already had
one. It is much more interesting to obtain a curvature bound out of a purely differential
information plus possibly some (minimal) global regularity assumption on the space. Results
in this direction have been obtained in [9], where the lower bound on the Ricci is imposed via
a weak formulation of the Bochner inequality.

We conclude the section discussing the limitations of the Ricci curvature so defined and
the difficulties one encounters in trying to better understand it.

The first fact which is important to realize is that we might have Ric = 0 on spaces which
do not really look Ricci-flat. The simplest example is the metric cone built over an S' of
total length < 27 equipped with the 2-dimensional Hausdorff measure. This is an RCD(0, o)
(in fact RCD(0,2)) space, a fact which can be seen either proving that it is an Alexandrov
space with non-negative curvature and then using Petrunin’s result [46] or directly checking
the curvature-dimension condition as done in [16] (the fact that this space is infinitesimally
Hilbertian is quite obvious). It is clear that this space without the vertex O is a smooth
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and flat Riemannian manifold so that directly by the definition we get that Ric(X, X) must
vanish outside the vertex. Moreover, the set C' := {O} has 0 capacity in the sense that

m(C) = 0 and there exists a sequence (f,) C W?(M) of functions having
Lipschitz representatives f,, such that / IDf.[>dm — 0 and f,(z) — Xc(z) (3.6.20)
for every x € M as n — oo.

Indeed, clearly m({O}) = 0 and the functions f,(z) := max{l — nd(z,0),0} are 1 on O,
uniformly bounded in W2?(M) and pointwise converging to 0 on M\ {O}. Thus (f,,) weakly
converges to 0 in W12(M) so that by Mazur’s lemma there is a sequence of convex combina-
tions W12(M)-strongly converging to 0, which yields the property (3.6.20).

On the other hand, it is easy to see that the Ricci curvature Ric never sees sets C as
in (3.6.20). To prove this claim, it is sufficient to check that Ric(X, X)(C) = 0 for X €
TestV(M), because TestV(M) is dense in Hll{’z(TM) and Ric : [Hll{’Q(TI\/I)]2 — Meas(M) is
continuous, the target space being endowed with the total variation norm. Then observe that,
by the very definition of measure valued Laplacian, for C as in (3.6.20) and g € D(A) we
have Ag(C) = 0 and therefore by formula (3.6.10) we see that for X € TestV(M) and C as
in (3.6.20) we must have Ric(X, X)(C) = 0, as claimed.

It follows that for such cone the Ricci curvature must vanish identically, although intuitively
one would expect to have as curvature some Dirac delta on the vertex.

This example shows that the measure valued Ricci curvature as we defined it is not suitable
to recover any sort of Gauss-Bonnet formula.

A different kind of problem that we have with the Ricci curvature as given by Theorem
3.6.7 is that it is not clear if it is really a tensor (see also Remark 3.4.10). Here part of the
issue is that it is defined only for Sobolev vector fields and not for generic L? ones and in
particular we don’t know if for some function r : M — [0, 00) we have

Ric(X, X) <r|X[*’m, m-ae,
for every X € HIEI’Q(TM). A basic question is then:
can we extend Ric to a bilinear continuous map from [L?(TM)]? to Meas(M)?
And more generally and somehow more vaguely:
what is the maximal subspace of L*(TM) on which we can continuously extend Ric?

In this direction, notice that in inequality (3.6.14) of the proof of Theorem 3.6.7 we thrown

away the term Ec(X), thus certainly losing some information. The result is that we obtain

the inequality (3.6.13) which is evidently sub-optimal in the smooth case because it misses

some crucial cancellations occurring in the smooth case. Yet, we can’t do anything better

without information on the L?-semicontinuity of the functional €y — &c. Here the problem

can be isolated as follows: consider the functional &gt : L?(TM) — [0, oc] defined as
Eair(X) = inf lim Ex(X)) — Ec(Xn),

n—o0

where the inf is taken among all sequences (X,,) C HII{’Q(TM) converging to X in L?(TM),

is it true that  Egig(X) = Eu(X) — Eo(X)  for X € HY*(TM) ? (3.6.21)
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A positive answer would allow to extend the definition of Ric(X,Y) to vector fields X,Y
belonging to the space D := {Eqg < oo} C L2(TM) equipped with the complete norm

1X1% = (1 + )X 1B e gy + Eaie(X),

as the very same arguments used in the proof of Theorem 3.6.7 would allow to improve
inequality (3.6.13) in

IRic(X, ¥)llrv < 2y/€an(X) + KX 2y /€ (V) + K1Y |20y

Indeed, one would first introduce the abstract completion V' of the space Hllf (TM) w.r.t. the
norm X \/( )HXHL2 ) T En(X") — €c(X) > || Xl L2(rmy, extends by continuity the
Ricci curvature to V' and then use the positive answer to question (3.6.21) to show that the
natural map from V to L?(TM) which assigns to a V-Cauchy sequence its L%(TM)-limit is
injective, so that V' can be identified with the space D.

Notice that in the smooth world the Weitzenbock identity ensures that D coincides with
L3(TM).

On a different direction, one might try to enlarge the domain of definition of Ric using
Proposition 3.6.9. Indeed, formula (3.6.17) suggests that for X, Y € H12(TM) and f,g €
L (m) with continuous representatives f, g one might define Ric(fX,gY) := fgRic(X,Y).

The problem in this attempt is that it is not really clear if it is consistent, the question
being the following;:

Let X,Y, Xq,..., X, € HII{’2(TM) and fi,..., f, € L>(m) with continuous representatives
fisoo o such that X =) £iX;. Is it true that »  fiRic(X;,Y) = Ric(X,Y) ?
i i

This seems not a consequence of basic algebraic manipulations based on the formulas involving
the Ricci curvature that we provided so far.
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