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Abstract

We study the homogenization of the equation

R(ε−1x)
∂uε

∂t
−∆uε = f ,

where R is a periodic function which may vanish or change sign, with appropriate
initial/final conditions. The main tool is a compactness result for sequences of functions
which have bounded norms in the spaces associated to the problems.

1 Introduction, notations and preliminary results

In this paper, we consider the homogenization for the following problem:
R(ε−1x)

∂uε

∂t
(x, t)−∆uε(x, t) = f(x, t) in Ω× (0, T ) = ΩT

uε(x, t) = 0 on ∂Ω× (0, T )
uε(x, 0) = ϕ(x) in Ω+,ε

uε(x, T ) = ψ(x) in Ω−,ε

(1.1)

where Ω is an open bounded subset of RN , N > 1, Ω±,ε will be specified below and
R, f, ϕ, ψ are the data of the problem, for which appropriate assumptions will be required
in the following. The main feature of this problem is that the function R may vanish and
change sign.

We recall that, for fixed ε, particular cases of equations like that in (1.1), arising in
kinetic theory (see, for instance, [4]), have been already considered in [2], [6].
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1.1 Notations
Let Ω ⊆ RN , N > 1, be a given open set, whose boundary is indicated by ∂Ω. We denote
by Lp(Ω), 1 6 p 6 ∞, the standard Lebesgue spaces, and by H1

0 (Ω) := W 1,2
0 (Ω) the Sobolev

space of functions in L2(Ω), having distributional derivatives in L2(Ω), which vanish on ∂Ω.
Let I be a real interval and X a Banach space. We denote by Lp(I;X), 1 6 p 6 ∞, the
space of measurable functions h : I → X such that

‖h‖p
Lp(I;X) =

∫
I

‖h(t)‖p dt < +∞ if 1 6 p < +∞

‖h‖L∞(I;X) = ess sup
t∈I

|h(t)| < +∞ if p = +∞ .

Let Y = (0, 1)N be the unit cell in RN . A function defined on RN is said to be Y -periodic
if it is periodic of period 1 with respect to each variable xi, with 1 6 i 6 n.
Throghout this paper, Ω is an open bounded subset of RN with Lipschitz boundary and T
is a positive number; we set ΩT = Ω× (0, T ). Finally, the letter C denotes a strictly positive
constant which may vary each time.

1.2 Assumptions and preliminary results
Let us assume that the data ϕ,ψ, f satisfy

ϕ,ψ ∈ L2(Ω) , f ∈ L2(0, T ;H−1(Ω)) .

Let R : RN → R be a measurable bounded Y -periodic function which may vanish and
change sign, and let us assume that the regions {x ∈ RN : R(x) > 0}, {x ∈ RN : R(x) < 0}
and {x ∈ RN : R(x) = 0} have Lipschitz boundaries.
We also assume that the mean value of R is different from zero, that is,

R =
∫

Y

R(y) dy 6= 0

This assumption is not used for the existence result (i.e., for fixed ε), but will be essential
in the proof of the compactness result, theorem 2.2 below. For simplicity of notation we set
Rε(x) = R(ε−1x). We denote by Ω+,ε (resp. Ω−,ε) the subset of Ω where Rε > 0 (resp.
Rε < 0).
We point out that in (1.1) the initial datum is only prescribed in the region where Rε > 0,
i.e. where the equation is “forward parabolic”, the final datum only where Rε < 0, i.e.
where the equation is “backward parabolic”, while no datum is given in the region where
Rε = 0, i.e. where the equation is “elliptic” in the variable x, with t as a parameter.

The first step is to state an existence result for the solution of (1.1). To this purpose, let
us define the space

Wε =
{
u ∈ L2(0, T ;H1

0 (Ω))
∣∣ (Rεu)′ ∈ L2(0, T ;H−1(Ω))

}
(1.2)

(where (Rεu)′ is the distributional derivative of Rεu with respect to t), endowed with the
natural norm

‖u‖Wε = ‖u‖L2(0,T ;H1
0 (Ω)) + ‖(Rεu)′‖L2(0,T ;H−1(Ω)) . (1.3)

Definition 1.1 For every ε > 0, we say that a function uε ∈ Wε is a solution of (1.1) if
the first equation in (1.1) is satisfied in H−1(Ω), for almost every t ∈ (0, T ) and

uε(x, 0) = ϕ(x) for a.e. x ∈ Ω+,ε , uε(x, T ) = ψ(x) for a.e. x ∈ Ω−,ε .
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As an immediate consequence of the results in [7], the following existence result holds.

Theorem 1.2 For every ε > 0, problem (1.1) admits a unique solution uε ∈ Wε. Moreover,

‖uε‖Wε 6 C
[
‖f‖L2(0,T ;H−1(Ω)) + ‖ϕ‖L2(Ω) + ‖ψ‖L2(Ω)

]
, (1.4)

where C > 0 does not depend on ε.

2 Main results

Our aim is to study the limit of the solutions uε of (1.1), when ε→ 0+. The main result is
the following

Theorem 2.1 For every ε > 0, let uε ∈ Wε be the unique solution of problem (1.1). Assume
that R > 0 and let u0 be the unique solution of

R
∂u0

∂t
(x, t)−∆u0(x, t) = f(x, t) in ΩT

u0(x, t) = 0 on ∂Ω× (0, T )

u0(x, 0) = ϕ(x) in Ω .

(2.1)

Then, for every δ > 0,

‖uε − u0‖L2(ΩT ) → 0 , ‖uε − u0‖L2(0,T−δ;H1
0 (Ω)) → 0 for ε→ 0+ . (2.2)

The main tool in order to achieve this result is the following compactness theorem (see
also [3] for the case where R(x) > c > 0).

Theorem 2.2 Assume that R 6= 0. Let {uε} be a sequence of functions such that ‖uε‖Wε
6

C. Then {uε} is relatively compact in L2(ΩT ).

Remark 2.3 - In the case where R = 0, the above theorem is false. For example, consider
Ω = (0, 1), uε(x, t) = η(x) sin(t/ε) with η ∈ C1

c (0, 1) and Rε(x) = sin(x/ε). The sequence
{uε} is bounded in Wε, hence uε ⇀ 0 weakly in L2(0, T ;H1

0 (Ω)), but it does not converge
strongly in L2(ΩT ).

Remark 2.4 - Actually, with the same proof one shows that theorem 2.2 holds for any
sequence {Rε} such that

Rε(x) ⇀ R(x) ∗-weakly in L∞(Ω), with R(x) 6= 0 for a.e. x ∈ Ω.

Remark 2.5 - The homogenization in the “critical” case R = 0 will be treated with a
different technique in a forthcoming paper [1], where more general linear operators will be
considered.

A similar homogenization result as in theorem 2.1 holds true, if we assume that R < 0.
Indeed we can state the following
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Theorem 2.6 For every ε > 0, let uε ∈ Wε be the unique solution of problem (1.1). Assume
that R < 0 and let u0 be the unique solution of

R
∂u0

∂t
(x, t)−∆u0(x, t) = f(x, t) in ΩT

u0(x, t) = 0 on ∂Ω× (0, T )

u0(x, T ) = ψ(x) in Ω .

(2.3)

Then, for every δ > 0,

‖uε − u0‖L2(ΩT ) → 0 , ‖uε − u0‖L2(δ,T ;H1
0 (Ω)) → 0 for ε→ 0+ . (2.4)

3 Proof of the results

Proof of Theorem 2.2 - Taking a subsequence, we can assume that uε ⇀ u weakly in
L2(0, T ;H1

0 (Ω)). By linearity, one can take u = 0. If uε → 0 strongly in L2(0, T ;H1
0 (Ω))

the statement is true, so we can assume that ‖uε‖L2(0,T ;H1
0 (Ω)) > α > 0. Define vε =

uε/‖uε‖L2(0,T ;H1
0 (Ω)). Since ‖vε‖L2(0,T ;H1

0 (Ω)) = 1, we can also assume that vε ⇀ v weakly
in L2(0, T ;H1

0 (Ω)). Actually v = 0; indeed for every θ ∈ L2(ΩT ) one has∣∣∣ ∫
ΩT

vεθ dx dt
∣∣∣ 6

1
α

∣∣∣ ∫
ΩT

uεθ dx dt
∣∣∣ → 0 .

Moreover {Rεvε} is bounded in L2(ΩT ) and {(Rεvε)′} is bounded in L2(0, T ;H−1(Ω)).
Therefore using the classical compactness result by Aubin (see, for instance, [8]), up to
subsequences one has

Rεvε → ξ strongly in L2(0, T ;H−1(Ω)) and weakly in L2(ΩT ) . (3.1)

We want to show that ξ = 0. Let φ(x) be any function in H1
0 (Ω). Then Rεφ → Rφ

weakly in L2(Ω) and strongly in H−1(Ω). If ζ(t) ∈ L2(0, T ), then Rεφζ → Rφζ strongly in
L2(0, T ;H−1(Ω)). Indeed∫ T

0

‖Rε(x)φ(x)ζ(t)−Rφ(x)ζ(t)‖2H−1(Ω) dt = ‖ζ‖2L2(0,T )‖Rεφ−Rφ‖2H−1(Ω) → 0 .

Therefore, recalling that vε ⇀ 0 weakly in L2(0, T ;H1
0 (Ω)), one has∫

ΩT

vεRεφζ dx dt→ 0 . (3.2)

On the other hand, by (3.1),∫
ΩT

Rεvεφζ dx dt→
∫

ΩT

ξφζ dx dt . (3.3)

Since φ(x) and ζ(t) are arbitrary, (3.2) and (3.3) imply ξ ≡ 0; i.e.,

Rεvε → 0 strongly in L2(0, T ;H−1(Ω)) and weakly in L2(ΩT ) . (3.4)
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By the following lemma 3.1, for every η > 0 and for ε small enough, one has

‖vε‖L2(ΩT ) 6 η + cη‖Rεvε‖L2(0,T ;H−1(Ω)) .

By (3.4) this implies
lim sup
ε→0+

‖vε‖L2(ΩT ) 6 η ;

but η is arbitrary, hence vε → 0 strongly in L2(ΩT ). Therefore

‖uε‖L2(ΩT ) = ‖uε‖L2(0,T ;H1
0 (Ω))‖vε‖L2(ΩT ) 6 C ‖vε‖L2(ΩT ) → 0 ,

which proves the theorem. �

Lemma 3.1 For every η > 0, there exist cη and εη > 0 such that, for every ε ∈ (0, εη) and
for every u ∈ H1

0 (Ω)

‖u‖L2(Ω) 6 η‖u‖H1
0 (Ω) + cη‖Rεu‖H−1(Ω) . (3.5)

Proof - By contradiction, assume that there exists η > 0 and a sequence {uε} ⊂ H1
0 (Ω),

with ε→ 0, such that

‖uε‖L2(Ω) > η‖uε‖H1
0 (Ω) +

1
ε
‖Rεuε‖H−1(Ω) . (3.6)

We set vε = uε/‖uε‖H1
0 (Ω). Since ‖vε‖H1

0 (Ω) = 1, we can extract a subsequence (still denoted
by {vε}) such that vε → v weakly in H1

0 (Ω) and strongly in L2(Ω), for some v ∈ H1
0 (Ω).

Moreover, from (3.6) one obtains

1 > ‖vε‖L2(Ω) > η +
1
ε
‖Rεvε‖H−1(Ω) , (3.7)

which implies Rεvε → 0 strongly in H−1(Ω). On the other hand, since Rε ⇀ R ∗-weakly
in L∞(Ω), it follows that Rεvε ⇀ Rv weakly in L2(Ω), so that Rv = 0. Therefore, using
the assumption R 6= 0, one can conclude that v = 0; i.e., vε → 0 strongly in L2(Ω). Finally
(3.7) implies

0 > η + lim sup
ε→0+

1
ε
‖Rεvε‖H−1(Ω) > η ,

which is absurd. �

Proof of Theorem 2.1 - By (1.4) and theorem 2.2, there exists a function u ∈ L2(0, T ;H1
0 (Ω))

and a subsequence, still denoted by {uε}, such that

uε → u strongly in L2(ΩT ) and weakly in L2(0, T ;H1
0 (Ω)) for ε→ 0+ . (3.8)

We now define the error function rε(x, t) = uε(x, t) − u0(x, t), where u0 is the solution of
(2.1). Assume for the moment that ∂u0

∂t ∈ L2(ΩT ). Then rε satisfies the equation
R(ε−1x)

∂rε
∂t

(x, t)−∆rε(x, t) =
[
R−Rε(x)

] ∂u0

∂t
(x, t) in ΩT

rε(x, t) = 0 on ∂Ω× (0, T )
rε(x, 0) = 0 on Ω+,ε

rε(x, T ) = ψ(x)− u0(x, T ) on Ω−,ε .

(3.9)
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Fix 0 < δ < T and let ηδ : [0, T ] → R be a nonincreasing C1-function such that ηδ(t) ≡ 1
in [0, T − δ], ηδ(T ) = 0. Let us now multiply the equation in (3.9) by rεηδ and integrate by
parts over ΩT , obtaining

1
2

∫ T

0

d

dt

[∫
Ω

Rεr
2
εηδ dx

]
dt− 1

2

∫
ΩT

Rεr
2
εη
′
δ dx dt+

∫
ΩT

|∇rε|2ηδ dx dt

=
∫

ΩT

[R−Rε]
∂u0

∂t
rεηδ dx dt .

Since ηδ(T ) = 0, the first integral is non-negative, therefore∫
ΩT

|∇rε|2ηδ dx dt 6
1
2

∫
ΩT

Rεr
2
εη
′
δ dx dt+

∫
ΩT

[R−Rε]
∂u0

∂t
rεηδ dx dt .

Passing to the lim sup for ε → 0+ in the previous inequality and taking into account that
η′δ 6 0, that Rε ⇀ R ∗-weakly in L∞(Ω) and that, by (3.8), rε → u−u0 strongly in L2(ΩT ),
we obtain

0 6 lim sup
ε→0+

∫
ΩT

|∇rε|2ηδ dx dt 6
1
2
R

∫
ΩT

(u− u0)2η′δ dx dt 6 0 .

This implies that ∇rεη1/2
δ → 0 strongly in L2(ΩT ). In particular, it follows that, for every

δ > 0, ‖uε − u0‖L2(0,T−δ;H1
0 (Ω)) → 0. Therefore, the limit u in (3.8) actually coincides with

the function u0 and hence the whole sequence {uε}, not just a subsequence, converges to u0.
If ∂u0

∂t 6∈ L2(ΩT ), we can proceed by approximation as follows. Let us take {fk} ⊆ L2(ΩT ),
{ϕk}, {ψk} ⊆ H1

0 (Ω) such that

fk → f strongly in L2(0, T ;H−1(Ω)) ,
ϕk → ϕ , ψk → ψ strongly in L2(Ω) .

Then, by the linearity of problems (1.1) and (2.1), and by the estimate (1.4), we obtain that

‖uε − u0‖L2(0,T−δ;H1
0 (Ω)) 6 ‖uε − uk

ε‖+ ‖uk
ε − uk

0‖+ ‖uk
0 − u0‖ (3.10)

6 C
(
‖fk − f‖L2(0,T ;H−1(Ω)) + ‖ϕk − ϕ‖L2(Ω) + ‖ψk − ψ‖L2(Ω)

)
+‖uk

ε − uk
0‖L2(0,T−δ;H1

0 (Ω))

where, for every ε > 0 and every k ∈ N, uk
ε and uk

0 are the unique solutions of (1.1) and
(2.1), respectively, with f, ϕ and ψ replaced by fk, ϕk and ψk. Since ∂uk

0
∂t ∈ L2(ΩT ) (see, for

instance, [5]), we can conclude by letting first ε→ 0+ and then k → +∞ in (3.10). �

The proof of theorem 2.6 is analogous to the previous one, up to obvious modifications.

4 The semilinear case

The compactness theorem 2.2 allows us to study, with a similar technique as in the proof
of theorem 2.1, the homogenization of equations with nonlinear reaction terms, as showed
in the next theorem. As in the linear case, there is no loss of generality in supposing that
R > 0. The adaptation for R < 0 is straightforward.
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Theorem 4.1 Assume that R(y) 6= 0 a.e. in RN , that R > 0, and let f : ΩT ×R → R be
a Caratheodory function with linear growth; i.e.,

i) for every s ∈ R, f(·, ·, s) is a measurable function on ΩT ;

ii) for a.e. (x, t) ∈ ΩT , f(x, t, ·) is a continuous function on R;

iii) there exists a constant γ > 0, such that, for a.e. (x, t) ∈ ΩT and for every s ∈ R,

|f(x, t, s)| 6 γ(1 + |s|) .

For every ε > 0, let uε ∈ Wε be a solution of the problem
R(ε−1x)

∂uε

∂t
−∆uε = f(x, t, uε) in ΩT

uε(x, t) = 0 on ∂Ω× (0, T )
uε(x, 0) = ϕ(x) in Ω+,ε

uε(x, T ) = ψ(x) in Ω−,ε .

(4.1)

Then there exists a subsequence, still denoted by {uε}, and a function u0 ∈ L2(0, T ;H1
0 (Ω))

such that, for every δ > 0,

‖uε − u0‖L2(ΩT ) → 0 , ‖uε − u0‖L2(0,T−δ;H1
0 (Ω)) → 0 for ε→ 0+ . (4.2)

Moreover, u0 is a solution of the problem
R
∂u0

∂t
−∆u0 = f(x, t, u0) in ΩT

u0(x, t) = 0 on ∂Ω× (0, T )

u0(x, 0) = ϕ(x) in Ω .

(4.3)

Remark 4.2 - In the case where the solution of problem (4.3) is unique, the whole sequence
{uε}, not only a subsequence, converges to the solution u0 of (4.3). This happens, for
instance, if f is nonincreasing with respect to the last variable or if there exists a constant
C > 0, such that

|f(x, t, s1)− f(x, t, s2)| 6 C|s1 − s2| for a.e. (x, t) ∈ ΩT ,∀ s1, s2 ∈ R .

The first step is to state an existence result for the solution of (4.1) (which is defined in
analogy with definition 1.1).

Theorem 4.3 For every ε > 0, problem (4.1) admits at least a solution uε ∈ Wε. Moreover,

‖uε‖Wε 6 C
(
γ, ‖ϕ‖L2(Ω), ‖ψ‖L2(Ω)

)
, (4.4)

where C > 0 does not depend on ε.

Proof of Theorem 4.3 - Let us fix ε > 0 and define the map Sε : L2(ΩT ) → L2(ΩT ) by
Sε(v) = uε, where uε is the unique solution of

R(ε−1x)
∂uε

∂t
−∆uε = f(x, t, v) in ΩT

uε(x, t) = 0 on ∂Ω× (0, T )
uε(x, 0) = ϕ(x) in Ω+,ε

uε(x, T ) = ψ(x) in Ω−,ε .

7



Clearly, by theorem 1.2, Sε is well defined and Sε(v) = uε ∈ Wε. Moreover, using also iii)
of theorem 4.1, we have

‖uε‖Wε 6 C
(
‖v‖L2(ΩT ), γ, ‖ϕ‖L2(Ω), ‖ψ‖L2(Ω)

)
;

hence, by remark 2.4, Sε is a compact operator from the Banach space L2(ΩT ) into itself.
This implies that it admits at least a fixed point; i.e., there exists at least a function uε ∈
L2(ΩT ) such that Sε(uε) = uε, that is, uε is a solution of (4.1).

Estimates (4.4) easily follows by multiplying the first equation in (4.1) by uε, integrating
by parts and using Gronwall’s inequality. �

Proof of Theorem 4.1 - By (4.4) and theorem 2.2, there exist a function u ∈ L2(0, T ;H1
0 (Ω))

and a subsequence, still denoted by {uε}, such that

uε → u strongly in L2(ΩT ) and weakly in L2(0, T ;H1
0 (Ω)) for ε→ 0+ . (4.5)

Passing to the limit in the weak formulation of the first equation in (4.1) and taking into
account the continuity of f(x, t, ·), it follows that u satisfies, in the sense of distribution, the
equation

R
∂u

∂t
−∆u = f(x, t, u) in ΩT .

The crucial point is now to state the correct initial/final conditions for the limit function u.
To this purpose, define u0 ∈ L2(0, T ;H1

0 (Ω)) to be the unique solution of
R
∂u0

∂t
−∆u0 = f(x, t, u) in ΩT

u0(x, t) = 0 on ∂Ω× (0, T )

u0(x, 0) = ϕ(x) in Ω .

(4.6)

We claim that u coincides with u0, therefore u0 is indeed a solution of (4.3).
Let define the error function rε(x, t) = uε(x, t) − u0(x, t). Again, by approximating the

initial datum with regular functions, one can assume that ∂u0
∂t ∈ L2(ΩT ). Then rε satisfies

the equation 
R(ε−1x)

∂rε
∂t

(x, t)−∆rε(x, t) = fε(x, t) in ΩT

rε(x, t) = 0 on ∂Ω× (0, T )
rε(x, 0) = 0 in Ω+,ε

rε(x, T ) = ψ(x)− u0(x, T ) in Ω−,ε

(4.7)

where fε(x, t) =
[
R−Rε(x)

]
∂u0
∂t (x, t) + f(x, t, uε) − f(x, t, u). Fix 0 < δ < T and let

ηδ : [0, T ] → R be a nonincreasing C1-function such that ηδ(t) ≡ 1 in [0, T − δ], ηδ(T ) = 0.
Let us now multiply the equation for rε by rεηδ and integrate by parts over ΩT , obtaining,
as in the proof of theorem 2.1,∫

ΩT

|∇rε|2ηδ dx dt 6
1
2

∫
ΩT

Rεr
2
εη
′
δ dx dt+

∫
ΩT

[R−Rε]
∂u0

∂t
rεηδ dx dt

+
∫

ΩT

[f(x, t, uε)− f(x, t, u)](uε − u0)ηδ dx dt .
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Passing to the lim sup for ε → 0+ in the previous inequality and taking into account that
η′δ 6 0, that Rε ⇀ R ∗-weakly in L∞(Ω), that rε → u− u0 strongly in L2(ΩT ) and that, by
ii) and iii), f(x, t, uε) → f(x, t, u) strongly in L2(ΩT ), we obtain

0 6 lim sup
ε→0+

∫
ΩT

|∇rε|2ηδ dx dt 6
1
2
R

∫
ΩT

(u− u0)2η′δ dx dt 6 0 .

This implies that ∇rεη1/2
δ → 0 strongly in L2(ΩT ). In particular, it follows that, for every

δ > 0, ‖uε − u0‖L2(0,T−δ;H1
0 (Ω)) → 0. Therefore, u = u0 and the claim is proved. �
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