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Abstract. We introduce a model of dynamic evolution of a delaminated
visco-elastic body with viscous adhesive. We prove the existence of solutions

of the corresponding system of PDEs and then study the behaviour of such

solutions when the data of the problem vary slowly. We prove that a rescaled
version of the dynamic evolutions converge to a “local” quasistatic evolution,

which is an evolution that satisfies an energy inequality and a semistability

condition at all times. In the one-dimensional case we give a more detailed
description of the limit evolution and we show that they behaves very similar

to the limit of the solutions of the dynamic model in [28], where no viscosity

in the adhesive is taken into account.

1. Introduction

Recently the field of contact mechanics is becoming more and more studied,
thanks also to the numerous engineering applications and simulations. The problem
of delamination is an important part of these modellings. The setting consists of
two elastic bodies glued by an adhesive on an interface. External forces and high
stresses due to elastic deformations of the bodies may break the macromolecules of
the adhesive, weakening its effect. Such process is irreversible, in the sense that the
deteriorated adhesive cannot be repristinated. The state of the adhesive is described
by the delamination coefficient z, that is a function defined on the interface which
takes values in [0, 1] (see Section 2). Untill the glue is effective the movements of the
bodies at the interface are costrained. Moreover some constrains at the interface
are always considered due to the non-interpenetrability of the two bodies or to the
pressure of the system (see Section 2). A rate-independent approach to this problem
has been introduced in [16] and carried on by many authors. In the present paper
we do not adopt this approach for the delamination process, since we also consider
the viscous effects related to the debonding of the adhesive. Such term makes the
system no more rate-independent. In the bulk we take into account the viscosity
and inertia of the material, neglecting instead the thermal effects. In [25] and [24]
it is considered a system where also thermal effects are analysed, while no viscosity
of the delamination coefficient is considered. Terms related to friction have been
studied in different settings where inertia is neglected (see, e.g., [23], [4]).

In the first part of the paper we prove an existence result for solutions of the PDEs
system related to the model described. We also prove the existence of solutions with
specific constrains on the strain field at the interface. This is obtained by letting go
to infinity the value of a penalization term. Similar existence results for dynamic
of delaminated bodies are also provided in several other papers, e.g., [4], [24], [25],
where different viscosity terms are studied. We are interested in considering all
the dissipative effects due to viscosity in order to develop a vanishing viscosity
analysis in the second part of the paper. To be precise, we study the asymptotic
behaviour of such solutions when the external forces and boundary data vary in
a still slower way. Such analysis coincides to study the asymptotic behaviour of
the solutions when the viscosity and inertia vanish in a very specific ratio. If the
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viscosity goes to zero as ε, then the density of the body (inertia) must vanish as
ε2. In particular, such analysis is different from the standard vanishing viscosity
approach, that is the asymptotic analysis as only the viscosity tends to zero (for
similar approach, see, e.g., [12], [8], [31], [21], [15], [17], [18], [20], [22], [28], [29],
[27]). We remark that also a vanishing viscosity analysis, keeping fixed the density
of the body, is possible in order to obtain a dynamic solution of the problem with
neglected viscosity, even if this is not the aim of the present paper. This analysis is
done on a similar model in [28]. Analysis like the ours have already been made in
different settings (see, e.g., [1], [10]). In many cases the solution corresponding to
a dynamic system tends, as ε goes to zero, to the quasistatic evolution of the same
system. This means that the limiting function is, at every time, a stationary point
of the energy functional of the system. In particular, for a quasistatic evolution, a
energy balance holds true. We refer to [16] and [30] for the quasistatic model. In
[10] dynamic evolutions of a visco-elasto-plastic body are considered and, letting
the parameter ε vanish, it is proven that such solutions approximate a quasistatic
evolution in perfect plasticity. However there are systems whose dynamic solutions
do not converge to a quasistatic evolution. The limiting function is proven to satisfy
only an energy inequality, showing a lack of energy that disappeared misteriously.
The quasistatic limit shows indeed discontinuities in time, where it jumps from a
minimum of the energy u− to another u+. In some cases it is possible, using an ad-
hoc rescaling of the time variable, to prove that at each jump the limiting solution
runs istantanously between the initial state u− and the final state u+, following the
trajectory of a solution of the dynamic problem which has u− as limit at −∞, and
u+ at +∞. See [1] for a finite dimensional analysis of this fact. In [28] a dynamic
model for adhesive contact of visco-elastic body is considered, neglecting viscosity
on the interface. When the viscosity tends to zero the solutions of such problem
approximate an evolution which satisfies a semistability condition and an energy
inequality. An asymptotic analysis for the slow-load limit (the same analysis of
ours) is also discussed. In the second part of the present paper we prove, as for
the evolutions considered in [28], that the slow-load limit satisfy a semistability
condition and an energy inequality. Such conditions turn out to be the same of
the corresponding conditions obtained in [28]. However in the presence paper a
different argument and proof are needed to prove the semistability condition, due
to the presence of the viscosity in the adhesive, that in the passage to the limit
yields an additional lost of energy. This result generalizes the analysis in [28] to
the case with viscosity. Moreover at least in the one-dimensional case, we give a
finer description of the behaviour of the solutions of the limiting system, i.e., of the
energy inequality and the semistability condition. We consider the example given
in [28, Section 4], where it is proven that under suitable external load, the limit
obtained by vanishing viscosity shows a jump where the delamination coefficient
switches istantanously from 1 to 0. Theorem 4.14 shows that our limit behaves
in the same way, and coincides with the limit in [28] at least in the time interval
before the jump occurs.

The final aim of the work is to give the basis for analyzing whether jumps occur
for the limiting solution.

2. Rreliminaries

Reference configuration and notation. We consider an hyperelastic body
that occupies a bounded open domain Ω ⊂ Rd, d ≥ 1, with Lipschitz boundary.
We suppose that

Ω = Ω1 ∪ Γ ∪ Ω2,
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where Γ is a Lipschitz surface which is the common boundary of the two disjoint
connected and open sets Ω1 and Ω2. The body is perfectly elastic on Ω1 ∪ Ω2

while the surface Γ represents the interface where Ω1 and Ω2 are glued and where
delamination may occur. We denote by ν the normal to Γ that points from Ω1 into
Ω2. We also suppose that the boundary ∂Ω writes as the union

∂Ω := ∂DΩ ∪ ∂NΩ,

where ∂DΩ and ∂NΩ are the closure in ∂Ω of two disjoint open sets with common
boundary. We assume that ∂DΩ has positive (d − 1)-Hausdorff measure and that
it has nonnegligible intersection with both ∂Ω1 and ∂Ω2.

In the sequel the symbolMb(A,Rk) denotes the space of Radon measures on the
open set A with values in Rk. The symbol Rd×dsym denotes the space of symmetric
d× d real matrices.

Stress and Strain. The class of admissible displacements of the delamination
problem is the space H1(Ω1 ∪ Ω2,Rd). It is convenient to define

H1
D(Ω1 ∪ Ω2;Rd)) := {u ∈ H1(Ω1 ∪ Ω2,Rd)) : u = 0 on ∂DΩ}. (2.1)

The jump on Γ of a displacement u is denoted by [u] = u2−u1 where u1 and u2 are,
respectively, the trace on Γ of u ∈ H1(Ω1,Rd) and u ∈ H1(Ω2,Rd). The continuity

of the trace operator from H1(Ωi,Rd) into H
1
2 (Γ,Rd) reads

‖u‖H1/2(Γ) ≤
γ

2
‖u‖H1(Ωi), (2.2)

for a positive constant γ, and then we have

‖[u]‖H1/2 ≤ γ‖u‖H1
D
. (2.3)

The symmetric gradient e(u) of u ∈ H1
D(Ω1 ∪ Ω2,Rd)) is defined as

e(u) :=
1

2
(∇u+ (∇u)T ).

In H1
D(Ω1 ∪ Ω2;Rd)) the following Korn inequality holds

‖u‖H1 ≤ β‖e(u)‖L2 for every u ∈ H1
D(Ω1 ∪ Ω2,Rd)), (2.4)

for a positive constant β.
The two elasticity tensors C0 and C1 are symmetric and positive definite, there

exist positive constants αi and βi such that

α0|η|2 ≤ 〈C0η, η〉 ≤ β0|η|2, (2.5a)

α1|η|2 ≤ 〈C1η, η〉 ≤ β1|η|2, (2.5b)

for all η ∈ Rd×d. It is convenient to introduce the following notations

Q0(e) =
1

2
〈C0e, e〉, (2.6)

Q1(e) = 〈C1e, e〉, (2.7)

for all e ∈ L2(Ω1 ∪ Ω2,Rd×dsym).
The stress σ satisfies the costitutive relation

σ = C0e(u) + µC1e(u̇), (2.8)

where µ > 0 is the viscosity parameter in the bulk. Then the second principle of
dynamics reads

ρü(t)− divσ(t) = f(t) in Ω, (2.9)
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where we assume that the mass density of the elastic body is the constant ρ > 0.
Together with (2.9) we require that the following boundary conditions are satisfied

u(t) = w(t) on ∂DΩ, (2.10a)

σ(t)ν = g(t) on ∂NΩ, (2.10b)

σ(t)ν = −∇V ([u(t)])z(t) on Γ, (2.10c)

where V and z are the potential and the delamination coefficient introduced in
the next Section. We can define the total external load of the system L(t) ∈
H−1
D (Ω1 ∪ Ω2,Rd) by

〈L(t), ϕ〉 := 〈f(t), ϕ〉+ 〈g(t), ϕ〉∂NΩ, (2.11)

for all ϕ ∈ H1
D(Ω1∪Ω2,Rd). To deal with (2.9) and (2.10), we define the continuous

linear operator divD : L2(Ω1 ∪ Ω2,Rd×d)→ H−1
D (Ω1 ∪ Ω2,Rd) by

〈divDσ, ϕ〉 := 〈σ, e(ϕ)〉, (2.12)

for every σ ∈ L2(Ω1 ∪ Ω2,Rd×dsym) and every ϕ ∈ H1
D(Ω1 ∪ Ω2,Rd). Hence, if f(t),

g(t), σ(t), u(t), ∂DΩ, and ∂NΩ are sufficiently regular and L(t) is the total external
load defined by (2.11), then (2.9), (2.10b), and (2.10c) are equivalent to

ρü(t)− divDσ(t) = L(t) + T (u, z), (2.13)

where equality holds in H−1
D (Ω1 ∪Ω2,Rd), and where T (u, z) is the linear operator

on H−1
D (Ω1 ∪ Ω2,Rd) defined by (2.17) below. In weak form (2.13) reads as

〈ρü(t), ϕ〉+ 〈σ(t), e(ϕ)〉 = 〈L(t), ϕ〉 − 〈∇V ([u]) · [ϕ], z〉Γ, (2.14)

for every ϕ ∈ H1
D(Ω1 ∪ Ω2,Rd).

Delamination parameter and energy stored by the adhesive. As in the
modelling approach by M. Frémond (see [13], [14]), at a fixed time the state of
the glue on the interface Γ is described by the variable z : Γ → [0, 1]. The state
z(x) = 1 means that the adhesive is completely undestroyed, while z(x) = 0 means
that the molecular links are all broken and the interface is totally debonded at
x ∈ Γ. The deterioration of the glue is considered irreversible, that is the variable
z is a nonincreasing function of the time. This turns into the condition

ż ≤ 0.

The class of admissible delamination parameters is denoted by

Z := {z ∈ L2(Γ) : 0 ≤ z ≤ 1}.
During the evolution of the system the energy needed to delaminate is denoted by

α ∈ L∞(Γ), and such energy is dissipated in two ways, by heat production, whose
cost we denote by a1 = a1(x) > 0, x ∈ Γ, and by creation of new delaminated
surfaces, whose cost we denote by a − a1 := a0 = a0(x) > 0, x ∈ Γ. Hence the
dissipation due to these effects in the time interval [t1, t2] reads

Da(t1, t2) := −
∫ t2

t1

〈a0 + a1, ż(s)〉Γds. (2.15)

When evolution is quite fast we also consider the dissipation due to the viscosity
of the glue. We consider a parameter µ = µ(x) > 0, x ∈ Γ, for which the energy
dissipated by viscosity effects during the delamination process in the interval [t1, t2]
reads

Dτ (t1, t2) :=

∫ t2

t1

〈µż(s), ż(s)〉Γds. (2.16)

In the sequel we will adopt the simplier (but not retrictive) hypothesis that µ is
constant on Γ and coincides with the friction µ introduced in (2.8).
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The energy stored in Γ by the adhesive is modelled as follows: let V : Rn → R
be a smooth nonnegative and covex map such that

(i) V (0) = 0 and V (x) > 0 if x 6= 0. In particular x = 0 is the only local
minimum of V .

(ii) ∇V : Rn → Rn is Lipschitz with constant L > 0.
(iii) There exists 1 ≤ δ ≤ δ∗ and C > 0 such that |V (x)| ≤ C(|x| + 1)δ for all

x ∈ Rd.
Here δ∗ = +∞ for d ≤ 2 and δ∗ = d−1

d−2 for d > 2. Since from (i) ∇V must vanish

at the origin, property (ii) has the following consequence

(iv) For all x ∈ Rn it holds |∇V (x)| ≤ L|x|.
The energy stored on Γ at a fixed time then reads:

EΓ(u, z) := 〈V ([u]), z〉Γ.

We remark that in dimension d ≤ 3 we can take V ([u]) := 1
2K[u] · [u] where K is

called elastic coefficient of the adhesive. Such matrix is supposed positive definite
and symmetric. With this choice we see that the growth of V in (iii) above is δ = 2.
In higher dimension such a choice cannot be done for compactness reasons that will
be clear in the proof of Theorem 3.1.

For all u ∈ H1
D(Ω1∪Ω2,Rd) and z ∈ L∞(Γ) we define T (u, z) ∈ H−1

D (Ω1∪Ω2,Rd)
as

〈T (u, z), ϕ〉 := 〈∇V ([u]) · [ϕ], z〉Γ, (2.17)

for every ϕ ∈ H1
D(Ω1 ∪ Ω2,Rd), so that, from (2.3), one has

|〈T (u, z), ϕ〉| ≤ ‖∇V ([u])‖L2‖[ϕ]‖L2‖z‖L∞ ≤ 2Lγ‖u‖H1
D
‖ϕ‖H1

D
‖z‖L∞ ,

which implies that there exists a positive constant C such that

‖T (u, z)‖H−1
D
≤ C‖u‖H1

D
‖z‖L∞ . (2.18)

Mechanical constraints and delamination process. When delamination
occurs on the interface Γ it may happen that the two parts Ω1 and Ω2 of the body
separates. In particular cavitation phenomena or shear movements may occur.
Such phenomenon arises by the appearance of a non-zero jump of the displacement
on Γ. Since interpenetration of Ω1 and Ω2 must be avoid, classically such jump is
constrained to have a nonnegative normal component. Such condition is known in
literature as Signorini contact condition. A generalization of the Signorini condition
is usually considered, in the following way. Let D(x) ⊂ Rd be a convex and closed
cone, possibly depending on x ∈ Γ. This induces an ordering relation on the set of
functions v : Γ→ Rd, as follows,

v1 � v2 if and only if v2(x)− v1(x) ∈ D(x) for a.e. x ∈ Γ.

The dual ordering �∗ induced by the negative polar cone to D is given by

ζ �∗ 0 if and only if ζ(x) ≤ 0 for all w ∈ D(x), for a.e. x ∈ Γ.

Possible choices for the cone D(x) are the following,

D(x) = {v ∈ Rd : v · ν(x) ≥ 0}, (2.19a)

D(x) = {v ∈ Rd : v · ν(x) = 0}, (2.19b)

the first case being the classical unilateral Signorini contact condition, the latter
being considered when cavitation cannot occur, for instance in systems under high
pressure. The delamination mode (2.19a) and (2.19b) are usually refered to as
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Mode I and Mode II respectively. The constraint on the jump [u] and the normal
stress t(σ) := σν on Γ than reads

[u] � 0, (2.20a)

t(σ) + T (u, z) �∗ 0, (2.20b)

(t(σ) + T (u, z)) · [u] = 0. (2.20c)

The behaviour of the variable z is strictly connected to the evolution of [u].
Whenever [u] varies this has the effect of destroying molecular links on Γ, that turns
into a decrease of the corresponding glue state z. When the glue is completely
erased, that is z = 0, any change of [u] will not require energetic cost due to
delamination. This is expressed by the costitutive equations

ż ≤ 0, (2.21a)

d ≤ −µż, (2.21b)

ż(d+ µż) = 0, (2.21c)

d ∈ ∂I[0,1] + V ([u])− α, (2.21d)

where ∂I[0,1] is the subdifferential of the function I[0,1], that is the function with
equals 0 on [0, 1] and +∞ on R\ [0, 1]. The paramenter µ > 0 is the viscosity of the
adhesive. Let us remark that as soon as z = 0 equations (2.21b)-(2.21d) lose their
significance and system (2.21) reduces to z ≡ 0, and no restriction to the evolution
of [u] is prescribed. At the same time, when z > 0 system (2.21) reads

ż ≤ 0, (2.22a)

ż(V ([u]) + µż − α) = 0. (2.22b)

Since z is a function defined on the interface Γ, equations (2.21) and (2.22) must
be intended to hold everywhere on Γ.

3. Existence of unconstrained dynamic solutions

Theorem 3.1. Let L ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2;Rd)), u0, v0 ∈ H1

D(Ω1 ∪ Ω2,Rd),
and z0 ∈ Z. Then there exists a triple (u, σ, z) with

u ∈ L∞([0, T ], H1
D(Ω1 ∪ Ω2,Rd)), (3.1a)

u̇ ∈ L2([0, T ], H1
D(Ω1 ∪ Ω2,Rd)) ∩ L∞([0, T ], L2(Ω1 ∪ Ω2,Rd)), (3.1b)

ü ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)), (3.1c)

σ ∈ L2([0, T ], L2(Ω1 ∪ Ω2,Rd×dsym), (3.1d)

z ∈ H1([0, T ], L2(Γ)) ∩ L∞([0, T ], L∞(Γ)), (3.1e)

satisfying, for a.e. t ∈ [0, T ],

ρü(t)− div σ(t) = L(t) + T (u, z), (3.2a)

σ(t) = C0Eu(t) + µC1Eu̇(t), (3.2b)

on Ω,

ż(t) ≤ 0, (3.3a)

ż(t)(kV ([u(t)]) + µż(t)− α) = 0, (3.3b)

on Γ,

V ([u(t)]) + µż(t)− α ≤ 0, (3.4)
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on Γ ∩ {z(t) > 0}, and with initial data

u(0) = u0, u̇(0) = v0, z(0) = z0. (3.5)

Remark 3.2. Let us remark that, when L takes the form (2.11), in the regular
case, (3.2a) means that

σ(t)ν = −∇V ([u(t)])z(t), (3.6)

on Γ, and

ρü(t)− divσ(t) = f(t) in Ω, (3.7a)

σ(t)ν = g(t) on ∂NΩ. (3.7b)

This is proved as follows. Integrating by parts (2.14) we get

〈ρü, ϕ〉 − 〈divσ, ϕ〉 − 〈L, ϕ〉 =

− 〈∇V ([u]) · [ϕ], z〉Γ − 〈σν, [ϕ]〉Γ − 〈σν, ϕ〉∂NΩ, (3.8)

where ν represents both the normal versor to Γ pointing from Ω1 into Ω2 and the
outer normal to ∂NΩ . If we set [ϕ] = 0 we obtain the strong form (3.7), which
together with (3.8) implies

〈∇V ([u]) · [ϕ], z〉Γ = −〈σν, [ϕ]〉Γ,

that is (3.6).

To prove Theorem 3.1 we procede by time discretization, and solve a minimal
problem at every dicrete time. For all integer n > 0 we divide the interval [0, T ] in
n equal subintervals of length τ := T/n. We set tni := iτ ,

un0 = u0, un−1 := u0 − τv0, zn0 := z0,

and define Lni := 1
τ

∫ tni+1

tni
L(s)ds for all n > 0. Then for 1 ≤ i ≤ n we recursively

define uni ∈ H1
D(Ω1 ∪ Ω2;Rd)) as a minimizer of

Uni (u) :=
ρ

2
‖
u− uni−1

τ
−
uni−1 − uni−2

τ
‖2L2 +Q0(e(u)) + 〈V ([u]), zni−1〉Γ

+
µ

2
〈C1e(u− uni−1), e(u− uni−1)〉 − 〈Lni , u〉, (3.9)

and zni ∈ Z as the minimizer of

Wn
i (z) :=

µ

2τ
‖z − zni−1‖2L2 + 〈V ([uni ]), z〉Γ − 〈α, z〉Γ. (3.10)

Computing variations in the variable u at the minimum uni of (3.9) we get

ρ

τ
〈
u− uni−1

τ
−
uni−1 − uni−2

τ
, ϕ〉+ 〈C0e(uni ), e(ϕ)〉

+
µ

τ
〈C1(e(uni )− e(uni−1)), e(ϕ)〉 = 〈Lni , ϕ〉 − 〈∇V ([uni ]) · [ϕ], zni−1〉Γ, (3.11)

for every ϕ ∈ H1(Ω1 ∪ Ω2;Rd). Instead taking variations η of the minimum zni of
(3.10), and taking into account that zi must be non-negative, we get

〈V ([uni ]), η〉Γ∩{zi>0} +
µ

τ
〈zni − zni−1, η〉Γ − 〈α, η〉Γ ≥ 0, (3.12)

for every η ≤ 0.
Moreover, if the variation η ≤ 0 is such that zi ± εη ∈ [0, zi−1] for some ε > 0,

then we will have equality. Denoting by V(zi) the set of such variations, we have

〈V ([uni ]), η)〉Γ +
µ

τ
〈zni − zni−1, η〉Γ − 〈α, η〉Γ = 0, (3.13)
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for all η ∈ V(zi). Now we set vni :=
uni −u

n
i−1

τ and define the following piecewise
linear (or constant) functions

uτ (t) := uni + (t− tni )
uni+1 − uni

τ
for t ∈ [tni , t

n
i+1),

zτ (t) := zni + (t− tni )
zni+1 − zni

τ
for t ∈ [tni , t

n
i+1),

vτ (t) := vni + (t− tni )
vni+1 − vni

τ
for t ∈ [tni , t

n
i+1),

Lτ (t) := Lni for t ∈ [tni , t
n
i+1), (3.14)

for i = 0, . . . , n− 1. The fact that

Lτ → L strongly in L2([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)), (3.15)

is standard and will often be tacitely used in the sequel. The following statement
holds.

Proposition 3.3. There are a function u ∈ H1([0, T ], H1
D(Ω1 ∪ Ω2,Rd)) and a

function z ∈ L∞([0, T ], L2(Γ)) ∩ Z such that

uτ ⇀ u weakly in H1([0, T ], H1
D(Ω1 ∪ Ω2,Rd)), (3.16a)

uτ (t) ⇀ u(t) weakly in H1
D(Ω1 ∪ Ω2,Rd), for every t ∈ [0, T ], (3.16b)

zτ ⇀ z weakly* in L∞([0, T ], L2(Γ)), (3.16c)

zτ (t) ⇀ z(t) weakly* in L∞(Γ) for every t ∈ [0, T ], , (3.16d)

as τ → 0. Moreover u̇ ∈ H1([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)), z ∈ H1([0, T ], L2(Γ)), and

vτ ⇀ u̇ weakly* in L∞([0, T ], L2(Ω1 ∪ Ω2,Rd)), (3.16e)

v̇τ ⇀ ü weakly in L2([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)), (3.16f)

żτ ⇀ ż weakly in L2([0, T ], L2(Γ)). (3.16g)

Proof. We choose ϕ = uni −uni−1 and η = zni −zni−1 in (3.11) and sum it with (3.13),
we get

ρ

2
‖
uni − uni−1

τ
‖2L2 −

ρ

2
‖
uni−1 − uni−2

τ
‖2L2 +

ρ

2
‖
uni − uni−1

τ
−
uni−1 − uni−2

τ
‖2L2

+Q0(e(uni ))−Q0(e(uni−1)) +
1

2
〈C0(e(uni )− e(uni−1)), e(uni )− e(uni−1)〉

+
µ

τ
〈C1(e(uni )− e(uni−1)), e(uni )− e(uni−1)〉 − 〈Lni , uni − uni−1〉

− 〈α, (zni − zni−1)〉Γ + 〈∇V ([uni ]) · [uni − uni−1], zni−1〉Γ

+ 〈V ([uni ]), (zni − zni−1)〉Γ +
µ

τ
‖zni − zni−1‖2L2 ≤ 0. (3.17)

Using the notations introduced in (3.14) and keeping into account that

〈∇V ([uni ]) · [uni − uni−1], zni−1〉Γ + 〈V ([uni ]), (zni − zni−1)〉Γ =

= 〈V ([uni ]), zni 〉Γ − 〈V ([uni−1]), zni−1〉Γ

− 〈
∫ ti

ti−1

∇V ([uτ ]) · [u̇τ ]−∇V ([uni ]) · [u̇τ ]dt, zni−1〉Γ, (3.18)
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we can rewrite (3.17) as follows

ρ

2
‖vτ (tni )‖2L2 −

ρ

2
‖vτ (tni−1)‖2L2 +

ρτ

2

∫ tni

tni−1

‖v̇τ‖2L2dt+Q0(e(uτ (tni )))

−Q0(e(uτ (tni−1))) + τ

∫ tni

tni−1

Q0(e(u̇τ ))dt+ µ

∫ tni

tni−1

Q1(e(u̇τ ))dt+ µ

∫ tni

tni−1

‖żτ‖2L2dt

−
∫ tni

tni−1

〈α, żτ 〉dt+ 〈V ([uτ (tni )]), zτ (tni )〉 − 〈V ([uτ (tni−1)]), zτ (tni−1)〉

≤
∫ tni

tni−1

〈Lτ , u̇τ 〉dt+

∫ tni

tni−1

〈∇V ([uτ ]) · [u̇τ ]−∇V ([uni ]) · [u̇τ ], zni−1〉Γdt. (3.19)

Using the Lipschitzianity of ∇V , the continuity of the trace operator (2.3), and the
Korn inequality (2.4) we write

|
∫ tni

tni−1

〈∇V ([uτ ]) · [u̇τ ]−∇V ([uni ]) · [u̇τ ], zni−1〉Γdt| ≤ τkL
∫ tni

tni−1

‖[u̇τ ]‖22dt

≤ τLγ2

∫ tni

tni−1

‖u̇τ‖2H1dt ≤ τLγ2β2

∫ tni

tni−1

‖e(u̇τ )‖2L2dt. (3.20)

Summing over i = 1, . . . , j expression (3.19) and then using (2.5), one gets

ρ

2
‖vτ (tnj )‖2L2 +

ρτ

2

∫ tnj

0

‖v̇τ‖2L2dt+
α0

2
‖e(uτ (tnj ))‖2L2

+
α0τ

2

∫ tnj

0

‖e(u̇τ )‖2L2dt+ α1µ

∫ tnj

0

‖e(u̇τ )‖2L2dt+ µ

∫ tnj

0

‖żτ‖2L2dt

−
∫ tnj

0

〈α, żτ 〉dt+ 〈V ([uτ (tnj )]), zτ (tnj )〉

≤
∫ tnj

0

〈Lτ , u̇τ 〉dt+ τLγ2β2

∫ tnj

0

‖e(u̇τ )‖2L2dt+ C, (3.21)

for a constant C > 0 depending on u0, v0, z0, µ, ρ, but independent of τ . Now we
write ∫ tnj

0

〈Lτ , u̇τ 〉dt ≤
λ−1

2

∫ tnj

0

‖Lτ‖2H−1
D

dt+
λ

2

∫ tnj

0

‖u̇τ‖2H1dt

≤ λβ2

2

∫ tnj

0

‖e(u̇τ )‖2L2dt+ C, (3.22)

where we have used the Korn inequality (2.4), C > 0 is a constant depending on the
squared norm of L ∈ L2([0, T ], H−1

D (Ω1 ∪Ω2,Rd)) and on a fixed arbitrary positive
number λ, but independent of τ . Then (3.21) implies

ρ

2
‖vτ (tnj )‖2L2 +

ρτ

2

∫ tnj

0

‖v̇τ‖2L2dt+
α0

2
‖e(uτ (tnj ))‖2L2 + µ

∫ tnj

0

‖żτ‖2L2dt

+ (α1µ− δ)
∫ tnj

0

‖e(u̇τ )‖2L2dt−
∫ tnj

0

〈α, żτ 〉dt+ 〈V ([uτ (tnj )]), zτ (tnj )〉 ≤ C, (3.23)

where δ := λβ2

4 + τLγ2β2 and C is a positive. Since for λ sufficiently small and τ
small enough all the terms in the left hand side are positive, we entail that all such
terms are bounded. In particular there is a constant L > 0 such that

‖eτ (t)‖2L2 ≤ L, (3.24)
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for all t ∈ [0, T ], n and τ = τ(n). So that there are an increasing sequence nk and
a function e ∈ L∞([0, T ], L2(Ω1 ∪ Ω2,Rd×dsym)) such that

e(uτ(nk)) ⇀ e weakly* in L∞([0, T ], L2(Ω1 ∪ Ω2,Rd×dsym)), (3.25a)

as k →∞. We will write τ → 0 for k →∞. Using the Korn inequality, from (3.24)
we get for all t ∈ [0, T ]

‖uτ (t)‖H1 ≤ C, (3.25b)

for some constant C > 0. This implies that, up to a subsequence, there is a function
u ∈ L∞([0, T ], H1

D(Ω1 ∪ Ω2,Rd)) such that

uτ ⇀ u weakly* in L∞([0, T ], H1
D(Ω1 ∪ Ω2,Rd)), (3.25c)

as τ → 0. (3.25c) also implies that e(u(t)) = e(t) for a.e. t ∈ [0, T ]. Moreover
(3.23) gives, up to passing to another subsequece,

e(u̇τ ) ⇀ l weakly in L2([0, T ], L2(Ω1 ∪ Ω2,Rd×dsym)), (3.25d)

vτ ⇀ v weakly* in L∞([0, T ], L2(Ω1 ∪ Ω2,Rd)), (3.25e)

zτ ⇀ ẑ weakly* in L∞([0, T ], L2(Γ)), (3.25f)

żτ ⇀ h weakly in L2([0, T ], L2(Γ)), (3.25g)

as τ → 0, for functions l ∈ L2([0, T ], L2(Ω1 ∪ Ω2,Rd×dsym)), v ∈ L∞([0, T ], L2(Ω1 ∪
Ω2,Rd)), ẑ ∈ L∞([0, T ],Z), and h ∈ L2([0, T ], L2(Γ)). Moreover zτ are all functions
with bounded variation on [0, T ], and their variations are bounded by the same
constant. A generalization of Helly Theorem (see Lemma 7.2 of [7]) then implies
that

zτ (t) ⇀ z(t) weakly* in L∞(Γ), (3.25h)

for all t ∈ [0, T ] as τ → 0, for a function z ∈ L2([0, T ],Z).

Writing zτ (t) = z0 +
∫ t

0
żτ (s)ds and multiplying by a test function in L2(Γ) we

see that h(t) = ż(t). Multiplying zτ by a test function in L1([0, T ], L2(Γ)) it is
easily seen that it must be ẑ = z. A similar argument shows that l(t) = e(u̇(t))
for a.e. t ∈ [0, T ]. The Korn inequality and (3.25d) implies that there is a function
û ∈ L2([0, T ], H1

D(Ω1 ∪ Ω2,Rd)) such that

u̇τ ⇀ û weakly in L2([0, T ], H1
D(Ω1 ∪ Ω2,Rd)), (3.25i)

and writing uτ (t) = u0 +
∫ t

0
u̇τ (s)ds, arguing as before, we entail that u in (3.25c)

belongs to L2([0, T ], H1
D(Ω1 ∪ Ω2,Rd)), that û = u̇, and also that

uτ (t) ⇀ u(t) weakly in H1
D(Ω1 ∪ Ω2,Rd), (3.26)

for all t ∈ [0, T ].
From (3.11) it follows

ρv̇τ (t) = −divD(C0eτ (tni ) + µC1ėτ (t)) + Lni − T (uτ (tni ), zτ (tni )), (3.27)

for all t ∈ [tni , t
n
i+1] and all i. From the continuity of the operators divD and T , and

from the convergences (3.25) we see that the right-hand side of the last expression
is uniformly bounded in L2([0, T ], H−1

D (Ω;Rd)), so that the same is true for v̇τ and,

up to subsequences, there exists v̂ ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)) such that

v̇τ ⇀ v̂ weakly in L2([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)). (3.28)

Now, vτ (t) − u̇τ (t) = (τ − (t − tni ))v̇τ (t) when t ∈ [tni , t
n
i+1], for all i, so that∫ T

0
‖vτ − u̇τ‖2H−1

D

ds = τ2

3

∫ T
0
‖v̇τ‖2H−1

D

ds, which, for the boundedness of v̇τ , tends to
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zero. In particular, by (3.25i), since û = u̇, we find out that u̇(t) = v(t) for a.e.
t ∈ [0, T ] and

vτ , u̇τ ⇀ u̇ weakly* in L∞([0, T ], L2(Ω1 ∪ Ω2,Rd)). (3.29)

Finally we write vτ (t) = v0 +
∫ t

0
v̇τ (s)ds and multiplying by a test function in

L2([0, T ], H1
D(Ω1 ∪ Ω2,Rd)) we get u̇(t) = v0 +

∫ t
0
v̂(s)ds, and then we get that u̇

is differentiable in time and ü = v̂ ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)). This concludes

the proof. �

Corollary 3.4. For the same subsequence of Theorem 3.1, it holds

[uτ ] ⇀ [u] weakly* in L∞([0, T ], H
1
2 (Γ)), (3.30a)

[uτ (t)] ⇀ [u(t)] weakly in H
1
2 (Γ), for every t ∈ [0, T ], (3.30b)

[uτ (t)] ⇀ [u(t)] strongly in Lq(Γ), for every t ∈ [0, T ], (3.30c)

for every 1 ≤ q < q∗ with 1
q∗ = d−2

2(d−1) if d > 2, q∗ = +∞ otherwise.

Proof. (3.30a) and (3.30b) are straightforward consequence of (3.16a), (3.16b), and
continuity of the trace operator. (3.30c) follows instead from (3.16b) and the fact

that the embedding H
1
2 ↪→ Lq is compact for all q < q∗. �

Let us introduce the piecewise constant functions

ũτ = uτ (tni ) for t ∈ [tni , t
n
i+1),

z̃τ = zτ (tni ) for t ∈ [tni , t
n
i+1), (3.31)

for all i ≤ (n−1). It is easy to show that convergences (3.16a), (3.16b), and (3.16d)
holds true also for ũτ and z̃τ in place of uτ and zτ . Now we are ready to prove the
first Euler condition.

Proposition 3.5. Let u and z be the functions obtained in Proposition 3.3. Then
it holds

〈ρü, ϕ〉+ 〈C0e(u) + µC1e(u̇), e(ϕ)〉 − 〈L, ϕ〉+ 〈∇V ([u]) · [ϕ], z〉Γ = 0, (3.32)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rd) and for a.e. t ∈ [0, T ].

Proof. We start from (3.11), that with the notation introduced above reads

ρ〈v̇τ , ϕ〉+ 〈C0e(ũτ ) + µC1e(u̇τ ), e(ϕ)〉 − 〈Lτ , ϕ〉+ 〈∇V ([ũτ ]) · [ϕ], z̃τ 〉Γ = 0.
(3.33)

For ψ ∈ C∞c ((0, T )) we write∫ T

0

(
〈C0e(ũτ ) + µC1e(u̇τ ), e(ϕ)〉 − 〈Lτ , ϕ〉+ 〈∇V ([ũτ ]) · [ϕ], z̃τ 〉Γ

)
ψdt

= −
∫ T

0

ρ〈vτ , ϕ〉ψ̇dt, (3.34)

and letting τ → 0, thanks to (3.25) we get∫ T

0

(
〈C0e(u) + µC1e(u̇), e(ϕ)〉 − 〈L, ϕ〉+ 〈∇V ([u]) · [ϕ], z〉Γ

)
ψdt

= −
∫ T

0

ρ〈u̇, ϕ〉ψ̇dt. (3.35)

Arbitraryness of ψ then implies (3.32). �
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In order to prove the next Lemma we need to recall the Fréchet-Kolmogorov
Theorem. For all h ∈ Rd we introduce the h-translation in Rd, that is the function
sh : L1(Rd) → L1(Rd) defined by sh(f)(x) := f(x + h) for all x ∈ Rd and f ∈
L1(Rd). Then the following Theorem holds true.

Theorem 3.6 (Fréchet-Kolmogorov). Let B be a subset of L1(Rd) such that for
all f ∈ B it holds f = 0 out of a bounded set U ⊂ Rd. Then B is a relatively
compact set in L1(Rd) if and only if there exists a continuous non-negative function
ω : Rd → R such that ω(0) = 0 and ‖f − sh(f)‖1 ≤ ω(h), for all f ∈ B and for all
h ∈ Rd.

See, e.g., [5] for a proof.

Lemma 3.7. For all q ≥ 1 and t ∈ [0, T ] we have

zτ (t)→ z(t) strongly in Lq(Γ). (3.36)

Proof. Since

zi = argmin 0≤z≤zi−1
〈V ([ui])− α, z〉Γ +

µ

2τ
‖z − zi−1‖2L2(Γ),

we see that the value of zi(x) in x ∈ Γ is exactly the minimizer in [0, zi−1(x)] of

〈V ([ui(x)])− α(x), z〉Γ +
µ

2τ
|z − zi−1(x)|2, (3.37)

so that, denoting a(x) := V ([ui(x)]) − α(x), we can explicitely compute the value
of zi(x). If ẑ(x) := − τ

µa(x)+zi−1(x) is the minimizer of (3.37) on R, then we have,

omitting the symbol x,
ẑ > zi−1 ⇔ a < 0 ⇒ zi = zi−1,

0 ≤ ẑ ≤ zi−1 ⇔ 0 ≤ a < µ
τ zi−1 ⇒ zi = − τ

µa+ zi−1,

ẑ < 0 ⇔ a > µ
τ zi−1 ⇒ zi = 0,

(3.38)

from which it follows

µżτ = −(a ∧ µ
τ
zi−1)+, and zi = zi−1 − (

τ

µ
a ∧ zi−1)+. (3.39)

From (3.30c) and the definition of V we see that V ([uτ ])(t) is a converging
sequence in L1(Γ,Rd). So that from Theorem 3.6 we get a function ω : Γ ∼=
Rd−1 → R such that ω(0) = 0 and

‖[uτ ]2(t)− sh([uτ ]2(t))‖1 ≤ ω(h), (3.40)

for all h ∈ Rd−1 and for all τ and t ∈ [0, T ]. Without lose of generality we can also
suppose that ‖a− sh(a)‖1 ≤ ω(h), since α ∈ L∞(Γ).

For fixed τ , let us prove by induction on i that ‖zi− sh(zi)‖1 ≤ iτ
µ ω(h). Indeed,

using the expression of zi obtained above, we have

‖zi − sh(zi)‖L1 = ‖zi−1−(
τ

µ
a ∧ zi−1)+−

(
sh(zi−1)−(

τ

µ
sh(a) ∧ sh(zi−1))+

)
‖L1

≤ ‖zi−1 − sh(zi−1)‖L1 + ‖ τ
µ
a− τ

µ
sh(a)‖L1

≤ (i− 1)τ

µ
ω(h) +

τ

µ
ω(h) =

iτ

µ
ω(h), (3.41)

where the first inequality follows by the fact that the function (x, y) 7→ x− (x∧y)+

is 1-Lipschitz in both the two real variables, and the second inequality follows by
the inductive hypothesis. Now, recalling that τ = T

N , (3.41) implies that for all τ
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and t ∈ [0, T ] it holds ‖zτ (t) − sh(zτ (t))‖1 ≤ T
µω(h). Since zτ (t) ∈ [1, 0], we have

|zτ (t)− sh(zτ (t))| ≤ 1, and then also

‖zτ (t)− sh(zτ (t))‖qq ≤
T

µ
ω(h). (3.42)

Using (3.25h), the last formula implies (3.36). �

We are now ready to prove the conditions governing the flow rule.

Proposition 3.8. Let u ∈ L∞([0, T ], H1(Ω)) and z ∈ L2([0, T ], L∞(Γ)) be the
functions defined in (3.25c) and (3.25h). Then for a.e. t ∈ [0, T ] it holds

〈V ([u(t)]), ż(t)〉Γ + µ‖ż(t)‖2L2 − 〈α, ż(t)〉Γ = 0, (3.43)

and

〈V ([u(t)]), η〉{z(t)>0} + µ〈ż(t), η〉Γ − 〈α, η〉Γ ≥ 0, (3.44)

for all η ∈ L∞(Γ), η ≤ 0.

Proof. Let us fix t ∈ [0, T ], and for all τ we decompose the interface Γ as the union of
the three sets Γ = Atτ ∪Btτ ∪Ctτ where, if t ∈ [ti−1, ti), then Atτ := {zi = 0 < zi−1},
Btτ := {zi = zi−1}, Ctτ := {0 < zi < zi−1}. We recognize these three cases as the
three options of (3.38), so that it is readily seen that

V ([uτ ])żτ + µ|żτ |2 − αżτ = 0, (3.45)

on Btτ and Ctτ , while on Atτ

V ([uτ ]) + µżτ − α ≥ 0. (3.46)

The latter being true for all t ∈ [0, T ]. In particular, for every positive smooth
function ϕ on [0, T ], recalling that żτ ≤ 0, we have∫ T

0

(
〈V ([uτ ]), żτ 〉Γ + µ‖żτ‖22 − 〈α, żτ 〉Γ

)
ϕdt ≤ 0. (3.47)

We would like to pass to the limit in (3.47). To this aim, we first observe that
from (3.30c) and the definition of V we see that actually V ([uτ ])(t) is converging
in L2(Γ,R). Thus we have V ([uτ ]) → V ([u]) strongly in L2([0, T ], L2(Γ)). This
together with (3.16g) and the Fatou lemma implies∫ T

0

(
〈V ([u]), ż〉Γ + µ‖ż‖22 − 〈α, ż〉Γ

)
ϕdt ≤ 0. (3.48)

Now formula (3.12) provides∫ T

0

(
〈V ([ũτ ]), η〉Γ∩{z̃τ>0} + µ〈żτ , η〉Γ − 〈α, η〉Γ

)
ϕdt ≥ 0. (3.49)

for all η ≤ 0. We note that, by definitions of zτ and z̃τ it holds χ{z̃τ>0} = χ{zτ>0}.

From Lemma 3.7 we know that zτ → z strongly in L1(Γ × [0, T ]), so that we can
suppose it converges almost everywhere in Γ× [0, T ]. As a consequence we entail

lim supχ{zτ>0} ≥ χ{z>0}.

Then, from (3.49), taking into account that η ≤ 0 and that V ([uτ ]) → V ([u])
strongly in L1(Γ× [0, T ]), we obtain∫ T

0

(
〈V ([u]), η〉{z>0} + µ〈ż, η〉Γ − 〈α, η〉Γ

)
ϕdt ≥ 0, (3.50)

for every smooth nonnegative function ϕ on [0, T ], and for all η ≤ 0. From arbitrari-
ness of ϕ we get (3.44). Now, plugging η = ż we recover the opposite inequality
of (3.48) provided ż = 0 almost everywhere on the set {z = 0}. But this is a
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straightforward consequence of the fact that z is non-negative, then (3.43) follows
and the Proposition is proved.

�

Proof of Theorem 3.1. Let us prove that conditions (3.32), (3.43), and (3.44) im-
plies equations (3.2) and (3.3). Equation (3.2b) holds by definition, while (3.2a) is
expressed by (2.14), that is exactly (3.32). From arbitrariness of η equation (3.44)
readily implies

V ([u(t)]) + µż(t)− α ≤ 0 a.e. on Γ ∩ {z(t) > 0},

that is (3.4), while (3.43) implies (3.3a) and (3.3b), keeping into account that z is
nonnegative and nonincreasing. To prove (3.5), we use (3.16b), (3.16d), and the
fact that uτ (0) = u0 and zτ (0) = z0 for all τ . It remains to show that u̇(0) = v0.
We first note that (3.16e) and (3.16f) imply that

vτ ⇀ u̇ weakly in H1([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)),

so that we entail vτ (t) ⇀ u̇(t) weakly in H−1
D (Ω1 ∪Ω2,Rd) for all t ∈ [0, T ]. Thesis

follows since by definition vτ (0) = v0 for all τ . �

When we deal with nonhomogeneous boundary datum the existence theorem is
stated as follows:

Theorem 3.9. Let L ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2;Rd)), u0,v0 ∈ H1(Ω1 ∪ Ω2,Rd),

z0 ∈ Z, and let w ∈ H1([0, T ], H1
D(Ω,Rd)) with ẇ ∈ H1([0, T ], H−1

D (Ω,Rd)) be such
that w(0) = u0 and ẇ(0) = v0 on ∂DΩ. Then there exists a triple (u, σ, z) with

u ∈ L∞([0, T ], H1(Ω1 ∪ Ω2;Rd)), (3.51a)

u̇ ∈ L2([0, T ], H1(Ω1 ∪ Ω2;Rd)) ∩ L∞([0, T ], L2(Ω1 ∪ Ω2;Rd)), (3.51b)

ü ∈ L2([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)), (3.51c)

σ ∈ L2([0, T ], L2(Ω1 ∪ Ω2;Rd×dsym), (3.51d)

z ∈ H1([0, T ], L2(Γ)) ∩ L∞([0, T ],Z), (3.51e)

satisfying

ρü(t)− divDσ(t) = L(t) + T (u, z), (3.52a)

σ(t) = C0e(u)(t) + µC1e(u̇)(t), (3.52b)

on Ω for a.e. t ∈ [0, T ], the Dirichlet condition

u(t) = w(t) on ∂DΩ, (3.52c)

for a.e. t ∈ [0, T ], the relations

ż(t) ≤ 0, (3.53a)

ż(t)(V ([u(t)]) + µż(t)− α) = 0, (3.53b)

on Γ,

V ([u(t)]) + µż(t)− α ≤ 0, (3.54)

on Γ ∩ {z(t) > 0}, for a.e. t ∈ [0, T ], and the initial data

u(0) = u0, u̇(0) = v0, z(0) = z0. (3.55)

The proof is essentially the same of Theorem 3.1, that can be easyly arranged.
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Proof. We set wn−1 := w(0) − τẇ(0), wni = w(tni ), ωni :=
wni −w

n
i−1

τ for i = 0, . . . , n,
then we define the piecewise affine functions

wτ = wni + (t− tni )
wni+1 − wni

τ
for t ∈ [tni , t

n
i+1), (3.56a)

ωτ = vni + (t− tni )
ωni+1 − ωni

τ
for t ∈ [tni , t

n
i+1), (3.56b)

for i = 0, . . . , n− 1. The fact that

wτ → w strongly in H1([0, T ], H1(Ω,Rd)), (3.57a)

ωτ → ẇ strongly in H1([0, T ], H−1
D (Ω,Rd)), (3.57b)

is standard and easily checked. We also define the piecewise affine function lτ :
[0, T ]→ H−1

D (Ω,Rd)) by setting

lτ := ρω̇τ − divD(C0e(wτ ) + µC1e(ẇτ )), (3.58)

so that property (2.5), the continuity of divD, and (3.57) imply that

lτ → l strongly in L2([0, T ], H−1
D (Ω,Rd)), (3.59)

where l := ρẅ− divD(C0e(w) + µC1e(ẇ)). Arguing as in the proof of Theorem 3.1
we solve the minimum problems (3.9) and (3.10) with Lni − l(tni ) in place of Lni and
denote by uni and zni their minimizers. Standard arguments taking into account re-
lation (3.59) ensure one that the same estimates (3.23) hold for the functions u′τ , zτ ,
v′τ defined as in (3.14). So that we found functions u′ ∈ H1([0, T ], H1

D(Ω1∪Ω2,Rd))
with u̇′ ∈ H1([0, T ], H−1

D (Ω1 ∪ Ω2,Rd)) and z ∈ L∞([0, T ], L2(Γ)) ∩ H1([0, T ],Z)
such that

u′τ ⇀ u′ weakly in H1([0, T ], H1
D(Ω1 ∪ Ω2,Rd)), (3.60a)

u′τ (t) ⇀ u′(t) weakly in H1
D(Ω1 ∪ Ω2,Rd), for every t ∈ [0, T ], (3.60b)

zτ ⇀ z weakly* in L∞([0, T ], L2(Γ)), (3.60c)

zτ (t) ⇀ z(t) weakly* in L∞(Γ) for every t ∈ [0, T ], , (3.60d)

v′τ ⇀ u̇′ weakly* in L∞([0, T ], L2(Ω1 ∪ Ω2,Rd)), (3.60e)

v̇′τ ⇀ ü′ weakly in L2([0, T ], H−1
D (Ω1 ∪ Ω2,Rd)), (3.60f)

żτ ⇀ ż weakly in L2([0, T ], L2(Γ)). (3.60g)

Moreover we also get (3.12), (3.13), while (3.11) is replaced by the following

ρ〈v̇′τ , ϕ〉+ 〈C0e(ũ′τ ) + µC1e(u̇′τ ), e(ϕ)〉+ 〈∇V ([ũ′τ ]) · [ϕ], z̃τ 〉Γ
= 〈L̃τ − l̃τ , ϕ〉, (3.61)

for all ϕ ∈ H1
D and for a.e. t ∈ [0, T ]. Arguing as in Proposition 3.5 we see that

(3.61) passes to the limit as τ → 0 and leads one to

ρ〈ü′, ϕ〉+ 〈C0e(ũ′τ ) + µC1e(u̇′τ ), e(ϕ)〉+ 〈∇V ([u′]) · [ϕ], z〉Γ
= 〈L − l, ϕ〉, (3.62)

for all ϕ ∈ H1
D and for a.e. t ∈ [0, T ]. If we define u := u′+w, observing that, since

w ∈ H1(Ω,Rd), [w] = 0 on Γ, then (3.62) reads

ρ〈ü, ϕ〉+ 〈C0e(u) + µC1e(u̇), e(ϕ)〉+ 〈∇V ([u]) · [ϕ], z〉Γ = 〈L, ϕ〉. (3.63)

At the same time (3.12) and (3.13) pass to the limit like in the case of homoge-
neous boundary datum, and give rise to the same equations (3.43) and (3.44). The
conclusion easily follows. �

The following Proposition provides the energy balance of the system.
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Proposition 3.10. Let u be the solution of Theorem 3.9. Then for all 0 ≤ t1 <
t2 ≤ T , the following energy balance holds

ρ

2
‖u̇(t2)− ẇ(t2)‖2L2 +Q0(e(u(t2))) + 〈V ([u(t2)]), z(t2)〉Γ + µ

∫ t2

t1

Q1(e(u̇))ds

+ µ

∫ t2

t1

‖ż‖2L2ds−〈α, z(t2)〉Γ =
ρ

2
‖u̇(t1)− ẇ(t1)‖2L2 +Q0(e(u(t1)))− 〈α, z(t1)〉Γ

+ 〈V ([u(t1)]), z(t1)〉Γ +

∫ t2

t1

〈σ, e(ẇ)〉ds+

∫ t2

t1

〈L − ρẅ, u̇− ẇ〉ds, (3.64)

where σ = C0e(u) + µC1e(u̇).

Proof. We put ϕ = u̇−ẇ in (3.62) and sum this expression with (3.43). Integrating
in time on [t1, t2] we get (3.64). �

3.1. Processes in Mode II. In order to prove the existence of solution of the
problem in Theorem 3.9 which also satisfy constrains as in (2.20), we use a standard
argument dealing with a penalization term.

Let D ⊂ Rd be the convex and closed cone defined in (2.19b). Let Φ : R → R
be a smooth nonnegative and convex map such that

(i) Φ(0) = 0 and Φ(x) > 0 if x 6= 0.
(ii) The derivative Φ′ of Φ is Lipschitz with constant L > 0.
(iii) There exists 1 ≤ δ < q∗ and C > 0 such that |Φ(x)| ≤ C(|x| + 1)δ for all

x ∈ R.

Here q∗ = +∞ for d ≤ 2 and q∗ = 2(d−1)
d−2 for d > 2. As for V , property (ii) has the

following consequence

(iv) For all x ∈ R it holds |Φ′(x)| ≤ L|x|.
Now we define V̄ : Rd × Γ → R the function V̄ (y, x) := Φ(dist(y,D(x)). We then

define Ṽ : L1(Γ) → L1(Γ) as Ṽ ([u(x)]) := V̄ ([u(x)], x) when [u] ∈ L1(Γ). Finally,

for all positive integers h > 0, we set Ṽh := hṼ .
Let us remind the constraint conditions on the jump of [u] that we want to

satisfy. They read

[u(t)] � 0, (3.65a)

σ(t)ν + T (u(t), z(t)) �∗ 0, (3.65b)

(σ(t)ν + T (u(t), z(t))) · [u(t)] = 0. (3.65c)

for a.e. t ∈ [0, T ]. Since σ(t) is not in general an element of L1(Γ,Rd), we prove a
theorem where the solutions satisfy (3.65) in a weak form.

Theorem 3.11. Let D be the cone in (2.19b) and let L, u0, v0, z0, and w be as
in Theorem 3.9. Then there exists a couple (u, z) satisfying (3.51), (3.52c), (3.55),
and such that, for a.e. t ∈ [0, T ], it satisfies conditions (3.43), (3.44), and

u(t) ∈ D, (3.66a)

〈ρü, ϕ〉+ 〈µC1e(u̇) + C0e(u), e(ϕ)〉+ 〈∇V ([u]) · [ϕ], z〉Γ = 〈L, ϕ〉, (3.66b)

for all ϕ ∈ H1
D with [ϕ] · ν = 0.

We will give a sketch of the proof, being it very similar to the one of Theorem 3.1.
Moreover, for simplicity, we will only treat the case with homogeneous boundary
datum.
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Proof. Let uni be the minimun of the potential

Uni (u) :=
ρ

2
‖
u− uni−1

τ
−
uni−1 − uni−2

τ
‖2L2 +Q(e(u)) + 〈V ([u]), zni−1〉Γ

+
µ

2
〈Ce(u− uni−1), e(u− uni−1)〉 − 〈Lni , u〉+ ‖Ṽh([u] · ν)‖L1(Γ), (3.67)

and zni the minimum of (3.10). The discrete Euler condition then is

ρ

τ
〈
u− uni−1

τ
−
uni−1 − uni−2

τ
, ϕ〉+ 〈C0e(uni ), e(ϕ)〉+ 〈Ṽ ′h([uni ] · ν), [ϕ] · ν〉Γ

+
µ

τ
〈C1(e(uni )− e(uni−1)), e(ϕ)〉 − 〈Lni , ϕ〉+ 〈∇V ([uni ]) · [ϕ], zni 〉Γ = 0, (3.68)

for all ϕ ∈ H1
D(Ω1∪Ω2,Rd). Arguing in the same way as in proof of Proposition 3.3

we obtain the same bounds and convergences (3.16) and the further information

‖Ṽ ([uτ (tnj )] · ν)‖L1(Γ) ≤ C. (3.69)

Passing to the limit as τ → 0 we obtain that the functions uh ∈ L∞([0, T ], H1(Ω1∪
Ω2;Rd)) and zh ∈ H1([0, T ], L2(Γ)) satisfies (3.43), (3.44), and, in place of (3.32),

〈ρüh, ϕ〉+ 〈C0e(uh) + µC1e(u̇h), e(ϕ)〉+ 〈∇V ([uh]) · [ϕ], zh〉Γ
= 〈L, ϕ〉 − 〈Ṽ ′h([uh] · ν), [ϕ] · ν〉Γ, (3.70)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rd) and for a.e. t ∈ [0, T ].

The same argument for Proposition 3.10 gives the following energy balance

ρ

2
‖u̇h(t)‖2L2 +Q0(e(uh)(t)) + 〈V ([uh(t)]), zh(t)〉Γ + µ

∫ t

0

Q1(e(u̇h))ds

+ µ

∫ t

0

‖żh‖2L2ds−
∫ t

0

〈α, żh〉Γ + ‖Ṽh([uh(t)] · ν‖L1(Γ)

=
ρ

2
‖v0‖2L2 +Q0(e(u0)) + 〈V ([u0]), z0〉Γ −

∫ t

0

〈L, u̇h〉ds, (3.71)

for all t ∈ [0, T ] We write∫ t

0

〈L, u̇h〉ds ≤
1

2λ

∫ t

0

‖L‖2
H−1
D

ds+
βλ

2

∫ t

0

‖e(u̇h)‖22ds,

where λ = µα1

2β , so that, plugging this into the energy balance (3.71) and using (2.5)

we obtain that there is a positive constant C independent of h such that

fracρ2‖u̇h(t)‖2L2 +
α0

2
‖e(uh)(t)‖22 + 〈V ([uh(t)]), z(t)〉Γ +

µα1

4

∫ t

0

‖e(u̇h)‖22ds

+ µ

∫ t

0

‖żh‖22ds−
∫ t

0

〈α, żh〉Γ + ‖Ṽh([uh(t)] · ν)‖L1(Γ) ≤ C. (3.72)

Thanks to this apriori estimate we have that there exists u ∈ H1([0, T ], H1
D(Ω1 ∪

Ω2,Rd)) and z ∈ H1([0, T ],Z) such that, up to a subsequence,

uh ⇀ u weakly in H1([0, T ], H1
D(Ω1 ∪ Ω2,Rd)), (3.73a)

uh(t) ⇀ u(t) weakly in H1
D(Ω1 ∪ Ω2,Rd), for every t ∈ [0, T ], (3.73b)

zh ⇀ z weakly* in L∞([0, T ], L2(Γ)), (3.73c)

zh(t) ⇀ z(t) weakly* in L∞(Γ) for every t ∈ [0, T ], (3.73d)

żτ ⇀ ż weakly in L2([0, T ], L2(Γ)). (3.73e)
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as h → +∞. The proof of this fact is identical to the proof of Proposition 3.3.
Moreover, since the Sobolev embedding H

1
2 ↪→ Lq(Γ) is compact for all 1 ≤ q < q∗,

(3.73b) implies

[uh(t)]→ [u(t)] strongly in Lq(Γ), for every t ∈ [0, T ], (3.73f)

for all 1 ≤ q < q∗ as h→ +∞. By definition of Ṽh, one has ‖Ṽh([uh(t)] · ν)‖L1(Γ) =

h‖Ṽ ([uh(t)] · ν)‖L1(Γ), so that (3.72) implies

Ṽ ([uh(t)] · ν)→ 0 strongly in L1(Γ), for every t ∈ [0, T ], (3.73g)

as h → +∞, and in particular we get that χDc([uh(t)] · ν)[uh(t)] · ν → 0 almost
everywhere on Γ for all t ∈ [0, T ]. This implies the important condition

[u(t)] ∈ D. (3.74)

Thanks to convergences (3.73) it is now easy to pass to the limit as h→ +∞ in
(3.43) and (3.44). Indeed, passing to the limit in the first one, we get the inequality
(3.48), thanks to (3.73d) and (3.73f). To get (3.44) we argue as in the proof of
Proposition 3.8, getting also equality in (3.48), and then (3.43). Instead (3.70)
passes to the limit in the case that [ϕ] · ν = 0 providing condition (3.66b). This
concludes the proof. �

Corollary 3.12. Let (u, z) be a solution of (3.1), (3.43), and (3.66). Then the
energy balance (3.64) holds.

Proof. The proof is the same as Proposition 3.10, since u̇ satisfies the constraint
[u̇] · ν = 0 and we can employ (3.66b) with ϕ = u̇− ẇ. �

4. Limit of solutions in rescaled time

In this section we study the asymptotic behaviour of dynamic evolutions when
the rate of the external loads and the boundary conditions become slower and
slower. This can be done throught a suitable rescaling of the data. If we start with
an external load L and a datum w on [0, T ], we set Lε(t) := L(t/ε) and wε(t) :=
w(t/ε) so that Lε and wε are defined on [0, T/ε]. If (uε, zε) is the solution given
by Theorem 3.9 with these data, we are interested into studying their behaviour as
ε→ 0. To handle with this, another rescaling is required. We define (uε(t), zε(t)) :=
(uε(εt), zε(εt)), in such a way that the functions (uε, zε) are now defined on the same
interval [0, T ]. A straightforward change of variables shows that (uε, zε) solves the
same equations of (u, z), with a scalar ε appearing besides all the terms with one
time derivative, and ε2 appearing beside the second derivative. In other words,
this rescaling provides that (uε, zε) are the solutions of the beginning delamination
problem with a density mass equal to ρε2 and a viscosity parameter equal to µε.
For simplicity in what follows we simply replace ρ by ε2 and µ by ε.

Now we are ready to compute the analysis of (uε, zε) as the parameter ε vanishes.
We will restrict to the dimension d ≤ 3, and we will assume that the potential V ([u])
has the form

V ([u]) :=
1

2
K[u] · [u],

where K is called the elastic coefficient of the adhesive, and is constant on Γ.
We assume also that K is positive definite, that is 〈K[u] · [u]〉Γ is a an equivalent
norm on L2(Γ,Rd). Such hypothesis are classical in literature. Moreover we will
need to assume more regularity on the data. In particular we suppose that w ∈
H2([0, T ], H1

D(Ω,Rd)) and L ∈ H1([0, T ], H−1
D (Ω,Rd)).

We first state the Theorem in the case of homogeneous boundary datum.
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Theorem 4.1. Let L ∈ H1([0, T ], H−1
D (Ω,Rd)) and u0, v0, z0 as in Theorem

3.1. Let (uε, zε) be a solution of the problem in Theorem 3.1, then there exist
u ∈ L∞([0, T ], H1

D(Ω1 ∪ Ω2)) and z ∈ L2([0, T ],Z) such that, up to a subsequece,

uε → u strongly in L2([0, T ], H1
D(Ω1 ∪ Ω2,Rd)), (4.1a)

zε ⇀ z weakly* in L∞([0, T ],Z), (4.1b)

zε(t) ⇀ z(t) weakly* in L∞(Γ)for allt ∈ [0, T ], (4.1c)

as ε→ 0. There also exist two nonnegative Borel measures µz ∈M([0, T ]×Γ) and
µb ∈M([0, T ]× Ω) such that, for the same subsequence

εż2
ε ⇀ µz weakly* in M([0, T ]× Γ), (4.1d)

εC1e(u̇ε) · e(u̇ε) ⇀ µb weakly* in M([0, T ]× Ω). (4.1e)

as ε→ 0. Moreover (u, z) satisfies for a.e. t ∈ [0, T ] the semistability condition

〈C0e(u(t)), e(ϕ)〉+ 〈K[u(t)] · [ϕ], z(t)〉Γ = 〈L(t), ϕ〉, (4.2)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rd), and the energy equality

Q0(e(u)(t2)) + 〈1
2
K[u(t2)] · [u(t2)], z(t2)〉Γ − 〈α, z(t2)〉Γ − 〈L(t2), u(t2)〉

= Q0(e(u(t1))) + 〈1
2
K[u(t1)] · [u(t1)], z(t1)〉Γ − 〈α, z(t1)〉Γ − 〈L(t1), u(t1)〉

+ µz(]t1, t2]× Γ) + µb(]t1, t2]× Ω) +

∫ t2

t1

〈L̇, u〉ds, (4.3)

for a.e. 0 ≤ t1 < t2 ≤ T .

The proof of the theorem is essentially the same of [28, Proposition 3.2], with the
only difference that we have the addition of viscosity in the adhesive. We summarize
some important steps and emphasize some differences, and then refer to [28] for a
complete discussion.

Proof. Step 1: apriori bounds. We recall the energy balance for the solution
(uε, zε), that is

ε2

2
‖u̇ε(t)‖2L2 +Q0(e(uε)(t)) + 〈1

2
K[uε(t)] · [uε(t)], zε(t)〉Γ + ε

∫ t

0

Q1(e(u̇ε))ds

+ ε

∫ t

0

‖żε‖2L2ds−
∫ t

0

〈α, żε〉Γ

= ε2‖u0‖2L2 +Q0(e(u0)) + 〈1
2
K[u0] · [u0], z0〉Γ +

∫ t

0

〈L, u̇ε〉ds. (4.4)

Integrating by parts in time and then using the Cauchy and the Korn inequalities,
we see that the right-hand side of (4.4) is bounded by the quantity

C0

λ
+
βλ

2
‖e(uε)(t)‖22 + C1

∫ t

0

‖e(uε)‖22ds,

for some constants C0, C1 > 0 depending on the data of the problem but inde-
pendent of ε, and for an arbitrary constant λ > 0. Setting λ = α0

2β , from (4.4) we

obtain

ε2

2
‖u̇ε(t)‖2L2 +

α0

4
‖e(uε)(t)‖22 + 〈1

2
K[uε(t)] · [uε(t)], zε(t)〉Γ + εα1

∫ t

0

‖e(u̇ε)‖22ds

+ ε

∫ t

0

‖żε‖2L2ds−
∫ t

0

〈α, żε〉Γ ≤
2βC0

α0
+ C1

∫ t

0

‖e(uε)‖22ds, (4.5)
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and in particular, since all the term in the left-hand side are non-negative, we entail

‖e(uε)(t)‖22 ≤ C + C

∫ t

0

‖e(uε)‖22ds, (4.6)

for some constant C > 0 independent of ε. The Gronwall Lemma then implies that
the right-hand side of (4.5) is bounded by a constant. This provides the following
estimates: there exists a constant C > 0 such that

‖e(uε)(t)‖22 ≤ C for all t ∈ [0, T ], (4.7a)

〈1
2
K[uε(t)] · [uε(t)], zε(t))〉Γ ≤ C for all t ∈ [0, T ], (4.7b)

ε‖u̇ε(t)‖2 ≤ C for all t ∈ [0, T ], (4.7c)∫ T

0

ε‖e(u̇ε)‖22ds ≤ C, (4.7d)∫ T

0

ε‖żε‖22ds ≤ C. (4.7e)

and arguing as in [28, Proposition 3.2] we find z ∈ L∞([0, T ],Z) such that

zε(t) ⇀ z(t) weakly* in L∞(Γ), (4.8)

for all t ∈ [0, T ]. The boundness

‖uε(t)‖H1 ≤ C for all t ∈ [0, T ], (4.9)

implies that there exists u ∈ L∞([0, T ], H1
D(Ω1 ∪ Ω2,Rd) such that, up to a subse-

quence,

uε ⇀ u weakly* in L∞([0, T ], H1
D(Ω1 ∪ Ω2,Rd)), (4.10a)

[u]ε ⇀ [u] weakly* in L∞([0, T ], H
1
2 (Γ,Rd)), (4.10b)

as ε → 0. Finally, the bounds (4.7d) and (4.7e) show that the functions εż2
ε and

εC1e(u̇ε) · e(u̇ε) are uniformly bounded in L1([0, T ]× Γ) and L1([0, T ]×Ω) respec-
tively, so that there exist two nonnegative Borel measures µz and µb such that, up
to a subsequence,

εż2
ε ⇀ µz weakly* in M([0, T ]× Γ), (4.10c)

εC1e(u̇ε) · e(u̇ε) ⇀ µb weakly* in M([0, T ]× Ω). (4.10d)

Step 2. The two following key lemma is proved in [28, Proposition 3.2].

Lemma 4.2. For all ϕ ∈ H1(Ω1 ∪ Ω2,Rd) and all ψ compactly supported real
smooth function on [0, T ], it holds

lim
ε→0

∫ T

0

〈K[uε(s)]ψ(s) · [ϕ], zε(s)〉Γ =

∫ T

0

〈K[u(s)]ψ(s) · [ϕ], z(s)〉Γ. (4.11)

Lemma 4.3. It holds∫ t

0

〈K[u(s)] · [u(s)], z(s)〉Γds ≤ lim inf
ε→0

∫ t

0

〈K[uε(s)] · [uε(s)], zε(s)〉Γds. (4.12)

Step 3. Let ψ be a smooth and compactly supported positive function on [0, T ].
Multiplying equation (3.63) by ψ and integrating in time on [0, T ] we obtain∫ T

0

(
〈C0e(uε) + εC1e(u̇ε), e(ϕ)〉+ 〈K[uε] · [ϕ], zε〉Γ

)
ψds

=

∫ T

0

〈ε2u̇ε, ϕ〉ψ̇ + 〈L, ϕ〉ψds. (4.13)
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Lemma 4.2 allows us to pass to the limit obtaining, thanks to (4.7c), (4.7d), (4.7e),
(4.8), (4.10), and the arbitrariness of ψ,

〈C0e(u(t)), e(ϕ)〉+ 〈K[u(t)] · [ϕ], z(t)〉Γ = 〈L(t), ϕ〉, (4.14)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rd) and a.e. t ∈ [0, T ]. The

Taking ϕ = uε in (3.62) and then integrating in time on [0, t] we obtain

ε2〈u̇ε(t), uε(t)〉+
ε

2
Q1(e(uε(t))) +

∫ t

0

ε2‖u̇‖2 +Q0(e(uε))ds

= ε2〈v0, u0〉+
ε

2
Q1(e(u0)))−

∫ t

0

〈K[uε] · [uε], zε〉Γ + 〈L, uε〉ds, (4.15)

and taking into account the bounds (4.7c), (4.7d), and (4.7e), letting ε → 0, we
entail

lim
ε→0

∫ t

0

Q0(e(uε)) + 〈K[uε] · [uε], zε〉Γds =

∫ t

0

〈L, u〉ds. (4.16)

From (4.14) with ϕ = u, the right-hand side equals
∫ t

0
Q0(e(u)) + 〈K[u] · [u], z〉Γds.

Now, ∫ t

0

Q0(e(u)) ≤ lim inf
ε→0

∫ t

0

Q0(e(uε))ds,

and, from Lemma 4.3,∫ t

0

〈K[u] · [u], z〉Γds ≤ lim inf
ε→0

∫ t

0

〈K[uε] · [uε], zε〉Γds,

so that by (4.16) we entail that equalities hold, and hence

uε → u strongly in L2([0, T ], H1
D(Ω1 ∪ Ω2,Rd)). (4.17)

In particular this gives that for a.e. t ∈ [0, T ] one has

uε(t)→ u(t) strongly in H1
D(Ω1 ∪ Ω2,Rd), (4.18)

[uε](t)→ [u](t) strongly in H
1
2 (Γ,Rd), (4.19)

so that, thanks to (4.8), we also have

〈K[uε] · [uε], zε(t)〉Γ → 〈K[u] · [u], z(t)〉Γ, (4.20)

for a.e. t ∈ [0, T ]. This allows us to pass to the limit as ε → 0 in (3.64), getting
(4.25).

Step 4. The same argument of [28, Proposition 3.2] applies to prove (4.3).
�

Theorem 4.1 easily generalizes to the case of nonhomogeneous boundary datum.
Let us remark that in this case u ∈ H1 and no longer in H1

D, so convergences (4.1)
hold with this dirrerence.

Theorem 4.4. Let L ∈ H1([0, T ], H−1
D (Ω,Rd)), w ∈ H2([0, T ], H1

D(Ω,Rd)), and
u0, v0, z0 as in Theorem 3.1. Let (uε, zε) be the solution given by Theorem 3.1,
then there exist u ∈ L∞([0, T ], H1(Ω1 ∪ Ω2)) with u(t) = w(t) on ∂DΩ, and z ∈
L2([0, T ],Z) such that for a subsequece (4.1) hold as ε → 0 and for a.e. t ∈ [0, T ]
the semistability condition holds

〈C0e(u(t)), e(ϕ)〉+ 〈K[u(t)] · [ϕ], z(t)〉Γ = 〈L(t), ϕ〉, (4.21)
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for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rd). Moreover the energy equality

Q0(e(u)(t2)) + 〈1
2
K[u(t2)] · [u(t2)], z(t2)〉Γ − 〈α, z(t2)〉Γ − 〈L(t2), u(t2)− w(t2)〉

=Q0(e(u(t1))) + 〈1
2
K[u(t1)]·[u(t1)], z(t1)〉Γ −〈L(t1),u(t1)−w(t1)〉 − 〈α, z(t1)〉Γ

+ µz(]t1, t2]× Γ) + µb(]t1, t2]× Ω)−
∫ t2

t1

〈L̇, u− w〉ds+

∫ t2

t1

〈σ, e(ẇ)〉ds, (4.22)

is true for a.e. 0 ≤ t1 < t2 ≤ T , where σ := C0e(u).

Proof. The following energy balance holds

ε2

2
‖u̇ε(t)−ẇ(t)‖2L2 +Q0(e(uε(t))) + 〈1

2
K[uε(t)] · [uε(t)], zε(t)〉Γ + ε

∫ t

0

Q1(e(u̇ε))ds

+ ε

∫ t

0

‖żε‖2L2ds−〈α, zε(t)〉Γ = ε2‖v0 − ẇ0‖2L2 +Q0(e(u0))−〈α, z(0)〉Γ

+ 〈1
2
K[u0] · [u0], z0〉Γ +

∫ t

0

〈σε, e(ẇ)〉ds+

∫ t

0

〈L − ε2ẅ, u̇ε − ẇ〉ds, (4.23)

where σε = C0e(uε) + εC1e(u̇ε). We then write∫ t

0

〈L, u̇ε − ẇ〉ds ≤ |〈L(t), uε(t)− w(t)〉|+
∫ t

0

‖L̇‖H−1‖uε − w‖H1ds+ C

≤ C‖L(t)‖H−1‖e(uε(t))− e(w(t))‖2 + C

∫ t

0

‖L̇‖H−1‖e(uε)− e(w(t))‖2ds+ C

≤ C + C‖e(uε(t))‖2 + C

∫ t

0

‖e(uε)‖2ds

≤ C +
α0

4
‖e(uε(t))‖22 + C

∫ t

0

‖e(uε)‖22ds,

for some constant C > 0 possibly different from line to line. Moreover∫ T

0

〈σε, e(ẇ)〉ds ≤ C + C

∫ T

0

‖e(uε)‖22ds+
εα1

2

∫ T

0

‖e(u̇ε)‖22ds,

and

|
∫ t

0

〈ε2ẅ, u̇ε − ẇ〉ds| ≤ C + ε2
∫ T

0

‖ẅ‖H−1‖e(u̇)‖2ds ≤ C + ε2
∫ T

0

‖e(u̇)‖22ds.

Hence the right-hand side of (4.23) is bounded by

C +
α0

4
‖e(uε(t))‖22 + C

∫ t

0

‖e(uε)‖22ds+
εα1

2

∫ T

0

‖e(u̇ε)‖22ds+ ε2
∫ T

0

‖e(u̇)‖22ds,

and we are lead to

ε2

2
‖u̇ε(t)‖2L2 +

α0

4
‖e(uε)(t)‖22 + 〈1

2
K[uε(t)] · [uε(t)], zε(t)〉Γ + ε

∫ t

0

‖żε‖2L2ds

+
εα1 − 2ε2

2

∫ t

0

‖e(u̇ε)‖22ds−
∫ t

0

〈α, żε〉Γ ≤ C + C

∫ t

0

‖e(uε)‖22ds, (4.24)

for some C > 0. This again implies (4.6) and the apriori bounds (4.7). The proof
now is very similar to the previous and can be arranged straightforwardly. �

An immediate consequence of (4.3) is the following:



LIMIT OF VISCOUS DYNAMIC PROCESSES IN DELAMINATION 23

Corollary 4.5. Let (u, z) be the evolution obtained in the previous theorem. Then

Q0(e(u)(t2)) + 〈1
2
K[u(t2)] · [u(t2)], z(t2)〉Γ − 〈α, z(t2)〉Γ − 〈L(t2), u(t2)− w(t2)〉

≤Q0(e(u(t1))) + 〈1
2
K[u(t1)]·[u(t1)], z(t1)〉Γ −〈L(t1),u(t1)−w(t1)〉

− 〈α, z(t1)〉Γ −
∫ t2

t1

〈L̇, u− w〉ds+

∫ t2

t1

〈σ, e(ẇ)〉ds, (4.25)

for a.e. 0 ≤ t1 < t2 ≤ T .

Remark 4.6 (Limit of processes in mode II). The limit of evolution with
constrains as provided by Theorem 3.11 is straightforwardly arranged. The limit
(u, z) will satisfy for a.e. t ∈ [0, T ] the property

u(t) ∈ D, (4.26)

while the semistability condition (4.21) is replaced by

〈C0e(u(t)), e(ϕ)〉+ 〈K[u(t)] · [ϕ], z(t)〉Γ = 〈L, ϕ〉, (4.27)

for all ϕ ∈ H1
D(Ω1 ∪ Ω2,Rd) with [ϕ] · ν = 0.

We are now in position to discuss the flow rule of the limit evolution (u, z). The
presence of the viscosity term ż in the flow rules (3.43) and (3.44), in contrast to
[28] where the flow rule is rate-independent, makes the following analysis necessary.

Lemma 4.7. For a.e. (x, t) ∈ Γ× [0, T ] it holds

1

2
K[u(x, t)] · [u(x, t)]− α(x) ≤ 0 or z(x, t) = 0. (4.28)

Proof. By (3.4), for all ε > 0 it holds

(
1

2
K[uε] · [uε]− εżε − α)χ{zε>0} ≤ 0.

Up to a subsequence we have that χ{zε>0} ⇀ ζ weakly* in L∞([0, T ] × Γ) for
some ζ ∈ L∞([0, T ] × Γ). Thanks to (4.7e) we know that εżε → 0 strongly in
L2([0, T ], L2(Γ)), while thanks to (4.9) and (4.19) we know that 1

2K[uε] · [uε] →
1
2K[u] · [u] strongly in L1([0, T ], L1(Γ)), so that at the limit as ε → 0 the previous
relation gives rise to

(
1

2
K[u] · [u]− α)ζ ≤ 0, (4.29)

almost everywhere on [0, T ] × Γ. Now the thesis follows if we prove that ζ > 0 on
the set {z > 0}. Let A := {(t, x) ∈ [0, T ] × Γ : 0 = ζ(t, x) < z(x, t)}, and let us
prove that |A| = 0. Then suppose |A| > 0. From the fact that zε(t) ⇀ z(t) weakly*
in L∞(Γ) for all t ∈ [0, T ], the Fubini Theorem and the Dominated Convergence
Theorem implies that

0 <

∫
A

z = lim
ε→0

∫
A

zε,

but, on the other side we see that the right-hand side must be zero. Indeed we claim
that zε → 0 strongly in L1(A). Since zε ≤ 1, the claim follows if we prove that
|{zε > 0} ∩ A| → 0. But this is true since |{zε > 0} ∩ A| =

∫
A
χ{zε>0} →

∫
A
ζ = 0

by hypothesis, and the lemma is proved.
�



24 RICCARDO SCALA

Now we prove that there is a representant z̄ : [0, T ] × Γ → [0, 1] in the class of
z ∈ L1([0, T ]×Γ) such that for a.e. (t, x) ∈ [0, T ]×Γ there exists the time derivative
d
dt z̄(t, x) ∈ R. Let us define

z̄(t, x) := lim inf
δ→0

∫
Bx,δ

z(t, y)dy, (4.30)

where Bx,δ is the ball in Γ centered at x and with radius δ > 0. It turns out that
such limit exists and coincides with z(t, x) for a.e. (t, x) ∈ [0, T ]× Γ. Moreover for
all x and all 0 ≤ t1 < t2 ≤ T it holds z̄(t1, x) ≤ z̄(t2, x), since this inequality holds
for zε and we have

∫
Bx,δ

z(t, y)dy = limε→0

∫
Bx,δ

zε(t, y)dy for all δ > 0 by (4.8). In

particular for all fixed x ∈ Γ the function t → z̄(t, x) is nonincreasing so that it is
differentiable almost everywhere on [0, T ]. Note also that with such definition for
all t ∈ [0, T ] the function z̄(t, ·) coincides with z(t, ·) almost everywhere on Γ, that
is z̄(t) is a particular representant of z(t) in L∞(Γ).

For z̄ the following is true.

Lemma 4.8. For a.e. (t, x) ∈ [0, T ]× Γ it holds

(
1

2
K[u(t, x)] · [u(t, x)]− α(x)) ˙̄z(t, x) = 0. (4.31)

Proof. For all real numbers 0 ≤ a < b ≤ T and all open set A ⊂ Γ we can define
the total variation of zε on [a, b]×A as

Var(zε, [a, b]×A) := 〈χA, zε(a)− zε(b)〉Γ, (4.32)

that defines a nonnegative measure on the Borel subsets of [0, T ] × Γ. Defining
similarly the total variation of z we see that Var(zε, ·) ⇀ Var(z, ·) weakly* in
the space of nonnegative Radon measures Mb([0, T ]× Γ). Writing zε(a)− zε(b) =

−
∫ b
a
żε(s)ds and similarly z(a)−z(b) = −

∫ b
a
Dtz̄(s)ds where Dt is the distributional

derivative in time, we also obtain that for all Borel set B ⊂ [0, T ]× Γ,

−
∫
B

˙̄z ≤ Var(z̄, B) ≤ Var(zε, B) = −
∫
B

żε, (4.33)

where the first inequality is due to the fact that − ˙̄z is only the part of −Dtz̄ that is
absolutely continuous with respect to the Lebesgue measure, while the second one
follows by the lower semocontinuity of the mass.

Now from the fact that 1
2K[uε] · [uε]→ 1

2K[u] · [u] strongly in L1([0, T ], L1(Γ)) we

have that 1
2K[uε(t, x)] · [uε(t, x)] → 1

2K[u(t, x)] · [u(t, x)] for a.e. (t, x) ∈ [0, T ]× Γ.

Let us define C := {(t, x) ∈ [0, T ]×Γ : ˙̄z(t, x) 6= 0, 1
2K[u(t, x)] · [u(t, x)]−α(x) 6= 0}.

From the fact that z̄ is nonnegative and nonincreasing it is straightforward that
˙̄z = 0 on the set z̄ = 0, so that condition (4.28) tells us that |C∆C ′| = 0, with
C ′ := {(t, x) ∈ [0, T ]×Γ : ˙̄z(t, x) 6= 0, 1

2K[u(t, x)] · [u(t, x)]−α(x) < 0}. Let us then
prove that |C ′| = 0. Suppose it is not the case, so that for some n > 0 it holds that
|Cn| > 0, with Cn := {(t, x) ∈ [0, T ]×Γ : ˙̄z(t, x) 6= 0, 1

2K[u(t, x)] · [u(t, x)]−α(x) <

− 1
n}. Thanks to the pointwise convergence of 1

2K[uε] · [uε] to 1
2K[u] · [u] we can find

a subset B ⊂ Cn with positive measure and a number ε0 such that for all ε < ε0
and all (t, x) ∈ B it holds K[uε(t, x)] · [uε(t, x)]−α(x) < 0. This means that, thanks
to (3.3b), żε(t, x) = 0 for all ε < ε0 and all (t, x) ∈ B. So that

0 = − lim
ε→0

∫
B

żε ≥ −
∫
B

˙̄z,

where we have used (4.33). But since − ˙̄z is nonnegative we find ˙̄z = 0 almost
everywhere on B, contradicting the hypothesis. �



LIMIT OF VISCOUS DYNAMIC PROCESSES IN DELAMINATION 25

Let us define E : [0, T ] → R the energy of the limit evolution (u, z) obtained in
Theorem 4.1 as

E(t) :=Q0(e(u)(t)) + 〈1
2
K[u(t)] · [u(t)], z(t)〉Γ

− 〈α, z(t)〉Γ − 〈L(t), u(t)〉+

∫ t

0

〈L̇, u〉ds, (4.34)

for all t ∈ [0, T ]. Inequality (4.25) says exactly that E is an essentially nonincreasing
function. Essentially means that there exists a negligible set N ⊂ [0, T ] such that
E is nonincreasing on [0, T ] \N . We can then always extend it to a (unique) left-
continuous nonincreasing function on the whole [0, T ]. As a consequence the new
E is discontinuous on an at most countable set JE ⊂ [0, T ], and this set does not
depend on the value of E on N . We will also denote by Jz the subset of [0, T ]
where the function z is discontinuous with respect to the strong topology of L1(Γ).
Since z is a nonincreasing function with values in [0, 1], we see that Jz is at most
countable as well.

Theorem (4.1) shows that the evolution (u, z) limit of (uε, zε) satisfies the sta-
bility condition almost everywhere on [0, T ]. The next Lemma gives a more precise
description of the set of times where stability holds, and at the same time tells us
that we can change the map u ∈ L∞([0, T ], L2(Ω,Rd)) on the negligible set N in
such a way that the energy E is globally nonincreasing.

Lemma 4.9. Suppose t̄ ∈ [0, T ] \ (JE ∪ N) is such that z is continuous at t̄ with
respect to the strong topology of L1(Γ), i.e. t̄ /∈ Jz. Then the stability condition
(4.2) holds at such t̄.

Moreover there exists a representant of u ∈ L∞([0, T ], L2(Ω,Rd)), still denoted
by u, such that the stability condition (4.2) holds at all t ∈ [0, T ] \ Jz and the
corresponding energy (4.34) is nonincreasing and continuous at all t ∈ [0, T ] \ Jz.

Proof. Condition (4.2) tells us that u(t) is the (unique) minimizer inH1
Γ(Ω1∪Ω2,Rd)

of the potential

Wt(u) := Q0(e(u)) + 〈1
2
K[u] · [u], z(t)〉Γ − 〈L(t), u〉. (4.35)

Let us denote by M(t) := minWt. The fact that z is continuous at t̄ entails that
also M is continuous at t̄. Let us choose a sequence tn such that tn /∈ N and u(tn)
satisfies the stability condition (4.2) for all n > 0, then we have

lim
n→∞

E(tn) = lim
n→∞

(
M(tn) + 〈α, z(tn)〉 −

∫ tn

0

〈L̇, u〉ds
)

= M(t̄) + 〈α, z(t̄)〉 −
∫ t̄

0

〈L̇, u〉ds = E(t̄), (4.36)

where the last equality follows from the continuity of E . This says that Wt̄(u(t̄)) =
M(t̄), which, thanks to the uniqueness of the minimizer of Wt̄, entails that u(t̄) is
such minimizer, so that it also satisfies (4.2), and the first part of the statement is
proved.

Let us now fix t ∈ [0, T ] \ Jz, if we choose tn such that tn → t and u(tn)
satisfies the stability condition (4.2), formula (4.36) still holds with t̄ replaced by
t thanks to the continuity of z and proves that we can redefine u at all points
t ∈ N \ Jz as the minimizer of Wt. We see that the new u coincides with the
old one almost everywhere and satisfies (4.2) at all t ∈ N \ Jz by definition. This
concludes the proof, noting that the new E corresponding to the new u is continuous
on [0, T ] \ Jz. �
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Remark 4.10. A consequence of Lemma 4.9 is that the set of times t ∈ [0, T ]
such that the new u(t) does not satisfy the stability condition (4.2) is an at most
countable set. Let us denote it by Su. Lemma 4.9 then reads

(Su ∪ JE) ⊂ Jz.

Another consequence of this fact is that at any time where z is continuous, also u
is continuous with respect to the strong topology of H1

Γ(Ω1 ∪Ω2,Rd). If we denote
by Ju the set of times where u is discontinuous, then Ju is at most countable and
Ju ⊂ Jz.

Another consequence of Lemma (4.9) is that the definition of the new u implies
that for all t ∈ [0, T ] \ Jz relation (4.28) holds true for Hd−1-a.e. x ∈ Γ1.

Let us finally remark that, with the new definition of E , the energy inequality
(4.25) holds for all t1, t2 ∈ [0, T ] \ Jz.

Theorem 4.11. Suppose that there exists 0 < s ≤ T such that z(t, x) > 0 at a.e.
x ∈ Γ for all 0 ≤ t ≤ s. Then the energy E is constant on [0, s]\Jz, i.e. E(t) = E(0)
for all t ∈ [0, s] \ Jz. In particular µz = 0 on [0, s]× Γ and µb = 0 on [0, s]× Ω.

Proof. Taking into account (4.25), it suffices to show that E(0) ≤ E(s). To prove
this, for all integers n > 0 let us choose a sequence of times 0 = t0 < t1 < · · · <
tn = s such that ti ∈ [0, T ] \ Su for all i ≤ n and such that maxi<n |ti+1 − ti| → 0
as n → ∞. The minimality of Wti at u(ti) implies Wti(u(ti)) ≤ Wti(u(ti+1)) for
all 0 ≤ i < n. This is equivalent to

Q0(e(u(ti)))−Q0(e(u(ti+1)))− 〈L(ti), u(ti)〉+ 〈L(ti+1), u(ti+1)〉

+ 〈1
2
K[u(ti)] · [u(ti)], z(ti)〉Γ − 〈

1

2
K[u(ti+1)] · [u(ti+1)], z(ti+1)〉Γ

≤ 〈1
2
K[u(ti+1)] · [u(ti+1)], z(ti)− z(ti+1)〉Γ + 〈L(ti+1), u(ti+1)− u(ti)〉

≤ 〈α, z(ti)− z(ti+1)〉Γ + 〈L(ti+1)− L(ti), u(ti+1)〉, (4.37)

where in the last inequality we have used (4.28) with Remark 4.10. Summing this
expression for i = 0, . . . , n− 1 we obtain

Q0(e(u(0)))−Q0(e(u(s)))− 〈L(0), u(0)〉+ 〈L(s), u(s)〉

+ 〈1
2
K[u(0)] · [u(0)], z(0)〉Γ − 〈

1

2
K[u(s)] · [u(s)], z(s)〉Γ

≤ 〈α, z(0)〉Γ − 〈α, z(s)〉Γ +

n−1∑
i=0

〈L(ti+1)− L(ti), u(ti+1)〉, (4.38)

but the last term tends to
∫ s

0
〈L̇, u〉ds as n→∞ thanks to the regularity of L and

the fact that Ju is at most countable. So that the inequality above implies exactly
E(0) ≤ E(s), and the thesis follows. �

Remark 4.12. If we do not redefine the functions E and u as in Lemma 4.9,
Theorem 4.11 still holds, with the only difference that the equality E(t) = E(0)
holds only for a.e. t ∈ [0, s] \ (N ∪ Jz). To see this it sufficies to apply the same
proof with the only difference that we have to choose the times ti in the set where
(4.21) holds for the original u.

4.1. The one-dimensional case. In this section we consider the case d = 1.
Without lose of generality we set Ω1 :=]0, 1[, Ω2 :=] − 1, 0[, Γ := {0} and ∂DΩ :=
{−1, 1} and assume that C0 = 1 and K = 1. We denote by u the displacement,
and we want to study an evolution with Dirichlet conditions u(t, 1) = a1(t) and
u(t,−1) = a−1(t) for all t ∈ [0, ], and external forces L(t, x). This arises imponing
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w(t, x) := a−1(t) + x+1
2 (a1(t)−a−1(t)). We assume that at the initial time we have

z0 = 1.
Let us first state the following preliminary fact:

Lemma 4.13. L ∈ H−1
D (] − 1, 0[∪]0, 1[,R) if and only if there exists F ∈ L2(] −

1, 0[∪]0, 1[) such that 〈L, ϕ〉 = −〈F,ϕx〉, for all ϕ ∈ H1
D(]− 1, 0[∪]0, 1[,R).

Proof. We can write
〈L, ϕ〉 ≤ C1‖ϕ‖H1 ≤ C2‖ϕx‖2,

thanks to the Poincaré inequality. In particular, since the linear map A : H−1
D →

L2(] − 1, 0[∪]0, 1[) given by A(ϕ) = ϕx is bijective, we see that the map L ◦ A−1

belongs to the dual of L2(]−1, 0[∪]0, 1[), and then there exists F ∈ L2(]−1, 0[∪]0, 1[)
such that L ◦ A−1(ψ) = −〈F,ψ〉 for all ψ ∈ L2(] − 1, 0[∪]0, 1[). The claim follows
by writing ψ = ϕx. �

Lemma 4.9 guarantees that (u, z) satisfies (4.21) and (4.25) everywhere on [0, T ]\
Jz. Now we prove that, up to suitably change the function t → (u(t), z(t)) on a
negligible set, we can assume that such conditions are satisfied for all t ∈ [0, T [. In
the one-dimensional case z(t) is just a real number, and convergence (4.1c) ensures
that z is nonincreasing, and then coincides with z̄ defined in Lemma 4.8. We define

z̃(t) := lim
s→t−

z(s).

In particular z̃ is left-continuous. Let Su ⊂ [0, T ] be the set of all t at which (4.21)
does not hold. Then for all t ∈ Su we define u′(t) as the (unique) solution of
problem (4.21) with z(t) replaced by z̃(t) and boundary datum w(t). Then we set

ũ(t) :=

{
u′(t) if t ∈ L
u(t) otherwise.

Not to weight up the notation since now on we will still denote (ũ, z̃) by (u, z).
Let us remark that, thanks to Lemma 4.9, the fact that z is left-continuous at
all t ∈ [0, t1], it is easily seen that the energy (4.34) turns out to be globally
nonincreasing, i.e. it is a nonincreasing function on the whole interval [0, t1].

In other words we have first redefined z in order that it is left-continuous, and
then we have redefine u as in Lemma 4.9. Thanks to the left-continuity of z we see
that the proof of Lemma 4.9 provides that the new u satisfies (4.21) on the whole
[0, t1].

When (t, z) are fixed, (4.21) is equivalent to the fact that u is the minimizer of
the functional

u→ 1

2
〈ux, ux〉+

1

2
[u]2z − 〈L, u〉,

among all the functions u ∈ H1(]− 1, 0[∪]0, 1[) with u(1) = w(t,−1) and u(−1) =
w(t, 1). Equivalently, this is expressed by the following system of equations

−uxx(t, x) = L(t, x) on ]− 1, 0[ ∪ ]0, 1[,
ux(t, 0) = [u(t, 0)]z(t)
u(1) = w(t,−1)
u(−1) = w(t, 1).

(4.39)

It is not difficult to compute explicitly the solutions of such system. Let F ∈
H1([0, T ], L2(] − 1, 0[∪]0, 1[)) be the function, provided by Lemma 4.13, such that
〈L(t), ϕ〉 = −〈F (t), ϕx〉 and set G(t, x) :=

∫ x
0
F (t)(y)dy for all x ∈] − 1, 0[∪]0, 1[,

the solution u = u(t, x) of (4.39) takes the form

u(t, x) =

{
G(t, 1)−G(t, x) + g(t) z(t)

1+2z(t) (x− 1) + w(t, 1) if x > 0

G(t,−1)−G(t, x) + g(t) z(t)
1+2z(t) (x+ 1) + w(t,−1) if x < 0,

(4.40)
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where g(t) := G(t, 1)−G(t,−1) + w(t, 1)− w(t,−1). We can compute

[u(t)] :=
g(t)

1 + 2z(t)
. (4.41)

Let us define

t0 := inf
t
{1

2
[u(t)]2 − α ≥ 0},

t1 := inf
t
{1

2
[u(t)]2 − α > 0}, (4.42)

and let these values be T if the corresponding infima are computed on empty sets.
Obviously we have t0 ≤ t1. We see that the times t0 and t1 depend only on g and
the value of z, in particular

t0 := inf
t
{z(t) ≤ g(t)−

√
2α

2
√

2α
},

t1 := inf
t
{z(t) < g(t)−

√
2α

2
√

2α
}. (4.43)

The energy (4.34) reads

E(t) =
1

2
〈ux(t, x), ux(t, x)〉+

1

2
[u(t)]2z(t)− αz(t)

+ 〈F (t), ux(t)− wx(t)〉 −
∫ t

0

〈Ḟ (s), ux(s)− wx(s)〉ds

−
∫ t

0

〈ux(s), ẇx(s)〉ds,

and plugging the formulae found above in this expression we obtain

E(t) =
1

2

g(t)2z(t)

1 + 2z(t)
− αz(t)− (G(0, 1)−G(0,−1))(w(0, 1)− w(0,−1))

2

−
∫ t

0

g(s)ġ(s)

1 + 2z(s)
z(s).

We will now employ a standard formula providing the expression of the distri-
butional derivative of the composition of a smooth function with a function with
bounded variation (see, e.g., [32], or [2]). If z : [0, T ] → R is a BV function and
f : R2 → R is smooth, such formula applied to the function t→ f(t, z(t)) reads

Dtf(·, z(·)) =

f1(·, z(·))L1 + f2(·, z̄(·))DtzxCz+
∑
s∈R+

[f(s, z(s+))− f(s, z(s−))]δs, (4.44)

where fi is the derivative of f with respect to the i-th variable, L1 is the Lebesgue
measure on R, z̄ is the continuous representant of z on the set Cz, the set where
z is continuous, z(s+) (resp. z(s−)) is the limit from the right (resp. left) of z at
s ∈ R, and δs is the Dirac delta at s ∈ R. We use this formula to compute the
distributional derivative of E . Let us recall that the function z itself is continuous
at every t except at the jump times. Therefore we find

DtE(t) =(
1

2

g(t)2

(1 + 2z(t))2
− α)(ż + żc)

+
∑

s∈[0,T ]

(1

2

g(s+)z(s+)

(1 + 2z(s+))
− 1

2

g(s−)z(s−)

(1 + 2z(s−))
− αz(s+) + αz(s−)

)
δs,

(4.45)
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where ż and żc are the absolutely continuous part of DtzxCz with respect to L1

and the Cantor part respectively. We can write the jumps of (4.45) in the following
equivalent way

−
∑

s∈[0,T ]

(∫ z(t−)

z(t+)

1

2

g(s)2

(1 + 2r)2
− αdr

)
δs. (4.46)

From the energy inequality we know that the energy is a nonincreasing function, so
that its total derivative (4.45) must be a nonpositive measure on [0, T ]. Since the
absolutely continuous, the Cantor and the jump part of this measure are mutually
singular, they must all be nonpositive. This applied to the jumps implies that the
integrals appearing in the sum (4.46) are all nonnegative. On the other hand we
have ∫ z(t−)

z(t+)

1

2

g(s)2

(1 + 2r)2
− αdr ≤

∫ z(t−)

z(t+)

1

2

g(s)2

(1 + 2z(t+))2
− αds ≤ 0,

where the first inequality follows from the fact that r → 1
2

g(s)2

(1+2r)2 − α is nonin-

creasing, and the second inequality follows untill t ∈ [0, t1[. Moreover, the first

inequality is strict if g(s) 6= 0, since r → 1
2

g(s)2

(1+2r)2 − α is strictly decreasing in this

case, while if g(s) = 0 the second inequality is strict since α > 0. In particular we
find out that no jump can occur in the interval [0, t1[.

We claim that, if there is a jump of z, than such jump is unique and takes place
at t = t1. Moreover z(t) = 0 for t > t1. Without lose of generality suppose t1 < T .

Since z is left-continuous, the function 1
2

g(t)2

(1+2z(t))2 −α is left-continuous, so that by

definition of t1 it holds 1
2

g(t1)2

(1+2z(t1))2 − α ≤ 0, and there is a sequence tk ↘ t1 such

that f(tk) > 0 for all k. Again, since f is left-continuous we obtain that for all
δ > 0 the set of all t such that f(t) > 0 has positive Lebesgue measure on [t1, t1 +δ].
This, thanks to (4.28), implies that z(t) = 0 for t > t1, getting the claim.

Let us now consider the Cantor and absolutely continuous part of (4.45). We

see that ż and żc might concentrate only on the set A := {t ∈ [0, t1] : 1
2

g(t)2

(1+2z(t))2 −

α = 0} = {t ∈ [0, t1] : z(t) = g(t)−
√

2α

2
√

2α
}. This is the set where the continuous

function g(t) coincides with f(t) :=
√

2α(1+2z(t)). We claim that the distributional
derivatives of the BV functions g and f coincide on A. It is a particular case of a
more general fact provided by [19, Theorem A.1]. As a consequence we get

ġ = 2
√

2α(ż + żc),

which implies that żc = 0 since the right-hand side is absolutely continuous with
respect to the Lebesgue measure. Moreover we find out that ż = 1

2
√

2α
ġ.

We can summarize our discussion with the following results, which holds in the
1-dimensional case:

Theorem 4.14 (1-dimensional case). Let (u, z) be the limit of dynamic processes
given by Theorem 4.4. Then there is a representant of z that is left-continuous.
Let t0, t1 be as in (4.43). Then there is a representant of u such that u(t) is the
solution of (4.39) for all t ∈ [0, t1]. For these representants, still denoted by (u, z),
it holds that z is constant on the interval [0, t0] and it is such that z(t) ≡ 0 for
t > t1. Moreover z can jump only at t = t1, żc ≡ 0 on [0, T ], and ż is concentrated
on the set

A := {t ∈ [t0, t1] : z(t) =
g(t)−

√
2α

2
√

2α
}, (4.47)
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where it also holds ż = 1
2
√

2α
ġ, with g(t) := G(t, 1)−G(t,−1) + w(t, 1)− w(t,−1).

In formula

ż =
1

2
√

2α
ġχA.

In terms of the data of the problem we can state the following:

Theorem 4.15. Let (u, z) be the limit of dynamic processes given by Theorem 4.4
with initial condition z(0) = z0 > 0 and suppose z is left-continuous. Let

t̃0 := inf
t∈[0,T ]

{g(t) ≥ (1 + 2z0)
√

2α}, t̃1 := inf
t∈[0,T ]

{g(t) > (1 + 2z0)
√

2α},

then it holds z(t) = z0 if t ≤ t̃0, z(t) = 0 if t > t̃1, ż = 1
2
√

2α
ġχA, and z can jump

only at t = t1.

Corollary 4.16. If g(t) is strictly increasing and is such that g(0) < (1+2z0)
√

2α,
then there is only one solution t̄ > 0 of (4.47) and z(t) = z0 for t ≤ t̄, while z(t) = 0
for t > t̄.

Proof. In such a case t0 = t1 = t̄. Note that hypothesis g(0) < (1 + 2z0)
√

2α
prevents that t̄ = 0. �

The last statement proves that the function (u, z) given by an external load and
boundary condition as in the example of [28, Section 4] coincides with the couple
of such example. We emphasize that Theorem 4.14 refers to a couple (u, z) which
evolves without constrains on the jump. However, if the jump remains positive,
as in the example of [28, Section 4], the evolution itself satisfies the constraint of
mode I.

We conclude the section with the following remark, that show that the conditions
we have obtained by the analysis of the limit (u, z) is not sufficient to conclude
whether jumps occur or not.

Remark 4.17. Suppose that the function g ∈ C∞(R) be such that g(0) = 0,

g(1) = 3
√

2α, g(2) =
√

2α, and g is strictly monotone in the intervals [0, 1] and

[1, 2]. Let then z = 1 on [0, 1], z(t) = g(t)−
√

2α

2
√

2α
for t ∈ [1, 2], and z(t) = 0 for t > 2.

Then let u(t) be the solution of (4.39), i.e. the function in (4.40). For such (u, z)
we see that (4.21) holds by definition while (4.45) shows that (4.22) holds true with
µb = µz = 0. This is an example of an evolution satisfying the conditions of the
limit of dynamic processes with initial condition z0 = 1, and which does not show
any jump, actually being smooth in time. However it is still not clear if there exists
some dynamic process whose limit is such function. In particular it is not clear if
the measures µb and µz must be strictly positive, as in the case of Corollary 4.16,
or may vanish.
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