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Introduction

The present thesis draws its inspiration from considerations of physical nature

arising in the �eld of Damage Mechanics. Damage models for linearly elastic materi-

als describe the worsening of the elastic properties of the material as a consequence

of the applied loads. Roughly speaking, when a material is subject to a damage

process, the elastic strain in the mainly damaged regions can become very large.

Therefore one expects that the body develops some fractures in the regions where

damage is concentrated.

One of the main goals of this thesis is the rigorous study, in the static case,

of the asymptotic behaviour of certain damage models under di�erent regimes. In

particular we aim at identifying the limit model, which exhibits a strong dependence

on the regime which is assumed. Certain regimes really lead to a model for fracture,

of brittle or cohesive type. Nevertheless, some other regimes lead to a model for

di�use plasticity.

In the detailed exposition of the results we shall see that the rigorous mathemat-

ical investigation of the above-mentioned problems relies on the classical notion of

Γ-convergence and requires to formulate the problem in a proper functional space.

A crucial tool will be a new density theorem which has an independent theoretical

interest.

In order to explain in details our results we need some terminology and prelim-

inaries from Brittle Damage Mechanics. In [41, 42] Pham and Marigo describe the

foundations of the variational approach to damage as well as the gradient damage

model, which this thesis relies on.

(i) The damage state of the material point is characterized by a scalar internal

variable v , de�ned on the reference con�guration Ω ⊂ Rn with values in the

interval [0, 1] . The value v = 1 corresponds to the original elastic material,

while v = 0 represents the totally damaged material.

(ii) For a given state v ∈ (0, 1] the behaviour is elastic and described by the elastic

potential Q(v, e(u)) , where e(u) is the symmetric gradient of the displacement

ix



x Introduction

u and the function (v, e) 7→ Q(v, e) is, in the simplest case, increasing in v

and quadratic in e . A prototypical example carrying the relevant features is

Q(v, e) = v|e|2 , which we shall consider in this section for the sake of the

exposition.

(iii) In an isotropic, homogeneous, and linearized setting, the total energy for the

damage model at �xed time is given by

ˆ
Ω
v|e(u)|2dx+

ˆ
Ω
aψ(v)dx+

ˆ
Ω
b|∇v|2dx, (1)

where ψ is strictly decreasing and ψ(1) = 0 , and a, b < +∞ are positive con-

stants. Here the �rst term represents the stored elastic energy corresponding

to the displacement u and to the internal variable v , the second term is the

energy dissipated by the damage process, �nally the last term, penalizing the

spatial variations of v , guarantees some regularity in the distribution of dam-

age. Assuming that (u, v) ∈ H1(Ω,Rn)×H1(Ω, [0, 1]) , one ensures that the

energy (1) is �nite. The functional (1) is complemented by suitable boundary

conditions and lower order terms due to the action of external forces.

(iv) The quasistatic evolution is governed by the following rules: the damage process

is irreversible, the system is in static stable equilibrium at each time t , and

the total energy is conserved.

In this thesis we consider a damage model of the type (1) and we assume in

addition that the damage is never complete. We focus on the problem of investigating

the asymptotic behaviour of a solution of the stationary damage problem as the

concentration and the completion of damage are forced, that is when the model

requires regions with smaller and smaller volume where the internal variable tends

to 0 . As we shall see, a variety of di�culties arises already in this static context.

Our results can be applied to study the asymptotic behaviour of the incremental

minimum problems used in the standard approximation of the quasistatic evolution

(see, for instance, [27] and [33] for existence results of quasistatic evolutions in brittle

fracture; see also [16] and [17] for some numerical simulations). With the exception

of the classical Ambrosio-Tortorelli regime (7) in the antiplane context (see the work

[36] by Giacomini), the extension to the continuous time is still an open problem and

it is out of the aims of this thesis.

The mathematical rewording of the above-mentioned convergences under the non-

completion of damage assumption entails the introduction of a positive parameter d

such that

d ≤ v ≤ 1 (2)
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and the study of the limit behaviour of a minimizer of (1) under the constraint (2),

with suitable boundary conditions, as a → +∞ , b → 0 , and d → 0 . The choice of

aψ(v) as the cost of the damage is in fact the simplest possible. As a → +∞ , the

internal variable v is compelled to tend to 1 Ln -a.e. in Ω , entailing concentration

of damage in regions with vanishing volume. The transition from the damaged to

the undamaged regions occurs in a strip with smaller and smaller width due to the

requirement b → 0 . Finally, the completion of damage is forced as the minimum d

of v in the damaged regions tends to 0 .

Our approach is based on Γ-convergence (see [24] and Section 1.8): a variational

convergence which guarantees convergence of minimizers (and of minima) of the

damage energies to minimizers (and minima) of the limit models.

The �rst part of the thesis studies the above-mentioned problem in the case of

antiplane shear. This case is studied in its full generality, establishing a hierarchy

of limit models depending on the asymptotic ratios of the parameters a, b, and d .

The extension of some interesting results from the antiplane to the general case

is the object of the second part of the thesis. As we will see this will not be a

straightforward generalization of the scalar case, requiring the involvement of a new

functional space and the proof of suitable density properties.

The antiplane shear is a special state of strain in a 3-dimensional cylindrical

body, achieved when the displacements are parallel to the axis and depend only on

the projection onto the basis. Under this hypothesis the displacement is described

by a scalar function u de�ned on the cross section Ω ⊂ R2 of the cylinder, so that

the gradient ∇u replaces e(u) in (1).

In order to state precisely our results we introduce three sequences δk, εk, ηk > 0 ,

with δk → 0 , εk → 0 , ηk → 0 , playing the role of the vanishing parameters 1/a , b ,

and d , respectively. Without loss of generality we assume that

ηk
δk
→ α and

δk
εk
→ β, with 0 ≤ α, β ≤ +∞.

Since this does not require any additional di�culty, we consider the general case

when R2 is replaced by Rn and |∇v|2 in the total energy is replaced by |∇v|p with

1 < p < +∞ .

Given a bounded open set Ω ⊂ Rn with Lipschitz boundary, for u ∈ H1(Ω) and

v ∈W 1,p(Ω) with

ηk ≤ v ≤ 1 Ln-a.e. in Ω, (3)

we de�ne

Fk(u, v) :=

ˆ
Ω

(
v |∇u|2 +

ψ(v)

δk
+ γ εp−1

k |∇v|p
)
dx, (4)
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where 0 < γ < +∞ and ψ ∈ C([0, 1]) is strictly decreasing with ψ(1) = 0 . We set

Fk(u, v) := +∞ otherwise in L1(Ω)×L1(Ω) .

The limit case p = +∞ is also studied, in the sense that the penalization term´
Ω ε

p−1
k |∇v|pdx is now replaced by the constraint

|∇v| ≤ 1

εk
Ln-a.e. in Ω.

In this case the energy functional is de�ned by

Fk(u, v) :=


ˆ

Ω

(
v |∇u|2 +

ψ(v)

δk

)
dx if (u, v) ∈ H1(Ω)×Vk,

+∞ otherwise,

where

Vk :=

{
v ∈W 1,∞(Ω) : ηk ≤ v ≤ 1, |∇v| ≤ 1

εk
Ln-a.e. in Ω

}
.

In Chapter 2 we determine the Γ-limit in L1(Ω)×L1(Ω) of the sequence (Fk)

and we �nd that this limit depends on α and β (see Theorem 2.1). For some values

of the parameters the limit functional is related to a fracture problem; this is due

to damage concentration along the limit cracks. For some other values the limit is

related to perfect plasticity; in this case we see damage di�usion, which leads to

plastic strains. The Γ-limit can be described by means of an auxiliary functional

Φα,β : L1(Ω) 7→ [0,+∞] , depending on the values of 0 ≤ α, β ≤ +∞ . Precisely the

following main regimes can be identi�ed.

� For α, β ∈ (0,+∞) we de�ne

Φα,β(u) :=

ˆ
Ω
|∇u|2dx+ aβHn−1(Ju) + bα

ˆ
Ju

|[u]|dHn−1 (5)

for u ∈ SBV 2(Ω) , and Φα,β(u) := +∞ if u /∈ SBV 2(Ω) . Here ∇u is the

density of the absolutely continuous part of the distributional derivative of u ,

Hn−1 is the (n− 1)-dimensional Hausdor� measure in Rn , Ju is the jump set

of u , [u] is the jump of u , and u ∈ SBV 2(Ω) means that u ∈ SBV (Ω) , ∇u ∈
L2(Ω,Rn) , and Hn−1(Ju) < +∞ (see [7] and Section 1.2 for the de�nition of

these quantities). Setting 1/p+1/q = 1 , the precise de�nitions of the constants

aβ and bα are

aβ := 2
( q
β

) 1
q
(γp)

1
p

ˆ 1

0
ψ

1
q ds, bα := 2(αψ(0))

1
2 if 1 < p < +∞, (6)

aβ :=
2

β

ˆ 1

0
ψ ds, bα := 2(αψ(0))

1
2 if p = +∞.
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� When α = 0 and β ∈ (0,+∞) we de�ne

Φ0,β(u) :=

ˆ
Ω
|∇u|2dx+ aβHn−1(Ju) for u ∈ GSBV 2(Ω) ∩ L1(Ω) (7)

and Φ0,β(u) := +∞ otherwise (see Section 1.2 for the de�nition of GSBV 2(Ω)).

� If α = +∞ or β = 0 we set

Φα,β(u) :=

ˆ
Ω
|∇u|2dx for u ∈ H1(Ω)

and Φα,β(u) := +∞ if u /∈ H1(Ω) .

� If α = 0 and β = +∞ we set Φ0,∞(u) := 0 for u ∈ L1(Ω) .

� Finally for α ∈ (0,+∞) and β = +∞ we de�ne

Φα,∞(u) :=

ˆ
Ω
fα(|∇u|)dx+ bα|Dsu|(Ω) for u ∈ BV (Ω) (8)

and Φα,∞(u) := +∞ if u /∈ BV (Ω) . Here fα(t) := t2 for 0 ≤ t < bα/2 ,

fα(t) := bα(t − bα/4) for t ≥ bα/2 , and Dsu is the singular part of the

distributional derivative of u .

We prove the following theorem (see Theorem 2.1).

Theorem 1. The Γ-limit of (Fk) in L1(Ω)×L1(Ω) is the functional

Fα,β(u, v) :=

Φα,β(u) if v = 1 Ln-a.e. in Ω,

+∞ otherwise.

The previous theorem, combined with standard properties of Γ-convergence, al-

lows us to establish the following result about the limit behaviour of minima and

minimizers (see Theorem 2.7).

Theorem 2. Let r > 1 , let (δk) , (εk), and (ηk) be in�nitesimal sequences of

positive numbers, and let g ∈ Lr(Ω) . For every k , let (uk, vk) be a minimizer of the

functional

Fk(u, v) +

ˆ
Ω
|u− g|rdx, (u, v) ∈ L1(Ω)×L1(Ω). (9)

Then vk → 1 strongly in L1(Ω) and a subsequence of (uk) converges strongly in

Lr(Ω) to a minimizer u of the limit functional

Φα,β(u) +

ˆ
Ω
|u− g|rdx, u ∈ L1(Ω). (10)
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Moreover for every α and β the minimum values of (9) tend to the minimum

value of the limit problem.

A few comments on the features of the limit problem are in order. The functional

F0,β with 0 < β < +∞ has been originally introduced by Mumford and Shah in

[40] for a variational approach to image segmentation and it has been subsequently

used to determine stationary solutions in some brittle fracture models (see [18]).

Under the latter interpretation the �rst integral represents the elastic energy stored

in the nonfractured regions of the material, whereas the second term is the amount

of energy paid to create the fracture surface.

Under this regime our convergence result recovers the work by Ambrosio and

Tortorelli [10], where the approximating functionals are of the form

ˆ
Ω

(v2 + ηk)|∇u|2dx+ εk

ˆ
Ω
|∇v|2dx+

1

4εk

ˆ
Ω

(v − 1)2dx, (11)

with u, v ∈ H1(Ω) , 0 ≤ v ≤ 1 , and ηk/εk → 0 . To our knowledge, no convergence

result has been proved for (11) in the other regimes.

The �rst new result which inspired the study developed within this thesis corre-

sponds to the regime 0 < α < +∞ and 0 < β < +∞ . With respect to the Mumford-

Shah functional, the energy Fα,β now exhibits a further surface term depending on

the amplitude of the jump [u] . While the �rst term in (5) again represents the stored

elastic energy, the second term plays this time the role of energetic barrier that has

to be overcome to unpin certain surfaces. A �rst interpretation for the last integral

in (5) can be given using the terminology of fracture mechanics. A constant force

acts between the lips of the crack Ju , whose displacements are u+ and u− ; therefore

the energy for unit area spent to create the crack is proportional to its opening |[u]| .
This interpretation is not properly covered by the classical Barenblatt's cohesive

crack model [12], due to the presence of an activation energy Hn−1(Ju) and to the

fact that the cohesive force bridging the crack lips is not decreasing with respect to

the crack opening and does not vanish for large values of the opening itself.

Another interpretation for the functional (5) has been recently given in [8]. The

unpinned surfaces after the overcoming of the energy barrier are now seen in terms of

sliding surfaces in a strain localization plastic process. Therefore |[u]| here represents
the surface plastic energy, that is the work per unit area that must be expended in

order to produce plastic slip, supposed to occur at constant yielding shear stress. The

model neglects the �nal failure stage eventually leading to fracture, so that in�nite

energy would be necessary to produce a complete separation of the body.

From the mathematical point of view, in [8] a di�erent approximation of the
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energy (5) is also proposed, involving the elliptic functionals

ˆ
Ω

(v2 + ηk)|∇u|2dx+ εk

ˆ
Ω
|∇v|2dx+

1

4εk

ˆ
Ω

(v − 1)2dx+

ˆ
Ω

(v − 1)2|∇u|dx,

with u, v ∈ H1(Ω) , 0 ≤ v ≤ 1 , and ηk/εk → 0 .

Our last interesting result in the case of antiplane shear is obtained when 0 <

α < +∞ and β = +∞ . The functional Fα,∞ is now related to the Hencky's di�use

plasticity model (see [11] and [44]), so that we are able to simulate a plastic material

by means of damaged elastic materials. To our knowledge, in this case no other

approximation result with phase �eld models is available in the literature. When

α = +∞ or β = 0 the limit functional corresponds to an elasticity problem without

cracks.

The Γ-convergence method consists in proving two inequalities: a liminf in-

equality, which provides a lower bound for the limit functional, together with some

compactness properties for sequences with equibounded energies, and a limsup in-

equality, based on the construction of a recovery sequence, which guarantees that

the lower bound is indeed optimal. In our framework, to prove compactness of dis-

placements with equibounded energies, a key tool is a characterization proved in

[1] which relates L1 -compactness of sequences with L1 -compactness of slices (see

Theorem 1.9). Crucial ingredients in the construction of the recovery sequences are

the density result for SBV established in [23] (see Theorem 1.13) and the relaxation

result contained in [15].

To conclude the discussion about the case of antiplane shear, let us stress that the

variational approximation via families of elliptic functionals has also turned out to be

an e�cient analytical tool and numerical strategy in order to analyze the behaviour

of those energies and of their minimizers, being the approximating functionals easier

to handle with respect to their limit counterpart (see for instance [18] and [8]).

For completeness we also recall that some variants of the Ambrosio-Tortorelli

approximation have been introduced by other authors to solve di�erent problems:

for the purpose of approximating energies arising in the theory of nematic liquid

crystals [9], the Blake and Zisserman second order model in computer vision [6], to

provide a common framework for curve evolution and image segmentation [43, 2, 3],

for general free discontinuity functionals de�ned over vector-valued �elds [29, 30],

and �nally for functionals de�ned over bounded �elds and corresponding to models

for brittle linearly elastic materials [20, 21], which will be also discussed in the next

part.

In the second part of this thesis we are concerned with studying the convergence
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problem for (1) in the general case of linearized elasticity in dimension n , where

several additional di�culties arise.

Let us consider �rst the counterpart of the minimum problem for (10) in the

regime α = 0 , 0 < β < +∞ :

min
u

(ˆ
Ω\Ju

|e(u)|2dx+ aβHn−1(Ju) +

ˆ
Ω
|u− g|2dx

)
, (12)

where e(u) is the symmetric part of the gradient of u and aβ is de�ned as in (6).

This represents a prototype of the minimum problems occurring in the mathematical

formulation of some variational models in Linearly Elastic Fracture Mechanics (see,

e.g., [34, 35], [18]).

Drawing inspiration from the scalar-valued case, numerical computations con-

cerning (12) and similar problems are performed, e.g., in [17, 18], and [16] using a

phase-�eld approximation, which leads to the minimization of Ambrosio-Tortorelli

type functionals

min
(u,v)

ˆ
Ω

(
v|e(u)|2 +

ψ(v)

εk
+ γεk|∇v|2 + |u− g|2

)
dx, (13)

where ηk, εk belong to (0,+∞) , ηk/εk → 0 , and (u, v) runs in H1(Ω,Rn)×H1(Ω)

with ηk ≤ v ≤ 1 .

Nevertheless, so far in the literature there is no complete rigorous proof of the

convergence of these minimum problems to problem (12) in the vector-valued case.

An important contribution in this direction has been given by Chambolle in [20, 21],

where the problem (12) is set in the space SBD(Ω) (we refer to [44] and to Section

1.3 for its de�nition) and the convergence result is proved under the assumption of

an a priori bound on the L∞ -norm of the function u . Actually, even the existence of

solutions in SBD(Ω) to the problem (12) is guaranteed only if an a priori L∞ -bound

for minimizing sequences is assumed (see [14, Theorem 3.1]).

In Section 4.2 we provide the �rst complete proof of the convergence of the so-

lutions to (13) toward a solution to (12), formulating these problems in a more

convenient framework. Precisely, if (uk, vk) is a sequence of minimizers of the prob-

lem (13), we prove (see Corollary 4.2) that vk → 1 in L1(Ω) and a subsequence

of uk converges in L2(Ω,Rn) to a minimizer u of the problem (12) in the space

GSBD(Ω) of Generalized Special Functions of Bounded Deformation.

This space has been recently introduced by Dal Maso in [25] to solve minimum

problems of the form (12) without L∞ -bounds on the minimizing sequences. For

every u ∈ GSBD(Ω) it is possible to de�ne the approximate symmetric gradient

e(u) ∈ L1(Ω,Mn×n
sym ) , the approximate one-sided limits u± on regular submanifolds,
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and the approximate jump set Ju , which turns out to be (Hn−1, n−1)-recti�able (see

Section 1.5 for a summary of these �ne properties of GSBD -functions). Therefore

the functional occurring in (12) makes sense in this more general context and a

solution in GSBD(Ω) to the minimum problem is ensured by the compactness and

semicontinuity result proved in [25, Theorem 11.3] (see also Theorem 1.12).

The strategy leading to the proof of the convergence of (13) to (12) is close in

spirit to the one devised by Chambolle in [20, 21] and consists of three fundamental

steps. The �rst and crucial step allows us (see Chapter 3) to approximate a function

u ∈ GSBD(Ω) ∩ L2(Ω,Rn) , for which e(u) is square integrable and Hn−1(Ju) is

�nite, with a sequence (uk) ⊂ SBV (Ω,Rn) ∩ L∞(Ω,Rn) of piecewise continuous

functions in a way that

||uk − u||L2(Ω,Rn) → 0,

||e(uk)− e(u)||L2(Ω,Mn×n
sym ) → 0,

Hn−1(Juk4Ju)→ 0,ˆ
Juk∪Ju

|u±k − u
±| ∧ 1 dHn−1 → 0,

where 4 denotes the symmetric di�erence and a ∧ b := min{a, b} .
The second step concerns the Γ-convergence of the functionals occurring in (13)

to the one occurring in (12) (see Theorem 4.1). In particular the liminf inequality

is obtained through a slicing technique. The Density Theorem 3.1 is involved in

the proof of the Γ- lim sup inequality, allowing us to construct a recovery sequence

starting from more regular functions.

The third step is the proof of the compactness of the minimizing sequences of

(13). This is established in Proposition 4.5 using again [1, Theorem 6.6] on the L1 -

compactness of slices and its adaptation to the GSBD -context [25, Lemma 10.7]

(see Section 1.6).

The last issue we face within this thesis is the extension to the n-dimensional

case of the convergence result for (5) (see Section 4.3). To this aim we de�ne

Fk(u, v) :=

ˆ
Ω

(
v|e(u)|2 +

ψ(v)

εk
+ γεk|∇v|2

)
dx (14)

if (u, v) ∈ H1(Ω,Rn)×Vεk , where Vεk =
{
v ∈ H1(Ω) : εk ≤ v ≤ 1 Ln-a.e. in Ω

}
,

Fk(u, v) := +∞ otherwise in L1(Ω,Rn) × L1(Ω) . We prove that the asymptotic

behaviour of the sequence (Fk) is described by the cohesive type energy

ˆ
Ω
|e(u)|2 dx+ a1Hn−1(Ju) + b1

ˆ
Ju

|[u]� νu|dHn−1, for u ∈ SBD(Ω), (15)
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where a1 and b1 are de�ned as in (6) and the symbol � denotes the symmetrized

tensor product between vectors.

Let us stress that the previous results also hold if we replace the term |e(u)|2 in

the functionals by a more general quadratic form Q(e(u)) ; consequently, the term

|[u]� ν| in (15) is replaced by Q1/2([u]� ν) .

The natural compactness for the problem and the identi�cation of the domain of

the possible limits are two main issues. Solving the former �xes the topology to be

the strong Lp one for all p ∈ [1, 1∗) , while the latter is given by the space SBD2(Ω) ,

an appropriate subset of SBD(Ω) . To prove such assertions we establish �rst the

equi-coercivity in the space BD of the energies Fk in (14) (see (4.52)). Given

this, we use a global technique introduced by Ambrosio in [4] (see also [29, 30]) to

gain coercivity in the space SBD . To this aim we construct a new sequence of

displacements, with SBV regularity, by cutting around suitable sublevel sets of v in

order to decrease the elastic contribution of the energy at the expense of introducing

a surface term that can be kept controlled (see (4.58)). Thus, the SBD compactness

result leads to the identi�cation of the domain of the Γ-limit, and it provides the

necessary convergences to prove the lower bound inequality for the volume term in

(15) simply by applying a classical lower semicontinuity result due to De Giorgi and

Io�e (see estimate (4.49)).

From a technical point of view, the preliminary BD -compactness step is in-

strumental in order to ful�ll the assumptions of the compactness theorem in SBD

without imposing L∞ bounds on the relevant sequences as it typically happens in

problems of this kind. Therefore, our proof is completely developed within the theory

of the space SBD , without making use of its extension GSBD .

The two (n− 1)-dimensional terms in the target functional in (15) are the result

of di�erent contributions: the Hn−1 measure of the jump set is detected as in the

standard case by the Modica-Mortola type term in (14) and it quanti�es the energy

paid by the function v , being forced to make a transition from values close to 1 to

values close to εk (see (4.50)); the cohesive term, instead, is associated to the size of

the zone where v takes the minimal value εk , and, in the general case, it is related to

the behaviour close to 0 of the family of quadratic forms in (4.35) (see assumption

(H4)). A re�nement of the arguments developed in establishing the compactness

properties referred to above and the blow-up technique by Fonseca and Müller are

then used to infer the needed estimate (cp. with (4.51)). All these issues are dealt

with in the proof of Theorem 4.8 below.

Technical problems of di�erent nature arise when we want to show that the lower

bound that we have established is matched. Recovery sequences in Γ-convergence

problems are built typically for classes of �elds that are dense in energy and having
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more regular members. In our setting the density result for GSBD established

in Chapter 3 enables us to prove the sharpness of the estimate from below only for

bounded �elds in SBD2(Ω) (see Theorem 4.9). Actually, we can extend it also to all

�elds in SBV 2(Ω,Rn) by means of classical density theorems (see Remark 4.10 for

more details). Clearly, these are strong hints that the lower bound we have derived

is optimal, and that we cannot draw the conclusion in the general case for di�culties

probably only of technical nature.

Eventually, let us recall brie�y the structure of the thesis: Chapter 1 is devoted

to �xing the notations and recalling some of the prerequisites needed in what follows.

In Chapter 2 we study the asymptotic behaviour of certain damage models in the

case of antiplane shear, as some relevant parameters tend to 0 . Chapter 3 is devoted

to state and prove the Density Theorem 3.1 for GSBD . In Chapter 4 we show the

applications of the density theorem to the Ambrosio-Tortorelli approximation of (12)

(Section 4.2), and (15) (Section 4.3).

The results of Chapter 2 have been published in [26] and in [39], the �rst being

in collaboration with Gianni Dal Maso and based on [37]. Precisely [26] contains

the results stated in Subsection 2.2.2 in the particular case β = 1 . The general-

ization to the case β 6= 1 , the removal of a technical hypothesis (see (2.44)), and

the involvement of a di�erent penalization condition on the spatial variations of the

damage variable are obtained in [39] and discussed in Subsection 2.2.1. The results

of Subsection 1.5.1, of Chapter 3, and of Section 4.2 will appear in [38]. The content

of Section 4.3 corresponds to a joint work with Matteo Focardi [31].





Chapter 1

Preliminary results

In this chapter we collect some notation and preliminary results that will be use-

ful in the sequel. We start �xing the Measure Theory notation in Section 1.1. The

main de�nitions and properties for the functional spaces BV , BD , and GBD are

recalled respectively in Sections 1.2, 1.3, and 1.5. In Section 1.4 we �x the notation

concerning the slicing method, while in Section 1.6 we recall some compactness prop-

erties descending from compactness of slices. Section 1.7 is devoted to a signi�cant

density result for the space SBV .

Some �ne properties about GBD -functions discussed in Section 1.5 are contained

in [38].

1.1 Notation

Let n ≥ 1 be a �xed integer. The Lebesgue measure and the k -dimensional

Hausdor� measure in Rn are denoted by Ln and Hk , respectively.
The unit sphere of Rn is indicated by Sn−1 , while the open ball of Rn with

centre x and radius r is indicated by B(x, r) or Br(x) ; if x = 0 , we write also Br

in place of Br(0) . The Lebesgue measure of the unit ball of Rn is denoted by ωn .

Moreover let d(x,E) be the Euclidean distance of the point x from the set E ⊂ Rn ,
let diam(E) be the diameter of E , and let E4F be the symmetric di�erence of E

and F . The symbols ∨ and ∧ denote the maximum and the minimum operators

respectively.

For every set A the characteristic function χA is de�ned by χA(x) := 1 if x ∈ A
and by χA(x) := 0 if x /∈ A . Throughout the thesis Ω is assumed to be a bounded

open subset of Rn . Moreover c will denote a constant which may vary from line to

line.

For every j ∈ N∪{∞} , we will denote by Cj0(Ω;Rm) and Cjc (Ω;Rm) respectively

1
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the standard spaces of Cj functions vanishing on ∂Ω and with compact support in

Ω . When m = 1 we omit the second argument R .

Let us denote by Mb(Ω,Rm) the set of all bounded vector Radon measures in Ω

and by M+
b (Ω) the set of scalar nonnegative ones. Given µk, µ ∈ Mb(Ω,Rm) , we

say that µk ⇀ µ weakly∗ in Mb(Ω,Rm) if

ˆ
Ω
ϕdµk →

ˆ
Ω
ϕdµ for every ϕ ∈ C0

0 (Ω,Rm) .

1.2 BV-functions

For the general theory of BV -functions we refer to [7]; here we just recall the

essential notation. For every u ∈ BV (Ω,Rm) the distributional gradient Du is a

bounded Radon measure. One can de�ne the one-sided approximate limits u+ and

u− on regular submanifold, the approximate di�erential ∇u , and the jump set Ju

(see [7, Sections 3.1, 3.6]). The jump function u+−u− is denoted by [u] . The jump

set Ju is (Hn−1, n − 1)-recti�able according to [7, De�nition 2.57] and a measure

theoretic normal ν can be de�ned on Ju .

The strong convergence in BV (Ω,Rm) is intended with respect to the norm

||u||BV (Ω,Rm) := ||u||L1(Ω,Rm) + |Du|(Ω) , whereas the weakly* convergence of uk to

u in BV (Ω,Rm) is intended as the strong convergence uk → u in L1(Ω,Rm) joined

with the weakly* convergence of the measures Duk to the measure Du .

If u ∈ BV (Ω,Rm) then the distributional derivative can be decomposed as Du =

Dau + Dju + Dcu , where Dau is absolutely continuous and Dsu = Dju + Dcu is

singular with respect to the Lebesgue measure. In particular Dju denotes the jump

derivative of u and Dju = [u] ⊗ νHn−1bJu , where ⊗ denotes the tensor product,

whereas Dcu is the Cantor part of the derivative of u (see [7, Section 3.9]). The

approximate di�erential ∇u coincides Ln -a.e. in Ω with the density of Dau .

The spaces SBV (Ω,Rm) , GBV (Ω,Rm) , GSBV (Ω,Rm) are de�ned as in [7]. We

recall that a GBV -function is weakly approximately di�erentiable Ln -a.e. in Ω (see

[7, De�nition 4.31, Theorem 4.34]). Since an approximately di�erentiable function u

is also weakly approximately di�erentiable and the approximate di�erential coincides

Ln -a.e. in Ω with the weak approximate di�erential Ln -a.e. in Ω , we also denote

the weak approximate di�erential by ∇u .
For p ∈ (1,+∞) let us de�ne

SBV p(Ω,Rm) :=
{
u ∈ SBV : ∇u ∈ Lp(Ω,Mn×m), Hn−1(Ju) < +∞

}
,

GSBV p(Ω,Rm) :=
{
u ∈ GSBV : ∇u ∈ Lp(Ω,Mn×m), Hn−1(Ju) < +∞

}
,
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being Mn×m the space of all n×m matrices.

Let us point out that for n = m = 1 one has that u ∈ SBV 2(Ω) entails

u ∈ H1(Ω \ Ju) . Conversely, if Ω ⊂ R and there exists a �nite set F such that

u ∈ H1(Ω \ F ) , then u ∈ SBV 2(Ω) and Ju ⊂ F . By a truncation argument one

deduces that in the one-dimensional case GSBV 2(Ω) ∩ L1(Ω) = SBV 2(Ω) .

1.3 BD-functions

We recall brie�y some notions related to the space BD(Ω) and to its subspace

SBD(Ω) . For complete results we refer to [45], [44], [13], [5], [14], and [28].

The symmetrized distributional derivative Eu of a function u ∈ BD(Ω) is by

de�nition a �nite Radon measure on Ω . Its density with respect to the Lebesgue

measure on Ω is represented by the approximate symmetric gradient e(u) , the ap-

proximate jump set Ju is a (Hn−1, n−1) recti�able set on which a measure theoretic

normal ν and approximate one-sided limits u± can be de�ned Hn−1 -a.e.. Further-

more, we denote by [u] := u+ − u− the related jump function.

For uk, u ∈ BD(Ω) , we say that uk ⇀ u weakly∗ in BD(Ω) if uk → u in

L1(Ω,Rn) and Euk ⇀ Eu weakly∗ in Mb(Ω,Mn×n
sym ) , where Mn×n

sym is the space of

all n×n symmetric matrices.

We point out that if Ω has Lipschitz boundary and u ∈ L1(Ω,Rn) satis�es

Eu ∈ L2(Ω,Mn×n
sym ) , where Mn×n

sym is the set of all n×n symmetric matrices, then u

actually belongs to H1(Ω,Rn) . A key instrument to prove this result is the Korn's

inequality [44, Proposition 1.1].

We de�ne SBDp(Ω) , 1 < p < +∞ , by

SBDp(Ω) :=
{
u ∈ SBD(Ω) : e(u) ∈ Lp(Ω,Mn×n

sym ) and Hn−1(Ju) < +∞
}
. (1.1)

1.4 Slices

Fixed ξ ∈ Sn−1 := {ξ ∈ Rn : |ξ| = 1} , let πξ be the orthogonal projection onto

the hyperplane Πξ :=
{
y ∈ Rn : y · ξ = 0

}
, and for every subset A ⊂ Rn set

Aξy :=
{
t ∈ R : y + tξ ∈ A

}
for y ∈ Πξ .

For v : Ω→ R , u : Ω→ Rn , and e : Ω→Mn×n
sym we de�ne the slices vξy, u

ξ
y, e

ξ
y : Ωξ

y →
R by

vξy(t) := v(y+ tξ), uξy(t) := u(y+ tξ) ·ξ, and eξy(t) := e(y+ tξ)ξ ·ξ. (1.2)
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If uk, u ∈ L1(Ω,Rn) and uk → u in L1(Ω,Rn) , then for every ξ ∈ Sn−1 there

exists a subsequence (uj) of (uk) such that

(uj)
ξ
y → uξy in L

1(Ωξ
y) for Hn−1 -a.e. y ∈ Πξ .

If u ∈ BV (Ω) , then for every ξ ∈ Sn−1 the following properties hold:

ˆ
Ju

|νu · ξ|dHn−1(y) =

ˆ
Πξ
H0((Ju)ξy)dHn−1(y), (1.3)

ˆ
Ju

|νu · ξ||[u]|dHn−1(y) =

ˆ
Πξ

[ˆ
(Ju)ξy

|[u]ξy|dH0(t)

]
dHn−1(y), (1.4)

for Hn−1-a.e. y ∈ Πξ we have |∇(uξy)| = |(∇u)ξy · ξ| ≤ |(∇u)ξy| L1-a.e. on Ωξ
y.

(1.5)

Moreover for every ξ ∈ Sn−1 and for Hn−1 -a.e. y ∈ Πξ we have

(Ju)ξy = J
uξy

and |[u]ξy| = |[uξy]| on Ωξ
y . (1.6)

We also make use of the �ne properties of GBV -functions collected in [7, Theorem

4.34].

We recall next the slicing theorem in SBD (see [5]).

Theorem 1.1. Let u ∈ L1(Ω,Rn) and let {ξ1, ..., ξn} be an orthonormal basis of

Rn . Then the following two conditions are equivalent:

(i) For every ξ = ξi + ξj , 1 ≤ i, j ≤ n , the slice uξy belongs to SBV (Ωξ
y) for

Hn−1-a.e. y ∈ Πξ and

ˆ
Πξ

∣∣∣Duξy∣∣∣ (Ωξ
y) dHn−1(y) <∞;

(ii) u ∈ SBD(Ω) .

Moreover, if u ∈ SBD(Ω) and ξ ∈ Rn \ {0} the following properties hold:

(a) ∇(uξy)(t) = e(u) (y + tξ) ξ · ξ for L1 -a.e. t ∈ Ωξ
y and for Hn−1 -a.e. y ∈ Πξ ;

(b) J
uξy

=
(
Jξu
)ξ
y
for Hn−1 -a.e. y ∈ Πξ , where

Jξu := {x ∈ Ju : [u](x) · ξ 6= 0};

(c) for Hn−1 -a.e. ξ ∈ Sn−1

Hn−1(Ju \ Jξu) = 0. (1.7)
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1.5 GBD-functions

We now summarize the de�nition and the main properties of GBD -functions,

referring to [25] for more details. The space GBD(Ω) is de�ned as follows (see [25,

De�nition 4.1] for related comments).

De�nition 1.2. An Ln -measurable function u : Ω → Rn belongs to GBD(Ω) if

there exists λu ∈ M+
b (Ω) such that the following equivalent conditions hold for

every ξ ∈ Sn−1 :

(a) for every τ ∈ C1(R) with −1
2 ≤ τ ≤ 1

2 and 0 ≤ τ ′ ≤ 1 , the partial derivative

Dξ(τ(u · ξ)) belongs to Mb(Ω) and its total variation satis�es

|Dξ(τ(u · ξ))|(B) ≤ λu(B), (1.8)

for every Borel set B ⊂ Ω ;

(b) for Hn−1 -a.e. y ∈ Ωξ the function uξy belongs to BVloc(Ω
ξ
y) and for every Borel

set B ⊂ Ω it satis�es

ˆ
Ωξ

(
|Duξy|(Bξ

y \ J1
uξy

) +H0(Bξ
y ∩ J1

uξy
)
)
dHn−1 ≤ λu(B), (1.9)

where we have set

J1
uξy

:= {t ∈ J
uξy

: |[uξy](t)| ≥ 1}.

The space GSBD(Ω) is the set of all functions u ∈ GBD(Ω) such that for every

ξ ∈ Sn−1 and for Hn−1 -a.e. y ∈ Ωξ the function uξy belongs to SBVloc(Ω
ξ
y) .

For every u ∈ GBD(Ω) one can de�ne the approximate one-sided limits u± on

regular submanifolds [25, Theorem 5.2].

Theorem 1.3. Let u ∈ GBD(Ω) and let M ⊂ Ω be a C1 -submanifold of dimension

n− 1 with unit normal ν . Then for Hn−1 -a.e. x ∈M there exist u+
M (x) , u−M (x) ∈

Rn such that

ap lim
±(y − x)·ν(x)>0

y→x

u(y) = u±M (x) . (1.10)

Moreover for every ξ ∈ Sn−1 and for Hn−1 -a.e. y ∈ Πξ we have

u±M (y + tξ) · ξ = ap lim
σξy(t)(s− t)>0

s→t

uξy(s) for every t ∈M ξ
y , (1.11)
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where ap lim denotes the approximate limit and σ : M → {−1, 1} is de�ned by

σ(x) := sign(ξ · ν(x)).

One can also introduce the jump function [u] := u+ − u− and the approximate

jump set Ju [25, De�nition 2.4], which turns out to be (Hn−1, n− 1)-recti�able [25,

Section 6].

Let ξ ∈ Sn−1 and let

Jξu := {x ∈ Ju : u+(x) · ξ − u−(x) · ξ 6= 0} . (1.12)

Then for Hn−1 -a.e. y ∈ Ωξ we have

(Jξu)ξy = J
uξy
, (1.13)

u±(y + tξ) · ξ = (uξy)
±(t) for every t ∈ (Ju)ξy , (1.14)

where the normals to Ju and J
uξy

are oriented so that ξ · νu ≥ 0 and ν
uξy

= 1 (see

[25, Theorem 8.1]).

For u ∈ GBD(Ω) the approximate symmetric gradient e(u) in the sense of [13,

De�nition 8.1] exists and belongs to L1(Ω;Mn×n
sym ) (see [25, Theorem 9.1]). Moreover

for every ξ ∈ Sn−1 and for Hn−1 -a.e. y ∈ Ωξ one has

(e(u))ξy = ∇uξy L1-a.e. on Ωξ
y. (1.15)

Let us de�ne GSBDp(Ω) for 1 < p < +∞ by

GSBDp(Ω) :=
{
u ∈ GSBD(Ω) : e(u) ∈ Lp(Ω,Mn×n

sym ) and Hn−1(Ju) < +∞
}
.

Using the Fubini Theorem one can show that

Hn−1(Ju \ Jξu) = 0, (1.16)

for Hn−1 -a.e. ξ ∈ Sn−1 .

1.5.1 Continuity of the trace

The rest of the section is devoted to the proof of some �ne properties of GBD

functions. Such results are included in the paper [38].

With the following lemma we deduce the existence of an orthonormal basis (ei)
n
i=1

for which (1.16) holds for every ξ ∈ D := {ei for i = 1, . . . , n, ei ± ej for 1 ≤ i <

j ≤ n}. We denote by µ the invariant Radon measure on the rotation group SO(n)

with µ(SO(n)) = Hn−1(Sn−1) .
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Lemma 1.4. Let ξ1, . . . , ξk ∈ Sn−1 . Then each ξ ∈ {Rξ1, . . . , Rξk} satis�es equa-

tion (1.16), for µ-a.e. R ∈ SO(n).

Proof. Let N ⊂ Sn−1 be the set where (1.16) fails and let

Mj := {R ∈ SO(n) : Rξj ∈ N}.

For j = 1, . . . , k we have

µ(Mj) = Hn−1(N) = 0.

Therefore for every R /∈
⋃k
j=1Mj we �nd that Rξ1, . . . , Rξk /∈ N and this concludes

the proof.

The following remark is about the extension by zero of GBD -functions.

Remark 1.5. Assume that Ω has Lipschitz boundary and consider a bounded open

set Ω̂ with Ω ⊂ Ω̂ . Let u ∈ GBD(Ω) ∩ L1(Ω,Rn) and let us de�ne û : Ω̂ → Rn

by û := u in Ω and by û := 0 outside of Ω . Then the extension û belongs to

GBD(Ω̂) . Indeed, for every ξ ∈ Sn−1 and for Hn−1 -a.e. y ∈ Ωξ the slice uξy belongs

to BV (Ωξ
y) . Since Ω has Lipschitz boundary, for every ξ ∈ Sn−1 and for Hn−1 -a.e.

y ∈ Ωξ the set Ωξ
y has �nitely many connected components, so that ûξy ∈ BV (R) .

Moreover an easy computation and the coarea formula show that

ˆ
Ω̂ξ

(
|Dûξy|(Bξ

y \ J1
ûξy

) +H0(Bξ
y ∩ J1

ûξy
)
)
dHn−1 ≤ λu(B ∩ Ω) +Hn−1b∂Ω(B),

for every Borel set B ⊂ Ω̂ and for λu satisfying (1.9).

The next result provides an estimate for the trace tr(u) at the boundary ∂Ω of

a function u belonging to GSBD(Ω) ∩ L1(Ω,Rn) .

Lemma 1.6. Assume that Ω has Lipschitz boundary and de�ne τ(s) := 1
πarctg (s)

for s ∈ R . Then there exists a constant c(Ω) < +∞, depending on Ω , such that

ˆ
∂Ω
τ(|tr(u)|)dHn−1 ≤ c(Ω)

(
||u||L1(Ω,Rn) + λu(Ω)

)
(1.17)

holds for every u ∈ GSBD(Ω) ∩ L1(Ω,Rn) and for λu ∈M+
b (Ω) satisfying (1.9).

Proof. It is not restrictive to assume that Ω has the form

{y + tη ∈ Rn : y ∈ Bη, 0 < t < a(y)} (1.18)

and that u has compact support in Ω ∪ graph(a) , where η ∈ Sn−1 , Bη ⊂ Πη is a

relatively open ball, and a : Bη → R is a Lipschitz function. Indeed, let (Ai)
k
i=1 be
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an open covering of ∂Ω in a way that Ai ∩Ω has the form (1.18). Let A0 ⊂⊂ Ω be

such that (Ai)
k
i=0 covers Ω . Let us consider also a partition of unity (ϕi)

k
i=0 , such

that ϕi ∈ C∞c (Ai) , 0 ≤ ϕi ≤ 1 , and
∑k

i=0 ϕi = 1 on Ω . Then each ϕiu belongs to

GSBD(Ai ∩Ω)∩L1(Ai ∩Ω,Rn) and has compact support in Ai ∩Ω . Moreover ϕiu

satis�es (1.9) with λu(B) replaced by

||∇ϕi||L∞(Ai)

ˆ
B
|u|dx+ λu(B), (1.19)

for every Borel set B ⊂ Ai ∩ Ω . Note that the measure de�ned in (1.19) belongs to

M+
b (Ai ∩ Ω) .

Using the triangle inequality for τ and inequality (1.17) for ϕiu with the measure

(1.19), we obtain

ˆ
∂Ω
τ(|tr(u)|)dHn−1 ≤

k∑
i=1

ˆ
Ai∩∂Ω

τ(|tr(ϕiu)|)dHn−1

≤ c
(
||u||L1(Ω,Rn) + λu(Ω)

)
,

where c < +∞ depends on Ω and (ϕi)
k
i=1 .

Let us prove now (1.17) under the assumption that Ω has the form (1.18) and

that u has compact support on Ω∪graph(a) . We may also assume that there exists

a basis (ηi)
n
i=1 such that M := graph(a) is still a Lipschitz graph in the direction

determined by each ηi and that ν(x) · ηi > δ > 0 for Hn−1 -a.e. x ∈M , where δ is

constant and ν is normal to M .

Therefore we obtain

ˆ
∂Ω
τ(|tr(u)|)dHn−1 =

ˆ
M
τ(|tr(u)|)dHn−1 ≤

ˆ
M
τ(c

n∑
i=1

|tr(u) · ηi|)dHn−1, (1.20)

where c < +∞ depends only on (ηi)
n
i=1 . The very de�nition of τ implies that

ˆ
M
τ(c

n∑
i=1

|tr(u) · ηi|)dHn−1 ≤
ˆ
M
c

n∑
i=1

|τ(tr(u) · ηi)|dHn−1, (1.21)

where the constant c < +∞ can possibly change from the �rst to the second term.

Since Theorem 1.3 and the choice of (ηi)
n
i=1 ensure that τ(tr(u)·ηi) = tr(τ(u·ηi))

holds for Hn−1 -a.e. x ∈M , we deduce by (1.20) and (1.21) that

ˆ
∂Ω
τ(|tr(u)|)dHn−1 ≤ c

n∑
i=1

ˆ
M
|tr(τ(u · ηi))|dHn−1. (1.22)
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We observe now that τ(u · ηi) belongs to L1(Ω) and its derivative Dηiτ(u · ηi)
belongs to M+

b (Ω) , so that [45, Lemma 1.1] yields

c
n∑
i=1

ˆ
M
|tr(τ(u · ηi))|dHn−1 = c

n∑
i=1

ˆ
∂Ω
|tr(τ(u · ηi))|dHn−1

≤ c
n∑
i=1

c(Ω, ηi)
(
||τ(u · ηi)||L1(Ω) + |Dηiτ(u · ηi)|(Ω)

)
≤ c

(
||u||L1(Ω,Rn) + λu(Ω)

)
, (1.23)

where c < +∞ depends on Ω and λu ∈ M+
b (Ω) satis�es (1.8). Inequality (1.17)

follows from (1.22) and (1.23).

Remark 1.7. Let u ∈ GSBD(Ω) ∩ L1(Ω,Rn) with Hn−1(Ju) < +∞ and let us

de�ne

λ̃u(B) :=

ˆ
B
|e(u)|dx+Hn−1(Ju ∩B), (1.24)

for every B ⊂ Ω Borel set. Then (1.13), (1.15), and the coarea formula imply that

λ̃u satis�es (1.9).

The following theorem concerns the continuity of the trace operator. For the

proof we follow the lines of [44, Section 3.2]. We recall that a sequence µk ∈M+
b (Ω)

weakly* converges in (C0
b )′ to µ ∈M+

b (Ω) if

ˆ
Ω
ϕdµk →

ˆ
Ω
ϕdµ,

for every bounded continuous function ϕ de�ned on Ω .

Theorem 1.8 (Continuity of the trace). Let us assume that Ω has Lipschitz bound-

ary. Let uk, u belong to GSBD(Ω) ∩ L1(Ω,Rn) with Hn−1(Juk),Hn−1(Ju) < +∞,

and let

uk → u in L1(Ω,Rn) and λ̃uk ⇀ λ̃u weakly* in (C0
b )′, (1.25)

where λ̃ has been introduced in (1.24). Then

ˆ
∂Ω
|tr(uk)− tr(u)| ∧ 1dHn−1 → 0. (1.26)

Proof. Let η > 0 and let Ω0 ⊂⊂ Ω be such that

λ̃u(Ω \ Ω0) ≤ η and λ̃u(∂Ω0) = 0. (1.27)
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Let ϕ0 ∈ C∞c (Ω) be such that ϕ0 = 1 on Ω0 and 0 ≤ ϕ ≤ 1 , and let ψ0 := 1− ϕ0 .

By (1.25) and (1.27) we obtain for k large

ˆ
Ω
|uk − u|dx ≤

η

1 + ||∇ψ0||L∞(Ω)
(1.28)

λ̃uk(Ω \ Ω0) ≤ λ̃u(Ω \ Ω0) + η ≤ 2η. (1.29)

Applying inequality (1.17) to the function (uk − u)ψ0 we �nd

ˆ
∂Ω
τ(|tr(uk)− tr(u)|)dHn−1 ≤

≤ c
(
||(uk − u)ψ0||L1(Ω,Rn) +

ˆ
Ω
|e((uk − u)ψ0)|dx+Hn−1(J(uk−u)ψ0

)
)

≤ c
(
||uk − u||L1(Ω,Rn) +

ˆ
Ω\Ω0

|e(uk)|dx+

ˆ
Ω\Ω0

|e(u)|dx

+||uk − u||L1(Ω,Rn)||∇ψ0||L∞(Ω) +Hn−1(Juk ∩ (Ω \ Ω0))

+Hn−1(Ju ∩ (Ω \ Ω0))
)

≤ c
(
||uk − u||L1(Ω,Rn)(1 + ||∇ψ0||L∞(Ω)) + λ̃uk(Ω \ Ω0) + λ̃u(Ω \ Ω0)

)
≤ 4cη,

where in last inequalities we have used (1.27)�(1.29). Since η > 0 is arbitrary we

deduce that τ(|tr(uk) − tr(u)|) → 0 in L1
Hn−1(∂Ω) . Finally using the dominated

convergence theorem we obtain (1.26).

1.6 Compactness results

This section is devoted to recall some compactness results. We start with the

following theorem which guarantees compactness of sequences as consequence of

compactness of one-dimensional slices (see [1]).

For every set F ⊂ L1(Ω) we de�ne Fξy := {uξy : u ∈ F} , for ξ ∈ Sn−1 and

y ∈ Πξ .

Theorem 1.9. Let F be an equibounded subset of L∞(Ω) . Assume that there exist

n linearly independent unit vectors ξ which satisfy the following property: for every

δ > 0 there exists an equibounded subset Fδ of L∞(Ω) such that F lies in a δ -

neighborhood of Fδ with respect to the L1(Ω) distance and (Fδ)ξy is pre-compact in

L1(Ωξ
y) for Hn−1 -a.e. y ∈ Ω. Then F is pre-compact in L1(Ω).

A slight generalization of the previous theorem is the following proposition, whose

assumptions avoid the requirement of L∞ bounds and concern only the components

u · ξ of u and the corresponding slices in the same direction ξ (see [25, Lemma
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10.7]). We recall that a modulus of continuity is an increasing continuous function

ω : R+ → R+ such that ω(0) = 0 .

Proposition 1.10. Let U be a set of Ln -measurable functions from Ω into Rn and

let ψ0 : R+ → R+ be an increasing continuous function satisfying

lim
s→+∞

ψ0(s) = +∞.

Assume that there exist M ∈ R+ such that

ˆ
Ω
ψ0(|u|)dx ≤M

holds for every u ∈ U and a modulus of continuity ω̂ such that

|hs| ≤ ω̂(h)ψ0(s)

holds for every 0 < h < 1 and for every s ∈ R+ . Assume also that for every δ > 0

we can �nd a modulus of continuity ωδ such that for every ξ ∈ Sn−1 there exists a

set V ξ
δ of Ln -measurable functions from Ω into R with the following properties:

(a) for every u ∈ U there exists v ∈ V ξ
δ with

ˆ
Rn
|u(x) · ξ − v(x)|dx ≤ δ;

(b) for every v ∈ V ξ
δ and for Hn−1 -a.e. y ∈ Πξ we have

ˆ
R
|vξy(t+ h)− vξy(t)|dt ≤ ωδ(h)

for every 0 < h < 1 .

Then every sequence in U has a subsequence that converges strongly in L1(Ω,Rn) to

an Ln -measurable function u : Ω→ Rn .

The following lemma estimates the modulus of continuity in L1 of the translations

of BV functions when n = 1 (see [25, Lemma 10.8]).

Lemma 1.11. Let z ∈ BV (R) . Assume that there exist two constants a > 0 and

b > 0 such that

|Dz|(R \ J1
z ) +H0(J1

z ) ≤ a and ||z||L∞(R) ≤ b.

Then ˆ
R
|z(t+ h)− z(t)|dt ≤ (a+ 2ab)h
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for every h > 0 .

Finally we recall a compactness result for GSBD (see [25, Theorem 11.3]).

Theorem 1.12. Let uk be a sequence in GSBD(Ω) . Suppose that there exist a

constant M ∈ R+ and two increasing continuous functions ψ0 : R+ → R+ and

ψ1 : R+ → R+ , with

lim
s→+∞

ψ0(s) = +∞ and lim
s→+∞

ψ1(s)

s
= +∞,

such that ˆ
Ω
ψ0(|uk|)dx+

ˆ
Omega

ψ(|e(uk)|)dx+Hn−1(Juk) ≤M

for every k . Then there exist a subsequence, still denoted by uk , and a function

u ∈ GSBD(Ω) , such that

uk → u Ln-a.e. on Ω,

e(uk) ⇀ e(u) weakly in L1(Ω,Mn×n
sym ),

Hn−1(Ju) ≤ lim infk→+∞Hn−1(Ju).

If, in addition,

lim
s→+∞

ψ0(s)

s
= +∞

holds, then uk ∈ L1(Ω,Rn) for every k , u ∈ L1(Ω,Rn) , and the subsequence con-

verges strongly in L1(Ω,Rn) .

1.7 A density result for SBV

We recall next a density result in SBV [23, Theorem 3.1], for which we need to

introduce further terminology. We say that u ∈ SBV (Ω,Rn) is a piecewise smooth

SBV -function if u ∈ Wm,∞(Ω \ Ju,Rn) for every m , Hn−1((Ju ∩ Ω) \ Ju) = 0 ,

and the set Ju ∩ Ω is a �nite union of closed pairwise disjoint (n − 1)-simplexes

intersected with Ω .

Theorem 1.13. Assume that Ω has Lipschitz boundary. Let u belong to the space

SBV 2 ∩ L∞(Ω,Rn). Then there exists a sequence (uk) of piecewise smooth SBV -

functions such that

(1) ||uk − u||L2(Ω,Rn) → 0 ,

(2) ||∇uk −∇u||L2(Ω,Mn×n) → 0 ,
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(3) lim sup
k

ˆ
A∩Juk

ϕ(x, u+
k , u

−
k , νuk)dHn−1 ≤

ˆ
A∩Ju

ϕ(x, u+, u−, νu)dHn−1 ,

for every open set A ⊂ Ω and for every function ϕ : Ω×Rn×Rn×Sn−1 → [0,+∞)

upper semicontinuous and such that

ϕ(x, a, b, ν) = ϕ(x, b, a,−ν) for x ∈ Ω,

lim sup
(y,a′,b′,µ)→(x,a,b,ν)

y∈Ω

ϕ(y, a′, b′, µ) < +∞ for x ∈ ∂Ω,

for every a, b ∈ Rn , and ν ∈ Sn−1 .

Remark 1.14. Note that if Ω ⊂ Rn is an open cube, then the intersection Juk ∩Ω

is a polyhedron. Therefore, adapting the arguments in [23, Remark 3.5] and [22,

Corollary 3.11] we can construct a new approximating sequence (ũk) satisfying all

requirements of Theorem 1.13 and such that Jũk ⊂⊂ Ω .

1.8 Γ-convergence

In this last section we brie�y recall the de�nition and the main properties of

Γ-convergence, for whose exhaustive treatment we refer to the book [24].

De�nition 1.15. Given a metric space (X, d) and a sequence of functionals Fk, F

de�ned on X with values in R we say that Fk Γ-converges to F if for every u ∈ X
the following properties hold:

(a) for every sequence uk with uk → u we have F (u) ≤ lim inf
k→+∞

Fk(uk) ;

(b) there exists a sequence uk with uk → u such that lim sup
k→+∞

Fk(uk) ≤ F (u) .

The most valuable property of the Γ-convergence concerns the convergence of

minima and minimizers.

Theorem 1.16. Let (X, d) be a metric space and let Fk : X → R be a sequence of

equi-mildly cohercive functions, that is there exists a nonempty compact set K ⊂ X

such that infX Fk = infK Fk . Let F = Γ- limk→+∞ Fk , then

∃min
X

F = lim
k→+∞

inf
X
Fk.

Moreover, if (uk) is a precompact sequence such that

lim
k→+∞

Fk(uk) = lim
k→+∞

inf
X
Fk

then every limit of a subsequence of (uk) is a minimum point for F .





Chapter 2

Asymptotic behaviour of certain

damage models: the case of

antiplane shear

2.1 Overview of the chapter

Damage models are used to describe the progressive degradation and failure in

engineering materials such as metal, concrete, or rocks. The standard presentation of

damage problems describes the state of the elastic body by means of two functions:

the displacement u and the internal variable v .

In this chapter we consider a variational damage model for homogeneous iso-

tropic materials in the case of antiplane shear. Our model depends on three small

parameters δk , εk , and ηk , which are related respectively to the cost of the damage,

to the width of the damaged regions, and to the minimum elasticity constant attained

in the damaged regions. Denoting by α := limk→+∞ ηk/δk and β := limk→+∞ δk/εk

the asymptotic ratios as these parameters tend to zero, we analyse the limit behaviour

of the damage model as α, β ∈ [0,+∞] vary. We rigorously obtain, by Γ-convergence

techniques, limit models for brittle fracture, for fracture with a cohesive zone, or for

perfect plasticity, according to the relative magnitude of the three parameters.

The chapter is organized as follows. In Section 2.2 we describe the setting of the

problem. In Section 2.3 we discuss the one-dimensional case. Section 2.4.1 is devoted

to the proof of the liminf inequality in the n-dimensional case, while Section 2.4 to

the construction of the corresponding recovery sequence. Finally in Section 2.5 we

deal with the compactness result and the convergence of minima and minimizers.

We introduce in Subsection 2.2.2 the results published in [26], obtained in col-

15
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laboration with Gianni Dal Maso and based on [37]. Here the pointwise constraint

||∇v||L∞(Ω) ≤ 1/εk is supposed to penalize the spatial variation of the internal dam-

age variable, under the assumption β = 1 . Subsequently, with [39] the previous study

is generalized to the case β 6= 1 and a technical hypothesis (see (2.44)) is removed;

it is also considered the case when the penalization constraint is replaced by the

penalization term of integral type in the total energy
´

Ω ε
p−1
k |∇v|pdx , 1 < p < +∞ .

These results are described in Subsection 2.2.1. From a technical point of view in the

two subsections distinguished approaches are proposed for the regime which leads to

the cohesive model.

2.2 The Γ-convergence result

Let Ω be a bounded open subset of Rn and let δk > 0 , εk ≥ 0 , ηk ≥ 0 be

in�nitesimal sequences. We assume that the limits

α := lim
k→+∞

ηk
δk

and β := lim
k→+∞

δk
εk

(2.1)

exist. We also introduce a parameter 1 < p ≤ +∞ which will be involved in the

penalization condition on the spatial variation of the internal variable v .

2.2.1 The case p < +∞

Fixed 1 < p < +∞ , our purpose is to study the Γ-limit in L1(Ω)×L1(Ω) of the

sequence of functionals Fk : L1(Ω)×L1(Ω)→ [0,+∞] de�ned by

Fk(u, v) :=


ˆ

Ω

(
v|∇u|2 +

ψ(v)

δk
+ γ εp−1

k |∇v|p
)
dx if (u, v) ∈ H1(Ω)×Vηk ,

+∞ otherwise,

(2.2)

where c > 0 ,

ψ ∈ C([0, 1]) is strictly decreasing with ψ(1) = 0, (2.3)

Vηk :=
{
v ∈W 1,p(Ω) : ηk ≤ v ≤ 1 Ln-a.e. in Ω

}
. (2.4)

When 0 < α < +∞ and 0 < β < +∞ we de�ne Φα,β : L1(Ω) 7→ [0,+∞] by

Φα,β(u) :=


ˆ

Ω
|∇u|2dx+ aβHn−1(Ju) + bα

ˆ
Ju

|[u]|dHn−1 if u ∈ SBV 2(Ω),

+∞ otherwise,

(2.5)
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where

aβ := 2
( q
β

) 1
q
(γp)

1
p

ˆ 1

0
ψ

1
q ds, bα := 2(αψ(0))

1
2 , and

1

p
+

1

q
= 1. (2.6)

In the limiting case when α = 0 and 0 < β < +∞ we de�ne

Φ0,β(u) :=


ˆ

Ω
|∇u|2dx+ aβHn−1(Ju) if u ∈ GSBV 2(Ω) ∩ L1(Ω),

+∞ otherwise.
(2.7)

If α = +∞ or β = 0 we de�ne

Φα,β(u) :=


ˆ

Ω
|∇u|2dx if u ∈ H1(Ω),

+∞ otherwise.
(2.8)

It remains to de�ne the functional Φα,β when 0 ≤ α < +∞ and β = +∞ . When

α = 0 and β = +∞ we set

Φ0,∞(u) :=

0 if u ∈ L1(Ω),

+∞ otherwise,
(2.9)

whereas for 0 < α < +∞ and β = +∞ we set

Φα,∞(u) :=


ˆ

Ω
fα(|∇u|)dx+ bα|Dsu|(Ω) if u ∈ BV (Ω),

+∞ otherwise,
(2.10)

where fα(t) = t2 for 0 ≤ t < bα/2 and fα(t) = bα(t− bα/4) for t ≥ bα/2 .
The following Γ-convergence result holds.

Theorem 2.1. Assume (2.1)�(2.4) and assume that Ω has Lipschitz boundary. The

Γ-limit of (Fk) in L1(Ω)×L1(Ω) exists and is given by

Fα,β(u, v) :=

Φα,β(u) if v = 1 Ln-a.e. in Ω,

+∞ otherwise.
(2.11)

Theorem 2.1 directly follows from the estimates for the functionals

F ′α,β := Γ- lim inf
k→+∞

Fk and F ′′α,β := Γ- lim sup
k→+∞

Fk (2.12)

stated in the following theorems.
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Theorem 2.2. Assume (2.1)�(2.4). Let (u, v) ∈ L1(Ω)×L1(Ω) be such that the

functional F ′α,β(u, v) is �nite. Then v = 1 Ln -a.e. in Ω and

Φα,β(u) ≤ F ′α,β(u, 1). (2.13)

Theorem 2.3. Assume (2.1)�(2.4) and assume that Ω has Lipschitz boundary. For

every u ∈ L1(Ω) the following estimate holds

F ′′α,β(u, 1) ≤ Φα,β(u). (2.14)

Theorem 2.2 is an immediate consequence of the following proposition.

Proposition 2.4. Assume (2.1)�(2.4). Let (uk, vk) be a sequence in the space

L1(Ω)×L1(Ω) such that

(uk, vk)→ (u, v) in L1(Ω)×L1(Ω), (2.15)

(Fk(uk, vk)) is bounded. (2.16)

Then v = 1 Ln -a.e. in Ω and

Φα,β(u) ≤ lim inf
k→+∞

ˆ
Ω

(
vk|∇uk|2 +

ψ(vk)

δk
+ γ εp−1

k |∇vk|p
)
dx. (2.17)

Moreover, when 0 ≤ α < +∞ and 0 < β < +∞ the following estimates hold

ˆ
Ω
|∇u|2dx ≤ lim inf

k→+∞

ˆ
Ω
vk|∇uk|2dx, (2.18)

aβHn−1(Ju) ≤ lim inf
k→+∞

ˆ
Ω

(ψ(vk)

δk
+ γ εp−1

k |∇vk|p
)
dx; (2.19)

estimate (2.18) also holds if α = +∞ or β = 0.

We shall prove the one-dimensional case of Proposition 2.4 and Theorem 2.3 in

Section 2.3, whereas the n-dimensional case will be studied in Section 2.4.

2.2.2 The case p = +∞

In [26] the limiting case p = +∞ when β = 1 is faced. In order to give a

complete frame we state now the Γ-convergence results when p = +∞ for di�erent

values of α and β .
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We de�ne Fk : L1(Ω)×L1(Ω)→ [0,+∞] by

Fk(u, v) :=


ˆ

Ω

(
v|∇u|2 +

ψ(v)

δk

)
dx if (u, v) ∈ H1(Ω)×Vk,

+∞ otherwise,

where,

ψ ∈ C([0, 1]) is strictly decreasing with ψ(1) = 0,

Vk :=

{
v ∈W 1,∞(Ω) : ηk ≤ v ≤ 1, |∇v| ≤ 1

εk
Ln-a.e. in Ω

}
.

Let α, β be de�ned as in (2.1) and Φα,β be de�ned as in (2.5)�(2.10) with the

only modi�cation that aβ and bα are now set equal to

aβ :=
2

β

ˆ 1

0
ψ ds, bα := 2(αψ(0))

1
2 . (2.20)

Under these hypotheses Theorems 2.1-2.4 holds. Proofs are similar to the ones

given below for p < +∞ and will be in part omitted. We will provide in details

the estimate from below in dimension one when 0 < α < +∞ and 0 < β < +∞
contained in [26], representing an alternative approach to that proposed in [39]. We

also give the proof of the estimate from above, which turns out to be slightly simpler

in the case p = +∞ .

2.3 Proof in the one-dimensional case

2.3.1 The case p < +∞

Let us �x 1 < p < +∞ and start proving the liminf inequality in the case n = 1 .

Proof of Proposition 2.4. Let (uk, vk) be a sequence satisfying (2.15) and (2.16) with

bounding constant C . First we note that (2.16) and (2.3) imply v = 1 L1 -a.e. in

Ω . This in particular concludes the proof in the case with α = 0 and β = +∞ .

Let now α = +∞ . Up to subsequences we can suppose that the lower limit in

the right-hand side of (2.18) is a limit and that ηk > 0 . We are going to prove that

the sequence (|∇uk|) is equi-integrable. Let A ⊂ Ω be a measurable set, then the

Hölder inequality and (2.16) imply

ˆ
A
|∇uk|dx ≤

( ˆ
Ω
vk|∇uk|2dx

) 1
2
(ˆ

A
1/vkdx

) 1
2

≤ C
1
2

(ˆ
A∩{vk≥1/2}

1/vkdx+

ˆ
A∩{vk<1/2}

1/vkdx
) 1

2
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≤ C
1
2

(
2L1(A) +

1

ψ(1/2)

δk
ηk

ˆ
Ω

ψ(vk)

δk
dx
) 1

2

≤ C
1
2

(
2L1(A) +

C

ψ(1/2)

δk
ηk

) 1
2
. (2.21)

Given σ > 0 , the inequality C
ψ(1/2)

δk
ηk
≤ σ2

2C is true for k large since α = +∞ .

Therefore L1(A) < σ2

4C implies the last term in (2.21) is less than σ for k large. Using

for the �rst terms of the sequence the absolute continuity of the Lebesgue integral, we

conclude that (|∇uk|) is equi-integrable. Now the Dunford-Pettis Theorem implies

u ∈ W 1,1(Ω) and ∇uk ⇀ ∇u weakly in L1(Ω) . By a classical lower semicontinuity

result (see, for instance, [19, Theorem 2.3.1]) �nally we obtain (2.18) and then u ∈
H1(Ω) .

Let 0 ≤ α < +∞ and 0 ≤ β < +∞ . In what follows we shall use the notation

I(x, µ) for the interval (x− µ, x+ µ) , whereas we shall write Fk(u, v, I) to indicate

the functional in (2.2) when the integrals are de�ned on the set I .

Proof of (2.18). Let x0 ∈ Ω and µ > 0 be such that u is absolutely continuous

in I(x0, µ) ⊂ Ω . Now the same argument used by Ambrosio and Tortorelli in [9,

Lemma 4.2] and [10, Lemma 2.1] works here with obvious adaptations. We conclude

that u ∈ H1(I(x0, µ)) and (2.18) holds in I(x0, µ) .

Proof of (2.19). Let now x0 be a point such that u is not absolutely continuous

in any interval of the form I(x0, µ) . We sketch the argument proposed by Ambrosio

and Tortorelli in [10, Lemma 2.1] in order to prove that there are only �nitely many

points of such a type.

Let µ > 0 small enough; since u is not absolutely continuous in I(x0, µ/2) , the

in�mum inf
I(x0,µ/2)

vk tends to 0 and this guarantees the existence for every k of a

point x0−µ/2 < xk < x0+µ/2 such that vk(xk)→ 0 . Moreover, up to subsequences,

vk → 1 L1 -a.e. in Ω , so that we can �nd two points x0−µ < y1 < xk < y2 < x0 +µ

with vk(y1)→ 1 and vk(y2)→ 1 . The Young inequality now gives

Fk(uk, vk, I(x0, µ)) ≥

≥ (γp)
1
p

(qεk
δk

) 1
q

ˆ xk

y1

ψ(vk)
1
q |∇vk|dx+ (γp)

1
p

(qεk
δk

) 1
q

ˆ y2

xk

ψ(vk)
1
q |∇vk|dx

≥ (γp)
1
p

(qεk
δk

) 1
q

ˆ vk(y1)

vk(xk)
ψ(s)

1
q ds+ (γp)

1
p

(qεk
δk

) 1
q

ˆ vk(y2)

vk(xk)
ψ(s)

1
q ds. (2.22)

Passing to the lower limit in the previous inequality we obtain

lim inf
k→+∞

Fk(uk, vk, I(x0, µ)) ≥ aβ > 0 (2.23)
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in the case 0 < β < +∞ . Since the left-hand side in (2.23) is bounded by (2.16), the

number of disjoint intervals such as I(x0, µ) is bounded by a constant independent

by µ . This implies u ∈ SBV (Ω) and (2.19) follows. From (2.18) we also deduce

u ∈ SBV 2(Ω) .

In the case β = 0 we achieve a contradiction since the left-hand side of (2.22)

is bounded by (2.16), whereas the right-hand side tends to in�nity. Therefore, each

point of Ω satis�es the previous step, so that u ∈ H1(Ω) and (2.18) holds.

Proof of (2.17) in the case 0 < β < +∞ . First we note that (2.18) and (2.19)

lead to (2.17) in the case α = 0 , 0 < β < +∞ .

It remains to consider the case 0 < α < +∞ , 0 < β < +∞ . We shall de�ne

suitably six points in place of y1, xk, y2 ; in this way we determine some intervals

we shall study separately. In the external intervals, we shall be able to repeat the

previous argument by Ambrosio and Tortorelli, the two in-between intervals will be

neglected, and the central one will give rise to the cohesive term.

Let x0 ∈ Ju and assume u−(x0) < u+(x0) . Let 0 < σ < |[u(x0)]|/2 and let µ > 0

be such that |u(x)− u±(x0)| < σ/2 for 0 < |x− x0| ≤ µ/2 ; since uk → u L1 -a.e. in

Ω up to subsequences, it is not restrictive to assume uk(x0 ± µ/2) → u(x0 ± µ/2) .

We prove that there exist six points y1 < x1
k ≤ x̃1

k < x̃2
k ≤ x2

k < y2 in the interval

I(x0, µ) , such that

lim
k→+∞

vk(y1) = lim
k→+∞

vk(y2) = 1,

lim
k→+∞

vk(x
1
k) = lim

k→+∞
vk(x

2
k) = 0,

uk(x̃
1
k) = u−(x0) + σ, uk(x̃

2
k) = u+(x0)− σ.

Let us de�ne

x̃1
k := max{x ∈ [x0 − µ/2, x0 + µ/2] : uk(x) ≤ u−(x0) + σ}.

Since |uk(x0 ± µ/2)− u±(x0)| < σ for k large, the continuity of uk implies that x̃1
k

is well-de�ned, that x̃1
k < x0 + µ/2 , and that uk(x̃

1
k) = u−(x0) + σ .

We now verify that x0 ≤ lim infk→+∞ x̃
1
k . If not up to subsequences we have

x̃1
k < c0 < x0 , where c0 is a constant. Using the de�nition of x̃1

k we obtain, as

k → +∞ , that u(x) ≥ u−(x0) + σ in (c0, x0) . As x→ x−0 we get a contradiction.

We claim now that

lim sup
k→+∞

inf
[x0−µ/2,x̃1k]

vk ≤ 0. (2.24)

By contradiction we assume that the opposite inequality holds. By this and
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(2.16) we have, up to subsequences, that

ˆ x̃1k

x0−µ/2
|∇uk|2dx is bounded. (2.25)

Let us verify now that lim supk→+∞ x̃
1
k ≤ x0 . We argue again by contradiction

and suppose x̃1
k > c1 > x0 , where c1 is a constant. Up to subsequences the inte-

gral
´ c1
x0−µ/2 |∇uk|

2dx is bounded by (2.25), so that u is continuous in x0 and this

contradicts the assumption x0 ∈ Ju . Therefore we conclude x̃1
k → x0 .

Now, by the absolute continuity of uk and the Hölder inequality we obtain for

every y ∈ (x0 − µ/2, x̃1
k)

|uk(x̃1
k)− uk(y)| ≤ |x̃1

k − y|
1
2

(ˆ x̃1k

y
|∇uk|2dx

) 1
2 ≤ c2|x̃1

k − y|
1
2 , (2.26)

where in the last inequality c2 < +∞ is a constant and we have used (2.25). Let us

�x y ∈ (x0 − µ, x0) such that uk(y) → u(y) ; then y ∈ (x0 − µ, x̃1
k) for k large, so

that inequality

|u−(x0) + σ − uk(y)| ≤ c2|x̃1
k − y|

1
2

follows from uk(x̃
1
k) = u−(x0) + σ and (2.26). Passing to the limit �rst as k → +∞

and then as y → x−0 we achieve a contradiction and the claim (2.24) is proved.

By (2.24) we are able to �nd a sequence x0−µ/2 ≤ x1
k ≤ x̃1

k such that vk(x
1
k)→ 0 .

Since vk → 1 L1 -a.e. in Ω , we also �nd a point y1 ∈ (x0 − µ, x0 − µ/2) such that

vk(y1)→ 1 .

Let us de�ne now

x̃2
k := min{x ∈ [x̃1

k, x0 + µ/2] : uk(x) ≥ u+(x0)− σ}.

We can easily prove that it is well-de�ned, that uk(x̃
2
k) = u+(x0) − σ , and that

x̃2
k → x0 . Note that the convergence x̃

2
k → x0 implies the convergence x̃1

k → x0 .

As before we can also prove that

lim sup
k→+∞

inf
[x̃2k,x0+µ/2]

vk = 0

and the existence of x2
k and y2 follows.

Now let us proceed with the computation. In the intervals (y1, x
1
k) and (x2

k, y2)

we can repeat the argument by Ambrosio and Tortorelli in (2.23), so that

lim inf
k→+∞

Fk(uk, vk, (y1, x
1
k) ∪ (x2

k, y2)) ≥ aβ. (2.27)
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It remains to estimate the functional in the interval Ik := (x̃1
k, x̃

2
k) . Let us de�ne

Wk := {w ∈ H1(Ik), w(x̃1
k) = u−(x0) + σ, w(x̃2

k) = u+(x0)− σ},

Zk := {z ∈W 1,p(Ik), ηk ≤ z ≤ 1 L1-a.e. on Ik},

Hk(w, z) :=

ˆ
Ik

(
z|∇w|2 +

ψ(z)

δk

)
dx, for (w, z) ∈Wk×Zk,

hk(z) := min
w∈Wk

Hk(w, z), for z ∈ Zk.

By elementary computation we �nd that this minimum is achieved and that

hk(z) =
([u](x0)− 2σ)2ˆ

Ik

1

z
dx

+

ˆ
Ik

ψ(z)

δk
dx. (2.28)

Let now 0 < λ < 1 . We observe that

ˆ
{x∈Ik:vk≥λ}

1

vk
dx ≤ L

1(Ik)

λ
,

ˆ
{x∈Ik:vk<λ}

1

vk
dx ≤ 1

ψ(λ)

δk
ηk

( ˆ
Ik

ψ(vk)

δk
dx
)
.

We use the previous inequalities to estimate the functional Fk(uk, vk, Ik) :

Fk(uk, vk, Ik) ≥ Hk(uk, vk)

≥ hk(vk)

≥ ([u(x0)]− 2σ)2

L1(Ik)

λ
+

1

ψ(λ)

δk
ηk

(ˆ
Ik

ψ(vk)

δk
dx
) +

ˆ
Ik

ψ(vk)

δk
dx

≥ 2
(ηkψ(λ)

δk

) 1
2
([u(x0)]− 2σ)− ηkψ(λ)L1(Ik)

λδk
,

where to get the last inequality we have minimized in [0,∞[ the function

t 7→ ([u(x0)]− 2σ)2

L1(Ik)

λ
+

1

ψ(λ)

δk
ηk
t

+ t.

Passing to the limit �rst as k → +∞ , then as λ → 0 , and �nally as σ → 0 we

obtain

lim inf
k→+∞

Fk(uk, vk, Ik) ≥ bα|[u(x0)]|. (2.29)

Inequalities (2.18) for the set I(x0, µ) , (2.27), and (2.29) lead to (2.17).
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It remains to study the case 0 < α < +∞ , β = +∞ . By [15, Theorem 2.1]

the functional Φα,∞ is weakly* lower semicontinuous in BV (Ω) and strongly lower

semicontinuous in L1(Ω) , so that it is su�cient to prove that

lim inf
k→+∞

Φα,∞(uk) ≤ lim inf
k→+∞

Fk(uk, vk). (2.30)

In order to simplify the notation we set Ak := {|∇uk| < bα/2} ; we compute the

integrals of fα(|∇uk|) on Ak and on Ack .

Let us �x 0 < λ < µ < 1 . First we note that the convergence in measure vk → 1

implies

ˆ
Ak∩{vk<µ}

fα(|∇uk|)dx+

ˆ
Ak∩{vk≥µ}

fα(|∇uk|)dx ≤
ˆ
Ak∩{vk≥µ}

fα(|∇uk|)dx+ o(1).

(2.31)

On Ack we have

ˆ
Ack∩{vk≥µ}

fα(|∇uk|)dx+

ˆ
Ack∩{λ<vk<µ}

fα(|∇uk|)dx+

ˆ
Ack∩{vk≤λ}

fα(|∇uk|)dx ≤

≤
ˆ
Ack∩{vk≥µ}

|∇uk|2dx+

ˆ
Ack∩{λ<vk<µ}

bα

(
|∇uk| −

bα
4

)
dx

+

ˆ
Ack∩{vk≤λ}

bα

(
|∇uk| −

bα
4

)
dx, (2.32)

where we have used the de�nition of fα and the fact that bα(t − bα/4) ≤ t2 for

t ≥ bα/2 . The last term in (2.32) by the Hölder inequality is less than or equal to

ˆ
Ack∩{vk≥µ}

|∇uk|2dx+ bα

(ˆ
Ω
vk|∇uk|2dx

) 1
2
(ˆ
{λ<vk<µ}

1

vk
dx
) 1

2

+bα

( ˆ
{vk≤λ}

vk|∇uk|2dx
) 1

2
(ˆ
{vk≤λ}

1

vk
dx
) 1

2

≤
ˆ
Ack∩{vk≥µ}

|∇uk|2dx+ bα

(C
λ

) 1
2L1({vk < µ})

1
2

+bα

( 1

ψ(λ)

δk
ηk

) 1
2
( ˆ
{vk≤λ}

vk|∇uk|2dx
) 1

2
(ˆ
{vk≤λ}

ψ(vk)

δk
dx
) 1

2
, (2.33)

where the last inequality follows from property (2.16) and an easy computation.

Finally from the Cauchy inequality and the convergence in measure vk → 1 we �nd

that the last term in (2.33) is less than or equal to

ˆ
Ack∩{vk≥µ}

|∇uk|2dx+
bα
2

( 1

ψ(λ)

δk
ηk

) 1
2

ˆ
{vk≤λ}

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx+ o(1). (2.34)
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From (2.31) and (2.34) we deduce

Φα,∞(uk) ≤

≤
ˆ
{vk≥µ}

|∇uk|2dx+
bα
2

( 1

ψ(λ)

δk
ηk

) 1
2

ˆ
{vk≤λ}

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx+ o(1)

≤ 1

µ

ˆ
{vk≥µ}

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx

+
bα
2

( 1

ψ(λ)

δk
ηk

) 1
2

ˆ
{vk≤λ}

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx+ o(1)

≤ max
( 1

µ
,
bα
2

( 1

ψ(λ)

δk
ηk

) 1
2
)
Fk(uk, vk) + o(1).

Passing to the limit �rst as k → +∞ and then as λ→ 0 , µ→ 1 we obtain (2.30).

Let us complete the one-dimensional case of the Γ-convergence result by proving

the upper estimate.

Proof of Theorem 2.3. The cases α = +∞ or β = 0 are trivial since F ′α,β(u, v) <

+∞ implies u ∈ H1(Ω) and v = 1 L1 -a.e. in Ω .

Let now 0 ≤ α < +∞ and 0 < β < +∞ and let u be such that Φα,β(u, 1) < +∞ .

A truncation argument shows that in dimension n = 1 a function u such that

Φ0,β(u, 1) < +∞ actually belongs to SBV 2(Ω) . Therefore, both for α = 0 and for

0 < α < +∞ , we start with a function u ∈ SBV 2(Ω) ; for simplicity we also suppose

Ju = {x} . Let (σαk ) and (µk) be positive in�nitesimal sequences which we shall

specify later and let

Ak := (x− σαk , x+ σαk ) and Bk := (x− σαk − µk, x− σαk ) ∪ (x+ σαk , x+ σαk + µk).

Let us de�ne uk by u out of Ak and linking linearly in Ak .

Let f(ρ) := ψ(1 − ρ) , g(ρ) :=
1´ 1−ρ

0 ψ
− 1
pds

, and h := (fg)
1
2 for 0 < ρ < 1 ; we

note that h is strictly increasing and that h and f/g are in�nitesimal in 0 . Then

the sequence ρk := h−1(δk) is in�nitesimal and

f(ρk)

δk
→ 0,

δk
g(ρk)

→ 0. (2.35)

We now set vk equal to ηk in Ak and equal to 1− ρk out of Ak ∪Bk .
In order to de�ne vk everywhere, we �rst consider the following Cauchy problem w′k =

( q

γpδk

) 1
p
ε
− 1
q

k ψ(wk)
1
p

wk(0) = ηk.
(2.36)
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Since ηk < 1 and ψ is continuous and strictly positive in [0, 1) , the previous problem

has only one solution wk in the interval [0, Tk) , where Tk ∈ (0,+∞] is de�ned by

Tk :=
(γpδk

q

) 1
p
ε

1
q

k

ˆ 1

ηk

ψ
− 1
pds.

Precisely, the solution wk is obtained by taking the inverse of the function

z ∈ [ηk, 1) 7→
(γpδk

q

) 1
p
ε

1
q

k

ˆ z

ηk

ψ
− 1
pds ∈ [0, Tk).

By this we can de�ne

vk(x) := wk(|x− x| − σαk ) on Bk, (2.37)

µk :=
(γpδk

q

) 1
p
ε

1
q

k

ˆ 1−ρk

ηk

ψ
− 1
pds, (2.38)

where µk is in�nitesimal by (2.35).

Then (uk, vk) ∈ H1(Ω)×Vηk and (uk, vk) → (u, 1) in L1(Ω)×L1(Ω) . An easy

computation shows that

ˆ
Ω\Ak

vk|∇uk|2dx ≤
ˆ

Ω
|∇u|2dx, (2.39)

ˆ
Ω\(Ak∪Bk)

ψ(vk)

δk
dx ≤ ψ(1− ρk)

δk
L1(Ω), (2.40)

ˆ
Ak

(
vk|∇uk|2 +

ψ(vk)

δk

)
dx =

ηk
2σαk

(u(x+ σαk )− u(x− σαk ))2 + 2ψ(ηk)
σαk
δk
. (2.41)

We note that the integral in (2.40) tends to 0 by (2.35). If α = 0 we take σ0
k such

that ηk/σ
0
k → 0 and σ0

k/δk → 0 ; by this choice the integral in (2.41) converges to

0 . Whereas if 0 < α < +∞ we de�ne σαk := 1
2( α
ψ(0))

1
2 |[u(x)]|δk and the integral in

(2.41) tends to bα|[u(x)]| .
Let us compute now the integral on Bk . Thanks to the choice of wk the Young

inequality holds with equality, so that

ˆ
Bk

(ψ(vk)

δk
+ γεp−1

k |∇vk|p
)
dx = 2(γp)

1
p

(qεk
δk

) 1
q

ˆ µk

0
ψ(wk)

1
qw′k dx

= 2(γp)
1
p

(qεk
δk

) 1
q

ˆ 1−ρk

ηk

ψ(s)
1
q ds. (2.42)

As k → +∞ this term tends to aβ and the proof is complete.

Let us consider now the case α = 0 , β = +∞ . First we suppose that u is

piecewise constant with Ju = {x} . If this is the case we de�ne all parameters
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as before, so that by repeating the computations in (2.39)�(2.42) we obtain that

F ′′0,∞(u, 1) is null. In the general case when u ∈ L1(Ω) we argue by approximation

with piecewise constant functions; since F ′′0,∞ is lower semicontinuous we achieve the

same conclusion as before.

The last case to study is 0 < α < +∞ , β = +∞ . By [15, Theorem 3.1] if we

prove that for every u ∈ SBV 2(Ω) we have

F ′′α,∞(u, 1) ≤
ˆ

Ω
|∇u|2dx+ bα

ˆ
Ju

|[u]|dH0 (2.43)

we are done, since the left-hand side is lower semicontinuous in L1(Ω) and the lower

semicontinuous envelope of the right-hand side is Φα,∞ . Inequality (2.43) is easily

proved by de�ning all parameters as before and repeating the computation in (2.39)�

(2.42).

2.3.2 The case p = +∞

The proofs proposed in the previous subsection can be easily adapted to the

case p = +∞ . In this subsection we provide the proofs in the case 0 < β < +∞ ,

showing an alternative argument for the estimate of the cohesive term in the case

0 < α < +∞ . For simplicity we assume δk = εk , which corresponds to β = 1 , so

that we can omit β from the notation.

We also assume that ψ satis�es a very mild technical condition, which is ful�lled

in the standard examples ψ(z) = 1− zr , with r > 0 : for every c ≥ 0

the equation s2ψ′(s) = −c has a �nite number of solutions. (2.44)

This condition will be used under the regime 0 < α < +∞ in order to obtain a

lower estimate involving
∑

x∈Ju |[u](x)| .

Proof of Proposition 2.4. It is su�cient to prove the statement when Ω is an interval,

since the left-hand sides of (2.18), (2.19) and (2.17) are σ -additive with respect to

Ω , whereas the right-hand sides are σ -superadditive. Therefore we can assume

Ω = ]0, 1[ .

Let (uk, vk) be a sequence satisfying (2.15) and (2.16) with bounding constant

c . Note that ψ(vk) → 0 in L1(Ω) by (2.2) and (2.16); as ψ(vk) → ψ(v) in L1(Ω)

we deduce v = 1 L1 -a.e. on Ω .

Proof of (2.18). It is not restrictive to assume that the lower limit in the right-

hand side of (2.18) is actually a limit. Let us divide the proof into two steps.



28 2. Asymptotic behaviour of damage models: the case of antiplane shear

(a) Since vk is a Lipschitz function, the set

Bk = {x ∈ Ω : vk(x) > 1/2}

is relatively open in Ω . By Chebyshev inequality we get

ψ(1/2)L1(Bc
k) ≤

ˆ 1

0
ψ(vk)dx,

so that (2.2) and (2.16) imply

L1(Bc
k)→ 0. (2.45)

We write

Bk =
⋃

1≤j≤Nk

Ikj ∪
⋃
j>Nk

Jkj , (2.46)

where Ik1 , . . . , I
k
Nk

are the connected components of Bk such that L1(Ikj ) ≥ εk/4 ,

whereas Jkj are the connected components satisfying the opposite inequality. Let

akj and bkj be the end points of the interval Ikj . By changing the numeration, we

may assume that 0 ≤ ak1 ≤ bk1 < ak2 < bk2 < · · · < akNk ≤ bkNk ≤ 1 . Moreover we set

bk0 := 0 and akNk+1 := 1 .

By de�nition vk ≤ 1/2 on Bc
k ; moreover vk ≤ 3/4 on each Jkj , since at least one

end point belongs to Bc
k , the length of Jkj is less than εk/4 , and |∇vk| ≤ 1/εk L1 -

a.e. in Ω by (2.2), (2.4), and (2.16). Then vk ≤ 3/4 in [bkj , a
k
j+1] for j = 0, . . . , Nk .

From this estimate and from (2.16) it follows that∑
j>Nk

L1(Jkj ) ≤ εkc

C1
, (2.47)

where C1 := ψ(3/4) .

Let us show that (Nk) is bounded. To this aim we choose a point rj in each

interval [bkj−1, a
k
j ] . We have vk ≤ 7/8 in ]rj − εk

8 , rj + εk
8 [ , since vk(rj) ≤ 3/4 and

|∇vk| ≤ 1/εk L1 -a.e. in Ω . Then

1

εk

ˆ rj+
εk
8

rj−
εk
8

ψ(vk)dx ≥ C2,

where C2 := 1/4ψ(7/8). We note that the intervals ]rj − εk
8 , rj + εk

8 [ are pairwise

disjoint, since L1(Ikj ) ≥ εk/4 . By summing on the index j we �nd

C2(Nk + 1) ≤ c.

This shows that (Nk) is a bounded sequence of integers. Up to subsequences, we can
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assume Nk = N for a certain N ; by compactness we can also assume the existence

of the limits

lim
k→+∞

bkj =: bj and lim
k→+∞

akj =: aj , (2.48)

with 0 = b0 ≤ a1 ≤ b1 ≤ · · · ≤ aN ≤ bN ≤ aN+1 = 1 . Now, by (2.45) and (2.47) we

have
N∑
j=0

(akj+1 − bkj ) = L1(Bc
k) +

∑
j>N

L1(Jkj )→ 0; (2.49)

it follows that bj = aj+1 , for j = 0, . . . , N . Let 0 = x0 < x1 < · · · < xm = 1 be an

increasing enumeration of the set {b0, . . . , bN} .

Let σ > 0 be such that xi−1 + σ < xi − σ for i = 1, . . . ,m . For large values of

k we have akj , b
k
j /∈ [xi−1 + σ, xi − σ] . Using (2.49) and (2.48), we can deduce that

for every k and every i there exists j such that

[xi−1 + σ, xi − σ] ⊂ ]akj , b
k
j [;

therefore vk > 1/2 in [xi−1 + σ, xi − σ] , for i = 1, . . . ,m . By (2.2) and (2.16) we

�nd ˆ xi−σ

xi−1+σ
|∇uk|2dx ≤ 2c, (2.50)

i.e., (∇uk) is bounded in L2(xi−1 + σ, xi − σ) , for i = 1, . . . ,m .

(b) Using the Poincaré-Wirtinger inequality, we deduce from (2.15) and (2.50)

that (uk) is bounded in H1(]xi−1 + σ, xi − σ[) . This ensures that u ∈ H1(xi−1 +

σ, xi − σ) and that uk ⇀ u weakly in H1(xi−1 + σ, xi − σ) .

By the Severini-Egorov Theorem for every µ > 0 there exists a measurable set

Aµ ⊂ [xi−1 + σ, xi − σ] , with L1(Aµ) < µ , such that, up to a subsequence, vk → 1

uniformly in [xi−1 + σ, xi − σ] \ Aµ . Then, �xed δ > 0 , we have vk > 1 − δ in

[xi−1 +σ, xi−σ]\Aµ for large k . By the weak lower semicontinuity of the L2 -norm,

we have

(1− δ)
ˆ

[xi−1+σ,xi−σ]\Aµ
|∇u|2dx ≤ lim inf

k→+∞

ˆ xi−σ

xi−1+σ
vk|∇uk|2dx.

We pass to the limit �rst as δ → 0 and then as µ → 0 ; adding on the index i we

�nd
m∑
i=1

ˆ xi−σ

xi−1+σ
|∇u|2dx ≤ lim inf

k→+∞

m∑
i=1

ˆ xi−σ

xi−1+σ
vk|∇uk|2dx. (2.51)

As σ → 0 , from (2.16) we obtain u ∈ H1(xi−1, xi) for i = 1, . . . ,m . Inequality

(2.18) follows.
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Proof of (2.19). If u is continuous in a certain xi , then u ∈ H1(xi−1, xi+1) and

we can remove xi from the list. Therefore it is not restrictive to assume that every

xi is a jump point for u , for i = 1, . . . ,m− 1 , so that H0(Ju) = m− 1 . Fix σ > 0

such that 2σ < xi − xi−1 for every i and let

δik = min{vk(x) : x ∈ [xi − σ
2 , xi + σ

2 ]}.

Let us prove that δik → 0 as k → +∞ ; by contradiction, we suppose that there

exists a subsequence of (δik) , not relabeled, and a constant K > 0 such that δik > K

for every k , i.e., vk > K > 0 in [xi − σ
2 , xi + σ

2 ] . By repeating the argument used

in steps (a) and (b) we �nd that u ∈ H1(xi − σ
2 , xi + σ

2 ) and this contradicts the

assumption that xi is a jump point.

Now let tik be a minimum point for vk in [xi − σ
2 , xi + σ

2 ] . For large value of k

we have [tik − εk(1 − δik), tik + εk(1 − δik)] ⊂ ]xi − σ, xi + σ[ . Since vk(t
i
k) = δik and

|∇vk| ≤ 1/εk L1 -a.e. in Ω , it follows that vk ≤ 1
εk
|x− tik|+δik. Since ψ is decreasing

we deduce

2

ˆ 1

δik

ψ(s)ds =
1

εk

ˆ tik+εk(1−δik)

tik−εk(1−δik)
ψ
( |x− tik|

εk
+ δik

)
dx ≤ 1

εk

ˆ xi+σ

xi−σ
ψ(vk)dx;

adding with respect to i and passing to the lower limit we obtain (2.19).

Proof of (2.17). In the case α = 0 inequality (2.17) is obtained by adding (2.18)

and (2.19).

Let α > 0 . Up to subsequences, we have uk → u L1 -a.e. on Ω ; we write

Ju = {x1 . . . xm−1} , where 0 = x0 < x1 < · · · < xm−1 < xm = 1 , and we choose

σ > 0 , with 2σ < xi − xi−1 , such that

uk(xi−σ)→ u(xi−σ) and uk(xi−1 +σ)→ u(xi−1 +σ) for i = 1, . . . ,m. (2.52)

We want to estimate from below the integrals

Iik :=

ˆ xi+σ

xi−σ
vk(∇uk)2dx+

1

εk

ˆ xi+σ

xi−σ
ψ(vk)dx. (2.53)

To this aim �x 1 ≤ i ≤ m− 1 and for k large we de�ne

Wk := {w ∈ H1(xi − σ, xi + σ), w(xi − σ) = uk(xi − σ), w(xi + σ) = uk(xi + σ)},

Zk := {z ∈W 1,∞(xi−σ, xi+σ), ηk ≤ z ≤ 1, |∇z| ≤ 1/εk L1-a.e. on ]xi−σ, xi+σ[},

Hk(w, z) :=

ˆ xi+σ

xi−σ
z|∇w|2dx+

1

εk

ˆ xi+σ

xi−σ
ψ(z)dx, for (w, z) ∈Wk×Zk,
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hk(z) := min
w∈Wk

Hk(w, z).

By elementary computation we �nd that this minimum is achieved and that

hk(z) =
βk

2

ˆ xi+σ

xi−σ

1

z
dx

+
1

εk

ˆ xi+σ

xi−σ
ψ(z)dx, (2.54)

where

βk := |uk(xi + σ)− uk(xi − σ)|. (2.55)

Let zk be a minimum point for hk in Zk . It follows from the de�nition of hk and

from (2.53) that

hk(zk) ≤ Iik. (2.56)

We note that hk is invariant with respect to symmetric rearrangements of z , there-

fore we can assume that zk is symmetric with respect to xi and nondecreasing on

[xi, xi + σ[ . Now we want to prove that zk is piecewise a�ne.

First of all, by monotonicity and continuity, the sets

Ak := {zk = ηk} ∩ [xi, xi + σ[ and Bk := {zk = 1} ∩ [xi, xi + σ[

are closed intervals of [xi, xi + σ[ . Let us de�ne

Ck := {ηk < zk < 1, |∇zk| < 1/εk} ∩ [xi, xi + σ[,

Uj,k := {ηk + 1
j < zk < 1− 1

j } ∩ [xi, xi + σ[, Ej,k = {|∇zk| < 1
εk
− 1

j } ∩ Uj,k,

so that Ck is the union of the sets Ej,k for j ∈ N . For every j , Uj,k is open

in [xi, xi + σ[ and Ej,k is measurable. Suppose L1(Ck) > 0 and �x j such that

L1(Ej,k) > 0 ; let ϕ be a Lipschitz function such that

{ϕ 6= 0} ⊂ Uj,k and |∇ϕ| ≤ 1Ej,k L
1-a.e. on R; (2.57)

then zk + tϕ ∈ Zk for t small enough. So 0 is a a minimizer for the function

t 7→ hk(zk + tϕ) and, imposing that 0 is a critical point, we �nd

ˆ
Uj,k

[
λk
z2
k

+
ψ′(zk)

εk

]
ϕdx = 0, (2.58)

where λk := β2
k

(
2
´ xi+σ
xi

1
zk
dx
)−2

. Let us prove that

λk
z2
k

+
ψ′(zk)

εk
= 0 L1-a.e. on Ej,k, (2.59)
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arguing by contradiction. Let

E+
j,k := Ej,k ∩

{
λk
z2
k

+
ψ′(zk)

εk
> 0

}
and suppose L1(E+

j,k) > 0 . By the continuity of zk and ψ′ and by the Lebesgue

Di�erentiation Theorem there exist x0 ∈ E+
j,k and δ > 0 such that

[x0 − δ, x0 + δ] ⊂ Uj,k ∩
{
λk
z2
k

+
ψ′(zk)

εk
> 0

}
and L1

(
Ej,k ∩ [x0 − δ, x0 + δ]

)
> 0.

Now let y be such that

L1
(
Ej,k ∩ [x0 − δ, y]

)
= L1

(
Ej,k ∩ [y, x0 + δ]

)
,

and let

θ(x) := L1
(
Ej,k ∩ [x0 − δ, y] ∩ [x0 − δ, x]

)
− L1

(
Ej,k ∩ [x0 − δ, x] ∩ [y, x0 + δ]

)
,

for x ∈ [xi, xi + σ[ . In particular θ is a Lipschitz function satisfying (2.57), so that

(2.58) implies ˆ x0+δ

x0−δ

[
λk
z2
k

+
ψ′(zk)

εk

]
θdx = 0; (2.60)

since θ ≥ 0 , θ(y) > 0 , and λk
z2k

+ ψ′(zk)
εk

> 0 in [x0 − δ, x0 + δ] the integral in (2.60)

is positive and we get a contradiction. This concludes the proof of (2.59).

From (2.59) it follows that zk maps Ck into the set of solutions of the equation

s2ψ′(s) = −λkεk , where λkεk is in�nitesimal since (λk) is bounded. Then, assump-

tion (2.44) implies that zk takes only a �nite number of di�erent values on Ck and,

by monotonicity and continuity, Ck is a �nite union of intervals. It follows that

[xi, xi + σ[ can be written as union of a �nite number of intervals, where either zk

is constant or ∇zk = 1/εk .

We now estimate from below hk(zk) . In order to simplify the computation, we

suppose that zk assumes a unique value ξk in Ck , ηk < ξk < 1 , so that Ck is

an interval. Let αk := L1(Ak) and γk := L1(Ck) ; since ∇zk = 1/εk in [xi, xi +

σ[\(Ak ∪Bk ∪Ck) , the measure of [xi, xi + σ[\(Ak ∪Bk ∪Ck) is −εkηk + εk so that

L1(Bk) = σ − γk − αk + εkηk − εk .

By (2.54) we get

hk(zk) =
βk

2

2αk
1−ηk
ηk

+ 2γk
1−ξk
ξk

+ ζk
+ 2αk

ψ(ηk)

εk
+ 2γk

ψ(ξk)

εk
+ κk
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≥ βk
2

21−ηk
ηk

(αk + γk) + ζk
+ 2(αk + γk)

ψ(ξk)

εk
+ κk,

where ζk = 2σ + 2εkηk − 2εk − 2εk log ηk and κk = 2
´ 1
ηk
ψ(s)ds .

The map

t 7→ βk
2

t+ ζk
+
ηk
εk

ψ(ξk)

1− ηk
t+ κk

can be estimated di�erently in the cases α = +∞ and 0 < α < +∞ .

If α = +∞ , by (2.16), (2.53), and (2.56) we �nd

β2
k

ζk
≤ hk(zk) ≤ Iik ≤ c.

By (2.52), this implies, as k → +∞ ,

(u(xi + σ)− u(xi − σ))2

2σ
≤ c.

As σ → 0 , we obtain |[u(xi)]| = 0 ; this contradicts our assumption that xi is a

jump point and proves that H0(Ju) = 0 , so that u ∈ H1(Ω) and (2.17) follows from

(2.18).

If 0 < α < +∞ we have

2βk

(
ψ(ξk)

1− ηk
ηk
εk

) 1
2

− ψ(ξk)

1− ηk
ηk
εk
ζk + κk ≤ hk(zk) ≤ Iik,

then taking k → +∞ and summing on the index i we get

m−1∑
i=1

2

[
(αψ(0))

1
2 |u(xi + σ)− u(xi − σ)| − αψ(0)σ +

ˆ 1

0
ψ(s)ds

]

≤
m−1∑
i=1

lim inf
k→+∞

ˆ xi+σ

xi−σ

[
vk(∇uk)2dx+

ψ(vk)

εk

]
dx. (2.61)

By adding (2.51) and (2.61), as σ → 0 , we obtain (2.17).

Let us give below the proof of the Γ-limsup inequality.

Proof of Theorem 2.3. Let us consider u ∈ SBV 2(Ω) . We are going to construct a

recovery sequence converging to (u, 1) in L1(Ω)×L1(Ω) .

The case α = +∞ is trivial since the right-hand side of (2.14) is �nite if and

only if u ∈ H1(Ω) and in this case it is su�cient to choose the recovery sequence

identically equal to (u, 1) .
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Now we suppose α < +∞ . In order to simplify the discussion we assume u has

only one jump point x . Let (σαk ) be an in�nitesimal sequence and let

Ak := [x− σαk , x+ σαk ] and Bk := [x− σαk − εk(1− ηk), x+ σαk + εk(1− ηk)];

moreover let us de�ne vk by ηk in Ak , by 1 out of Bk , and connecting linearly in

Bk \Ak ; �nally let us de�ne uk by u out of Ak and linking linearly in Ak .

Then (uk, vk) ∈ H1(Ω)×Vk and (uk, vk)→ (u, 1) in L1(Ω)×L1(Ω) . We have

lim
k

ˆ
Ω\Ak

(
vk|∇uk|2 +

1

εk
ψ(vk)

)
dx =

ˆ
Ω
|∇u|2dx+ 2

ˆ 1

0
ψ(s)ds,

ˆ
Ak

(
vk|∇uk|2 +

1

εk
ψ(vk)

)
dx =

ηk
2σαk

(u(x+ σαk )− u(x− σαk ))2 + 2ψ(ηk)
σαk
εk
. (2.62)

If α = 0 we take σ0
k such that ηk/σ

0
k → 0 and σ0

k/εk → 0 ; by this choice the integral

in (2.62) converges to 0 . Whereas if 0 < α < +∞ we de�ne σαk := 1
2( α
ψ(0))

1
2 |[u(x)]|εk

and the integral in (2.62) tends to bα|[u(x)]| .

The following remark exhibits an example, in the case n > 1 , of a function

u ∈ GSBV (Ω) \BV (Ω) for which F0(u, 1) < +∞ .

Remark 2.5. Let us note that, if n > 1 , then the inequality F0(u, 1) < +∞ does

not imply u ∈ BV (Ω) nor u ∈ L2(Ω) . Indeed, let Ω be a bounded open set in

Rn and consider a sequence of pairwise disjoint balls Bri(xi) , contained in Ω , with

centres xi and radii ri := 2−i . Moreover assume that also the balls B3ri(xi) are

contained in Ω and pairwise disjoint. Let u ∈ L1(Ω) be de�ned by

u(x) :=

{
ai if x ∈ Bri(xi),
0 otherwise,

(2.63)

where ai := 2(n−1)i . Clearly u ∈ L1(Ω) \ L2(Ω) . Moreover u belongs to GSBV (Ω)

but does not to BV (Ω) since

|Dju|(Ω) =
+∞∑
i=1

airi
n−1 = +∞.

Let σ ≥ 2 , εk := 2−nk , and ηk := εσk ; this implies α = 0 . Let us show that

F ′0(u, 1) < +∞ . To this aim let us consider δk := 2nk(1−σ) and let us de�ne uk as ai

in Bri−δk(xi) , 0 out of Bri+δk(xi) , and with constant slope in Bri+δk(xi)\Bri−δk(xi) ,

for i ≤ k ; we set uk := 0 otherwise. Let vk be de�ned as ηk in Bri+δk(xi) \
Bri−δk(xi) , with constant slope in (Bri+δk+εk(1−ηk)(xi) \Bri+δk(xi)) ∪ (Bri−δk(xi) \
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Bri−δk−εk(1−ηk)(xi)) , for i ≤ k , and as 1 otherwise. Note that (uk, vk) ∈ H1(Ω)×Vk
and (uk, vk)→ (u, 1) in L1(Ω)×L1(Ω) . A direct computation shows that

lim inf
k→+∞

Fk(uk, vk) < +∞,

so that F0(u, 1) < +∞ .

2.4 Proof in the n-dimensional case

We are now concerned with the general case n > 1 . Let us prove �rst the liminf

inequality.

2.4.1 The estimate from below

In this subsection we use the slicing argument (see Section 1.4) to prove the

estimate from below (2.13) when n > 1 . We also make use of the �ne properties of

GBV -functions collected in [7, Theorem 4.34].

In order to obtain the Γ- lim inf inequality it is su�cient to prove Proposition

2.4.

Proof of Proposition 2.4. The case α = +∞ and the case 0 ≤ α < +∞ , β = +∞
can be faced as for n = 1 .

We shall prove the theorem in the case 1 < p < ∞ for 0 ≤ α < +∞ under the

assumption δk = εk (then β = 1 will be omitted as usual from the notation). Indeed

�rst this case models each one with 0 ≤ α < +∞ and 0 < β < +∞ . With obvious

modi�cation one can extend the proof to the regime β = 0 and to the case p = +∞ .

Let (uk, vk) be a sequence satisfying (2.15) and (2.16) with bounding constant

c ; as in the one-dimensional case we can deduce that v = 1 Ln -a.e. in Ω . In the

�rst part of the proof we assume that (uk) is bounded in L∞(Ω) and we want to

prove that u ∈ SBV 2(Ω) .

Proof of (2.18) in the bounded case. Given ξ ∈ Sn−1 , we extract a subsequence

(ur, vr) of (uk, vk) such that

((ur)
ξ
y, (vr)

ξ
y)→ (uξy, 1) in L1(Ωξ

y)×L1(Ωξ
y) for Hn−1-a.e. y ∈ Πξ (2.64)

and

lim
r→+∞

ˆ
Ω
vr|∇ur · ξ|2dx = lim inf

k→+∞

ˆ
Ω
vk|∇uk · ξ|2dx. (2.65)
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Let 0 < κ < 1 ; by the Fubini Theorem and (1.5) we can write

ˆ
Πξ
dHn−1(y)

ˆ
Ωξy

(
(vr)

ξ
y|∇((ur)

ξ
y)|2 + κ

(ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
))

dt ≤

≤
ˆ

Ω

(
vr|∇ur|2 + κ

(ψ(vr)

εr
+ γ εp−1

r |∇vr|p
))

dx ≤ c,

where the last inequality follows from (2.16). From the Fatou Lemma it follows that

ˆ
Πξ

lim inf
r→+∞

[ˆ
Ωξy

(
(vr)

ξ
y|∇((ur)

ξ
y)|2 + κ

(ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
))

dt

]
dHn−1(y)

is bounded, so that for Hn−1 -a.e. y ∈ Πξ

lim inf
r→+∞

ˆ
Ωξy

(
(vr)

ξ
y|∇((ur)

ξ
y)|2 + κ

(ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
))

dt < +∞. (2.66)

Let Fy,r be the one-dimensional functional on the set Ωξ
y , de�ned by

Fy,r(w, z) :=


ˆ

Ωξy

(
z|∇w|2 +

ϕ(z)

εr
+ γ̃ εp−1

r |∇z|p
)
dt if (w, z) ∈ H1(Ωξ

y)×Vy,r,

+∞ otherwise,

(2.67)

where ϕ := κψ , γ̃ := κγ , and

Vy,r :=
{
z ∈W 1,p(Ωξ

y) : ηr ≤ z ≤ 1 H1-a.e. in Ωξ
y

}
. (2.68)

The corresponding Γ- lim inf will be denoted by F ′y,α .

For 0 < α < +∞ let Φy,α : L1(Ωξ
y) 7→ [0,+∞] be de�ned by

Φy,α(w) :=


ˆ

Ωξy\Jw
|∇w|2dx+ aH0(Jw) + bα

ˆ
Jw

|[w]|dH0 if w ∈ SBV 2(Ωξ
y)

+∞ otherwise,

where a and bα are de�ned as in (2.6) with ϕ and γ̃ which replaces ψ and γ .

In the limiting case α = 0 we de�ne

Φy,0(w) :=


ˆ

Ωξy\Jw
|∇w|2dx+ aH0(Jw) if w ∈ SBV 2(Ωξ

y) ∩ L1(Ωξ
y)

+∞ otherwise,
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For Hn−1 -a.e. y ∈ Πξ we can �nd a subsequence (um, vm) of (ur, vr) such that

lim
m→+∞

ˆ
Ωξy

(
(vm)ξy|∇((um)ξy)|2 + κ

(ψ(vm)ξy
εm

+ γ εp−1
m |∇((vm)ξy)|p

))
dt =

= lim inf
r→+∞

ˆ
Ωξy

(
(vr)

ξ
y|∇((ur)

ξ
y)|2 + κ

(ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
))

dt, (2.69)

so that (2.64) and (2.69) in particular imply

F ′y,α(uξy, 1) ≤ lim
m→+∞

Fy,m((um)ξy, (vm)ξy) < +∞,

for Hn−1 -a.e. y ∈ Πξ . Applying Theorem 2.2 in the case n = 1 we obtain that

uξy ∈ SBV 2(Ωξ
y) ,

Φy,α(uξy) ≤ F ′y,α(uξy, 1), (2.70)

and that (2.18) is true for ((um)ξy, (vm)ξy) .

Now let us prove that u ∈ SBV (Ω) . Let M < +∞ be such that ||um||L∞(Ω) ≤M
for every m . Then decomposing the derivative of uξy (see [7, Section 3.9]) we get

|D(uξy)|(Ωξ
y) =

ˆ
Ωξy\J

u
ξ
y

|∇(uξy)|dt+
∑
J
u
ξ
y

|[uξy]|

≤L1(Ωξ
y) +

ˆ
Ωξy\J

u
ξ
y

|∇(uξy)|2dt+ 2MH0(J
uξy

) ≤ A[1 + F ′y,α(uξy, 1)],

where in the last inequality A := diam(Ω) + 1 + 2M
a and we have used (2.70). Since

(ur) does not depend on y , we can integrate on the projection πξ(Ω) of Ω on Πξ

and we obtain

ˆ
πξ(Ω)

|D(uξy)|(Ωξ
y)dHn−1(y)

≤ AHn−1(Πξ(Ω)) +A

ˆ
Πξ

lim inf
r→+∞

Fy,r((ur)
ξ
y, (vr)

ξ
y)dHn−1(y)

≤ AHn−1(Πξ(Ω)) +Ac < +∞.

By taking ξ = e1, . . . , en , the elements of the canonical basis of Rn , we get u ∈
BV (Ω) by [7, Remark 3.104]; since uξy ∈ SBV 2(Ωξ

y) , we obtain also u ∈ SBV (Ω)

by [7, Theorem 3.108].

From (2.18) applied to ((um)ξy, (vm)ξy) and from (2.69) it follows that

ˆ
Ωξy\J

u
ξ
y

|∇(uξy)|2dt ≤
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≤ lim inf
r→+∞

ˆ
Ωξy

(
(vr)

ξ
y|∇((ur)

ξ
y)|2 + κ

(ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
))

dt,

for Hn−1 -a.e. y ∈ Πξ . Integrating on Πξ and applying the Fatou Lemma we get

ˆ
Πξ
dHn−1(y)

ˆ
Ωξy\J

u
ξ
y

|∇(uξy)|2dt ≤

≤ lim inf
r→+∞

ˆ
Πξ
dHn−1(y)

ˆ
Ωξy

(
(vr)

ξ
y|∇((ur)

ξ
y)|2 + κ

(ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
))

dt

≤ lim inf
k→+∞

ˆ
Πξ
dHn−1(y)

ˆ
Ωξy

(vk)
ξ
y|∇((uk)

ξ
y)|2dt+ κ c,

where the last inequality follows from (2.16) and (2.65). We observe that (uk, vk)

does not depend on κ ; as κ→ 0 in the previous inequality we �nd

ˆ
Ω
|∇u · ξ|2dx ≤ lim inf

k→+∞

ˆ
Ω
vk|∇uk · ξ|2dx, (2.71)

using (1.5) and the Fubini Theorem. By taking ξ = e1, . . . , en and summing the

results we obtain (2.18).

Proof of (2.19) in the bounded case. Given ξ ∈ Sn−1 , the �rst subsequence

(ur, vr) of (uk, vk) is now chosen so that (2.64) holds and (2.65) is replaced by

lim
r→+∞

ˆ
Πξ

[ˆ
Ωξy

(ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt

]
dHn−1(y) =

= lim inf
k→+∞

ˆ
Πξ

[ˆ
Ωξy

(ψ(vk)
ξ
y

εk
+ γ εp−1

k |∇((vk)
ξ
y)|p
)
dt

]
dHn−1(y). (2.72)

Let 0 < κ < 1 ; by the Fubini Theorem and the Fatou Lemma we �nd

ˆ
Πξ

lim inf
r→+∞

[ˆ
Ωξy

(
κ (vr)

ξ
y|∇((ur)

ξ
y)|2 +

ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt

]
dHn−1(y)

and this implies, for Hn−1 -a.e. y ∈ Πξ ,

lim inf
r→+∞

ˆ
Ωξy

(
κ (vr)

ξ
y|∇((ur)

ξ
y)|2 +

ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt < +∞.

It follows that for Hn−1 -a.e. y ∈ Πξ there exists a subsequence (um, vm) of (ur, vr)

such that

lim
m→+∞

ˆ
Ωξy

(
κ (vm)ξy|∇((um)ξy)|2 +

ψ(vm)ξy
εm

+ γ εp−1
m |∇((vm)ξy)|p

)
dt
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= lim inf
r→+∞

ˆ
Ωξy

(
κ (vr)

ξ
y|∇((ur)

ξ
y)|2 +

ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt. (2.73)

Let us consider the one-dimensional functional Fy,r de�ned in (2.67) with ϕ := ψ

and γ̃ := γ .

By (2.64) and (2.73) the sequence Fy,m((κ1/2um)ξy, (vm)ξy) is bounded, so that

Theorem 2.2 in the case n = 1 implies that inequality (2.19) holds for the sequence

((κ1/2um)ξy, (vm)ξy) ; using formula (2.73) we get

aH0(J
uξy

) ≤ lim inf
r→+∞

ˆ
Ωξy

(
κ (vr)

ξ
y|∇((ur)

ξ
y)|2 +

ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt.

Let us observe that (ur) does not depend on y . Then we can integrate on Πξ both

sides of the previous inequality and apply the Fatou Lemma

a

ˆ
Πξ
H0(J

uξy
)dHn−1(y) ≤

≤ lim inf
r→+∞

ˆ
Πξ
dHn−1(y)

ˆ
Ωξy

(
κ (vr)

ξ
y|∇((ur)

ξ
y)|2 +

ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt

≤ lim inf
k→+∞

ˆ
Πξ
dHn−1(y)

ˆ
Ωξy

(ψ(vk)
ξ
y

εk
+ γ εp−1

k |∇((vk)
ξ
y)|p
)
dt+ κ c,

by (2.16) and (2.72). As κ→ 0 , using (1.3) and (1.6) we �nd

a

ˆ
Ju

|νu · ξ|dHn−1 ≤ lim inf
k→+∞

ˆ
Ω

(ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx ≤ c. (2.74)

Applying (2.74) with ξ = e1, . . . , en we get Hn−1(Ju) < +∞ . Since we have already

proved that u ∈ SBV (Ω) , we deduce from (2.16) and (2.18) that u ∈ SBV 2(Ω) .

In order to obtain (2.19) we use a particular case of the localization method

developed in [19, Theorem 2.3.1]. First we note that (2.74) holds also for an open

set A ⊂ Ω , hence

a

ˆ
Ju∩A

|νu · ξ|dHn−1 ≤ lim inf
k→+∞

ˆ
Ω

(ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx. (2.75)

Since νu is a Borel function with values in Sn−1 , there exists a sequence (ωj) of

simple functions with values in Sn−1 converging to νu pointwise Hn−1 -a.e. in Ju .

We can write ωj = ξ1
j 1B1

j
+· · ·+ξmjj 1

B
mj
j

, where ξij are unit vectors and B
1
j , . . . , B

mj
j
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is a Borel partition of Ju . By the dominated convergence theorem we have

lim
j→+∞

mj∑
i=1

ˆ
Bij

|νu · ξij |dHn−1 = Hn−1(Ju). (2.76)

For every j we can �nd A1
j , . . . , A

mj
j a family of pairwise disjoint open subsets of Ω

such that Hn−1((Aij ∩ Ju)4Bi
j) ≤ 1/(jmj). Then (2.76) holds with Bi

j replaced by

Ju ∩Aij . Since by (2.75)

a

mj∑
i=1

ˆ
Ju∩Aij

|νu · ξij |dHn−1 ≤ lim inf
k→+∞

ˆ
Ω

(ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx,

we obtain (2.19) as j → +∞ .

Proof of (2.17) in the bounded case. If α = 0 inequality (2.17) can be obtained

by adding (2.18) and (2.19).

Let now 0 < α < +∞ . Given ξ ∈ Sn−1 , we choose a subsequence (ur, vr) of

(uk, vk) such that (2.64) holds and

lim
r→+∞

ˆ
Πξ
dHn−1(y)

ˆ
Ωξy

(
(vr)

ξ
y|∇(ur)

ξ
y|2 +

ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt

= lim inf
k→+∞

ˆ
Πξ
dHn−1(y)

ˆ
Ωξy

(
(vk)

ξ
y|∇(uk)

ξ
y|2 +

ψ(vk)
ξ
y

εk
+ γ εp−1

k |∇((vk)
ξ
y)|p
)
dt.

By (1.5), using the Fubini Theorem and the Fatou Lemma we get

ˆ
Πξ

lim inf
r→+∞

[ˆ
Ωξy

(
(vr)

ξ
y|∇((ur)

ξ
y)|2 +

ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt

]
dHn−1(y) ≤ c

and then for Hn−1 -a.e. y ∈ Πξ we have

lim inf
r→+∞

ˆ
Ωξy

(
(vr)

ξ
y|∇((ur)

ξ
y)|2 +

ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt < +∞.

Let Fy,r be the one-dimensional functional de�ned in (2.67), where ϕ := ψ and

γ̃ := γ . For Hn−1 -a.e. y ∈ Πξ we can �nd a subsequence (um, vm) of (ur, vr) such

that

lim
m→+∞

ˆ
Ωξy

(
(vm)ξy|∇((um)ξy)|2 +

ψ(vm)ξy
εm

+ γ εp−1
m |∇((vm)ξy)|p

)
dt =

= lim inf
r→+∞

ˆ
Ωξy

(
(vr)

ξ
y|∇((ur)

ξ
y)|2 +

ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇((vr)
ξ
y)|p
)
dt; (2.77)
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then Theorem 2.2 in the case n = 1 implies

Φy,α(uξy) ≤ lim inf
r→+∞

Fy,r((ur)
ξ
y, (vr)

ξ
y).

Let us observe that (ur) does not depend on y ; integrating on Πξ both sides of the

previous inequality and applying the Fatou Lemma we get

ˆ
Πξ

Φy,α(uξy)dHn−1(y) ≤ (2.78)

≤ lim inf
k→+∞

ˆ
Πξ
dHn−1(y)

ˆ
Ωξy

(
(vk)

ξ
y|∇((uk)

ξ
y)|2 +

ψ(vk)
ξ
y

εk
+ γ εp−1

k |∇((vk)
ξ
y)|p
)
dt.

We now apply the localization method to the measure µ = LnbΩ + Hn−1bJu
instead of Hn−1bJu . Since (2.78) holds with an open set A ⊂ Ω in place of Ω , by

(1.3)�(1.6) and by the Fubini Theorem we get

ˆ
A

[
|∇u · ξ|21Ω\Ju + |νu · ξ|(a+ bα|[u]|)1Ju

]
dµ

≤ lim inf
k→+∞

ˆ
A

[
vk|∇uk · ξ|2 +

ψ(vk)

εk
+ γ εp−1

k |∇vk|p
]
dx. (2.79)

Let us de�ne ω := νu on Ju , ω := ∇u/|∇u| on {∇u 6= 0} \ Ju , and ω := e1

elsewhere. Since ω is a µ-measurable function with values in Sn−1 , there exists a

sequence (ωj) of simple functions with values in Sn−1 , converging to ω µ-a.e. in Ω .

We can write ωj = ξ1
j 1B1

j
+· · ·+ξmjj 1

B
mj
j

, where ξij are unit vectors and B
1
j , . . . , B

mj
j

is a Borel partition of Ω . By the dominated convergence theorem we have

lim
j→+∞

mj∑
i=1

ˆ
Bij

[
|∇u · ξij |21Ω\Ju + |νu · ξij |(a+ bα|[u]|)1Ju

]
dµ = Φα(u). (2.80)

For every j we can �nd a family A1
j , . . . , A

mj
j of pairwise disjoint open subsets of

Ω such that µ(Aij4Bi
j) ≤ 1/(jmj). Then (2.80) holds with Bi

j replaced by Aij . By

(2.79) we �nd

mj∑
i=1

ˆ
Aij

[
|∇u · ξij |21Ω\Ju + |νu · ξij |(a+ bα|[u]|)1Ju

]
dµ

≤ lim inf
k→+∞

ˆ
Ω

[
vk|∇uk|2 +

ψ(vk)

εk
+ γ εp−1

k |∇vk|p
]
dx

and we obtain (2.17) as j → +∞ .

The general case. We now remove the assumption that (uk) is bounded in
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L∞(Ω) . Let us �x M > 0 and let us consider the sequence of truncated func-

tions uMk = (−M ∨ u) ∧M . We have that uMk → uM in L1(Ω) , vk → 1 in L1(Ω) ,

and by (2.16)

Fk(u
M
k , vk) ≤ Fk(uk, vk) ≤ c.

From the proof in the bounded case it follows that uM ∈ SBV 2(Ω) and that

ˆ
Ω
|∇uM |2dx ≤ lim inf

k→+∞

ˆ
Ω
vk|∇uk|2dx, (2.81)

aHn−1(JuM ) ≤ lim inf
k→+∞

ˆ
Ω

(ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx. (2.82)

This implies u ∈ GSBV (Ω) . As |∇uM | = |∇u|1{|u|≤M} by Theorem [7, Theorem

4.34], using the monotone convergence theorem we obtain

ˆ
Ω
|∇u|2dx = lim

M→+∞

ˆ
Ω
|∇uM |2dx,

which together with (2.81) proves (2.18). Moreover, taking M → +∞ in (2.82) we

�nd (2.19). Therefore u ∈ GSBV 2(Ω) .

Let us prove now (2.17). When α = 0 , this inequality can be obtained by adding

(2.18) and (2.19).

Let 0 < α < +∞ . The proof in the bounded case, applied to (uMk , vk) , gives

Φα(uM ) ≤ lim inf
k→+∞

ˆ
Ω

[
vk|∇uk|2 +

ψ(vk)

εk
+ γ εp−1

k |∇vk|p
]
dx ≤ c. (2.83)

Since uM ∈ SBV 2(Ω) , inequality (2.83) gives |DuM |(Ω) ≤ Ln(Ω) + cmax(1, 1/bα)

for every M > 0 . From uM → u in L1(Ω) , we conclude that u ∈ BV (Ω) and

uM ⇀ u weakly* in BV (Ω) . Using the Closure Theorem for SBV [7, Theorem 4.7],

we deduce from (2.83) that u ∈ SBV 2(Ω) . Estimate (2.83), as M → +∞ , leads to

(2.17).

2.4.2 The estimate from above

Now our purpose is to prove the Γ- lim sup inequality. In order to work with

more regular functions and jump sets, we �rst introduce an approximation result.

The following theorem is a small modi�cation of a theorem due to Cortesani and

Toader (see [23, Theorem 3.1] and Section 1.7).

Theorem 2.6. Let Q ⊂ Rn be an open cube, let 1 < p ≤ 2 , and let u belong

to SBV p(Q,Rn) ∩ L∞(Q,Rn) . Then for every ε > 0 there exist a function v ∈
SBV p(Q,Rn) and a set S = ∪mi=1Si , with Si closed and pairwise disjoint (n − 1)-
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simplexes contained in Q, such that

(a) Hn−1(S \ Jv) = 0 ;

(b) v ∈W k,∞(Q \ S,Rn) for every k ;

(c) ||v − u||L1(Q,Rn) < ε;

(d) ||∇v −∇u||Lp(Q,Mn×n) < ε;

(e) Hn−1(Jv) < Hn−1(Ju) + ε;

(f)

ˆ
Jv

|[v]� νv|dHn−1 <

ˆ
Ju

|[u]� νu|dHn−1 + ε.

Proof. Using [23, Theorem 3.1] and [23, Remark 3.5] we can �nd a function w ∈
SBV p(Q,Rn) and a set T = ∪mi=1Ti , not necessarily contained in Q , with Ti closed

and pairwise disjoint (n − 1)-simplexes, such that conditions (a)�(f) hold for w in

place of v and T ∩Q in place of S . Since T ∩Q is a polyhedron, we can adapt the

arguments in [23, Remark 3.5] to obtain a function v and a set S ⊂ Q satisfying

conditions (a)�(f).

Let us focus now on the Γ-limsup inequality.

Proof of Theorem 2.3. Given u ∈ L1(Ω) such that Φα,β(u) < +∞ , we have to

construct a recovery sequence (uk, vk) converging to (u, 1) in L1(Ω)×L1(Ω) .

Let us assume �rst 1 < p < +∞ . The cases α = +∞ or β = 0 are trivial since

in these cases Φα,β(u) < +∞ is �nite if and only if u ∈ H1(Ω) , and in this case it

is su�cient to de�ne (uk, vk) := (u, 1) .

Let now 0 ≤ α < +∞ and 0 < β < +∞ . Let u ∈ GSBV 2(Ω) ∩ L1(Ω) and we

consider �rst the case u ∈ L∞(Ω) , so that u belongs in e�ect to SBV 2(Ω)∩L∞(Ω) .

It is enough to prove (2.14) for a cube Q and for a function u satisfying properties

(a) and (b) of Theorem 2.6. Indeed, if Ω is an arbitrary bounded open set Ω with

Lipschitz boundary and u ∈ SBV 2(Ω) ∩ L∞(Ω) , then a local re�ection argument

provides an extension of u to a function ũ ∈ SBV 2(Q)∩L∞(Q) such that Hn−1(Jũ∩
∂Ω) = 0 . Through this paragraph we shall write explicitly the domain of the integrals

in the functionals (2.2), (2.5), (2.7), (2.11), and (2.12). By Theorem 2.6 for every

k we can �nd a function wk ∈ SBV 2(Q) satisfying properties (a)�(f). Assuming

that (2.14) holds for wk , we have F ′′α,β,Q(wk, 1) ≤ Φα,β,Q(wk) . Then by the lower

semicontinuity of F ′′α,β,Q we obtain

F ′′α,β,Q(ũ, 1) ≤ lim sup
k→∞

Φα,β,Q(wk)
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≤ lim sup
k→∞

[
Φα,β,Q(ũ) +

1

k2
+

2

k
||∇ũ||L2(Q,Rn) +

aβ + bα
k

]
= Φα,β,Q(ũ). (2.84)

Let us check that this implies F ′′α,β,Ω(u, 1) ≤ Φα,β,Ω(u) . By Theorem 2.2 and in-

equality (2.84) we have

Fα,β,Q(ũ, 1) = Φα,β,Ω(u) + Φα,β,Q\Ω(ũ),

Φα,β,Ω(u) ≤ F ′α,β,Ω(u, 1), Φα,β,Q\Ω(ũ) ≤ F ′
α,β,Q\Ω(ũ), (2.85)

so that

Fα,β,Q(ũ, 1) ≤ F ′α,β,Ω(u, 1) + F ′
α,β,Q\Ω(ũ). (2.86)

Moreover [24, Proposition 6.17] implies

F ′′α,β,Ω(u, 1) + F ′
α,β,Q\Ω(ũ) ≤ Fα,β,Q(ũ, 1);

this estimate together with (2.85) and (2.86) gives F ′′α,β,Ω(u, 1) = Φα,β,Ω(u) .

Therefore, in the rest of the proof we assume that Ω = Q , u ∈ SBV 2(Ω)∩L∞(Ω) ,

and that properties (a) and (b) of Theorem 2.6 hold for u . Finally, in order to

simplify the computation, we suppose that S is a unique (n − 1)-simplex and that

S ⊂ {xn = 0} . We write a point x ∈ Rn as x = (x, xn) ∈ Rn−1×R and we orient

Ju so that νu = (0, 1) . Let

Ω± :=
{
x ∈ Ω : ±xn > 0

}
and let L be the maximum between the Lipschitz constants of u in Ω+ and Ω− .

Let us de�ne σαk (x) := 1
2δk(

α
ψ(0))1/2|[u(x, 0)]| for x = (x, xn) ∈ Ω in the case

0 < α < +∞ ; whereas for α = 0 we de�ne σ0
k as any sequence of constant functions

such that ηk/σ
0
k → 0 and σ0

k/δk → 0 . We observe that σαk is Lipschitz since u+ and

u− are; moreover in the case 0 < α < +∞ we have σαk (x) = 0 for x ∈ ∂S , where
∂S is the boundary of S in the relative topology of Rn−1×{0} .

Let

Ak :=

{
x ∈ Rn : (x, 0) ∈ S, |xn| < σαk (x)

}
,

A′k :=

{
x ∈ Rn : (x, 0) /∈ S, d(x, ∂S) < σαk (x)

}
,

where d(x, S) is the distance from the point x to the set S . The closure of Ak ∪A′k
is contained in Ω for k large.
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Let

uk(x, xn) :=


xn + σαk

2σαk
(u(x, σαk )− u(x,−σαk )) + u(x,−σαk ) if x ∈ Ak,

u(x) if x ∈ Ω \ (Ak ∪A′k).

Here and henceforth σαk denotes σαk (x) . Let us verify that uk ∈ W 1,∞(Ω \ A′k) .
If x = (x, xn) ∈ Ak , we have

|Dnuk(x, xn)|

=

∣∣∣∣u(x, σαk )− u(x,−σαk )

2σαk

∣∣∣∣
=

∣∣∣∣u(x, σαk )− u+(x, 0)

2σαk
+
u+(x, 0)− u−(x, 0)

2σαk
+
u−(x, 0)− u(x,−σαk )

2σαk

∣∣∣∣
≤ L+

|[u(x, 0)]|
2σαk

, (2.87)

where the last inequality follows from the Lipschitz continuity of u on Ω± . Using

the previous estimate we also obtain

|Djuk(x, xn)|

≤
∣∣∣∣xnσαk Djσ

α
k

u(x, σαk )− u(x,−σαk )

2σαk

∣∣∣∣+

∣∣∣∣Dju(x,−σαk )−Dnu(x,−σαk )Djσ
α
k

∣∣∣∣
+

∣∣∣∣Dju(x, σαk ) +Dnu(x, σαk )Djσ
α
k −Dju(x,−σαk ) +Dnu(x,−σαk )Djσ

α
k

∣∣∣∣
≤ Djσ

α
k

( |[u(x, 0)]|
2σαk

+ 4L
)

+ 3L, (2.88)

for j = 1, . . . , n− 1 and for every (x, xn) ∈ Ak .
By the de�nition of σαk and the boundedness of u , the quotient |[u(x, 0)]|/σαk is

bounded uniformly with respect to x ; since Djσ
α
k ≤ ( α

ψ(0))1/2Lδk , we deduce from

(2.87) and (2.88) that uk ∈W 1,∞(Ω\A′k) , so that in the case 0 < α <∞ we obtain

uk ∈ W 1,∞(Ω) . In the case α = 0 inequalities (2.87) and (2.88) imply that uk is

Lipschitz continuous in {x ∈ Ω : (x, 0) ∈ S} , with Lipschitz constant (M/σ0
k)+3nL ,

where M := ||u||L∞(Ω) .

To prove that uk is Lipschitz continuous in Ω \A′k we will show that

|uk(x)− uk(y)| ≤
(4M

σ0
k

+ 12nL
)

(|x− y|+ |xn − yn|) for x, y ∈ Ω \A′k. (2.89)

Let x, y ∈ Ak ∪ Bk ∪ B′k . It is enough to prove (2.89) when xn and yn have the
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same sign. Indeed, if (x, 0) ∈ S we can write

|uk(x)− uk(y)| ≤ |uk(x, xn)− uk(x, yn)|+ |uk(x, yn)− uk(y, yn)| (2.90)

and the estimate for the �rst term in the right-hand side comes from the Lipschitz

continuity of uk in {x ∈ Ω : (x, 0) ∈ S} . If (x, 0) /∈ S and (y, 0) /∈ S , then

|uk(x)− uk(y)| = |u(x)− u(y)| ≤ |u(x, xn)− u(x, yn)|+ |u(x, yn)− u(y, yn)|.

Since the segment with end points (x, xn) and (x, yn) is contained in Ω\S , the �rst
term in the right-hand side is estimated by L|xn − yn| , whereas the second term is

estimated by L|x− y| due to the Lipschitz continuity of u in Ω± .

Therefore, it is enough to prove (2.89) when xn > 0 and yn > 0 . If yn > σ0
k ,

then we can write (2.90) and the right-hand side reduces to |uk(x, xn)−uk(x, yn)|+
|u(x, yn)− u(y, yn)| . The second term is estimated by L as before. If (x, 0) ∈ S the

�rst term is estimated using the Lipschitz continuity of uk in {x ∈ Ω : (x, 0) ∈ S} .
If (x, 0) /∈ S , the �rst term can be written as |u(x, xn)−u(x, yn)| , which is estimated

by L|xn − yn| , since x, y ∈ Ω+ .

It remains to consider the case 0 < xn < σ0
k and 0 < yn < σ0

k . If (x, 0), (y, 0) ∈ S
then x, y ∈ Ak and the estimate has already been proved. If (x, 0), (y, 0) /∈ S then

|uk(x)− uk(y)| = |u(x)− u(y)| , which can be estimated by the Lipschitz continuity

of u in Ω+ . Assume now (x, 0) /∈ S and (y, 0) ∈ S . Let (z, 0) be an element of ∂S

in the segment of end points x and y , and let z := (z, σ0
k) . Then

|uk(x)−uk(y)| ≤ |u(x)−u(z)|+|uk(z)−uk(y)| ≤
(M
σ0
k

+3nL
)

(|x−z|+|z−y|). (2.91)

We have

|x− z|+ |z − y| ≤ |x− z|+ |xn − σ0
k|+ |z − y|+ |yn − σ0

k|

= |x− z|+ |z − y|+ 2|xn − σ0
k|+ |xn − yn|; (2.92)

since x /∈ A′k we obtain

(σ0
k)

2 ≤ |(x, xn)− (z, 0)|2 ≤ |x− z|2 + x2
n,

so that we can estimate (σ0
k − xn)2 as follows

(σ0
k − xn)2 ≤ (σ0

k)
2 − x2

n ≤ |x− z|2. (2.93)

Inequality (2.89) follows from (2.91), (2.92), (2.93), and from |x−z|+|z−y| = |x−y| .
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This concludes the proof of the Lipschitz continuity of uk in Ω \ A′k . We are now

in a position to apply the McShane Theorem, so that there exists a function, still

denoted uk , that extends uk to A′k and has the same Lipschitz constant as uk , i.e.,

|uk(x)− uk(y)| ≤
(4M

σ0
k

+ 12nL
)

(|x− y|+ |xn − yn|) for x, y ∈ Ω. (2.94)

From the de�nition of uk we immediately deduce that uk → u in L1(Ω) .

Let now ρk , wk and µk be de�ned as in the one-dimensional case by (2.35),

(2.36), and (2.38); we are able to de�ne now

Bk :=

{
x ∈ Rn : (x, 0) ∈ S, 0 ≤ |xn| − σαk (x) ≤ µk

}
,

B′k :=

{
x ∈ Rn : (x, 0) /∈ S, 0 ≤ d(x, ∂S)− σαk (x) ≤ µk

}
,

and

vk(x) :=



ηk if x ∈ Ak ∪A′k,

wk(|xn| − σαk (x)) if x ∈ Bk,

wk(d(x, ∂S)− σαk (x)) if x ∈ B′k,

1− ρk otherwise.

By this choice ηk ≤ vk ≤ 1 Ln -a.e. in Ω , vk ∈W 1,p(Ω) , and vk → 1 in L1(Ω) .

Let us proceed with the computation. The sequence Fk(uk, vk) can be written

now as

Fk(uk, vk) =

ˆ
Ω
vk|∇uk|2dx+

ˆ
Ω\(Bk∪B′k)

ψ(vk)

δk
dx+

ˆ
Bk

(ψ(vk)

δk

+γ εp−1
k |∇vk|p

)
dx+

ˆ
B′k

(ψ(vk)

δk
+ γ εp−1

k |∇vk|p
)
dx. (2.95)

As for the �rst term of the previous expression we note that

ˆ
Ak

ηk|∇uk|2dx =

ˆ
Ak

ηk(Dnuk)
2dx+

n−1∑
j=1

ˆ
Ak

ηk(Djuk)
2dx

≤
ˆ
Ju

ηk
(u(x, σαk )− u(x,−δαk ))2

2σαk
dHn−1 + cηk, (2.96)

for a suitable constant c+∞ ; if α = 0 the right-hand side of the previous inequality

tends to 0 , since u ∈ L∞(Ω) and ηk/σ
0
k → 0 ; if 0 < α < ∞ , by the dominated
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convergence theorem it tends to

bα
2

ˆ
Ju

|[u]|dHn−1.

In the case α = 0 , when A′k 6= Ø , we get by (2.94)

ˆ
A′k

ηk|∇uk|2dx ≤ c
ηk

(σ0
k)

2
Ln(A′k) + cηk, (2.97)

where c < +∞ is constant. First we note that A′k ⊂ (∂S)σ0
k
, where (∂S)σ0

k
:= {x ∈

Rn : d(x, ∂S) < σ0
k} . From a well-known result about the Minkowski content, (see,

for instance, [7, Theorem 2.106]), we can write

Ln(A′k) ≤ O((σ0
k)

2),

so that the integral in (2.97) tends to 0 . Finally let us note that

ˆ
Ω\(Ak∪A′k)

vk|∇u|2dx ≤
ˆ

Ω
|∇u|2dx.

Taking into account the computation in (2.40), we deduce for 0 < α < +∞
ˆ

Ω
vk|∇uk|2dx+

ˆ
Ω\(Bk∪B′k)

ψ(vk)

δk
dx ≤

ˆ
Ω
|∇u|2dx+ bα

ˆ
Ju

|[u]|dHn−1 + o(1);

(2.98)

whereas if α = 0 we �nd

ˆ
Ω
vk|∇uk|2dx+

ˆ
Ω\(Bk∪B′k)

ψ(vk)

δk
dx ≤

ˆ
Ω
|∇u|2dx+ o(1). (2.99)

Let us consider now the integral on Bk in (2.95). By the choice of Bk and vk

we obtain

ˆ
Bk

(ψ(vk)

δk
+ γ εp−1

k |∇vk|p
)
dx ≤

≤ 2(γp)
1
p

(qεk
δk

) 1
q

ˆ
Ju

[ˆ µk

0
ψ(wk)

1
qw′k dxn

]
dHn−1(x)

= 2(γp)
1
p

(qεk
δk

) 1
q
(ˆ 1−ρk

ηk

ψ
1
q ds
)
Hn−1(Ju). (2.100)

Moreover coarea formula implies

ˆ
B′k

(ψ(vk)

δk
+ γ εp−1

k |∇vk|p
)
dx ≤
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≤ c1

(εk
δk

) 1
q

ˆ σαk+µk

σαk

ψ(wk(t− σαk ))
1
qw′k(t− σαk )Hn−1({d(x, ∂Ju) = t})dt

≤ c2(σαk + µk)
(εk
δk

) 1
q

ˆ µk

0
ψ(wk)

1
qw′k dt ≤ c3(σαk + µk)

(εk
δk

) 1
q
, (2.101)

where c1, c2, c3 < +∞ are constant and we have used the fact that

Hn−1({d(x, ∂Ju) = t}) = O(t).

The last term in (2.100) tends to 0 by the choice of β , σαk , and µk . By (2.98),

(2.99), (2.100), and (2.101) we obtain (2.14).

In the general case when u /∈ L∞(Ω) , we obtain (2.14) through a truncation

argument.

Let now 0 < α < +∞ , β = +∞ ; as in the case n = 1 it is su�cient to prove by

[15, Theorem 3.1] that for every u ∈ SBV 2(Ω) we have

F ′′α,∞(u, 1) ≤
ˆ

Ω
|∇u|2dx+ bα

ˆ
Ju

|[u]|dHn−1.

We de�ne all parameters as in the previous case; the computations in (2.98), (2.99),

and (2.101) give the same results as before, whereas the last term in (2.100) tends

to 0 since β = +∞ . Estimate (2.14) follows.

We conclude the proof of the estimate from above by studying the case α = 0 ,

β = +∞ . We shall prove that F ′′0,∞(u, 1) = 0 for every u ∈ L1(Ω) .

Since F ′′0,∞ is lower semicontinuous, it is su�cient to prove the estimate on a

set which is dense in L1(Ω) . To this aim we consider the set of functions which are

constant on �nitely many disjoint balls and null otherwise. For simplicity we consider

only the case of a function u which is constant on a ball B well-contained in Ω and

null out of A . Let σ0
k , ρk , wk , and µk be de�ned as before; let ϕk be a cut-o�

function such that ϕk = 1 on (∂B)σ0
k/2

, ϕk = 0 out of (∂B)σ0
k
, and |∇ϕk| ≤ 4/σ0

k ,

where (∂B)r := {d(x, ∂B) < r} . We de�ne uk := (1−ϕk)u and vk as ηk on (∂B)σ0
k
,

as 1− ρk out of (∂B)σ0
k+µk

, and as wk(d(x, ∂B)− σ0
k) in (∂B)σ0

k+µk
\ (∂B)σ0

k
. By

this choice uk ∈ H1(Ω) , vk ∈ Vηk and (uk, vk) → (u, 1) in L1(Ω)×L1(Ω) . Let us

proceed with the computation.

We have that

ˆ
Ω
vk|∇uk|2dx+

ˆ
(∂B)

σ0
k

ψ(vk)

δk
dx ≤

(
16u2 ηk

(σ0
k)

2
+
ψ(ηk)

δk

)
Ln((∂B)σ0

k
)

≤ c1
ηk
σ0
k

+ c2
σ0
k

δk
,
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where c1, c2 are constant; the last term in the previous expression tends to 0 by the

choice of σ0
k .

Since ρk satis�es (2.35) we also obtain

ˆ
Ω\(∂B)

σ0
k
+µk

ψ(1− ρk)
δk

dx ≤ o(1).

Finally we note that

ˆ
(∂B)

σ0
k
+µk
\(∂B)

σ0
k

(ψ(vk)

δk
+ γ εp−1

k |∇vk|p
)
dx =

= c3

(εk
δk

) 1
q

ˆ µk

0
ψ(wk)

1
qw′k(t+ σ0

k)
n−1 dt ≤ c4

(εk
δk

) 1
q
,

where c3, c4 are constant; since β = +∞ also the last term in the previous expression

tends to 0 . Equality F ′′0,∞(u, 1) = 0 follows.

In the case p = +∞ one can reproduce the same arguments and computations as

before. For convenience of the reader, we just provide below the slight modi�cations

to make to the de�nitions of Bk , B
′
k , and vk in the regimes 0 ≤ α < +∞ when

δk = εk (and then β=1). The sets Bk and B′k can be rede�ned as follows

Bk :=

{
x ∈ Rn : (x, 0) ∈ S, σαk (x) ≤ |xn| ≤ σαk (x) +

εk(1− ηk)
ck,α

}
,

B′k :=

{
x ∈ Rn : (x, 0) /∈ S, σαk (x) ≤ d(x, ∂S) ≤ σαk (x) +

εk(1− ηk)
ck,α

}
,

where ck,α := 1 for α = 0 , whereas ck,α := 1− εk( α
ψ(0))1/2L for 0 < α <∞ ; �nally

vk can be set equal to

vk(x) :=



ηk if x ∈ Ak ∪A′k,

ηk +
ck,α
εk

(|xn| − σαk ) if x ∈ Bk,

ηk +
ck,α
εk

(d(x, ∂S)− σαk ) if x ∈ B′k,

1 otherwise.

2.5 Convergence of minimizers

Throughout this section we assume 1 < p ≤ +∞ and we use the notation Fk

to indicate both the functionals introduced in Sections 2.2.1 and 2.2.2 respectively



2.5 Convergence of minimizers 51

for 1 < p < +∞ and for p = +∞ . The most important result of the chapter is

the following theorem on the convergence of minimizers of some variational problems

involving the functionals Fk and Fα,β .

Theorem 2.7. Let r > 1 ; let (δk) , (εk), and (ηk) be in�nitesimal sequences of

positive numbers, and let g ∈ Lr(Ω) . For every k , let (uk, vk) be a minimizer of the

functional

Fk(u, v) +

ˆ
Ω
|u− g|rdx (2.102)

with the constraint ηk ≤ v ≤ 1. Then vk → 1 strongly in L1(Ω) and a subsequence

of (uk) converges strongly in Lr(Ω) to a minimizer u of the following limit problem:

min
u∈SBV 2(Ω)

(ˆ
Ω
|∇u|2dx+ aβHn−1(Ju) + bα

ˆ
Ju

|[u]|dHn−1 +

ˆ
Ω
|u− g|rdx

)
,

if 0 < α, β < +∞,

min
u∈GSBV 2(Ω)

(ˆ
Ω
|∇u|2dx+ aβHn−1(Ju) +

ˆ
Ω
|u− g|rdx

)
,

if α = 0, 0 < β < +∞,

min
u∈H1(Ω)

(ˆ
Ω
|∇u|2dx+

ˆ
Ω
|u− g|rdx

)
, if α = +∞ or β = 0,

min
u∈L1(Ω)

(ˆ
Ω
|u− g|rdx

)
, if α = 0, β = +∞,

min
u∈BV (Ω)

(ˆ
Ω
fα(|∇u|)dx+ bα|Dsu|(Ω) +

ˆ
Ω
|u− g|rdx

)
,

if 0 < α < +∞, β = +∞.

Moreover for every α and β the minimum values of (2.102) tend to the minimum

value of the limit problem.

In order to prove Theorem 2.7 we need a compactness result, whose proof makes

use of Theorem 1.9 about the compactness of sequences and slices. Our compactness

result is then given by the following theorem.

Lemma 2.8. Let α > 0 or β < +∞. Let (uk, vk) be a sequence in L1(Ω)×L1(Ω)

such that (uk) is bounded in L1(Ω) and

lim inf
k→+∞

Fk(uk, vk) < +∞.

Then there exists a subsequence (uj , vj) of (uk, vk) and a function u ∈ GSBV (Ω)∩
L1(Ω) such that uj → u Ln -a.e. on Ω and vj → 1 in L1(Ω) .
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If 0 < α < +∞ and β = +∞, or α = +∞, the convergence uj → u is also in

L1(Ω).

The previous lemma does not apply when α = 0 and β = +∞ , but we shall be

able to prove Theorem 2.7 also in this case.

Proof. We can suppose, up to subsequences, that Fk(uk, vk) is bounded by a constant

M < +∞ ; in particular then vk → 1 in L1(Ω) . Now let 0 ≤ α < +∞ and

0 ≤ β < +∞ .

We divide the proof into three steps.

The bounded case for n = 1 . Let n = 1 and let (uk) be bounded in L∞(Ω) . It

is not restrictive to assume Ω = (0, 1) ; if this is not the case we prove the statement

for each connected component and then we use a diagonal argument.

Repeating the �rst part of the proof of Theorem 2.2 in the case n = 1 , we

can �nd m + 1 points 0 = x0 < · · · < xm = 1 such that ∇uk is bounded in

L2(xi +µ, xi+1−µ) uniformly with respect to k , µ > 0 , and i = 0, . . . ,m− 1 . This

implies by assumption that uk is bounded in H1(xi + µ, xi+1 − µ) uniformly with

respect to k , µ , and i . For every µ > 0 , we can �nd a subsequence of (uk) , not

relabeled, that converges in L2(xi + µ, xi+1 − µ) , for i = 0, . . . ,m − 1 . Then by a

diagonal argument we extract a further subsequence (uj) of (uk) that converges in

L1(Ω) to some u ∈ L∞(Ω) . From this convergence and from Proposition 2.4 we also

deduce u ∈ SBV 2(Ω) .

The bounded case for n > 1 . Let n > 1 and let (uk) be bounded in L∞(Ω) .

Let ξ ∈ Rn be a unit vector and let Fy,k, Vy,k be de�ned as in (2.67) and (2.68)

in the case 1 < p < +∞ (obvious modi�cation can be provided to prove the case

p = +∞).

Moreover we set

Ak := {y ∈ Πξ : Fy,k((uk)
ξ
y, (vk)

ξ
y) ≤ L},

where L is a �xed constant, so that by the Chebyshev inequality we obtain

Hn−1((Ak)
c) ≤ M

L
.

Let δ > 0 ; we can choose L so that diam(Ω)cM/L < δ , with c := supk ||uk||L∞ .

Let us de�ne

(wk)
ξ
y(t) :=

{
(uk)

ξ
y if y ∈ Ak,

0 otherwise
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and let wk(y + tξ) := (wk)
ξ
y(t) , for y ∈ Πξ and t ∈ Ωξ

y . Then

||wk − uk||L1(Ω) ≤ c diam(Ω)Hn−1((Ak)
c) < δ.

Let F := (uk) and Fδ := (wk) , then F lies in a δ -neighborhood of Fδ with respect

to the L1(Ω) distance; moreover Fδ is pre-compact by the �rst part of the proof.

From Theorem 1.9, we deduce the existence of a function u ∈ L∞(Ω) and of a

subsequence (uj , vj) of (uk, vk) such that (uj , vj) → (u, 1) in L1(Ω)×L1(Ω) and

||u||L∞(Ω) ≤ c . Since
F ′α,β(u, 1) ≤ lim

j→∞
Fj(uj , vj) ≤M,

by Theorem 2.1 we conclude u ∈ GSBV 2(Ω)∩L∞(Ω) , i.e., u ∈ SBV 2(Ω)∩L∞(Ω) .

The general case. For every µ ∈ N we can consider uµk := (−µ ∨ uk) ∧ µ , then

Fk(u
µ
k , vk) ≤ Fk(uk, vk)

and by the �rst part of the proof there exists a subsequence (uµj ) of (uµk) and a

function uµ ∈ SBV 2(Ω) ∩ L∞(Ω) , with ||uµ||L∞(Ω) ≤ µ , such that uµj → uµ in

L1(Ω) and Ln -a.e. in Ω . This implies that the complement of the set

A :=
{
x ∈ Ω : (uµj (x)) converges for every µ ∈ N

}
is negligible. Let us observe that

(
uµ(x)

)λ
= lim

j→∞

(
uµj (x)

)λ
= lim

j→∞
uλj (x) = uλ(x) for every µ > λ. (2.103)

We claim that the subset of A

E :=
{
x ∈ A : |uλ(x)| = λ for every λ ∈ N

}
has measure zero. Indeed, for every λ ∈ N and ε > 0 we have

Ln(E) ≤ Ln
({
|uλj | > λ− ε

})
≤ 1

λ− ε

ˆ
Ω
|uj |dx ≤

c

λ− ε

for j large enough, where c is the bounding constant of (uj) in L1(Ω) ; as ε→ 0 and

λ→∞ we obtain Ln(E) = 0 . Let now x ∈ A \ E , so that there exists λ ∈ N with

|uλ(x)| < λ ; this condition, together with equalities (2.103) gives uµ(x) = uλ(x) for

every µ > λ .
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Let us de�ne for Ln -a.e. x ∈ Ω

u(x) := lim
λ→∞

uλ(x),

then by (2.103) uλ coincides with the truncated function uλ Ln -a.e. in Ω . This

implies that uj → u Ln -a.e. in Ω ; since (uλ) is contained in SBV (Ω) we deduce

that u ∈ GSBV (Ω) . Finally, since uλj is uniformly bounded in L1(Ω) with respect

to λ and j , we also conclude that u ∈ L1(Ω) .

Let α = +∞ . Repeating the computation in (2.21) we deduce by assumptions

that (uk) is bounded in BV (Ω) . This implies the existence of a function u to which

uk converges in L1(Ω) and Ln -a.e. in Ω , up to subsequences. The same argument

works in the case 0 < α < +∞ , β = +∞ .

To prove Theorem 2.7 we shall consider the functionals Fr,k : Lr(Ω)×L1(Ω) →
[0,+∞] de�ned by

Fr,k(u, v) := Fk|Lr(Ω)×L1(Ω),

where the functionals (Fk) are de�ned in Section 2.2.

The second step in the proof of Theorem 2.7 is the following lemma.

Lemma 2.9. Under the hypotheses of Theorem 2.7, the functionals Fr,k Γ-converge

in Lr(Ω)×L1(Ω) to the functional Fr,α,β := Fα,β|Lr(Ω)×L1(Ω) , where Fα,β is de�ned

in Section 2.2.

Proof. Let F ′r,α,β and F ′′r,α,β be the Γ- lim inf and the Γ- lim sup of Fr,k in the space

Lr(Ω)×L1(Ω) and let (u, v) ∈ Lr(Ω)×L1(Ω) .

Proof of the estimate from below. The Γ- lim inf inequality follows from F ′r,α,β ≥
F ′α,β (see, for instance, [24, Proposition 6.3]) and from Theorem 2.1.

Proof of the estimate from above. Let u ∈ GSBV 2(Ω)∩Lr(Ω) with Fα,β(u, 1) <

+∞ . First we suppose u ∈ L∞(Ω) . Theorem 2.3 ensures the existence of a sequence

(uk, vk) ∈ H1(Ω)×Vk(Ω) such that (uk, vk)→ (u, 1) in L1(Ω)×L1(Ω) and

lim
k→∞

Fk(uk, vk) = Fα,β(u, 1).

The Γ- lim sup inequality follows from this equality, from the convergence of the

truncated functions uMk → u in Lr(Ω) with M := ||u||L∞(Ω) , and from the fact that

Fr,k(u
M
k , vk) ≤ Fk(uk, vk) .

In the general case when u /∈ L∞(Ω) the Γ- lim sup inequality follows from the

previous step applied to the truncated function uM , from the lower semicontinuity

of F ′′r,α,β and from the fact that Fα,β(uM , 1) ≤ Fα,β(u, 1) .
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Let us de�ne the sequence of functionals

Gk(u, v) := Fk(u, v) +

ˆ
Ω
|u− g|rdx, (2.104)

Gα,β(u, v) := Fα,β(u, v) +

ˆ
Ω
|u− g|rdx, (2.105)

where u, v ∈ L1(Ω) .

Lemma 2.10. Let 1 ≤ r < +∞ and let g ∈ Lr(Ω) . Then the functionals Gk in

(2.104) Γ-converge in L1(Ω)×L1(Ω) to the functional Gα,β in (2.105).

Proof. Let G′α,β and G
′′
α,β be the Γ- lim inf and the Γ- lim sup of Gk in the space

L1(Ω)×L1(Ω) . First we observe that the functional H : L1(Ω)×L1(Ω) → [0,+∞]

de�ned by

H(u, v) :=

ˆ
Ω
|u− g|rdx

is lower semicontinuous.

In the case r = 1 the functional H is continuous; since (Fk) Γ-converges to Fα,β

by Theorem 2.1, we can apply [24, Proposition 6.21] about the sum of Γ-limits to

conclude that Gk Γ-converges to Fα,β +H .

Let r > 1 . Since H is not continuous, we need a di�erent argument. To this

aim we introduce G′′r,α,β , the Γ- lim sup of Gk in Lr(Ω)×L1(Ω) .

If (u, v) ∈ (L1(Ω) \ Lr(Ω))×L1(Ω) we obtain by [24, Proposition 6.17]

+∞ = Fα,β(u, v) +H(u, v) ≤ G′α,β(u, v);

let now (u, v) ∈ Lr(Ω)×L1(Ω) . By [24, Proposition 6.3, 6.17, and 6.21], by Theorem

2.1, and by Lemma 2.9 we can deduce that

Fα,β(u, v) +H(u, v) ≤ G′α,β(u, v) ≤G′′α,β(u, v) ≤ G′′r,α,β(u, v)

= Fr,α,β(u, v) +H(u, v) = Fα,β(u, v) +H(u, v),

so that the functionals Gk Γ-converge to the functional Gα,β .

Remark 2.11. In Theorem 2.7 we assume ηk > 0 only to guarantee the existence

of a minimum point for Gk . In the case ηk ≥ 0 , the thesis of Theorem 2.7 continues

to hold if (uk, vk) is a sequence which satis�es

lim
k→∞

Gk(uk, vk)− inf
Lr(Ω)×L1(Ω)

Gk = 0.

The proof is essentially the same.
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We are now in a position to prove Theorem 2.7.

Proof. We �x k and prove that each functional Gk , de�ned in (2.104), attains its

minimum. Let (uj , vj) be a sequence such that

lim
j→∞

Gk(uj , vj) = inf
Lr(Ω)×L1(Ω)

Gk.

Since (Gk(uj , vj)) is bounded, from the de�nition of Gk we deduce (uj , vj) ∈
H1(Ω)×Vk . In particular (uj) is bounded in Lr(Ω) and (∇uj) is bounded in

L2(Ω,Rn) ; this implies that (uj) is bounded in H1(Ω) .

Then we can �nd a function u ∈ H1(Ω) ∩ Lr(Ω) and a subsequence of (uj) ,

not relabeled, such that uj ⇀ u weakly in H1(Ω) and Ln -a.e. in Ω . From the

boundedness of (vj) in W 1,p(Ω) we can deduce the existence of a function v ∈
W 1,p(Ω) , with ηk ≤ v ≤ 1 and of a subsequence of (vj) , not relabeled, such that

vj → v in L1(Ω) and Ln -a.e. in Ω . By [19, Theorem 2.3.1] and by the Fatou lemma,

this implies that the estimates

ˆ
Ω
|∇u|2vdx ≤ lim inf

j→∞

ˆ
Ω
|∇uj |2vjdx,

ˆ
Ω
|u− g|rdx ≤ lim inf

j→∞

ˆ
Ω
|uj − g|rdx

(2.106)

hold, so that we obtain

Gk(u, v) ≤ lim
j→∞

Gk(uj , vj) = inf
Lr(Ω)×L1(Ω)

Gk.

This shows that the in�mum of Gk is achieved.

Let α > 0 or β < +∞ and let (uk, vk) be a minimizer of Gk , which obviously

belongs to H1(Ω)×Vk . Since the sequence (Fk(uk, vk)) is bounded, by the compact-

ness theorem 2.8 there exists a function u ∈ GBV (Ω) ∩ Lr(Ω) and a subsequence

of (uk, vk) , not relabeled, such that uk → u Ln -a.e. in Ω and vk → 1 in L1(Ω) .

Let us prove that uk → u in L1(Ω) . By the the dominated convergence theorem we

get
´

Ω |uk − u|1Bckdx→ 0 , where Bk :=
{
|uk − u| > 1

}
; moreover using the Hölder

inequality we obtain

ˆ
Bk

|uk−u|dx ≤
(
||uk−g||Lr(Ω) + ||u−g||Lr(Ω)

)
Ln(Bk)

1− 1
r ≤ 2||g||Lr(Ω)Ln(Bk)

1− 1
r ,

where the last inequality follows from the estimate Gk(uk, vk) ≤ Gk(0, 1) = ||g||rLr(Ω)

and from (2.106). Since uk → u in measure we conclude that Ln(Bk)→ 0 and the

convergence uk → u in L1(Ω) follows.

By the Γ-convergence of Gk to Gα,β (Lemma 2.10) and by a general property of

Γ-convergence (see Section 1.8), we �nd that (u, 1) is a minimizer for Gα,β . Moreover
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we have the convergence of minimum values and the convergence of minimizers in

L1(Ω)×L1(Ω) .

Let us prove now that uk → u in Lr(Ω) , up to subsequences. Since

Fα,β(u, 1) +

ˆ
Ω
|u− g|rdx = lim

k→∞

(
Fk(uk, vk) +

ˆ
Ω
|uk − g|rdx

)
,

Fα,β(u, 1) ≤ lim inf
k→∞

Fk(uk, vk), and

ˆ
Ω
|u− g|rdx ≤ lim inf

k→∞

ˆ
Ω
|uk − g|rdx,

we obtain ˆ
Ω
|u− g|rdx = lim

k→∞

ˆ
Ω
|uk − g|rdx. (2.107)

This fact, together with the Ln -a.e. convergence in Ω of uk − g to u − g , implies

that uk → u in Lr(Ω) by the generalized dominated convergence theorem.

We suppose now that α = 0 and β = +∞ . We �x k and we consider a min-

imizer (uk, vk) ∈ H1(Ω)×Vηk of Gk . Since Gk(uk, vk) is bounded, we can �nd a

subsequence of uk , not relabelled, and a function u ∈ Lr(Ω) to which uk converges

weakly in Lr(Ω) . Therefore we have

ˆ
Ω
|u− g|rdx ≤ lim inf

k→+∞

ˆ
Ω
|uk − g|rdx ≤ lim inf

k→+∞
Gk(ũk, ṽk) =

ˆ
Ω
|u− g|rdx,

where we have chosen (ũk, ṽk)→ (u, 1) in L1(Ω)×L1(Ω) with limk→+∞Gk(ũk, ṽk) =

Gα,β(u, 1) .

Since now uk − g ⇀ u − g weakly in Lr(Ω) and ||uk − g||Lr(Ω) → ||u − g||Lr(Ω)

we also conclude that uk → u strongly in Lr(Ω) .

Again by the Γ-convergence of Gk to Gα,β and [24, Corollary 7.20], we �nd that

(u, 1) is a minimizer for Gα,β , so that u = g Ln -a.e. in Ω .





Chapter 3

A density result for the space of

Generalised Special Functions of

Bounded Deformation

3.1 Overview of the chapter

The space of Generalised Special Functions with Bounded Deformation has been

recently introduced in [25] as the natural functional framework for weak formulations

of variational problems arising in fracture mechanics in the setting of linearized

elasticity. Roughly speaking, it provides the natural completion of SBD when no

uniform bounds in L∞ can be assumed for the problem at hand, analogously to SBV

and its counterpart GSBV . For preliminary results and notation about GSBD -

functions we refer to [25] and to Sections 1.5 and 1.6.

In this chapter we present an approximation result for functions u : Ω → Rn

belonging to the space GSBD(Ω) ∩ L2(Ω,Rn) with e(u) square integrable and

Hn−1(Ju) �nite. The approximating functions uk are piecewise continuous functions

such that uk → u in L2(Ω,Rn) , e(uk)→ e(u) in L2(Ω,Mn×n
sym ) , Hn−1(Juk4Ju)→ 0 ,

and
´
Juk∪Ju

|u±k −u
±|∧1 dHn−1 → 0 . Two applications of this result to the Ambrosio-

Tortorelli convergence will be presented in the next chapter.

The chapter is composed of four sections. In Section 3.2 we state the density

theorem, which is the main result of the chapter. Following the approach used by

Chambolle in [20, 21] for the SBD context, we divide the proof into three steps. The

�rst step is faced in Section 3.3, where a �rst uni�ed approximation of the energies

with bad constants is provided. The second step and the third step are described in

Section 3.4. The former consists in proving a further uni�ed approximation for the

59
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energies with the right constants, the latter in the application of the Compactness

Theorem 1.12 for GSBD .

The results presented in this chapter will appear in [38].

3.2 The density theorem

Let us assume n ≥ 2 . In this section we present the main result of the chapter:

the approximation theorem for GSBD functions.

Theorem 3.1 (Density). Assume that Ω has Lipschitz boundary. Let u belong

to GSBD2(Ω) ∩ L2(Ω,Rn). Then there exists a sequence (uk) ⊂ SBV 2(Ω,Rn) ∩
L∞(Ω,Rn) such that each Juk is contained in the union Sk of a �nite number of

closed connected pieces of C1 -hypersurfaces, each uk belongs to W 1,∞(Ω \ Sk,Rn),

and the following properties hold:

(1) ||uk − u||L2(Ω,Rn) → 0 ,

(2) ||e(uk)− e(u)||L2(Ω,Mn×n
sym ) → 0 ,

(3) Hn−1(Juk4Ju)→ 0 ,

(4)

ˆ
Juk∪Ju

|u±k − u
±| ∧ 1 dHn−1 → 0.

We remark that Theorem 3.1 can be combined with the SBV density theorem

by Cortesani and Toader [23, Theorem 3.1] (see also [22] and Section 1.7) to obtain

better approximating functions.

A useful tool for the proof of Theorem 3.1 is the following lemma, which allows us

to substitute a GSBD2 -function with another function of the same type, de�ned in

a larger set, in a way that the norm of the function and of its approximate symmetric

gradient, the measure of the jump set, and the trace on ∂Ω do not increase too much.

Lemma 3.2. Assume that Ω has Lipschitz boundary. Let Q : Mn×n
sym → R be a

positive de�nite quadratic form and let u ∈ GSBD2(Ω) ∩ L2(Ω,Rn) . Then for

every ε > 0 we can �nd a Lipschitz open set Ω̂ with Ω ⊂⊂ Ω̂ , and a function

û ∈ GSBD2(Ω̂) ∩ L2(Ω̂,Rn) , such that

(1) ||û− u||L2(Ω,Rn) < ε,

(2)

ˆ
Ω̂
Q(e(û)) dx ≤

ˆ
Ω
Q(e(u)) dx+ ε,
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(3) Hn−1(Jû) ≤ Hn−1(Ju) + ε ,

(4) Hn−1(Jû ∩ ∂Ω) = 0,

(5)

ˆ
∂Ω
|û− tr(u)| ∧ 1 dHn−1 < ε.

Proof. For the �rst three properties of the lemma we follow the proof of [20, Lemma

3.2] and we only summarize the essential lines. Property (4) will be an easy conse-

quence of a well-known result in Measure Theory. Eventually, property (5) will be

obtained through Theorem 1.8.

Since Ω has Lipschitz boundary, we can cover ∂Ω with open sets (Ai)
k
i=1 , in a

way that each Ai ∩ Ω is the subgraph of a Lipschitz function fi : Πξi → R , for a

suitable ξi ∈ Sn−1 . Then we consider an open set A0 ⊂⊂ Ω , such that Ω ⊂
⋃k
i=0Ai .

We de�ne

u0
t := u in A0

uit(x) := u(x− t ξi) for x ∈ Ai ∩ (Ω + [0, t)ξi),

for t small enough; we extend uit by 0 in the rest of Ai .

Clearly we are going to glue the functions uit together through a partition of

unity, but the choice of the partition has to be done properly in view of property (3).

We choose a partition of unity (ϕi)
k
i=0 subordinate to (Ai)

k
i=1 in a way that∑k

i=0 ϕi = 1 on Ω and

Hn−1(Ju ∩
k⋃
i=0

{0 < ϕi < 1}) ≤ ε

2(k + 1)
; (3.1)

this is possible through [20, Lemma 3.3] applied to the positive Borel measure

Hn−1bJu , which is �nite on Rn . We set

ut :=

k∑
i=0

uitiϕi and Ωt := A0 ∪
( k⋃
i=1

(Ai ∩ (Ω + [0, ti)ξi))
)
,

where we have set t = (t1, . . . , tk) and each ti is small. Arguing as in [20, Lemma

3.2] we prove that the pair (ut,Ωt) satis�es properties (1)�(3) for t small enough.

Proof of (4). Let us �x i = 1, . . . , k , then for every t ∈ R we have

Hn−1(Juit ∩ ∂Ω) = Hn−1(Juit ∩Ai ∩ ∂Ω) = Hn−1(Ju ∩ ((Ai ∩ ∂Ω)− tξi)). (3.2)

Since the measure Hn−1bJu is �nite, a classical result of measure theory implies that
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the pairwise disjoint Borel sets ((Ai∩∂Ω)− tξi)t are Hn−1bJu -negligible, except for
a countable set of indices t ∈ R . This proves that ut also satis�es property (4) for

Lk -a.e. t ∈ Rk .

Proof of (5). First we note that

ˆ
∂Ω
τ(|tr(ut)− tr(u)|)dHn−1 ≤

k∑
i=1

ˆ
∂Ω∩{ϕi 6=0}

τ(|tr(uiti)− tr(u)|)dHn−1,

where τ(s) := 1
πarctg (s) for s ∈ R . Let us �x i = 1, . . . , k and let us de�ne

M := ∂Ω∩{ϕi 6= 0} . Let Ω1 ⊂⊂ Ai be such that ∂Ω1 is smooth, M ⊂⊂ (Ω1∩∂Ω) ,

and Hn−1(∂Ω1 ∩ Ju) = 0 .

We aim to apply Theorem 1.8 to the functions uiti , u on the set Ω1 ∩Ω . Clearly

we have uiti → u in L1(Ω1 ∩ Ω,Rn) and e(uiti) → e(u) in L1(Ω1 ∩ Ω,Rn) by the

L1 -continuity of the translations. It remains to check that

ˆ
J
uiti

∩Ω1∩Ω
ψdHn−1 →

ˆ
Ju∩Ω1∩Ω

ψdHn−1, (3.3)

for every ψ ∈ C0
b (Ω1 ∩ Ω) . Fixed ψ ∈ C0

b (Ω1 ∩ Ω) , one easily shows that

ψ(x+ tiξi)χΩ1∩Ω(x+ tiξi)→ ψ(x)χΩ1∩Ω(x)

when x ∈ Ju \ ∂Ω1 . By our assumptions on Ω1 we �nd that Hn−1 -a.e. x ∈ Ju is

out of ∂Ω1 . By the dominated convergence theorem we eventually obtain (3.3) and

�nally Theorem 1.8 gives the continuity of the trace. We conclude that there exists

t small enough such that properties (1)�(5) hold for the pair (ut,Ωt) .

3.3 A �rst uni�ed approximation of the energies with

bad constants

The proof of Theorem 3.1 is quite technical, so we break it into three steps. The

�rst step is the following theorem, which will give a rough and uni�ed approximation

of the energies.

Theorem 3.3. Assume that Ω has Lipschitz boundary and let u ∈ GSBD2(Ω) ∩
L2(Ω,Rn) . Then there exists a sequence (uk) ⊂ SBV 2(Ω,Rn)∩L2(Ω,Rn) such that

Juk is contained in the union Σk of a �nite number of (n − 1)-dimensional closed

cubes, uk ∈W 1,∞(Ω \ Σk,Rn) , and the following properties hold:

(1) ||uk − u||L2(Ω,Rn) → 0 ,
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(2) lim sup
k→+∞

(ˆ
Ω
Qn(e(uk)) dx+Hn−1(Σk)

)
≤
ˆ

Ω
Qn(e(u)) dx+ c1Hn−1(Ju).

Here c1 is a positive constant depending only on the dimension n and Qn is

the positive de�nite quadratic form on Mn×n
sym de�ned by

Qn(A) :=
3(n− 2)

2

n∑
i=1

a2
i,i + Tr(AAt) +

1

2
(Tr(A))2, for A ∈Mn×n

sym , (3.4)

where Tr(A) denotes the trace of the matrix A ;

(3)

ˆ
∂Ω
|tr(uk)− tr(u)| ∧ 1 dHn−1 → 0 ,

(4) if (Γi)
+
i=1∞ is a �xed sequence of C1 -manifolds contained in Ω , then (uk)

can be chosen such that also Hn−1(Σk ∩ Γi) = 0, for i = 1, . . . ,+∞ .

Proof. We follow the lines of [20, Proof of Theorem 1]. We �rst substitute the

function u with a similar function û de�ned on a larger set Ω̂ . Then we discretize

û on a suitable lattice and interpolate it with a continuous function. Finally the

approximating function will be obtained rede�ning the interpolating function on

some cubes of the lattice which intersect Jû .

Let u ∈ GSBD2(Ω) ∩ L2(Ω,Rn) , let ε > 0 , and let û and Ω̂ as in Lemma 3.2.

By Lemma 1.4 we can �nd a basis e1, . . . , en of Rn such that, for every vector e in

the set

D := {ei, i = 1, . . . , n, ei ± ej , 1 ≤ i < j ≤ n},

one has

Hn−1({x ∈ Jû : [û](x) · e = 0}) = 0.

For each small discretization step h > 0 and for each y ∈ [0, 1)n , we de�ne the

discretized function of û

ûyh(ξ) := û(hy + ξ), for ξ ∈ hZn ∩ (Ω̂− hy).

We also de�ne the continuous interpolation of ûyh

wyh(x) :=
∑

ξ∈hZn∩Ω̂

ûyh(ξ)∆
(x− (ξ + hy)

h

)
for x ∈ Ω,

where

∆(x) :=
n∏
i=1

(1− |xi|)+.
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We note that wyh ∈ W
1,∞(Ω,Rn) . In view of the de�nition of the discrete energies

we introduce

Jτ :=
⋃
x∈Jû

[x, x− τ ] for τ ∈ Rn,

lye,h(ξ) := χJhe(hy + ξ) for ξ ∈ hZn and e ∈ D.

In what follows ξ is intended to belong to hZn .
We are now in a position to de�ne the discrete energies

Ey,h1 (Ω̂) := hn
∑
e∈D

∑
ξ∈Ω̂−hy

ξ∈Ω̂−hy−he

α(e)
((ûyh(ξ + he)− ûyh(ξ)) · e)2

h2

(
1− lye,h(ξ)

)
, (3.5)

Ey,h2 (Ω̂) := c̃1h
n
∑
e∈D

∑
ξ∈Ω̂−hy

ξ∈Ω̂−hy−he

lye,h(ξ)

|e|h
, (3.6)

where (α(e))e∈D are positive parameters, chosen in a way that we shall be able to

keep the constant 1 for the bulk term in estimate (2). Precisely, we de�ne α(e) :=

n− 1 if e = ei , for i = 1, . . . , n and α(e) := 1/4 for 1 ≤ i < j ≤ n . Moreover c̃1 is

a constant depending only on the dimension n which will be chosen later. We also

set ê := e/|e| .

The �rst part of the proof is devoted to the choice of a suitable y ∈ [0, 1)n , and

a suitable subsequence of h , not relabelled, such that the following properties hold:

(1') ||wyh − û||L2(Ω,Rn) → 0 ,

(2') lim
h→+∞

[
Ey,h1 (Ω̂) + Ey,h2 (Ω̂)

]
≤

ˆ
Ω̂
Qn(e(û))dx + c1Hn−1(Jû) , where c1 < +∞

depends on c̃1 ,

(3'a)

ˆ
∂Ω
|wyh − û| ∧ 1 dHn−1 → 0 ,

(3'b) Ey,h2 ((∂Ω)nh) → 0 . Here (∂Ω)nh := {x ∈ Rn : d(x, ∂Ω) < nh} and the

expression Ey,h2 ((∂Ω)nh) means that (∂Ω)nh replaces Ω̂ in the de�nition (3.6);

(4') if (Γi)
+
i=1∞ is a �xed sequence of C1 -manifold contained in Ω , then y and the

subsequence of h can be chosen such that also Hn−1((hy+hZn+[0, h)ej)∩Γi) =

0 , for i = 1, . . . ,+∞ and j = 1, . . . , n .

The �rst part of the proof (properties (1') and (2')) is analogous to that in [20,

Theorem 1]. We summarize it for completeness and for future convenience.
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Proof of (1'). By the very de�nition of wyh , the Fubini Theorem, and a change

of variable we �nd

ˆ
[0,1)n

dy

ˆ
Ω
|wyh(x)− û(x)|2 dx ≤

≤
ˆ

[0,1)n
dy

ˆ
Ω

∑
ξ∈hZn∩Ω̂

∆
(x− (ξ + hy)

h

)
|û(ξ + hy)− û(x)|2 dx

≤
∑

ξ∈hZn∩Ω̂

ˆ
Ω
dx

ˆ
x−ξ
h
−[0,1)n

∆(z)|û(x− hz)− û(x)|2 dz

≤
ˆ

(−1,1)n
∆(z)dz

ˆ
Ω
|û(x− hz)− û(x)|2 dx

where to infer the last inequality we notice that the sets x−ξ
h − [0, 1)n are pairwise

disjoint as ξ varies in hZn ∩ Ω̂ . The last term in the previous inequality converges

to 0 by the dominated convergence theorem. Then property (1') is satis�ed for a

subsequence of h , not relabelled, and for y varying in a subset of [0, 1)n with full

measure.

Proof of (2'). Let us estimate

ˆ
[0,1)n

Ey,hj (Ω̂)dy, (3.7)

for j = 1, 2 . For convenience we introduce Iez := {s ∈ R : z + sê ∈ Ω̂} and

Iez,h := {s ∈ R : z + sê ∈ Ω̂, z + (s+ h|e|)ê ∈ Ω̂}. First a change of variable gives

ˆ
[0,1)n

Ey,h1 (Ω̂) dy =

=
∑
e∈D

α(e)
∑
ξ∈hZn

ˆ
ξ+h[0,1)n

χΩ̂∩(Ω̂−he)(x)
|(û(x+ he)− û(x)) · e|2

h2
(1− χJhe(x)) dx

=
∑
e∈D

α(e)

ˆ
Πe
dz

ˆ
Iez,h

|ûez(s+ h|e|)− ûez(s)|2

h2
(1− χJhe(z + sê)) ds. (3.8)

As in the SBD -case [20], when û ∈ GSBD2(Ω̂) ∩ L2(Ω̂,Rn) the slice ûez(s) :=

û(z + sê) · ê belongs to SBV 2(Iez ) , for e ∈ D and for Hn−1-a.e. z ∈ Πe . Noticing

that χJhe(z + sê) = 0 is equivalent to Jûez ∩ [s, s+ h|e|] = 0 , we deduce that (3.8) is

less than or equal to

∑
e∈D

α(e)

ˆ
Πe
dz

ˆ
Iez

∣∣∣∂ûez
∂s

(t)
∣∣∣2 dt ≤ ˆ

Ω̂

∑
e∈D

α(e)|e(û)e · e|2dx, (3.9)
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where we have used (1.15). Eventually the very de�nitions of α(e) and Qn give∑
e∈D

α(e)|e(û)e · e|2 = Qn(e(û)),

so that ˆ
[0,1)n

Ey,h1 (Ω̂) dy ≤
ˆ

Ω̂
Qn(e(û)) dx. (3.10)

The same argument applied to Ey,h2 gives

ˆ
[0,1)n

Ey,h2 (Ω̂) dy =
∑
e∈D

c̃1

ˆ
Πe
dz

ˆ
Iez,h

χJhe(z+sê)

|e|h
ds ≤

∑
e∈D

c̃1H0(Jûez) ≤ c1Hn−1(Jû)

(3.11)

where c1 := c̃1 max|ν|=1(
∑

e∈D |ν · e|/|e|) and we have used (1.13).

For technical reasons, which will be clear at the end of the proof, it is convenient

to prove properties (3'a)�(4') before completing the proof of (2').

Proof of (3'a). Using the very de�nition of wyh and de�ning z := (x− ξ)/h− y
we obtain

ˆ
[0,1)n

dy

ˆ
∂Ω
|wyh(x)− û(x)| ∧ 1 dHn−1(x) ≤

≤
∑

ξ∈hZn∩Ω̂

ˆ
[0,1)n

dy

ˆ
∂Ω∩(ξ+hy+h(−1,1)n)

|û(ξ + hy)− û(x)| ∧ 1 dHn−1(x)

≤
∑

ξ∈hZn∩Ω̂

ˆ
∂Ω∩(ξ+h(−1,2)n)

dHn−1(x)

ˆ
x−ξ
h
−[0,1)n

|û(x− hz)− û(x)| ∧ 1 dz

≤
∑

ξ∈hZn∩Ω̂

ˆ
∂Ω∩(ξ+h(−1,2)n)

dHn−1(x)

ˆ
(−2,2)n

|û(x− hz)− û(x)| ∧ 1 dz

≤ c

ˆ
∂Ω

dHn−1(x)

 
B(x,ch)

|û(x′)− û(x)| ∧ 1 dx′,

where c < +∞ depends only on the dimension n .

Now, for Hn−1-a.e. x ∈ ∂Ω we obtain

 
B(x,ch)

|û(x′)− û(x)| ∧ 1 dx′ → 0,

by Theorem 1.3 and property (4) of Lemma 3.2 applied to û . Eventually the

dominated convergence theorem implies
´
∂Ω |w

y
h(x) − û(x)| ∧ 1 dHn−1(x) → 0 in

L1([0, 1)n) .

Hence property (3'a) holds for a subsequence of h , not relabelled, and y in a

subset of [0, 1)n with full measure.
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Proof of (3'b). This step requires a computation analogous to that in (3.11),

which leads to

ˆ
[0,1)n

Ey,h2 ((∂Ω)nh) dy ≤ c1Hn−1(Jû ∩ (∂Ω)nh). (3.12)

Since û satis�es property (4) of Lemma 3.2, we �nd that Ey,h2 ((∂Ω)nh) converges

to 0 in L1([0, 1)n) and then a subsequence of h and a set of full measure of [0, 1)n

satisfy (3'b).

Proof of (4'). Let us �x i = 1, . . . ,+∞ , j = 1, . . . , n , and let us consider the set

Γi ∩
⋃

yj∈[0,1)
ξj∈hZ

{x ∈ Rn : xj = hyj + ξj}.

Since
⋃
ξj∈hZ{x ∈ Rn : xj = hyj + ξj} are disjoint sets as yj varies in [0, 1) and

since the measure Hn−1bΓi is �nite, we infer for Hn−1 -a.e. yj ∈ [0, 1) the following

holds

Hn−1(
⋃

ξj∈hZ
(Γi ∩ {x ∈ Rn : xj = hyj + ξj})) = 0.

Taking the union as i = 1, . . . ,+∞ and j = 1, . . . , n we obtain (4').

Continuation of the proof of (2'). Let us consider the subsequence of h given by

the proofs of (1'), (3'a), (3'b), and (4') and write inequalities (3.10) and (3.11) for

this subsequence. Now we are in the position to apply the Fatou Lemma, so that

ˆ
[0,1)n

lim inf
h→0

[
Ey,h1 (Ω̂) + Ey,h2 (Ω̂)

]
dy ≤

ˆ
Ω̂
Qn(e(û)) dx+ c1Hn−1(Jû).

Eventually we can �nd y ∈ [0, 1)n and a further subsequence of h , not relabelled,

such that properties (1')�(4') hold. In what follows we shall omit y , writing, e.g.,

wh in place of wyh .

In this second part of the proof we rede�ne the function wh within some cubes.

Precisely, we say that a hypercube

C = ξ + hy + [0, h)n

is �bad� if either Jû crosses an edge of C

ξ + hy + hη + [0, hei], where i = 1, . . . , n and η ∈ {0, 1}n with ηi = 0 (3.13)

(namely if lei,h(ξ + hη) = χJhei (ξ + hy + hη) = 1), or Jû crosses a diagonal of a
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2-dimensional face

ξ + hy + hη + [0, h(ei + ej)], where i < j and η ∈ {0, 1}n with ηi = ηj = 0 (3.14)

(namely if lei+ej ,h(ξ + hη) = χ
Jh(ei+ej)

(ξ + hy + hη) = 1), or

ξ + hy + hη + [hej , hej + h(ei − ej)], where i < j and η ∈ {0, 1}n with ηi = ηj = 0

(3.15)

(namely if lei−ej ,h(ξ + hη + hej) = χ
Jh(ei−ej)

(ξ + hy + hη + hej) = 1). We de�ne

vh := 0 in every bad hypercube and vh := wh otherwise.

Thanks to the previous de�nition the following properties hold:

(1'') ||wh − vh||L2(Ω,Rn) → 0 ,

(2'') the constant c̃1(n) in (3.6) can be chosen in a way thatˆ
Ω
Qn(e(vh))dx+Hn−1(Jvh) ≤ Ey,h1 (Ω̂) + Ey,h2 (Ω̂) ,

(3'')

ˆ
∂Ω
|wh− tr(vh)| ∧ 1 dHn−1 → 0 , where tr(vh) is the trace from the interior of

Ω .

The proof of (1'') and of (2'') work as in [20, 21] since the de�nition of vh and of the

discrete energies are the same. Let us prove now (3'').

Proof of (3''). First we note that

ˆ
∂Ω
|wh − tr(vh)| ∧ 1 dHn−1 ≤ Hn−1({∂Ω ∩

⋃
C bad cube

C})

and that for each cube we have

Hn−1({∂Ω ∩ C}) ≤ chn−1, (3.16)

where c depends on Ω . Now the contribution of a bad cube C to Eh2 ((∂Ω)nh) is

given by

hn−1

2n−1

n∑
i=1

∑
η∈{0,1}n
ηi=0

lei,h(ξ + hη) +

+
hn−1

2n−2

∑
1≤i<j≤n

∑
η∈{0,1}n
ηi=ηj=0

lei+ej ,h(ξ + hη) + lei−ej ,h(ξ + hη + hej)√
2

, (3.17)

where the coe�cients take into account the fact that each edge is common to 2n−1

hypercubes and a diagonal of a 2-face is common to 2n−2 hypercubes. Since at least
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one of the le,h in the sum is equal to 1 , we �nd that the term in (3.17) is greater

than or equal to hn−1

2n−1 . Hence by this and (3.16) we �nd∑
C bad cube

Hn−1({∂Ω ∩ C}) ≤ cEh2 ((∂Ω)nh),

for a suitable constant c < +∞ depending on Ω . Thanks to property (3'b) we

eventually obtain (3'').

Finally properties (1')�(4'), (1'')�(3''), and (1)�(5) of Lemma 3.2 yield (1)�(4).

3.4 A uni�ed approximation of the energies with the

right constants

With the next theorem we provide a further approximation of the given function

in a way that the uni�ed estimate for the bulk and the surface energies has now the

right coe�cients. The proof follows the line of [20, Theorem 2].

Theorem 3.4. Assume that Ω has Lipschitz boundary. Let u ∈ GSBD2(Ω) ∩
L2(Ω,Rn) . Then there exists a sequence (uk) ⊂ SBV 2(Ω,Rn)∩L2(Ω,Rn) such that

Juk is contained in the union Sk of a �nite number of closed connected pieces of

C1 -hypersurfaces, uk ∈W 1,∞(Ω \ Sk,Rn) , and the following properties hold:

(1) ||uk − u||L2(Ω,Rn) → 0 ,

(2) lim sup
k→+∞

(ˆ
Ω
Qn(e(uk)) dx+Hn−1(Sk)

)
≤
ˆ

Ω
Qn(e(u)) dx+Hn−1(Ju) ,

(3)

ˆ
Ju

|u±k − u
±| ∧ 1 dHn−1 → 0,

(4) Hn−1(Ju \ Juk)→ 0 , where Qn is de�ned in (3.4).

Proof. Since Ju is (Hn−1, n − 1)-recti�able, we can �nd a sequence (Γi) of C1 -

hypersurfaces such that Hn−1(Ju \
⋃+
i=1∞Γi) = 0 . We �x now ε > 0 and use a

Besicovitch recovering argument, as in [20, Theorem 2], to �nd a sequence of pairwise

disjoint closed balls Bj ⊂ Ω and an index j0 such that

(a) for every j there exists ij for which Γij divides Bj into two connected com-

ponents,

(b) Hn−1(Ju ∩ ∂Bj) = 0 ,
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(c) Hn−1(Ju \
⋃
j≥1

Bj) = 0 ,

(d)
∑
j>j0

Hn−1(Ju ∩Bj) < ε ,

(e) Hn−1((Ju4Γij ) ∩Bj) ≤
ε

1− ε
Hn−1(Ju ∩Bj) , for j = 1, . . . , j0 .

Applying Theorem 3.3 in both of connected components of Bj \ Γij , we �nd a

sequence of functions ujk de�ned Ln -a.e. on Bj for which property (1) of Theorem

3.3 holds in Bj , property (3) holds in ∂Bj and in Γij , property (4) holds for the

sequence (Γi) introduced above, and

lim sup
k→+∞

ˆ
Bj

Qn(e(ujk))dx+Hn−1(J
ujk
∩Bj) ≤

ˆ
Bj

Qn(e(u))dx+Hn−1(Ju ∩Bj)

+c
ε

1− ε
Hn−1(Ju ∩Bj), (3.18)

for a suitable universal constant c < +∞ . De�ned

At :=
{
x ∈ Rn : dist

(
x,Ω \

j0⋃
j=1

Bj

)
< t
}
,

we observe that

Hn−1
(
Ju∩

⋂
t>0

At

)
= Hn−1

(
Ju\

j0⋃
j=1

Bj

)
< ε and lim

t→0

ˆ
At∩

⋃j0
j=1Bj

Qn(e(u))dx = 0,

therefore we can choose t > 0 such that

ˆ
At∩

⋃j0
j=1Bj

Qn(e(u))dx < ε and Hn−1(Ju ∩At) < ε. (3.19)

Let (u0
k) be the sequence obtained applying Theorem 3.3 in At ∩ Ω . Then using

(3.19) we �nd

lim sup
k→+∞

ˆ
At∩Ω

Qn(e(u0
k))dx+Hn−1(Ju0k

) ≤
ˆ
At∩Ω

Qn(e(u))dx+ cε. (3.20)

Now we construct a suitable partition of unity to glue together the functions ujk .

For j = 0, . . . , j0 we �nd a compact set Kj , with At
c∩Bj ⊂⊂ Kj ⊂⊂ Bj , such that

Hn−1((Bj \Kj) ∩ Γij ) <
ε

j0
. (3.21)

Let ϕj ∈ C∞c (Bj) for j = 1, . . . , j0 such that ϕj = 1 in Kj and 0 ≤ ϕ ≤ 1 . Let
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also ϕ0 ∈ C∞c (At) be such that ϕ0 := 1− ϕj in Bj and ϕ0 := 1 in Ω \
⋃j0
j=1Bj .

We �nally de�ne

uk :=

j0∑
j=0

ϕju
j
k.

Then property (1) is satis�ed by construction. As for property (2), inequalities

(3.18), (3.19), and (3.20) yield

lim sup
k→+∞

ˆ
Ω
Qn(e(uk))dx+Hn−1(Juk) ≤

ˆ
Ω
Qn(e(u))dx+Hn−1(Ju) + cε,

where c < +∞ is a universal constant.

Let us prove property (3). Using (c), (d), and (e) we �nd

ˆ
Ju

|u±k − u
±| ∧ 1 dHn−1 ≤

ˆ
Ju∩

⋃j0
j=1(Bj∩Γij )

|u±k − u
±| ∧ 1 dHn−1 + cε

≤
j0∑
j=1

ˆ
Bj∩Γij

|u±k − u
±| ∧ 1 dHn−1 + cε. (3.22)

The very de�nition of uk implies now that (3.22) is less than or equal to

j0∑
j=1

j0∑
l=0

ˆ
Bj∩Γij

ϕl|ulk
± − u±| ∧ 1 dHn−1 + cε

=

j0∑
j=1

( ˆ
Bj∩Γij

ϕ0|u0
k
± − u±| ∧ 1 dHn−1

+

ˆ
Bj∩Γij

ϕj |ujk
± − u±| ∧ 1 dHn−1

)
+ cε

≤
j0∑
j=1

ˆ
Bj∩Γij

|ujk
± − u±| ∧ 1 dHn−1 + cε,

where c < +∞ and the last two inequalities follow from the assumptions on ϕj and

from (3.21). By the de�nition of ujk , passing to the limit as k → +∞ we �nd

lim sup
k→+∞

ˆ
Ju

|u±k − u
±| ∧ 1 dHn−1 ≤ cε.

Eventually a diagonalization argument conclude the proof of properties (2) and (3).

Now property (4) easily follows from property (3). Indeed, the measure Hn−1bJu
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is absolutely continuous with respect to the measure de�ned by

ν(B) :=

ˆ
B∩Ju

|[u]| ∧ 1dHn−1,

for every Borel set B ⊂ Ω . Moreover

ˆ
Ju\Juk

|[u]| ∧ 1dHn−1 → 0 (3.23)

holds true by property (3); this yields property (4) and concludes the proof.

We are now in a position to prove the Density Theorem 3.1. The proof follows

the lines of [20, Theorem 3].

Proof of the Density Theorem 3.1. Let us consider the sequence (uk) given by The-

orem 3.4. Using the compactness result for GSBD [25, Theorem 11.3] we infer that

a subsequence of (uk) , not relabelled, satis�es

e(uk) ⇀ e(u) weakly in L2(Ω,Mn×n
sym ), (3.24)ˆ

Ω
Qn(e(u))dx ≤ lim inf

k→+∞

ˆ
Ω
Qn(e(uk))dx, (3.25)

Hn−1(Ju) ≤ lim infk→+∞Hn−1(Juk). (3.26)

From property (2) of Theorem 3.4 and from (3.25) and (3.26) we deduce

ˆ
Ω
Qn(e(u))dx = lim

k→+∞

ˆ
Ω
Qn(e(uk))dx, (3.27)

Hn−1(Ju) = limk→+∞Hn−1(Juk). (3.28)

Now (3.24) and (3.27) yield property (2) of the thesis. Property (3) follows from

property (4) of Theorem 3.4 and from (3.28). To obtain property (4) it is su�cient to

use property (3) of Theorem 3.4 and the already proved property (3) of the thesis.



Chapter 4

Asymptotic behaviour of certain

damage model: the general case

4.1 Overview of the chapter

In this Chapter we deal with two applications of the density result for GSBD

presented in Chapter 3. Precisely, we extend some results presented in the asymp-

totic study of Chapter 2 to the vector-valued case, in the framework of Linearized

Elasticity.

We consider damage energies of Ambrosio-Tortorelli type (4.1), depending on two

small parameters ηk and εk (we assume δk = εk using the notation of Chapter 2).

We �rst analyze the asymptotic behaviour of the models under the regime ηk/εk → 0 ,

as ηk, εk → 0 (Section 4.2). The limit energy (see 4.2), rigorously obtained via

Γ-convergence, involves a functional used in some brittle fracture models. This

functional is �nite when valued on functions u running in the space GSBD2(Ω) ,

i.e., on special generalised �elds with bounded deformation such that the symmetric

gradient e(u) is square integrable and the jump set Ju has �nite (n− 1)-Hausdor�

measure in Rn . This represents the vector counterpart of the Γ-convergence result

in GSBV (Ω) proved by Ambrosio and Tortorelli in [9, 10].

The second regime we consider corresponds to ηk = εk , with εk → 0 (Section

4.3). The limit energy (4.40) now includes a further surface term depending linearly

on the amplitude of the jump of u . The �eld u is therefore required to be slightly

more regular: it belongs to the subspace SBD2(Ω) of special �elds with bounded

deformation with e(u) square integrable and Ju having �nite (n − 1)-Hausdor�

measure in Rn .

The Chapter is organised as follows: in Section 4.2 we focus on the extension

to the vector-valued case of the classic Ambrosio-Tortorelli result (see Theorem 2.1

73
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of Chapter 2, regime corresponding to ηk/εk → 0 , δk = εk ). The Γ-convergence

result (Theorem 4.1) is proved as usual through a lower estimate, based on a slic-

ing argument (Theorem 4.3), and an upper estimate, for which the contribution of

the Density Theorem 3.1 turns out to be crucial (Theorem 4.4). The proof of the

compactness (Proposition 4.5) and the convergence of minimizers (Corollary 4.2)

complete the result and the section.

Section 4.3 studies the vector-valued counterpart, under the regime ηk = δk =

εk , of Theorem 2.1 described in Chapter 2. The main result of the section is the

convergence Theorem 4.7. The liminf inequality (Theorem 4.8) is now performed

through more global arguments with respect to Theorem 4.1 of the previous section.

The more delicate limsup inequality is �nally discussed in Remark 4.10 and is proved

under suitable hypotheses in Theorem 4.9.

The results stated in Section 4.2 will be appear in [38]. Those of Section 4.3 are

contained in [31] and are obtained in collaboration with Matteo Focardi.

4.2 Application 1: approximation of brittle fracture en-

ergies

Throughout the chapter we shall assume n ≥ 2 . In this section we compute the

Γ-limit in L1(Ω,Rn)×L1(Ω) of the sequence of functionals

Gk(u, v) :=


ˆ

Ω

(
Q(v, e(u)) +

ψ(v)

εk
+ γ εp−1

k |∇v|p + |u− g|2
)
dx

if (u, v) ∈ H1(Ω,Rn)×Vηk ,
+∞ otherwise,

(4.1)

where

(a) Ω ⊂ Rn is a bounded open set and εk > 0 , ηk ≥ 0 are in�nitesimal sequences

with ηk/εk → 0 ,

(b) Q : R×Mn×n
sym → R is lower semicontinuous,

(c) for every s ∈ R , the function Q(s, ·) is a positive de�nite quadratic form on

Mn×n
sym ,

(d) there exist two constants 0 < c1, c2 < +∞ , such that c1s|A|2 ≤ Q(s,A) ≤
c2s|A|2 , for every s ∈ R and A ∈Mn×n

sym ,

(e) ψ ∈ C([0, 1]) is strictly decreasing with ψ(1) = 0 and g ∈ L2(Ω,Rn) ,
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(f) a, p ∈ R with a > 0 and p > 1 (the extension to the case p = +∞ immediately

follows),

(g) Vηk :=
{
v ∈W 1,p(Ω) : ηk ≤ v ≤ 1 Ln-a.e. in Ω

}
.

We also de�ne the functional Ψ: L1(Ω,Rn)→ [0,+∞] by

Ψ(u) :=



ˆ
Ω

Q(e(u))dx+ aHn−1(Ju) +

ˆ
Ω
|u− g|2dx

if u ∈ GSBD2(Ω) ∩ L2(Ω,Rn),

+∞ otherwise,

(4.2)

where Q(e(u)) := Q(1, e(u)) and

a := 2q
1
q (γp)

1
p

ˆ 1

0
ψ

1
q ds,

1

p
+

1

q
= 1. (4.3)

Then the following result holds.

Theorem 4.1. Assume (a)�(g) and assume that Ω has Lipschitz boundary. Then

the Γ-limit of (Gk) in L1(Ω,Rn)×L1(Ω) is given by

G(u, v) :=

Ψ(u) if v = 1 Ln-a.e. in Ω,

+∞ otherwise.

The previous theorem, together with a compactness result for the functionals Gk

(Proposition 4.5), will give in turn the convergence of minima and minimizers in the

space L2(Ω,Rn)×L1(Ω) .

Corollary 4.2. Assume (a)�(g) and assume that Ω has Lipschitz boundary. For

every k , let (uk, vk) be a minimizer of the problem

min
(u,v)∈H1(Ω,Rn)×Vηk

ˆ
Ω

(
Q(v, e(u)) +

ψ(v)

εk
+ γ εp−1

k |∇v|p + |u− g|2
)
dx. (4.4)

Then vk → 1 in L1(Ω) and a subsequence of (uk) converges in L2(Ω,Rn) to a

minimizer u of the following problem

min
u∈GSBD(Ω)

(ˆ
Ω

Q(e(u))dx+ αHn−1(Ju) +

ˆ
Ω
|u− g|2dx

)
. (4.5)

Moreover the minimum values in (4.4) tend to the minimum value in (4.5).
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As usual, we shall prove Theorem 4.1 giving a lower estimate for the Γ-lower limit

of Gk and an upper estimate for the Γ-upper limit of Gk . To simplify the notation

we introduce the functionals Fk : L1(Ω,Rn)×L1(Ω)→ [0,+∞] and Φ: L1(Ω,Rn)→
[0,+∞] de�ned by

Fk(u, v) :=


ˆ

Ω

(
Q(v, e(u)) +

ψ(v)

εk
+ γ εp−1

k |∇v|p
)
dx if (u, v) ∈ H1(Ω,Rn)×Vηk ,

+∞ otherwise,

Φ(u) :=


ˆ

Ω
Q(e(u))dx+ aHn−1(Ju) if u ∈ GSBD2(Ω) ∩ L1(Ω,Rn),

+∞ otherwise.

For technical reasons which will be clear in the last part of the proof, we �rst study

the Γ-lower limit of Fk in the space L1(Ω,Rn)×L1(Ω) (Theorem 4.3) and the Γ-

upper limit of (the restriction of) Fk in the space L2(Ω,Rn)×L1(Ω) (Theorem 4.4).

Theorem 4.3. Assume (a)�(g). Let (u, v) ∈ L1(Ω,Rn)×L1(Ω) and let (uk, vk) be

a sequence such that

(uk, vk)→ (u, v) in L1(Ω,Rn)×L1(Ω), (4.6)

(Fk(uk, vk)) is bounded. (4.7)

Then u ∈ GSBD2(Ω) ∩ L1(Ω,Rn) , v = 1 Ln -a.e. in Ω , and

ˆ
Ω

Q(e(u))dx ≤ lim inf
k→+∞

ˆ
Ω

Q(vk, e(uk))dx, (4.8)

aHn−1(Ju) ≤ lim inf
k→+∞

ˆ
Ω

(ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx. (4.9)

Proof. The convergence vk → 1 in L1(Ω) is an immediate consequence of (4.6)

and (4.7). In the �rst part of the proof we argue by slicing following the lines of

Proposition 2.4.

Proof of (4.8). We �x ξ ∈ Rn , ξ 6= 0 . We are going to prove that u ∈ GSBD(Ω)

and that satis�es

ˆ
Ω

(e(u)ξ · ξ)2dx ≤ lim inf
k→+∞

ˆ
Ω
vk(e(uk)ξ · ξ)2dx. (4.10)

To this aim we �rst extract a subsequence (ur, vr) of (uk, vk) such that

((ur)
ξ
y, (vr)

ξ
y)→ (uξy, 1) in L1(Ωξ

y)×L1(Ωξ
y) for Hn−1-a.e. y ∈ Ωξ (4.11)
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and

lim
r→+∞

ˆ
Ω
vr(e(ur)ξ · ξ)2dx = lim inf

k→+∞

ˆ
Ω
vk(e(uk)ξ · ξ)2dx. (4.12)

Fixed 0 < κ < 1 , the Fubini Theorem, [5, Structure Theorem 4.5], and (4.7) imply

ˆ
Ωξ

[ˆ
Ωξy

(
(vr)

ξ
y

∣∣∣∇((ur)
ξ
y)
∣∣∣2 + κ

(ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇(vr)
ξ
y|p
))

dt

]
dHn−1(y) ≤

≤
ˆ

Ω

(
vr(e(ur)ξ · ξ)2 + κ

(ψ(vr)

εr
+ γ εp−1

r |∇vr|p
))

dx ≤ c, (4.13)

where c < +∞ is constant. Using the previous inequality and the Fatou Lemma,

for Hn−1 -a.e. y ∈ Ωξ we can �nd a subsequence (um, vm) of (ur, vr) such that

lim
m→+∞

ˆ
Ωξy

(
(vm)ξy

∣∣∣∇((um)ξy)
∣∣∣2 + κ

(ψ(vm)ξy
εm

+ γ εp−1
m |∇(vm)ξy|p

))
dt =

= lim inf
r→+∞

ˆ
Ωξy

(
(vr)

ξ
y

∣∣∣∇((ur)
ξ
y)
∣∣∣2 + κ

(ψ(vr)
ξ
y

εr
+ γ εp−1

r |∇(vr)
ξ
y|p
))

dt (4.14)

and the last term is �nite. Since (4.11) and (4.14) hold, we can apply the scalar

result Proposition 2.4 to ((um)ξy, (vm)ξy) , so that uξy ∈ SBV 2(Ωξ
y) and

ˆ
Ωξy

|∇(uξy)|2dt ≤ lim inf
m→+∞

ˆ
Ωξy

(vm)ξy|∇((um)ξy)|2dt, (4.15)

aHn−1(J
uξy

) ≤ lim inf
m→+∞

ˆ
Ωξy

(ψ(vm)ξy
εm

+ γ εp−1
m |∇((vm)ξy)|p

)
dt. (4.16)

To check that u ∈ GSBD(Ω) , we observe the following inequalities hold

ˆ
Ωξ

(
|D(uξy)|(Ωξ

y \ Juξy) +H0(J
uξy

)
)
dHn−1(y) ≤

≤
ˆ

Ωξ

(
L1(Ωξ

y) +

ˆ
Ωξy\J

u
ξ
y

|∇(uξy)|2dt+H0(J
uξy

)
)
dHn−1(y) ≤

≤
ˆ

Ωξ
c
[
1 + lim inf

r→+∞

ˆ
Ωξy

(
(vr)

ξ
y

∣∣∣∇((ur)
ξ
y)
∣∣∣2 + κ

(ψ(vr)

εr
+ γ εp−1

r |∇(vr)|p
))

dt
]
,

where c := diam(Ω) + 1 + a and we have used (4.13)�(4.16). The last term in the

previous estimate is bounded by (4.13) and this gives u ∈ GSBD(Ω) .

Now we integrate on Ωξ both sides of (4.15); by (4.12)�(4.14), (1.15), and the

Fubini Theorem we �nd (4.10) as κ→ 0 .

Now we observe that

ˆ
Ω

(e(u)ξ · ξ − w)2dx ≤ lim inf
k→+∞

ˆ
Ω
vk(e(uk)ξ · ξ − w)2dx (4.17)
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follows from (4.10) for every w ∈ L2(Ω) . Indeed, (4.17) trivially holds if w is

piecewise constant on a Lipschitz partition of Ω ; then a density argument proves

(4.17) for an arbitrary w ∈ L2(Ω) .

The next step is to deduce by (4.17) that

e(uk)v
1
2
k ⇀ e(u) weakly in L2(Ω,Mn×n

sym ). (4.18)

To this aim, we �rst extract a subsequence (ul, vl) of (uk, vk) such that vl → 1

Ln-a.e. in Ω and e(ul)v
1
2
l ⇀ A weakly in L2(Ω,Mn×n

sym ) , for a suitable function A in

L2(Ω,Mn×n
sym ) . Now we apply (4.17) to w = Aξ · ξ − tz , for t ∈ R and z ∈ L2(Ω) .

After an easy computation we �nd

ˆ
Ω

((e(u)−A)ξ · ξ)2dx+ 2t

ˆ
Ω
z(e(u)−A)ξ · ξdx ≤ lim inf

l→+∞

ˆ
Ω
vl((e(ul)−A)ξ · ξ)2dx.

As t → ±∞ , the previous inequality leads to a contradiction unless
´

Ω z(e(u) −
A)ξ · ξdx = 0 for every z ∈ L2(Ω) and every ξ ∈ Rn , namely unless e(u) = A

Ln-a.e. in Ω . Therefore (4.18) holds true.

We use now the Egorov Theorem to �nd, in correspondence of µ > 0 , a Borel

set Bµ ⊂ Ω such that Ln(Ω \Bµ) < µ and vk > 1− µ on Bµ for k large. An easy

computation then shows that

e(uk)χBµ ⇀ e(u)χBµ weakly in L2(Ω,Mn×n
sym ). (4.19)

We are now in a position to apply [19, Theorem 2.3.1], so that

ˆ
Bµ

Q(e(u)) ≤ lim inf
k→+∞

ˆ
Ω

Q(vk, e(uk)χBµ)dx ≤
ˆ

Ω
Q(vk, e(uk))dx.

By the absolute continuity of the Lebesgue integral the left-hand side of the previous

inequality tends to
´

Ω Q(e(u))dx as µ→ 0 , and this concludes the proof of (4.8).

Proof of (4.9). For this part we refer to Theorem 2.4. We only point out that

arguing again by slicing, using (1.13) and the coarea formula, we �nd

α

ˆ
Jξu

|νu · ξ|dHn−1 ≤ lim inf
k→+∞

ˆ
Ω

(ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx, (4.20)

namely the set Jξu replaces the set Ju appearing in (2.74). Nevertheless, inequality

(4.20) still holds true with Ju in place of Jξu by (1.16), being the set

{ξ ∈ Sn−1 : Hn−1(Ju \ Jξu) = 0}
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dense in Sn−1 . Eventually, inequality (4.9) follows from this and from a classical

localization argument.

Let us prove now the upper estimate. We denote by F ′′2 the Γ- lim sup of Fk in

L2(Ω,Rn)×L1(Ω) .

Theorem 4.4. Assume (a)�(g) and assume that Ω has Lipschitz boundary. Then

F ′′2 (u, 1) ≤ Φ(u), (4.21)

for every u ∈ GSBD2(Ω) ∩ L2(Ω,Rn) .

Proof. The crucial point of this proof is the approximation of a function u in

GSBD2(Ω) ∩ L2(Ω,Rn) with more regular functions, through the Density Theo-

rem 3.1. Precisely, it provides a sequence uk ∈ SBV 2(Ω,Rn) ∩ L∞(Ω,Rn) such

that

uk → u in L2(Ω,Rn) and Φ(uk)→ Φ(u), (4.22)

so that if we prove that uk satis�es (4.21), then also u satis�es (4.21), being F ′′2
lower semicontinuous in L2(Ω,Rn)×L1(Ω) .

The proof of (4.22) for functions in SBV 2(Ω,Rn) ∩ L∞(Ω,Rn) is now standard

(see, for instance, [20, 21]). Let us give a brief description of the construction of the

recovery sequence, following the approach of Theorem 2.3.

Using a local re�ection argument we reduce to prove the statement for Ω open

cube in Rn . Now Theorem 1.13 and Remark 1.14 allow us to assume in addition

that Ju is contained in Ω and that u satis�es properties (1)�(3) of Theorem 1.13.

Moreover, it is not restrictive to consider only the case when Ju is a (n−1)-simplex,

which we denote by S .

Let us �x a sequence of constants σk such that ηk/σk → 0 and σk/εk → 0 . We

introduce now the sets Ak , A
′
k , Bk , and B

′
k , de�ned precisely in Theorem 2.3. Here

we just recall that Ak ∪A′k is a neighborhood of S such that

Ln(Ak) ≤ cσk and Ln(A′k) ≤ cσ2
k (4.23)

and the set Bk ∪B′k is a layer which envelops Ak ∪A′k and satis�es

Ln(Bk) ≤ cεk and Ln(B′k) ≤ cε2
k, (4.24)

for a suitable constant c < +∞ .

Also the de�nition of the recovery sequence (uk, vk) is given in analogy with

Theorem 2.3. In particular uk is set equal to u out of Ak ∪ A′k and it is a linear
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link in Ak in the direction of en . With this de�nition uk is a Lipschitz function in

Ω \ A′k with constant c/σk , where c < +∞ . To check this it is su�cient to apply

the arguments given in (2.87)�(2.94) to each components uik of uk . Thanks to the

Mc Shane Theorem we are now able to de�ne uk also in A′k in a way that

|Duk| ≤ c/σk Ln-a.e. in Ω. (4.25)

In addition, we de�ne vk by ηk in Ak ∪A′k , by 1 out of Ak ∪A′k ∪Bk ∪B′k , and in

a way that, in terms of energy, the transition in Bk ∪B′k is optimal.

As for the computation of Fk(uk, vk) , we only observe that

ˆ
Ak∪A′k

Q(ηk, e(uk))dx→ 0, (4.26)

by (4.23), (4.25), and by the convergence ηk/σk → 0 . This concludes the proof, since

the computation for the other terms work as in Theorem 2.3.

Let us prove the Γ-convergence Theorem 4.1 for (Gk) .

Proof of Theorem 4.1. Let us introduce H : L1(Ω,Rn)×L1(Ω) → [0,+∞] , de�ned

by

H(u, v) :=


ˆ

Ω
|u− g|2dx if u ∈ L2(Ω,Rn),

+∞ otherwise.
(4.27)

On the one hand we notice that

F ′ +H ≤ G′, (4.28)

where F ′, G′ represent the Γ-lower limits of Fk and Gk in L1(Ω,Rn)×L1(Ω) and

we have used the fact that H is lower semicontinuous in L1(Ω,Rn)×L1(Ω) . Then

if (u, v) ∈ L1(Ω,Rn)×L1(Ω) satis�es G′(u, v) < +∞ , one deduces by Theorem 4.3

that u belongs to GSBD2(Ω) ∩ L2(Ω,Rn) , v = 1 Ln -a.e., and

Ψ(u) = Φ(u) +H(u, 1) ≤ G′(u, 1).

On the other hand if u ∈ GSBD2(Ω) ∩ L2(Ω,Rn) , then the continuity of H in

L2(Ω,Rn)×L1(Ω) and Theorem 4.4 yield

G′′(u, 1) ≤ G′′2(u, 1) = F ′′2 (u, 1) +H(u, 1) ≤ Φ(u) +H(u, 1) = Ψ(u), (4.29)

where G′′, G′′2 represent the Γ-upper limits of Gk in L1(Ω,Rn)×L1(Ω) and in

L2(Ω,Rn)×L1(Ω) . The thesis follows from (4.28) and (4.29).
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A key point for the proof of Corollary 4.2 is the compactness of a minimizing

sequence. This is obtained in the following proposition, through a characterization

which relates compactness of sequences to compactness of slices (see [1, Theorem

6.6], [25, Theorem 10.7], and Section 1.6).

Proposition 4.5. Let (uk, vk) ∈ L1(Ω,Rn)×L1(Ω) be such that (Gk(uk, vk)) is

bounded. Then vj → 1 in L1(Ω) and a subsequence (uj) of (uk) converges in

L1(Ω,Rn) to a function u ∈ L2(Ω,Rn) .

Proof. The proof follows the lines of [25, Theorem 11.1]. It is su�cient to prove the

statement for any open set which is relatively compact in Ω . Furthermore we assume

that Ω is a �nite union of open rectangles and we extend each function by zero out

of Ω . Let M < +∞ be such that Gk(uk, vk) ≤M .

Since (Fk(uk, vk)) is bounded, the sequence vk converges to 1 in L1(Ω) and

Ln-a.e. in Ω , up to subsequences. We �x now k ∈ N and ξ ∈ Sn−1 . For y ∈ Ωξ we

consider the one-dimensional functional Fy,k : L1(Ωξ
y)×L1(Ωξ

y)→ R de�ned by

Fy,k(w, z) :=


ˆ

Ωξy

(
z |∇w|2 +

ψ(z)

εk
+ γ εp−1

k |∇(z)|p
)
dt

if (w, z) ∈ H1(Ωξ
y)×Vy,ηk ,

+∞ otherwise,

where Vy,ηk :=
{
z ∈W 1,p(Ωξ

y) : ηk ≤ z ≤ 1 H1-a.e. in Ωξ
y

}
. We also de�ne for every

λ > 0

Âξ,λk :=
{
y ∈ Ωξ : (uk)

ξ
y ∈ H1(Ωξ

y), Fy,k((uk)
ξ
y, (vk)

ξ
y) ≤ λ

}
, B̂ξ,λ

k := Ωξ \ Âξ,λk ,

Aξ,λk :=
{
x ∈ Ω : Πξ(x) ∈ Âξ,λk

}
, Bξ,λ

k :=
{
x ∈ Ω : Πξ(x) ∈ B̂ξ,λ

k

}
,

being Πξ(x) the projection of x on the plane Πξ . Since (Fk(uk, vk)) is bounded,

the Chebychev Inequality and the Fubini Theorem yield

Ln(Bξ,λ
k ) ≤ diam(Ω)

c

λ
. (4.30)

Here and henceforth c represents a �nite constant; in particular c(δ) will denote

its possible dependence on δ . For µ > 0 and t ∈ R , we introduce the truncation

function τµ(t) := −µ ∨ t ∧ µ and we set

wξ,λk,µ :=

{
τµ(uk · ξ) in Aξ,λk ,

0 in Bξ,λ
k .
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Let

φ(t) :=

ˆ t

0
ψ

1
q ds for t ∈ [0, 1]

and let c̃ be a constant which uniformly bounds φ(vk) . For δ > 0 we are able to

�nd λδ and µδ large enough to guarantee

c̃||uk · ξ − wξ,λδk,µδ
||L1(Rn) < δ (4.31)

uniformly with respect to k . Indeed, let µδ > 0 be such that s ≤ δ
4M s

2 for s ≥ µδ

and let λδ be such that µδLn(Bξ,λδ
k ) ≤ δ/2 , (this is possible by (4.30)). Therefore

we �nd

ˆ
Ω
|u · ξ − wξ,λδk,µδ

|dx =

ˆ
{|u·ξ|>µδ}

|u · ξ − wξ,λδk,µδ
|dx+

ˆ
B
ξ,λδ
k ∩{|u·ξ|≤µδ}

|u · ξ|dx

≤ 2

ˆ
{|u·ξ|>µδ}

|u|dx+ µδLn(Bξ,λδ
k )

≤ δ

2M

ˆ
Ω
|u|2dx+

δ

2
= δ.

For simplicity in what follows we write wk in place of wξ,λδk,µδ
.

In order to apply Proposition 1.10, we set

U := (φ(vk)uk), V ξ
δ := (φ(vk)wk),

and we show that for every k and for Hn−1 -a.e. y ∈ Ωξ we have

ˆ
R
|(φ(vk)wk)

ξ
y(t+ h)− (φ(vk)wk)

ξ
y(t)|dt ≤ ωδ(h) for h ∈ (0, 1), (4.32)

for a suitable modulus of continuity ωδ independent on k , y , and ξ . To this aim we

check that for every k and for Hn−1 -a.e. y ∈ Ωξ the function (φ(vk)wk)
ξ
y satis�es

all requirements of Lemma 1.11, uniformly with respect to k and y .

First note that for every k and for Hn−1 -a.e. y ∈ Ωξ the function (φ(vk)wk)
ξ
y

belongs to SBV 2(R)∩L∞(R) , that H0((Jwk)ξy) ≤ c , and that ||(φ(vk)wk)
ξ
y||L∞(R) ≤

c(δ) . Moreover the Young Inequality, the estimate φ(t) ≤ ct , and the Hölder In-

equality yield

ˆ
Ωξy

|∇((φ(vk)wk)
ξ
y)|dt ≤ c(δ)

ˆ
Ωξy

(ψ((vk)
ξ
y)

εk
+ εp−1

k |∇((vk)
ξ
y)|p
)
dt

+c(diam(Ω))
1
2

(ˆ
Ωξy

(vk)
ξ
y

∣∣∣∇(wk)
ξ
y

∣∣∣2 dt) 1
2 ≤ c(δ).
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We are now in a position to apply Lemma 1.11, so that (4.32) holds with ωδ(h) :=

c(δ)h . Through Proposition 1.10, inequalities (4.31) and (4.32) imply the existence

of a subsequence (φ(vj)uj) of (φ(vk)uk) and of a function ũ ∈ L1(Ω,Rn) such that

φ(vj)uj → ũ in L1(Ω,Rn) . The Fatou Lemma also gives ũ ∈ L2(Ω,Rn) . Eventually

the thesis follows for u := ũ/φ(1) .

We conclude proving Corollary 4.2.

Proof of Corollary 4.2. Let us �x k and check that the functional Gk achieves its

in�mum. If (uj , vj) is a minimizing sequence for Gk , the sequence (uj) belongs

to H1(Ω,Rn) , is bounded in L2(Ω,Rn) , and the sequence of symmetric gradients

e(uj) is bounded in L2(Ω,Mn×n
sym ) . By Korn's inequality this implies that (uj) is

bounded in H1(Ω,Rn) , so that there exist a subsequence of (uj) , not relabelled,

and a function u ∈ H1(Ω,Rn) such that uj ⇀ u weakly in H1(Ω,Rn) .

Being (vj) bounded in W 1,p(Ω) we also infer that there exists a further subse-

quence of (vj) , not relabelled, and a function v ∈ Vηk such that

vj ⇀ v weakly in W 1,p(Ω) and Ln-a.e. in Ω.

By the Io�e-Olech semicontinuity theorem (see, for instance, [19, Theorem 2.3.1.])

and the Fatou lemma we deduce that

ˆ
Ω

Q(v, e(u))dx ≤ lim inf
j→+∞

ˆ
Ω

Q(vj , e(uj))dx

ˆ
Ω
|u− g|2dx ≤ lim inf

j→+∞

ˆ
Ω
|uj − g|2dx (4.33)

hold, therefore (u, v) minimizes Gk .

Now a sequence (uk, vk) of minimizers of Gk is compact in L1(Ω,Rn)×L1(Ω)

by Proposition 4.5. Let (u, 1) be the limit point of a subsequence, not relabelled,

of (uk, vk) . By Theorem 4.1 and by a general result of Γ-convergence (see Section

1.8), we infer that (u, 1) is a minimizer for G and that the convergence of minimum

values holds.

To conclude the proof it remains to show that uk → u in L2(Ω,Rn) . To this aim

it is su�cient to prove that

ˆ
Ω
|uk − g|2dx→

ˆ
Ω
|u− g|2dx. (4.34)

By the convergence of the minimum values Gk(uk, vk) → G(u, v) , the following
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inequalities

Φ(u) ≤ lim inf
k→+∞

Fk(uk, vk) and

ˆ
Ω
|u− g|2dx ≤ lim inf

k→+∞

ˆ
Ω
|uk − g|2dx

(holding true by Theorem 4.3 and the lower semicontinuity of H ) are actually equal-

ities. This gives (4.34) and concludes the proof.

4.3 Application 2: approximation of cohesive fracture

energies

We conclude the chapter showing the second application of the density result

proved in Chapter 3, which generalizes Theorem 2.1 to the vector-valued case for the

regime given by 0 < α < +∞ and 0 < β < +∞ .

4.3.1 The main results

Let Ω ⊂ Rn be a bounded open set, let 1 < p < +∞ , and let εk > 0 be an

in�nitesimal sequence.

Consider the sequence of functionals Fk : L1(Ω,Rn)×L1(Ω) → [0,+∞] de�ned

by

Fk(u, v) :=


ˆ

Ω

(
Q(v, e(u)) +

ψ(v)

εk
+ γ εp−1

k |∇v|p
)
dx

if (u, v) ∈ H1(Ω,Rn)×Vεk ,
+∞ otherwise,

(4.35)

where 0 < γ < +∞ and

ψ ∈ C0([0, 1]) is strictly decreasing with ψ(1) = 0, (4.36)

Vεk :=
{
v ∈W 1,p(Ω) : εk ≤ v ≤ 1 Ln-a.e. in Ω

}
. (4.37)

Moreover, the function Q : (0, 1]×Mn×n
sym → R satis�es

(H1) Q is lower semicontinuous and for every A ∈ Mn×n
sym the function Q(·,A) is

continuous as s ↑ 1 ;

(H2) for every s ∈ (0, 1] , the function Q(s, ·) is a positive de�nite quadratic form;

(H3) for every s ∈ (0, 1] and A ∈Mn×n
sym , the following inequalities hold

c1s|A|2 ≤ Q(s,A) ≤ c2s|A|2, (4.38)
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for suitable positive constants c1 and c2 ;

(H4) the quadratic forms s−1Q(s, ·) converge uniformly on compact sets of Mn×n
sym

to some function Q0 as s ↓ 0+ .

Note that by items (H3) and (H4) above Q0 is a quadratic form satisfying

c1|A|2 ≤ Q0(A) ≤ c2|A|2 for every A ∈Mn×n
sym .

In particular, Q
1/2
0 is a norm on Mn×n

sym , and

c−1
3 sQ0(A) ≤ Q(s,A) ≤ c3 sQ0(A) for all (s,A) ∈ (0, 1]×Mn×n

sym , (4.39)

with c3 := c2 c
−1
1 ≥ 1 .

Remark 4.6. Let us stress that thanks to (H2) and (H3), assumption (H4) is rather

natural as it is satis�ed by families ε−1
k Q(εk, ·) , εk ↓ 0+ , up to the extraction of

subsequences.

For instance, given Q0 and Q1 two coercive quadratic forms on Mn×n
sym , the

family Q(s,A) := s(sQ1(A)+(1−s)Q0(A)) satis�es all the assumptions (H1)�(H4)

above.

The asymptotic behaviour of the family (Fk) is described in terms of the func-

tional Φ: L1(Ω,Rn)→ [0,+∞] given by

Φ(u) :=



ˆ
Ω

Q1(e(u))dx+ aHn−1(Ju) + b

ˆ
Ju

Q
1/2
0 ([u]� νu)dHn−1

if u ∈ SBD2(Ω),

+∞ otherwise,

(4.40)

where we have set Q1(A) := Q(1,A) for all A ∈Mn×n
sym , and

a := 2q1/q(γp)1/p

ˆ 1

0
ψ1/q(s) ds, b := 2ψ1/2(0), with

1

p
+

1

q
= 1. (4.41)

The Γ-limit of Fk is identi�ed in suitable subspaces of L1(Ω,Rn)×L1(Ω) (cp. with

Theorem 4.7 and Remark 4.10 below).

Theorem 4.7. Assume the conditions in (4.35)-(4.41) to be satis�ed, and let Ω

be a bounded open set with Lipschitz boundary. The Γ-limit of (Fk) in the strong

L1(Ω,Rn)×L1(Ω) topology is given on the subspace L∞(Ω,Rn)×L1(Ω) by

F (u, v) :=

Φ(u) if v = 1 Ln-a.e. in Ω,

+∞ otherwise.
(4.42)
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As usual, we shall prove the previous result by showing separately a lower bound

inequality and an upper bound inequality. To this aim we de�ne

F ′ := Γ- lim inf
k→+∞

Fk and F ′′ := Γ- lim sup
k→+∞

Fk. (4.43)

Then, Theorem 4.7 follows from the ensuing two statements, in which on one hand

we establish the lower bound inequality in full generality, and on the other hand we

prove the upper bound inequality on L∞ (and SBV ) due to a di�culty probably of

technical nature (see Remark 4.10).

Theorem 4.8. Assume (4.35)-(4.41). Let (u, v) ∈ L1(Ω,Rn)×L1(Ω) be such that

F ′(u, v) is �nite. Then, v = 1 Ln -a.e. in Ω and

Φ(u) ≤ F ′(u, 1). (4.44)

Theorem 4.9. Assume (4.35)-(4.41) and assume that Ω is a bounded open set with

Lipschitz boundary. Then, for every u ∈ L∞(Ω,Rn) we have

F ′′(u, 1) ≤ Φ(u). (4.45)

4.3.2 Proof of the main results

We start o� by establishing the lower bound estimate. We need to introduce

further notation: we consider the strictly increasing map φ : [0, 1]→ [0,+∞) de�ned

by

φ(t) :=

ˆ t

0
ψ1/q(s) ds for every t ∈ [0, 1]. (4.46)

Proof of Theorem 4.8. By the de�nition of Γ- lim inf it is enough to prove that if

(u, v) belongs to L1(Ω,Rn)×L1(Ω) and if (uk, vk) ∈ L1(Ω,Rn)×L1(Ω) is a sequence

such that

(uk, vk)→ (u, v) in L1(Ω,Rn)×L1(Ω), (4.47)

sup
k
Fk(uk, vk) ≤ L < +∞, (4.48)

then u ∈ SBD2(Ω) , v = 1 Ln -a.e. in Ω , and the ensuing estimates hold true with

λ ∈ (0, 1)

lim inf
k→+∞

ˆ
Ω\Ωλk

Q(vk, e(uk))dx ≥
ˆ

Ω
Q1(e(u))dx, (4.49)

lim inf
k→+∞

ˆ
Ω\Ωλk

(ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx ≥ 2q1/q(γ p)1/p(φ(1)− φ(λ))Hn−1(Ju),

(4.50)
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and with �xed δ > 0 there is λδ > 0 such that for all λ ∈ (0, λδ)

lim inf
k→+∞

ˆ
Ωλk

(
Q(vk, e(uk)) +

ψ(vk)

εk

)
dx ≥ 2ψ1/2(λ)

ˆ
Ju

Q
1/2
0 ([u]� νu)dHn−1 +O(δ),

(4.51)

where we have set Ωλ
k := {vk ≤ λ}. Given (4.49)-(4.51) for granted, we conclude

(4.44) by letting �rst λ ↓ 0 and then δ ↓ 0 .

In order to simplify the notation, we set

I1
k :=

ˆ
Ω\Ωλk

Q(vk, e(uk)) dx,

I2
k :=

ˆ
Ω\Ωλk

(
ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx,

I3
k :=

ˆ
Ωλk

(
Q(vk, e(uk)) +

ψ(vk)

εk

)
dx.

Clearly, if (uk, vk) satis�es (4.47) and (4.48), then vk → v = 1 in L1(Ω) . The fact

that u belongs to SBD2(Ω) and inequalities (4.49) and (4.50) can be obtained as

a by-product of a slicing argument, following the lines of Theorem 4.3. Here, we

pursue a global approach, arguing as in [30, Lemma 3.2.1] (see also [29]).

We �rst notice that (uk) is pre-compact in the weak∗ topology of BD(Ω) . To

verify this it is su�cient to prove that

sup
k

ˆ
Ω
|e(uk)|dx < +∞. (4.52)

Now, on one hand by (4.38) and the Jensen inequality we have

I1
k =

ˆ
Ω\Ωλk

Q(vk, e(uk))dx ≥ c1 λ

ˆ
Ω\Ωλk

|e(uk)|2dx ≥
c1 λ

Ln(Ω)

(ˆ
Ω\Ωλk

|e(uk)|dx
)2
,

(4.53)

and on the other hand by the Cauchy-Schwartz inequality we �nd

I3
k =

ˆ
Ωλk

(
Q(vk, e(uk)) +

ψ(vk)

εk

)
dx ≥ c1 εk

ˆ
Ωλk

|e(uk)|2dx+
ψ(λ)

εk
Ln(Ωλ

k)

≥ 2(c1 ψ(λ))1/2

ˆ
Ωλk

|e(uk)|dx. (4.54)

Estimates (4.53), (4.54) together with (4.48) eventually imply

ˆ
Ω
|e(uk)|dx ≤ c ((I1

k)1/2 + I3
k) ≤ c,
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for some positive constant c = c(Ω, λ, ψ, L, c1) . In conclusion, (4.52) follows.

From (4.52), as uk converges to u in L1(Ω,Rn) , we deduce that u ∈ BD(Ω)

and that actually uk ⇀ u weakly∗ -BD(Ω) .

Proof of estimate (4.49) and that u ∈ SBD2(Ω) . We construct a function ũk in

a way that it is null near the jump set Ju of u and coincides with uk elsewhere.

Recalling the very de�nition of φ in (4.46) we have that φ(vk) ∈ W 1,p(Ω) , and

moreover, Young inequality and the BV Coarea Formula yield

I2
k ≥ q1/q(γ p)1/p

ˆ
Ω\Ωλk

ψ1/q(vk)|∇vk|dx

= q1/q(γ p)1/p

ˆ
Ω\Ωλk

|∇(φ(vk))|dx = q1/q(γ p)1/p

ˆ φ(1)

φ(λ)
Per ({φ(vk) > t},Ω)dt.

(4.55)

Fix λ′ ∈ (λ, 1) , the Mean Value theorem ensures for every k ∈ N the existence of

tk ∈ (φ(λ), φ(λ′)) such that

ˆ φ(1)

φ(λ)
Per ({φ(vk) > t},Ω)dt ≥ (φ(λ′)− φ(λ))Per ({φ(vk) > tk},Ω). (4.56)

Set λk := φ−1(tk) , then note that Ω \Ωλk
k = {φ(vk) > tk} is a set of �nite perimeter

satisfying by the latter inequality and (4.48)

Per (Ω \ Ωλk
k ,Ω) ≤ c (4.57)

for some c = c(λ, λ′, φ, L) . Let now ũk := χ
Ω\Ωλkk

uk , then the Chain Rule Formula

in BV [7, Theorem 3.96] yields that ũk ∈ SBV (Ω,Rn) with

Dũk = χ
Ω\Ωλkk

∇ukLn Ω + uk ⊗ ν∂∗Ωλkk
Hn−1 ∂∗Ωλk

k .

In particular, Hn−1(Jũk \∂∗Ω
λk
k ) = 0 , then by (4.53), (4.55) and (4.57) the functions

ũk satisfy ˆ
Ω
|e(ũk)|2dx+Hn−1(Jũk) ≤ c (4.58)

for some c = c(λ, λ′, φ, L, c1) < +∞ , and in addition

‖ũk − u‖L1(Ω,Rn) ≤ ‖uk − u‖L1(Ω,Rn) +

ˆ
Ωλk

|u|dx. (4.59)

As vk → 1 in L1(Ω) we �nd Ln(Ωλ
k) ↓ 0 , thus (4.59) implies that ũk → u in

L1(Ω,Rn) . Since we have established that u ∈ BD(Ω) , it is easy to deduce from the
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SBD Compactness Theorem [14, Theorem 1.1] (see also [20, Lemma 5.1]) and from

inequality (4.58) that actually u ∈ SBD2(Ω) , with

e(ũk) ⇀ e(u) weakly in L2(Ω,Mn×n
sym ), (4.60)

and

Hn−1(Ju) ≤ lim inf
k→∞

Hn−1(Jũk). (4.61)

Eventually, by taking into account that

lim inf
k→+∞

ˆ
Ω\Ωλk

Q(vk, e(uk))dx = lim inf
k→+∞

ˆ
Ω

Q(vk, e(ũk))dx,

(4.49) follows from (4.60), from the convergence vk → 1 in L1(Ω) , and from [19,

Theorem 2.3.1].

Proof of estimate (4.50). Regrettably, inequality (4.50) is not a straightforward

consequence of the previous arguments. Indeed, (4.55), (4.56), (4.61) and Hn−1(Jũk \
∂∗Ωλk

k ) = 0 lead to an estimate di�ering from (4.50) by a multiplicative factor 2 on

the left-hand side. Therefore, we need a more accurate argument. To this aim, we

note that by (4.55) and the Fatou Lemma we have

lim inf
k→∞

I2
k ≥ q1/q(γ p)1/p

ˆ φ(1)

φ(λ)
lim inf
k→∞

Per ({φ(vk) > t},Ω) dt,

then in order to conclude (4.50) it su�ces to prove that

lim inf
k

Per ({φ(vk) > t},Ω) ≥ 2Hn−1(Ju) for all t ∈ (φ(λ), φ(1)). (4.62)

This follows via a slicing argument as established in [30, Lemma 3.2.1]. We report

in what follows the proof of estimate (4.62) for the sake of completeness.

Fixed t ∈ (φ(λ), φ(1)) for which the right-hand side of (4.62) is �nite, we de�ne

τ := φ−1(t) and U τk := Ω \ Ωτ
k . For every open subset A ⊂ Ω and vector ξ ∈ Sn−1 ,

we claim that

lim inf
k
Hn−1(JχUτ

k
∩A) ≥ 2

ˆ
πξ(A)

H0(J
uξy
∩A)dHn−1, (4.63)

for Hn−1 -a.e. y ∈ πξ(A) (recall the notations and the results in Theorem 1.1). Given

(4.63) for granted, the Coarea Formula for recti�able sets and the Fatou lemma yield

the following lower semicontinuity estimate

lim inf
k

Per ({φ(vk) > φ(τ)}, A) =
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= lim inf
k
Hn−1(JχUτ

k
∩A) ≥ 2

ˆ
πξ(A)

H0(J
uξy
∩A)dHn−1 = 2

ˆ
Jξu∩A

|νu · ξ|dHn−1.

(4.64)

Since Hn−1(Ju \ Jξu) = 0 for Hn−1 -a.e. ξ ∈ Sn−1 (see (1.7)), we infer from (4.64)

lim inf
k

Per ({φ(vk) > φ(τ)}, A) ≥ 2

ˆ
Ju∩A

|νu · ξ|dHn−1. (4.65)

In conclusion, inequality (4.62) follows from (4.65) by passing to the supremum on

a sequence (ξr) dense in Sn−1 and applying [7, Lemma 2.35], since the function

A→ lim inf
k

Per ({φ(vk) > φ(τ)}, A)

is superadditive on disjoint open subsets of Ω .

Let us �nally prove (4.63). Note that there exists a subsequence (ur, vr) of

(uk, vk) such that

lim inf
k
Hn−1(JχUτ

k
∩A) = lim

r
Hn−1(JχUτr ∩A), (4.66)(

(ur)
ξ
y, (vr)

ξ
y

)
→
(
uξy, 1

)
in L1(Ωξ

y)×L1(Ωξ
y), for Hn−1-a.e. y ∈ πξ(Ω), (4.67)

and with �xed η > 0 , for Hn−1 -a.e. y ∈ πξ(Ω) we �nd

lim inf
r

(
η

ˆ
Aξy

(
(vr)

ξ
y

∣∣∣∇((ur)
ξ
y)
∣∣∣2 +

ψ
(

(vr)
ξ
y

)
εr

+

γ εp−1
r

∣∣∣∇((vr)
ξ
y)
∣∣∣p) dt+H0(Jχ

(Uτr )
ξ
y

∩A)

)
< +∞, (4.68)

by (4.38), (4.48), our choice of τ , and the Fatou lemma.

Fix y ∈ πξ(Ω) be satisfying (4.67), (4.68), and assume also that H0
(
J
uξy
∩A

)
is strictly positive. Moreover, up to extracting a further subsequence (depending on

y and not relabeled for convenience), we may suppose that the lower limit in (4.68)

is actually a limit.

Let {t1, ..., tl} be an arbitrary subset of J
uξy
∩ A , and let (Ii)1≤i≤l be a family

of pairwise disjoint open intervals such that ti ∈ Ii , Ii ⊂⊂ Aξy . Then, for every

1 ≤ i ≤ l , we claim that

si := lim sup
r

inf
Ii

(vr)
ξ
y = 0.
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Indeed, if sh was strictly positive for some h ∈ {1, ..., l} , then

inf
Ih

(vj)
ξ
y ≥

sh
2

for a suitable subsequence (vj) of (vr) , and thus (4.68) would give

ˆ
Ih

∣∣∣∇((uj)
ξ
y)
∣∣∣2 dt ≤ c,

for some constant c . Hence, Rellich-Kondrakov's theorem and (4.67) would imply

the slice uξy to be in W 1,1(Ih,Rn) , which is a contradiction since by assumption

H0
(
J
uξy
∩ Ih

)
> 0 . So let tir ∈ Ii be such that

lim
r

(vr)
ξ
y(t

i
r) = 0,

and αi , βi ∈ Ii , with αi < tir < βi , be such that

lim
r

(vr)
ξ
y (αi) = lim

r
(vr)

ξ
y (βi) = 1.

Then, there follows

lim inf
r
H0(Jχ

(Uτr )
ξ
y

∩ Ii) ≥ 2.

Hence, the subadditivity of the inferior limit and the arbitrariness of l yield

lim inf
r
H0(Jχ

(Uτr )
ξ
y

∩A) ≥ 2H0(J
uξy
∩A).

Therefore, we obtain

lim inf
r

(
η

ˆ
Aξy

(
(vr)

ξ
y

∣∣∣∇((ur)
ξ
y)
∣∣∣2 +

ψ
(

(vr)
ξ
y

)
εr

+ γ εp−1
r

∣∣∣∇((vr)
ξ
y)
∣∣∣p) dt+

+H0(Jχ
(Uτr )

ξ
y

∩A)

)
≥ 2H0(J

uξy
∩A),

which integrated on πξ(A) gives

lim inf
k
Hn−1(JχUτ

k
∩A) ≥ 2

ˆ
πξ(A)

H0(J
uξy
∩A)dHn−1 − ηc

for some positive constant c = c(L) . As η ↓ 0 we �nd (4.63).

Proof of estimate (4.51). We employ the blow-up technique introduced by Fon-

seca and Müller in [32]. First, we observe that by the Cauchy-Schwartz inequality
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we have

I3
k ≥ εk

ˆ
Ωλk

Q(vk, e(uk))

vk
dx+

ψ(λ)

εk
Ln(Ωλ

k) ≥ 2ψ1/2(λ)

ˆ
Ωλk

(
Q(vk, e(uk))

vk

)1/2

dx,

(4.69)

thus in order to get (4.51) it su�ces to show that for all δ > 0 there is λδ > 0 such

that for λ ∈ (0, λδ) we have

lim inf
k

ˆ
Ωλk

(
Q(vk, e(uk))

vk

)1/2

dx ≥
ˆ
Ju

Q
1/2
0 ([u]� ν)dHn−1 +O(δ). (4.70)

Actually the uniform convergence on compact sets of Mn×n
sym assumed in (H4) above

implies that, with �xed δ > 0 , for some λδ > 0 and all λ ∈ (0, λδ) we have

ˆ
Ωλk

(
Q(vk, e(uk))

vk

)1/2

dx =

ˆ
Ωλk

Q
1/2
vk(x)

( e(uk)
|e(uk)|

)
|e(uk)|dx

≥
ˆ

Ωλk

(
Q

1/2
0

( e(uk)
|e(uk)|

)
− δ
)
|e(uk)|dx ≥

ˆ
Ωλk

Q
1/2
0 (e(uk))dx− δ |Euk|(Ω),

where we have set Qs(A) := s−1Q(s,A) . Thus, inequality (4.70) is reduced to prove

lim inf
k

ˆ
Ωλk

Q
1/2
0 (e(uk))dx ≥

ˆ
Ju

Q
1/2
0 ([u]� ν)dHn−1, (4.71)

being δ > 0 arbitrary and (|Euk|(Ω)) being bounded as shown in (4.52).

Let (ur) be a subsequence of (uk) such that

lim inf
k

ˆ
Ωλk

Q
1/2
0 (e(uk))dx = lim

r

ˆ
Ωλr

Q
1/2
0 (e(ur))dx.

In order to prove (4.71), for every Borel set A ⊆ Ω we introduce

µr(A) :=

ˆ
Ωλr∩A

Q
1/2
0 (e(ur))dx,

θr(A) :=

ˆ
A

Q
1/2
0 (e(ur))dx,

and

ζr(A) := Fr(ur, vr, A),

where Fr(·, ·, A) denotes the functional de�ned in (4.35) with the set of integration

Ω replaced by A .

It is evident that the former set functions are �nite Borel measures, with (µr) ,
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(θr) and (ζr) actually equi-bounded in mass thanks to inequalities (4.48) and (4.52).

Hence, up to subsequences not relabelled for convenience, we may suppose that

µr ⇀ µ, θr ⇀ θ, and ζr ⇀ ζ weakly∗ inM+
b (Ω), (4.72)

for some µ , θ and ζ ∈M+
b (Ω) , respectively.

Being

lim
r
µr(Ω) ≥ µ(Ω),

to infer (4.71) we need only to show that

dµ

dHn−1 Ju
≥ Q

1/2
0 ([u]� νu) Hn−1-a.e. in Ju, (4.73)

where dµ
dHn−1 Ju

is the Radon-Nikodým derivative of µ with respect to Hn−1 Ju .

We shall prove the latter inequality for the subset of points x0 in Ju for which

the Radon-Nikodým derivatives

dµ

dHn−1 Ju
(x0),

dθ

dHn−1 Ju
(x0),

dζ

dHn−1 Ju
(x0), (4.74)

exist �nite,

dQ
1/2
0 ( dEu

d|Eu|)|Eu|
dHn−1 Ju

(x0) = Q
1/2
0 ([u]� νu)(x0) (4.75)

and

lim
ρ→0

Hn−1(Ju ∩Qν(x0, ρ))

ρn−1
= 1, (4.76)

where ν := νu(x0) , Qν is any unitary cube centred in the origin with one face

orthogonal to ν , and Qν(x0, ρ) := x0 +ρQν . Formula (4.76) is a consequence of the

(Hn−1, n−1) recti�ability of Ju (see [7, Theorem 2.83]). Note that all the conditions

above de�ne a set of full measure in Ju .

By selecting one of such points x0 ∈ Ju , we get

dµ

dHn−1 Ju
(x0) = lim

ρ→0

µ(Qν(x0, ρ))

ρn−1
= lim

ρ∈I
ρ→0

lim
r→+∞

µr(Qν(x0, ρ))

ρn−1

= lim
ρ∈I
ρ→0

lim
r→+∞

1

ρn−1

(
θr(Qν(x0, ρ))− θr(Qν(x0, ρ) \ Ωλ

r )
)
, (4.77)

where

I :=
{
ρ ∈ (0,

2√
n

dist(x0, ∂Ω)) : µ(∂Qν(x0, ρ)) = θ(∂Qν(x0, ρ)) =
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= ζ(∂Qν(x0, ρ)) = 0
}
.

Note that I is a subset of radii of full measure in (0, 2√
n

dist(x0, ∂Ω)) , and that the

second equality in (4.77) easily follows from the convergence µr ⇀ µ weakly∗ in

M+
b (Ω) .

Further, we claim that

lim
ρ∈I
ρ→0

lim
r→+∞

θr(Qν(x0, ρ) \ Ωλ
r )

ρn−1
= 0. (4.78)

Indeed, the Hölder inequality, the very de�nition of Fk in (4.35), and (4.39) imply

θr(Qν(x0, ρ) \ Ωλ
r )

ρn−1
=

1

ρn−1

ˆ
Qν(x0,ρ)\Ωλr

Q
1/2
0 (e(ur))dx

≤ c
1/2
3

ρn−1

ˆ
Qν(x0,ρ)\Ωλk

Q
1/2
vr(x)(e(ur))dx

≤
(
c3
Ln(Qν(x0, ρ) \ Ωλ

r )

ρn−1

)1/2( 1

ρn−1

ˆ
Qν(x0,ρ)\Ωλr

Qvr(x)(e(ur))dx
)1/2

≤ (c3ρ)1/2λ−1/2
(Fr(ur, vr, Qν(x0, ρ))

ρn−1

)1/2
= (c3ρ)1/2λ−1/2

(ζr(Qν(x0, ρ))

ρn−1

)1/2
.

Finally, equality (4.78) is a consequence of the latter estimate and condition (4.74).

By taking (4.78) into account, (4.77) rewrites as

dµ

dHn−1 Ju
(x0) =

dθ

dHn−1 Ju
(x0). (4.79)

The convergence of the symmetrized distributional derivatives, i.e.

Eur ⇀ Eu weakly∗ inMb(Ω,Mn×n
sym )

is a result of (4.47) and (4.52), in turn implying that

θ(Qν(x0, ρ)) ≥
ˆ
Qν(x0,ρ)

Q
1/2
0

( dEu
d|Eu|

)
d|Eu| (4.80)

by the convexity of Q
1/2
0 and the stated convergence. Thus, by (4.75) and (4.80) we

get

dθ

dHn−1 Ju
(x0) ≥ lim inf

ρ→0

1

ρn−1

ˆ
Qν(x0,ρ)

Q
1/2
0

( dEu
d|Eu|

)
d|Eu| = Q

1/2
0 ([u]� νu)(x0).

(4.81)

Eventually, (4.79) and (4.81) conclude the proof of (4.73), and then of (4.71).
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The proof of the Γ- lim sup inequality in Theorem 4.9 takes advantage of the

Density Theorems 3.1 for GSBD(Ω) and for SBV (Ω,Rn) [23, Theorem 3.1] (see

Theorem 1.13).

Remark 4.10. The Γ- lim sup inequality in Theorem 4.9 is stated only for �elds in

the subspace L∞(Ω,Rn)×L1(Ω) of L1(Ω,Rn)×L1(Ω) since Theorem 3.1 does not

guarantee the convergence

ˆ
Juk∪Ju

|[uk]− [u]| dHn−1 → 0 (4.82)

for every u in SBD2(Ω) ∩ L2(Ω,Rn) . If (4.82) was true, then Theorem 3.1 com-

bined with Theorem 1.13 would allow us to prove the Γ- lim sup inequality for those

�elds u that are piecewise smooth. In such a case, the construction of recovery

sequences follows quite classical lines, and by density the Γ- lim sup inequality in

L2(Ω,Rn)×L1(Ω) would be completely proved.

Nevertheless, this argument applies to �elds in L∞(Ω,Rn) since the approxi-

mating sequence (uk) in Theorem 3.1 is constructed in a way that ‖uk‖L∞(Ω,Rn) ≤
‖u‖L∞(Ω,Rn) .

The same conclusion of Theorem 4.9 can be drawn for all �elds in SBV 2(Ω,Rn) .

Indeed, the functional in (4.40) is continuous on sequences of truncations, therefore

the conclusion follows by Theorem 1.13 and a diagonal argument. In this respect,

take also into account the equality GSBV 2(Ω,Rn) ∩BD(Ω) = SBV 2(Ω,Rn) .

Finally let us prove the upper bound estimate.

Proof of Theorem 4.9. Let u ∈ SBD2(Ω) ∩ L∞(Ω,Rn) , then by the lower semicon-

tinuity of F ′′ and Theorem 3.1 it is not restrictive to assume that u belongs to

SBV 2∩L∞(Ω,Rn) . By a local re�ection argument we can also assume that Ω ⊂ Rn

is a open cube and again by the lower semicontinuity of F ′′ , by Theorem 1.13, and

by Remark 1.14 we can reduce ourselves to prove (4.45) for a piecewise smooth

SBV -function u with Ju ⊂ Ω . Finally, up to a truncation argument, condition

u ∈ L∞(Ω,Rn) is preserved.

For the construction of the recovery sequence we shall follow the lines of Theorem

2.3. For convenience of the reader we recall the main steps.

Since Ju is a �nite union of closed pairwise disjoint (n − 1)-simplexes well-

contained in Ω , we reduce to study the case when S := Ju is a (n − 1)-simplex.

In order to simplify the computation we also assume S ⊂ {xn = 0} , we denote

the generic point x ∈ Rn by x = (x, xn) ∈ Rn−1 × R , and we orient Ju so that

νu = (0, 1) .
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Let

Ω± :=
{
x ∈ Ω : ±xn > 0

}
and let L be the maximum between the Lipschitz constants of u in Ω+ and Ω− .

Let also

σk(x) :=
εk

2ψ(0)1/2
Q

1/2
0 ([u(x, 0)]� en), (4.83)

for every (x, xn) ∈ Ω . Being u+ and u− Lipschitz functions, we deduce that σk is

in turn a Lipschitz function and that

|∇σk(x)| ≤ c εk, (4.84)

for Ln -a.e. (x, xn) ∈ Ω and for a suitable constant c = c(ψ,L,Q0) > 0 . Moreover,

σk = 0 on ∂S , where ∂S is the boundary of S in the relative topology of Rn−1×{0} .

We set for ρ ∈ (0, 1)

f(ρ) := ψ(1− ρ), g(ρ) :=
( ˆ 1−ρ

0
ψ−1/p(s) ds

)−1
, and h(ρ) := (f · g)1/2(ρ),

and we introduce the in�nitesimal sequence ρk := h−1(εk) having the property that

f(ρk)

εk
=

εk
g(ρk)

→ 0 as k ↑ ∞. (4.85)

Denote by wk the only solution of the following Cauchy problem in the interval

[0, Tk) , w
′
k =

( q
γp

)1/p
ε−1
k ψ1/p(wk)

wk(0) = εk,

(4.86)

where Tk ∈ (0,+∞] is given by

Tk :=
(γp
q

)1/p
εk

ˆ 1

εk

ψ−1/p(s) ds.

Furthermore, de�ne µk ∈ (0, Tk)

µk :=
(γp
q

)1/p
εk

ˆ 1−ρk

εk

ψ−1/p(s) ds, (4.87)

thus µk is in�nitesimal by (4.85).

We are now in a position to introduce the sets

Ak :=
{
x ∈ Rn : (x, 0) ∈ S, |xn| < σk(x)

}
,
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Bk :=
{
x ∈ Rn : (x, 0) ∈ S, 0 ≤ |xn| − σk(x) ≤ µk

}
,

Ck :=
{
x ∈ Rn : (x, 0) /∈ S, d(x, ∂S) ≤ µk

}
,

where d(x, ∂S) is the distance of the point x from the set ∂S .

Consider the sequence (uk, vk) de�ned by

uk(x, xn) :=


xn + σk(x)

2σk(x)
(u(x, σk(x))− u(x,−σk(x))) + u(x,−σk(x))

if x ∈ Ak,

u(x) if x ∈ Ω \Ak,

and

vk(x) :=



εk if x ∈ Ak,

wk(|xn| − σk(x)) if x ∈ Bk,

wk(d(x, ∂S)− σk(x)) if x ∈ Ck,

1− ρk otherwise.

Then, (uk, vk)→ (u, 1) in L1(Ω,Rn)×L1(Ω) , moreover we shall show that it provides

a recovery sequence following the arguments used in (2.87)�(2.94). First note that,

for every component uik of uk for Ln -a.e. (x, xn) ∈ Ak we have that

|Dju
i
k(x, xn)| ≤

∣∣∣∣ xn
σk(x)

Djσk(x)
ui(x, σk(x))− ui(x,−σk(x))

2σk(x)

∣∣∣∣
+

∣∣∣∣Dju
i(x,−σk(x))−Dnu

i(x,−σk(x))Djσk(x)

∣∣∣∣
+

∣∣∣∣Dju
i(x, σk(x)) +Dnu

i(x, σk(x))Djσk(x)

−Dju
i(x,−σk(x)) +Dnu

i(x,−σk(x))Djσk(x)

∣∣∣∣
≤ |Djσk(x)|

( |[ui(x, 0)]|
2σk(x)

+ 4L
)

+ 3L ≤ c, (4.88)

where j = 1, . . . , n− 1 , and

|Dnu
i
k(x, xn)| =

∣∣∣∣ui(x, σk(x))− ui(x,−σk(x))

2σk(x)

∣∣∣∣
=

∣∣∣∣ui(x, σk(x))− ui+(x, 0)

2σk(x)
+
ui

+
(x, 0)− ui−(x, 0)

2σk(x)
+
ui
−

(x, 0)− ui(x,−σk(x))

2σk(x)

∣∣∣∣
≤ L+

|[ui(x, 0)]|
2σk(x)

≤ c

εk
; (4.89)
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in the previous estimates c = c(L) and we have used (4.84). In particular, we deduce

that uk is a Lipschitz function.

For what the computation of the energy Fk(uk, vk) is concerned we shall mainly

focus on the term ˆ
Ak

Q(vk, e(uk))dx.

The others are estimated in an elementary way following Theorem 2.3. More pre-

cisely, we have

lim sup
k

ˆ
Ω\Ak

Q(vk, e(uk))dx = lim sup
k

ˆ
Ω\Ak

Q(vk, e(u))dx

≤
ˆ

Ω
Q1(e(u))dx (4.90)

by dominated convergence thanks to assumptions (H1) and (H3); then as a result of

a straightforward calculation we infer

lim sup
k

ˆ
Ak

ψ(vk)

εk
dx ≤

≤ lim
k

ψ(εk)

ψ(0)1/2

ˆ
Ju

Q
1/2
0 ([u]� en) dHn−1 =

b

2

ˆ
Ju

Q
1/2
0 ([u]� en) dHn−1; (4.91)

furthermore from the very de�nition of wk and (4.87) we �nd

ˆ
Bk

(ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx ≤

≤ (1 +O(εk))(γp)
1/pq1/q

(ˆ 1−ρk

εk

ψ1/q(s) ds
)
Hn−1(Ju); (4.92)

�nally by the Coarea formula and again by the de�nition of wk it follows that

ˆ
Ck

(ψ(vk)

εk
+ γ εp−1

k |∇vk|p
)
dx ≤ c µk

ˆ 1−ρk

εk

ψ1/q(s) ds ≤ c µk, (4.93)

where c < +∞ . Therefore, by collecting (4.90)-(4.93), to conclude we need only to

verify that

lim
k

ˆ
Ak

Q(vk, e(uk))dx =
b

2

ˆ
Ju

Q
1/2
0 ([u]� en)dHn−1.

To this aim, observe �rst that assumption (H3), the very de�nition of uk , vk and

estimates (4.88), (4.89) imply, as k ↑ +∞ ,

ˆ
Ak

Q(vk, e(uk))dx =

ˆ
Ak

Q
(
εk,

1

2
Λ(Dnu

1
k, . . . , Dnu

n−1
k , 2Dnu

n
k)
)
dx+ o(1),
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where Λ: Rn →Mn×n
sym is de�ned by

(Λ(x1, . . . , xn))i j := 0 if i, j < n, (Λ(x1, . . . , xn))i n := xi if i ≤ n. (4.94)

In addition, the de�nition of σk in (4.83) and an easy computation yields

ˆ
Ak

Q
(
εk,

1

2
Λ(Dnu

1
k, . . . , Dnu

n−1
k , 2Dnu

n
k)
)
dx =

=
b

2

ˆ
Ju

Qεk(ζk(x)) ·Q−1/2
0 ([u](x, 0)� en)dHn−1,

where

ζk(x) :=
1

2
Λ
(
u1(x, σk(x))− u1(x,−σk(x)), . . . , un−1(x, σk(x))− un−1(x,−σk(x)),

2(un(x, σk(x))− un(x,−σk(x)))
)
.

Eventually, the conclusion follows by (4.94), by (H4), and by the dominated conver-

gence theorem as (ζk) converges uniformly to [u](·, 0)� en on S as k ↑ ∞ .
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