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#### Abstract

Local volume-constrained minimizers in anisotropic capillarity problems develop free boundaries on the walls of their containers. We prove the regularity of the free boundary outside a closed negligible set, showing in particular the validity of Young's law at almost every point of the free boundary. Our regularity results are not specific to capillarity problems, and actually apply to sets of finite perimeter (and thus to codimension one integer rectifiable currents) arising as minimizers in other variational problems with free boundaries.


## 1. INTRODUCTION

1.1. Young's law in anisotropic capillarity problems. According to the historical introduction to Finn's beautiful monograph [Fin86], Young [You05] introduced in 1805 the notion of mean curvature of a surface in the study of capillarity phenomena. Mean curvature was reintroduced the following year by Laplace, together with its analytic expression and its linearization (the Laplacian), the latter being recognized as inadequate to describe real liquids in equilibrium. In the same essay [You05], Young also formulates the equilibrium condition for the contact angle of a capillarity surface commonly known as Young's law. These ideas were later reformulated by Gauss [Gau30] through the principle of virtual work and the introduction of a suitable free energy. Gauss' free energy consists of four terms: a free surface energy, proportional to the area of the surface separating the fluid and the surrounding media (another fluid or gas) in the given solid container, a wetting energy, accounting for the adhesion between the fluid and the walls of the container, the gravitational energy; and, finally, a Lagrange multiplier taking into account the volume constraint on the region occupied by the liquid. Since then, a huge amount of interdisciplinary literature has been devoted to the study of qualitative and quantitative properties of local minimizers and stationary surfaces of Gauss' free energy.

A modern formulation of Gauss' model, including the case of possibly anisotropic surface tension densities, as well as that of general potential energy terms, and extending the setting of the problem to (the geometrically relevant case of) arbitrary ambient space dimension, is obtained as follows. Given $n \geq 2$, an open set $\Omega$ with Lipschitz boundary in $\mathbb{R}^{n}$ (the container), and a set $E \subset \Omega$ (the region of occupied by the liquid droplet) with $\partial E \cap \Omega$ a smooth hypersurface, one considers the free energy

$$
\begin{equation*}
\mathcal{F}(E)=\int_{\partial E \cap \Omega} \Phi\left(x, \nu_{E}\right) d \mathcal{H}^{n-1}+\int_{\partial E \cap \partial \Omega} \sigma(x) d \mathcal{H}^{n-1}+\int_{E} g(x) d x \tag{1.1}
\end{equation*}
$$

where $\mathcal{H}^{k}$ is the $k$-dimensional Hausdorff measure on $\mathbb{R}^{n}, \nu_{\Omega}$ and $\nu_{E}$ denote the outer unit normals to $\Omega$ and $E$ respectively. Here $\Phi: \Omega \times \mathbb{R}^{n} \rightarrow[0, \infty)$ is convex and positively onehomogeneous in the second variable and represents the (possibly anisotropic) surface tension density, $\sigma: \partial \Omega \rightarrow \mathbb{R}$ is the relative adhesion coefficient between the liquid and the boundary walls of the container and it satisfies

$$
\begin{equation*}
-\Phi\left(x,-\nu_{\Omega}(x)\right) \leq \sigma(x) \leq \Phi\left(x, \nu_{\Omega}(x)\right), \quad \forall x \in \partial \Omega \tag{1.2}
\end{equation*}
$$



Figure 1.1. In this picture the region $E$ occupied by the liquid lies at the bottom of the container $\Omega$. The adhesion coefficient $\sigma$ is integrated on the wetted surface $\partial E \cap \partial \Omega$, which consists of the bottom of the cylinder plus the lateral cylindrical surface below the free boundary $M \cap \partial \Omega$ of the surface $M=\operatorname{cl}(\Omega \cap \partial E)$. In particular, one expects $\partial_{\partial \Omega}(\partial E \cap \partial \Omega)$ (the topological boundary of the wetted surface relative to the boundary of the container) to coincide with $M \cap \partial \Omega$. The angle between $\nu_{\Omega}(x)$ and $\nu_{E}(x)$ at $x \in M \cap \partial \Omega$ is prescribed by $\Phi$ and $\sigma$ through Young's law (1.5).
and $g: \Omega \rightarrow \mathbb{R}$ is a potential energy per unit mass. The classical capillarity problem is then obtained by taking $n=3, \Phi=|\nu|$, and $g(x)=g_{0} \rho x_{3}$, where $\rho$ is the constant density of the fluid and $g_{0}$ is the gravity of Earth.

If we are interested in global volume-constrained minimizers of $\mathcal{E}$, then we are led to consider the variational problem

$$
\begin{equation*}
\inf \{\mathcal{F}(E):|E|=m\}, \quad m>0 \text { fixed } \tag{1.3}
\end{equation*}
$$

where $|E|$ stands for the Lebesgue measure of $E$. Note that if we set $\sigma=0$ and $g=0$ in (1.1), then problem (1.3) reduces to the relative isoperimetric problem in $\Omega$ with respect to the $\Phi$-perimeter, also known as the relative Wulff problem in $\Omega$. Alternatively, one may consider local volume-constrained minimizers $E$ of $\mathcal{F}$, or even stationary sets $E$ for $\mathcal{F}$ with respect to volume-preserving flows. In all these cases, provided the objects involved are smooth enough, the equilibrium conditions (1.4) and (1.5) below are satisfied. Precisely, if $\partial \Omega$ and $\Phi$ are of class $C^{2}$, if $g$ and $\sigma$ are continuous, and if (denoting by cl topological closure in $\mathbb{R}^{n}$ and by $\partial_{\partial \Omega}$ topological boundary in the relative topology of $\partial \Omega$ ) the "capillarity surface"

$$
M=\operatorname{cl}(\partial E \cap \Omega),
$$

is a class $C^{2}$ hypersurface with boundary $M \cap \partial \Omega=\partial_{\partial \Omega}(\partial E \cap \partial \Omega)$, then one has

$$
\begin{array}{ll}
\operatorname{div}_{M}\left[\nabla \Phi\left(x, \nu_{E}\right)\right]+\nabla_{x} \Phi\left(x, \nu_{E}\right) \cdot \nu_{E}(x)=-g(x)+\text { constant }, & \forall x \in M \cap \Omega \\
\nabla \Phi\left(x, \nu_{E}(x)\right) \cdot \nu_{\Omega}(x)=\sigma(x), & \forall x \in M \cap \partial \Omega ; \tag{1.5}
\end{array}
$$

see Figure 1.1. Here, $\nabla_{x} \Phi$ and $\nabla \Phi$ denote the gradients of $\Phi(x, \nu)$ in the $x$ and $\nu$ variables respectively, while $\operatorname{div}_{M}$ denote the tangential divergence with respect to $M$. In the isotropic case $\Phi(x, \nu)=|\nu|$, we thus find

$$
\begin{array}{ll}
H_{M}(x)=-g(x)+\text { constant }, & \forall x \in M \cap \Omega, \\
\nu_{E}(x) \cdot \nu_{\Omega}(x)=\sigma(x), & \forall x \in M \cap \partial \Omega, \tag{1.6}
\end{array}
$$

where $H_{M}$ is the scalar mean curvature of $M$ with respect to the orientation induced by $\nu_{E}$. In particular, the equilibrium condition (1.6) is Young's law. We also note that (1.5) implies that (1.2) is a necessary condition in order to have $M \cap \partial \Omega \neq \emptyset$. Indeed, since $\Phi(x, \nu)=\nabla \Phi(x, \nu) \cdot \nu$ for every $x, \nu$, the convexity of $\Phi$ implies $\left(\nabla \Phi(x, \nu)-\nabla \Phi\left(x, \nu_{0}\right)\right) \cdot \nu \geq 0$ for every $x, \nu, \nu_{0}$. By taking $\nu=\nu_{\Omega}(x)$ and $\nu_{0}=\nu_{E}(x)$ one deduces the upper bound in (1.2) from (1.5); the lower bound is deduced by taking $\nu=-\nu_{\Omega}(x)$.
1.2. Boundary regularity and validity of Young's law. Mathematically speaking, the most elementary setting in which one can prove the existence of such capillarity surfaces is given by the theory of sets of finite perimeter developed by Caccioppoli and De Giorgi. In this framework, one can easily prove the existence of minimizers in (1.3) under natural assumptions on $\Omega, g$ and $\sigma$. (In particular, it is easy to see that the constraint (1.2) on the adhesion coefficient is, in general, a necessary condition to ensure the existence of minimizers; see [Mag12, Section 19.1] for various examples and remarks.)

When writing $\mathcal{F}(E)$ for $E$ a set of finite perimeter one has to replace the topological boundary $\partial E$ of $E$ (that in the case of a generic set of finite perimeter could have positive volume!) with its reduced boundary $\partial^{*} E$. (See section 2.3 for the definition.) It is important to take into account that $\partial^{*} E$ is, in general, just a generalized hypersurface in the sense of Geometric Measure Theory, that is, $\partial^{*} E$ is just a countable union of compact subsets of $C^{1}$-hypersurfaces. Hence, existence theory only proves the existence of a "capillarity surfaces" $M$ of the form

$$
M=\operatorname{cl}\left(\partial^{*} E \cap \Omega\right)
$$

In other words, existence theory forces one to consider extremely rough hypersurfaces. Addressing the regularity issue is thus a fundamental task in order to understand the physical significance of the model itself and the validity of the equilibrium conditions (1.4) and (1.5), and, indeed, the problem has been considered by several authors. We now review the known results on this problem, that are mainly concerned with the case when $E$ is a local volume-constrained minimizer of $\mathcal{F}$.

Interior regularity, that is, the regularity of $M \cap \Omega$, can be addressed in the framework developed by De Giorgi [DG60], Reifenberg [Rei60, Rei64a, Rei64b], and Almgren [Alm68]. Precisely, if we assume that $\Phi$ is a smooth, uniformly elliptic integrand (see Definition 1.1 below), and that $g$ is a smooth function, then, by combining results from [Alm76, SSA77, Bom82], one can see that

$$
M \cap \Omega=M_{\mathrm{reg}}^{\mathrm{int}} \cup M_{\mathrm{sing}}^{\mathrm{int}}
$$

where $M_{\mathrm{reg}}^{\mathrm{int}}$ is a smooth hypersurface, relatively open into $M \cap \Omega$, and where the singular set $M_{\text {sing }}^{\text {int }}$ is relatively closed, with $\mathcal{H}^{n-3}\left(M_{\text {sing }}^{\text {int }}\right)=0$. Moreover, in the isotropic case $\Phi=|\nu|, M_{\text {sing }}^{\text {int }}$ is discrete if $n=8$ and satisfies $\operatorname{dim}\left(M_{\text {sing }}^{\text {int }}\right) \leq n-8$ if $n \geq 9$, where dim stands for Hausdorff dimension. In particular, interior regularity ensures that the Euler-Lagrange equation (1.4) holds true in classical sense at every $x \in M_{\text {reg }}^{\mathrm{int}}$. The picture for what concerns the regularity of the free-boundary $M \cap \partial \Omega$, and thus validity of Young's law (1.5), is however much more incomplete.

When $\Omega$ is the half-space $\left\{x_{n}>0\right\}, \Phi=|\nu|, \sigma$ is constant and $g=g\left(x_{n}\right)$ (this is the socalled sessile liquid drop problem when $g$ is the gravity potential), then one can deduce the regularity of the free boundary by combining the interior regularity theory with the symmetry properties of minimizers, see [Gon77]. Although this kind of analysis was recently carried out in the anisotropic setting under suitable symmetry assumptions on $\Phi=\Phi(\nu)$, see [Bae14], it is clear that the approach itself is intrinsically limited to the case when $\Omega$ is a half-space, $\sigma$ is a constant, and $g$ is a function of the vertical variable $x_{n}$ only.

Again in the case of the sessile liquid drops, Caffarelli and Friedman in [CF85] (see also [CM07]) study the regularity of the free boundary regularity when $2 \leq n \leq 7$ and $\sigma$ is possibly non-constant and takes values in $(-1,0)$. The non-positivity of $\sigma$, in combination with global minimality, implies that $E$ is the subgraph of a function $u: \mathbb{R}^{n-1} \rightarrow[0, \infty)$. Since $\sigma \neq 0$, they can show that $u$ is globally Lipschitz, and thus exploit the regularity theory for free boundaries of uniformly elliptic problems developed in [AC81, ACF84]. Note that it is (the a-posteriori validity of) Young's law $-\nu_{E}(x) \cdot e_{n}=\sigma(x)$ to show that the assumption $\sigma \neq 0$ is essential to this method: indeed, at a boundary point where $\sigma=0$ one cannot expect $u$ to be Lipschitz regular. We also point out that the proof in [CF85] highly relies on the analyticity of the
minimizers in the interior, that is actually the reason for the restriction $2 \leq n \leq 7$ on the ambient space dimension, and a further obstruction to the extension to anisotropic problems.

In the case of generic containers $\Omega$ we are only aware of a sharp result by Taylor [Tay77] in dimension $n=3$. Taylor fully addresses three-dimensional isotropic case $\Phi=|\nu|$ as a byproduct of the methods she developed in the study of Plateau's laws [Tay76]. Her result is fully satisfactory for what concerns local minimizers of Gauss' energy in physical space, but it does not extend to anisotropic surface energies (as it is based on monotonicity formulas and epiperimetric inequalities). Moreover, even in the isotropic case, her arguments seem to be somehow limited to the case $n=3$ (although, of course, this is not really a limitation in the study of the capillarity problem).

The case $\Phi=|\nu|$ and $\sigma \equiv 0$ in arbitrary dimension is covered by the works of Grüter and Jost [GJ86] and of Grüter [Grü87a, Grü87b, Grü87c]. These results apply for instance to the regularity of free boundaries of minimizers of relative isoperimetric problems and of mass minimizing current in relative homology classes. Part of the theory also extends to case of stationary varifolds of arbitrary codimension, [GJ86]. The key idea here is to take advantage of the condition $\sigma \equiv 0$, together with the isotropy of the area functional, in order to apply the interior regularity theory after a local "reflection" of the minimizer across $\partial \Omega$.
1.3. Main results. Our main result, Theorem 1.10, is a general regularity theorem for free boundaries of local minimizers of anisotropic surface energies. One can deduce from Theorem 1.10 a regularity result for anisotropic capillarity surfaces, that works without artificial restrictions on the dimension or the geometry of the container, and that - in the anisotropic case appears to be new even in dimension $n=3$, see Theorem 1.2 below. Let us premise the following two definitions to the statements of these results:

Definition 1.1. [Elliptic integrands] Given an open set $\Omega \subset \mathbb{R}^{n}$, one says that $\Phi$ is an elliptic integrand on $\Omega$ if $\Phi: \operatorname{cl}(\Omega) \times \mathbb{R}^{n} \rightarrow[0, \infty]$ is lower semicontinuous, with $\Phi(x, \cdot)$ convex and positively one-homogeneous, i.e $\Phi(x, t \nu)=t \Phi(x, \nu)$ for every $t \geq 0$. If $\Phi$ is an elliptic integrand on $\Omega$ and $E$ is a set of locally finite perimeter in $\Omega$, then we set

$$
\Phi(E ; G)=\int_{G \cap \partial^{*} E} \Phi\left(x, \nu_{E}(x)\right) d \mathcal{H}^{n-1}(x) \in[0, \infty]
$$

for every Borel set $G \subset \Omega$. Given $\lambda \geq 1$ and $\ell \geq 0$, one says that $\Phi$ is a regular elliptic integrand on $\Omega$ with ellipticity constant $\lambda$ and Lipschitz constant $\ell$, and write

$$
\Phi \in \mathcal{E}(\Omega, \lambda, \ell)
$$

if $\Phi$ is an elliptic integrand on $\Omega$, with $\Phi(x, \cdot) \in C^{2,1}\left(\mathbf{S}^{n-1}\right)$ for every $x \in \operatorname{cl}(\Omega)$, and if the following properties hold true for every $x, y \in \operatorname{cl}(\Omega), \nu, \nu^{\prime} \in \mathbf{S}^{n-1}$, and $e \in \mathbb{R}^{n}$ :

$$
\begin{gather*}
\frac{1}{\lambda} \leq \Phi(x, \nu) \leq \lambda  \tag{1.7}\\
|\Phi(x, \nu)-\Phi(y, \nu)|+|\nabla \Phi(x, \nu)-\nabla \Phi(y, \nu)| \leq \ell|x-y|  \tag{1.8}\\
|\nabla \Phi(x, \nu)|+\left\|\nabla^{2} \Phi(x, \nu)\right\|+\frac{\left\|\nabla^{2} \Phi(x, \nu)-\nabla^{2} \Phi\left(x, \nu^{\prime}\right)\right\|}{\left|\nu-\nu^{\prime}\right|} \leq \lambda  \tag{1.9}\\
\nabla^{2} \Phi(x, \nu) e \cdot e \geq \frac{|e-(e \cdot \nu) \nu|^{2}}{\lambda}, \tag{1.10}
\end{gather*}
$$

where $\nabla \Phi$ and $\nabla^{2} \Phi$ stand for the gradient and Hessian of $\Phi$ with respect to the $\nu$-variable. Finally, any $\Phi \in \mathcal{E}_{*}(\lambda)=\mathcal{E}\left(\mathbb{R}^{n}, \lambda, 0\right)$ is said a regular autonomous elliptic integrand.

We now state our main regularity result concerning capillarity problems.


Figure 1.2. When the strict upper bound in (1.11) is an equality the conclusions of Theorem 1.10 can possibly fail.

Theorem 1.2. If $\Omega$ is an open bounded set with $C^{1,1}$ boundary in $\mathbb{R}^{n}$, $\Phi$ is a regular elliptic integrand on $\Omega, g \in L^{\infty}(\Omega)$, and $\sigma \in \operatorname{Lip}(\partial \Omega)$ satisfies

$$
\begin{equation*}
-\Phi\left(x,-\nu_{\Omega}(x)\right)<\sigma(x)<\Phi\left(x, \nu_{\Omega}(x)\right), \quad \forall x \in \partial \Omega \tag{1.11}
\end{equation*}
$$

then there exists a minimizer $E$ in (1.3) such that $E$ is an open set (possibly after a modification by a set of zero volume) and its trace $\partial E \cap \partial \Omega$ is a set of finite perimeter in $\partial \Omega$. Moreover if $M=\operatorname{cl}(\partial E \cap \Omega)$ then

$$
\partial_{\partial \Omega}(\partial E \cap \partial \Omega)=M \cap \partial \Omega
$$

and there exists a closed set $\Sigma \subset M$, with $\mathcal{H}^{n-2}(\Sigma)=0$ such that $M \backslash \Sigma$ is a $C^{1,1 / 2}$ hypersurface with boundary. In particular, Young's law (1.5) holds true at every $x \in(M \cap \partial \Omega) \backslash \Sigma$.

Remark 1.3. As proved in [SSA77] one has a better estimate on the singular set in the interior of $\Omega$, namely $\mathcal{H}^{n-3}(\Sigma \cap \Omega)=0$.

Corollary 1.4 (Isotropic case). Under the assumptions of Theorem 1.2, let $\Phi(x, \nu)=|\nu|$ for every $x \in \Omega$ and $\nu \in \mathbb{R}^{n}$. Then $\Sigma \cap \partial \Omega=\emptyset$ if $n=3, \Sigma \cap \partial \Omega$ is a discrete set if $n=4$, and $\mathcal{H}^{s}(\Sigma \cap \partial \Omega)=0$ for every $s>n-4$ if $n \geq 5$.

Remark 1.5. By the case $n=3$ of Corollary 1.4 we obtain an alternative proof of Taylor's theorem [Tay77]. Notice also that, under the assumptions of Corollary 1.4, classical regularity for local minimizers of the perimeter gives that $\Sigma \cap \Omega=\emptyset$ if $n \leq 7, \Sigma \cap \Omega$ discrete if $n=8$, and $\mathcal{H}^{s}(\Sigma \cap \Omega)=0$ for every $s>n-8$ if $n \geq 9$.
Remark 1.6. Higher regularity of $\operatorname{cl}(\partial E \cap \Omega) \backslash \Sigma$ is obtained by combining Theorem 1.2 with elliptic regularity theory for non-parametric solutions of (1.4) and (1.5).
Remark 1.7. The strict inequality in (1.11) is somehow necessary. Indeed, according to (1.5) it predicts that $M$ will intersect $\partial \Omega$ transversally. Moreover, if (1.11) fails, it is possible to construct examples of minimizers of (1.3) which do not satisfy the conclusion of Theorem 1.2 . For example, if $Q=(0,1)^{2} \subset \mathbb{R}^{2}$ is a unit square and $\varepsilon>0$ is small enough, then the open set $E_{\varepsilon}$ depicted in Figure 1.2 is a minimizer in

$$
\inf \{P(E): E \subset Q,|E|=1-\varepsilon\}
$$

that is, in (1.3) with $\sigma=1$ and $g=0$ in the container $Q$. Let now $\Omega$ be an open set with smooth boundary such that $E_{\varepsilon} \subset \Omega \subset Q$ and $Q \cap \partial E_{\varepsilon} \cap \partial \Omega$ is a Cantor-type set contained in the circular $\operatorname{arc} Q \cap \partial E_{\varepsilon}$. Then $E_{\varepsilon}$ is a minimizer in

$$
\inf \{P(E): E \subset \Omega,|E|=1-\varepsilon\}
$$

but $E_{\varepsilon}$ does not satisfy the conclusion of Theorem 1.2.


Figure 1.3. A $\left(\Lambda, r_{0}\right)$-minimizer of $(\boldsymbol{\Phi}, \sigma)$ in $(A, H)$. Rougly speaking, inside balls $B_{x, r}$ of radius at most $r_{0}$ that are compactly contained in $A$, and up to a volume-type higher order perturbation, $E$ is a minimizer of $F \mapsto \boldsymbol{\Phi}(F, H)+\int_{\partial F \cap \partial H} \sigma$ with respect to its own boundary data on $H \cap \partial B_{x, r}$, and with free boundary on $B_{x, r} \cap \partial H$. On balls $B_{x, r}$ that do not intersect $\partial H$, we just have a local almost-minimality condition.

Theorem 1.2 can be actually obtained as corollary of Theorem 1.10 below, which addresses the boundary regularity issue in the class of almost-minimizers introduced in the next definition.

Definition 1.8 (Almost-minimizers). Let an open set $A$ and an open half-space $H$ in $\mathbb{R}^{n}$ be given (possibly $H=\mathbb{R}^{n}$ ), together with constants $r_{0} \in(0, \infty]$ and $\Lambda \geq 0$, a regular elliptic integrand $\Phi$ on $A \cap H$, and a function $\sigma: A \cap \partial H \rightarrow \mathbb{R}$ with

$$
-\Phi\left(x,-\nu_{H}\right) \leq \sigma(x) \leq \Phi\left(x, \nu_{H}\right) \quad \forall x \in A \cap \partial H
$$

A set $E \subset H$ of locally finite perimeter in $A$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $(\boldsymbol{\Phi}, \sigma)$ in $(A, H)$, if

$$
\begin{equation*}
\mathbf{\Phi}(E ; H \cap W)+\int_{W \cap\left(\partial^{*} E \cap \partial H\right)} \sigma d \mathcal{H}^{n-1} \leq \mathbf{\Phi}(F ; H \cap W)+\int_{W \cap\left(\partial^{*} F \cap \partial H\right)} \sigma d \mathcal{H}^{n-1}+\Lambda|E \Delta F| \tag{1.12}
\end{equation*}
$$

whenever $F \subset H, E \Delta F \subset \subset W$, and $W \subset \subset A$ is open, with $\operatorname{diam}(W)<2 r_{0}$; see Figure 1.3. When $\sigma=0$, we simply say that $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\Phi$ in $(A, H)$; when $\sigma=0, \Lambda=0$, and $r_{0}=+\infty$, then we say that $E$ is a minimizer of $\boldsymbol{\Phi}$ in $(A, H)$.

Remark 1.9. Note that if $\operatorname{cl}(A) \subset H$ (as it happens, for example, in the limit case $H=\mathbb{R}^{n}$ ), then Definition 1.8 reduces to a local almost-minimality notion analogous to the ones considered in [Alm76, Bom82, Tam84, DS02] and [Mag12, Section 21].

Theorem 1.10. If $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $(\mathbf{\Phi}, \sigma)$ in $(A, H)$ for some $\sigma \in \operatorname{Lip}(A \cap \partial H)$ with

$$
\begin{equation*}
-\Phi\left(x,-\nu_{H}\right)<\sigma(x)<\Phi\left(x, \nu_{H}\right), \quad \forall x \in A \cap \partial H \tag{1.13}
\end{equation*}
$$

then there is an open set $A^{\prime} \subset A$ with $A \cap \partial H=A^{\prime} \cap \partial H$ such that $E$ is equivalent to an open set in $A^{\prime}$ and $\partial E \cap \partial H$ is a set of locally finite perimeter in $A^{\prime} \cap \partial H$ (equivalently in $A \cap \partial H$ ). Moreover, if $M=\operatorname{cl}(\partial E \cap H)$ then

$$
\partial_{\partial H}(\partial E \cap \partial H) \cap A=\partial_{\partial H}(\partial E \cap \partial H) \cap A^{\prime}=M \cap \partial H
$$

and there exists a relatively closed set $\Sigma \subset M \cap \partial H$ such that $\mathcal{H}^{n-2}(\Sigma)=0$ and for every $x \in(M \cap \partial H) \backslash \Sigma, M$ is a $C^{1,1 / 2}$ manifold with boundary in a neighborhood of $x$ for which

$$
\nabla \Phi\left(x, \nu_{E}(x)\right) \cdot \nu_{H}=\sigma(x) \quad \forall x \in(M \cap \partial H) \backslash \Sigma
$$

Remark 1.11. The open set $A^{\prime}$ is just a countable union of small balls covering $A \cap \partial E$.
Since the class of regular elliptic integrands is invariant under $C^{1,1}$ diffeomorphisms (see the discussion in section 6), Theorem 1.10 applies to a wider class of variational problems than just (1.3). For instance, it applies to relative anisotropic isoperimetric problems in smooth domains,
or in Riemannian and Finsler manifolds. Moreover, by arguing as in [Grü87b], Theorem 1.10 can be used to address the regularity of $\Phi$-minimizing integer rectifiable codimension one currents in relative homology classes $\mathbf{H}_{n-1}(N, B)$ where $N$ is a smooth $n$-dimensional manifold and $B \subset N$ is a smooth $(n-1)$-dimensional submanifold, see [Fed69, 4.4.1, 5.1.6] for definitions and terminology.
1.4. Proof of Theorem 1.10 and organization of the paper. We conclude this introduction with a few comments on our proofs, and with a brief description of the structure of the paper.

The core of the paper consists of sections $2-5$, where we prove Theorem 1.10 in the $\sigma=0$ case. In section 2 , after setting our notation and terminology, we prove several basic properties of almost-minimizers to be repeatedly used in subsequent arguments. Sections 3-4 are devoted to the proof of an " $\varepsilon$-regularity theorem" for almost-minimizers, Theorem 3.1. This theorem states the existence of a universal constant $\varepsilon$ (i.e., depending only on the ambient space dimension and on the ellipticity constant of the integrand) with the following property: if around a free boundary point $x$, and for some $r>0$ sufficiently small, one has

$$
\begin{equation*}
\inf _{\nu \in \mathbf{S}^{n-1}} \frac{1}{r^{n-1}} \int_{H \cap B_{x, r} \cap \partial^{*} E} \frac{\left|\nu_{E}-\nu\right|^{2}}{2} d \mathcal{H}^{n-1} \leq \varepsilon \tag{1.14}
\end{equation*}
$$

then $\operatorname{cl}(\partial E \cap H)$ is a $C^{1,1 / 2}$-manifold with boundary in a neighborhood of $x$. Here the consideration of the case $\sigma=0$, together with an appropriate choice of coordinates, allows us to "linearize" on a Neumann-type elliptic problem for which good estimates are known. (In other words, we develop the appropriate version of De Giorgi's harmonic approximation technique in our setting.) In section 5 , Theorem 5.1, we estimate the size of the set where the $\varepsilon$-regularity theorem applies by exploiting some ideas introduced by Hardt in [Har77]. Note that when $x$ is an interior point, De Giorgi's rectifiability theorem ensures that the set where (the appropriate version) of (1.14) holds true at some scale $r$ is of full $\mathcal{H}^{n-1}$-measure in the boundary of $E$. However, as we expect the free boundary to be $(n-2)$-dimensional, and thus $\mathcal{H}^{n-1}$-negligible, we cannot deduce the existence of boundary points at which the $\varepsilon$-regularity theorem applies by De Giorgi's theorem only. We have instead to rely on ad hoc arguments based on minimality, and this is exactly the content of section 5 .

In section 6 we begin by showing how to reduce the proof of Theorem 1.10 to the case when $\sigma=0$. This is achieved with the aid of the divergence theorem. Precisely, we show that if $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $(\boldsymbol{\Phi}, \sigma)$ in $(A, H)$ and $x \in A \cap \partial H$, then $E$ is actually a $\left(\Lambda_{*}, r_{0}\right)$ minimizer of $\left(\boldsymbol{\Phi}_{*}, 0\right)$ in $\left(B_{x, r_{*}}, H\right)$ for suitable constants $\Lambda_{*}$ and $r_{*}$, and for a suitable regular elliptic integrand $\Phi_{*}$. Having assumed strict inequalities in (1.13) plays a crucial role in showing that the new integrand $\Phi_{*}$ is still uniformly elliptic. Another interesting qualitative remark is that our method, even in the isotropic case, requires the consideration of anisotropic functionals in order to reduce to the case that $\sigma=0$. We finally conclude section 6 with the proofs of Theorem 1.10, Theorem 1.2 and Corollary 1.4.
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## 2. Almost-minimizers with free boundaries

In section 2.1 we fix our notation for sets in $\mathbb{R}^{n}$, while in section 2.2 we gather the basic facts concerning sets of finite perimeter. In section 2.3 we discuss some properties of the almostminimizers introduced in Definition 1.8, while in section 2.4 we derive the anisotropic Young's law for half-spaces. Sections 2.5 and 2.6 contain classical density estimates and compactness properties of almost-minimizers. In section 2.7 we discuss some general properties of contact sets of almost-minimizers, prove a strong maximum principle, and set a useful normalization
convention to be used in the rest of the paper. Finally, in section 2.8 , we study the transformation of almost-minimizers under "shear-strained" deformations, a technical device that will be repeatedly applied in the proof of the $\varepsilon$-regularity theorem, Theorem 3.1.
2.1. Basic notation. Norms and measures. We denote by $v \cdot w$ the scalar product in $\mathbb{R}^{n}$ and by $|v|=(v \cdot v)^{1 / 2}$ the Euclidean norm. We set

$$
\|L\|=\sup \left\{|L x|: x \in \mathbb{R}^{n},|x|<1\right\}
$$

for the operator norm of a linear map $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. We denote by $\mathcal{H}^{k}$ the $k$-dimensional Hausdorff measure in $\mathbb{R}^{n}$ and set $\mathcal{H}^{n}(E)=|E|$ for every $E \subset \mathbb{R}^{n}$.
Reference cartesian decomposition. We denote by

$$
\mathbf{p}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1} \quad \text { and } \quad \mathbf{q}: \mathbb{R}^{n} \rightarrow \mathbb{R}
$$

the orthogonal projections associated to the Cartesian decomposition of $\mathbb{R}^{n}$ as $\mathbb{R}^{n-1} \times \mathbb{R}$; correspondingly, $x=(\mathbf{p} x, \mathbf{q} x)$ for every $x \in \mathbb{R}^{n}$. We set

$$
B=\left\{x \in \mathbb{R}^{n}:|x|<1\right\}, \quad \mathbf{C}=\left\{x \in \mathbb{R}^{n}:|\mathbf{p} x|<1,|\mathbf{q} x|<1\right\}, \quad \mathbf{D}=\left\{z \in \mathbb{R}^{n-1}:|z|<1\right\}
$$

so that $\mathbf{C}=\mathbf{D} \times(-1,1)$. Sometimes we will identify $\mathbf{D}$ with the subset of $\mathbb{R}^{n}$ given by $\mathbf{D} \times\{0\}$. Even when doing so, $\partial \mathbf{D}$ denotes the boundary of $\mathbf{D}$ relative to $\mathbb{R}^{n-1}$, i.e. we always have

$$
\partial \mathbf{D}=\left\{z \in \mathbb{R}^{n-1}:|z|=1\right\}
$$

Given a vertical half-space $H=\left\{x_{1}>b\right\} \subset \mathbb{R}^{n}(b \in \mathbb{R})$, again with a slight abuse of notation we will set

$$
\mathbf{D} \cap H=\left\{z \in \mathbb{R}^{n-1}:|z|<1, z_{1}>b\right\}
$$

as well as

$$
\begin{aligned}
H \cap \partial \mathbf{D} & =\left\{z \in \mathbb{R}^{n-1}:|z|=1, z_{1}>b\right\} \\
\partial(\mathbf{D} \cap H) & =(H \cap \partial \mathbf{D}) \cup\left\{z \in \mathbb{R}^{n-1}:|z| \leq 1, z_{1}=b\right\}
\end{aligned}
$$

Scaling maps. Given $E \subset \mathbb{R}^{n}, x \in \mathbb{R}^{n}$ and $r>0$, we set

$$
E_{x, r}=x+r E, \quad E^{x, r}=\frac{E-x}{r}
$$

In this way, for every $x \in \mathbb{R}^{n}$ and $r>0$,

$$
\begin{aligned}
& B_{x, r}=\left\{y \in \mathbb{R}^{n}:|x-y|<r\right\}=B(x, r) \\
& \mathbf{C}_{x, r}=\left\{y \in \mathbb{R}^{n}:|\mathbf{p}(y-x)|<r,|\mathbf{q}(y-x)|<r\right\}=\mathbf{C}(x, r)
\end{aligned}
$$

and, similarly, for every $z \in \mathbb{R}^{n-1}$ and $r>0$

$$
\mathbf{D}_{z, r}=\left\{y \in \mathbb{R}^{n-1}:|y-z|<r\right\}=\mathbf{D}(z, r)
$$

In case $x, z=0$ we simply write $B_{r}, \mathbf{C}_{r}$ and $\mathbf{D}_{r}$.
Convergence of sets. Let $A$ be an open set in $\mathbb{R}^{n}$. Given a sequence of Lebesgue measurable sets $\left\{E_{h}\right\}_{h \in \mathbb{N}}$ in $\mathbb{R}^{n}$, we say that

$$
E_{h} \rightarrow E \text { in } L_{\mathrm{loc}}^{1}(A) \quad \text { if }\left|\left(E_{h} \Delta E\right) \cap K\right| \rightarrow 0 \text { as } h \rightarrow \infty \text { for every } K \subset \subset A
$$

Given an open half-space $H \subset \mathbb{R}^{n}$ and a sequence of Borel sets $\left\{G_{h}\right\}_{h \in \mathbb{N}} \subset \partial H$, we say that

$$
G_{h} \rightarrow G \text { in } L_{\mathrm{loc}}^{1}(A \cap \partial H) \quad \text { if } \mathcal{H}^{n-1}\left(K \cap\left(G_{h} \Delta G\right)\right) \rightarrow 0 \text { as } h \rightarrow \infty \text { for every } K \subset \subset A
$$

2.2. Sets of finite perimeter. Given a Lebesgue measurable set $E \subset \mathbb{R}^{n}$ and an open set $A \subset \mathbb{R}^{n}$, we say that $E$ is of locally finite perimeter in $A$ if there exists a $\mathbb{R}^{n}$-valued Radon measure $\mu_{E}$ (called the Gauss-Green measure of $E$ ) on $A$ such that

$$
\int_{E} \nabla \varphi(x) d x=\int_{A} \varphi d \mu_{E}, \quad \forall \varphi \in C_{c}^{1}(A)
$$

and set $P(E ; G)=\left|\mu_{E}\right|(G)$ for the perimeter of $E$ relative to $G \subset A$. (Notice that $\mu_{E}=-D 1_{E}$, where $D 1_{E}$ denotes the distributional derivative of $1_{E}$. In particular, if $E$ is of locally finite perimeter in $A$ and $|(E \Delta F) \cap A|=0$, then $F$ is of locally finite perimeter in $A$ with $\mu_{E}=\mu_{F}$.) The well-known compactness theorem for sets of finite perimeter states that if $\left\{E_{h}\right\}_{h \in \mathbb{N}}$ is a sequence of sets of locally finite perimeter in $A$ and $\left\{P\left(E_{h} ; A_{0}\right)\right\}_{h \in \mathbb{N}}$ is bounded for every $A_{0} \subset \subset$ $A$, then there exists $E$ of locally finite perimeter in $A$ such that, up to extracting subsequences, $E_{h} \rightarrow E$ in $L_{\mathrm{loc}}^{1}(A)$; see, for instance, [Mag12, Corollary 12.27].
Support of $\mu_{E}$ and topological boundary. The support of $\mu_{E}$ can be characterized by

$$
\begin{equation*}
\operatorname{spt} \mu_{E}=\left\{x \in A: 0<|E \cap B(x, r)|<\omega_{n} r^{n}, \forall r>0\right\} \subset A \cap \partial E \tag{2.1}
\end{equation*}
$$

see [Mag12, Proposition 12.19].
Reduced and essential boundaries. If $E \subset \mathbb{R}^{n}, t \in[0,1]$,we set

$$
E^{(t)}=\left\{x \in \mathbb{R}^{n} \text { such that }\left|E \cap B_{x, r}\right|=t\left|B_{x, r}\right|+o\left(r^{n}\right) \text { as } r \rightarrow 0^{+}\right\}
$$

The essential boundary of $E$ is defined as $\partial^{\mathrm{e}} E=\mathbb{R}^{n} \backslash\left(E^{(0)} \cup E^{(1)}\right)$. If $E$ is of locally finite perimeter in the open set $A$, then the reduced boundary $\partial^{*} E \subset A$ of $E$ is the set of those $x \in \operatorname{spt} \mu_{E}$ such that

$$
\lim _{r \rightarrow 0^{+}} \frac{\mu_{E}\left(B_{x, r}\right)}{\left|\mu_{E}\right|\left(B_{x, r}\right)} \quad \text { exists and belongs to } \mathbf{S}^{n-1}
$$

This limit is denoted by $\nu_{E}(x)$, so that $\nu_{E}: \partial^{*} E \rightarrow \mathbf{S}^{n-1}$ is a Borel vector field. As it turns out,

$$
\partial^{*} E \subset A \cap \partial^{\mathrm{e}} E \subset \operatorname{spt} \mu_{E} \subset A \cap \partial E, \quad A \cap \operatorname{cl}\left(\partial^{*} E\right)=\operatorname{spt} \mu_{E}
$$

and each inclusion may be strict. Federer's criterion, see for instance [Mag12, Theorem 16.2], ensures that

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(\left(A \cap \partial^{e} E\right) \backslash \partial^{*} E\right)=0 \tag{2.2}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
A=\mathcal{H}^{n-1}\left(E^{(0)} \cup E^{(1)} \cup \partial^{\mathrm{e}} E\right) \cap A=\mathcal{H}_{\mathcal{H}^{n-1}}\left(E^{(0)} \cup E^{(1)} \cup \partial^{*} E\right) \cap A \tag{2.3}
\end{equation*}
$$

where the unions are $\mathcal{H}^{n-1}$ disjoints and we have introduced the notation $G=\mathcal{H}^{n-1} F$ to mean $\mathcal{H}^{n-1}(G \Delta F)=0$ (and, similarly, $G \subset_{\mathcal{H}^{n-1}} F$ means that $\mathcal{H}^{n-1}(F \backslash G)=0$ ). We finally recall that De Giorgi's rectifiability theorem [Mag12, Theorem 15.5] asserts that, for every $x \in \partial^{*} E$,

$$
E^{x, r} \rightarrow\left\{y \in \mathbb{R}^{n}: \nu_{E}(x) \cdot y \leq 0\right\} \quad \text { in } L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)
$$

and that $\mu_{E}=\nu_{E} \mathcal{H}^{n-1}\left\llcorner\partial^{*} E\right.$ on Borel sets compactly contained in $A$ where, given a Radon measure $\mu$ and a Borel set $G$, by $\mu\llcorner G$ we mean the measure given by $\mu\llcorner G(F)=\mu(G \cap F)$. In particular

$$
\begin{equation*}
\int_{E} \nabla \varphi(x) d x=\int_{\partial^{*} E} \varphi \nu_{E} d \mathcal{H}^{n-1}, \quad \forall \varphi \in C_{c}^{1}(A) \tag{2.4}
\end{equation*}
$$

see for instance [Mag12, Section 15]. In particular $\mu_{E}(G)=0$ if $\mathcal{H}^{n-1}(G)=0$.
Gauss-Green measure and set operations. It is well-known that, if $E$ and $F$ are of locally finite perimeter in $A$, then $E \cap F, E \cup F, E \backslash F$ and $E \Delta F$ are sets of locally finite perimeter in $A$. Since the construction of competitors used in testing minimality inequalities often involves a combination of these set operations, being able to describe the corresponding behavior of Gauss-Green measures turns out to be extremely convenient. Recalling that $\nu_{E}(x)= \pm \nu_{F}(x)$
at $\mathcal{H}^{n-1}$-a.e. $x \in \partial^{*} E \cap \partial^{*} F$, setting $\left\{\nu_{E}=\nu_{F}\right\}$ for the sets of those $x \in \partial^{*} E \cap \partial^{*} F$ such that $\nu_{E}(x)=\nu_{F}(x)$, and defining similarly $\left\{\nu_{E}=-\nu_{F}\right\}$, one can prove that

$$
\begin{align*}
\mu_{E \cap F} & =\mu_{E}\left\llcorner\left(F^{(1)} \cap \partial^{*} E\right)+\mu_{F}\left\llcorner\left(E^{(1)} \cap \partial^{*} F\right)+\mu_{E}\left\llcorner\left\{\nu_{E}=\nu_{F}\right\},\right.\right.\right.  \tag{2.5}\\
\mu_{E \cup F} & =\mu_{E}\left\llcorner\left(F^{(0)} \cap \partial^{*} E\right)+\mu_{F}\left\llcorner\left(E^{(0)} \cap \partial^{*} F\right)+\mu_{E}\left\llcorner\left\{\nu_{E}=\nu_{F}\right\},\right.\right.\right.  \tag{2.6}\\
\mu_{E \backslash F} & =\mu_{E}\left\llcorner\left(F^{(0)} \cap \partial^{*} E\right)-\mu_{F}\left\llcorner\left(E^{(1)} \cap \partial^{*} F\right)+\mu_{E}\left\llcorner\left\{\nu_{E}=-\nu_{F}\right\},\right.\right.\right. \tag{2.7}
\end{align*}
$$

see [Mag12, Section 16.1]. Moreover, if $E \subset F$, then

$$
\begin{equation*}
\mu_{E}=\mu_{E}\left\llcorner F^{(1)}+\mu_{F}\left\llcorner\left\{\nu_{E}=\nu_{F}\right\}=\mu_{E}\left\llcorner F^{(1)}+\mu_{F}\left\llcorner\left(\partial^{*} E \cap \partial^{*} F\right)\right.\right.\right.\right. \tag{2.8}
\end{equation*}
$$

Reduced boundary and bi-Lipschitz transformations. If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a Lipschitz diffeomorphism with $\operatorname{det}(\nabla f)>0$ on $\mathbb{R}^{n}$, then by the area formula it follows that $f(E)$ is a set of locally finite perimeter in $f(A)$, with $f\left(\partial^{*} E\right)==_{\mathcal{H}^{n-1}} \partial^{*}(f(E))$ and

$$
\nu_{f(E)}(f(x))=\frac{\operatorname{cof}(\nabla f(x)) \nu_{E}(x)}{\left|\operatorname{cof}(\nabla f(x)) \nu_{E}(x)\right|}, \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } x \in \partial^{*} f(E)
$$

(Recall that, if $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is an invertible linear map, then

$$
\operatorname{cof} L=(\operatorname{det} L)\left(L^{-1}\right)^{*}
$$

where $L^{*}$ denotes the adjoint map to $L$.) Moreover, one has

$$
\begin{equation*}
\int_{f\left(G \cap \partial^{*} E\right)} \Psi\left(y, \nu_{f(E)}(y)\right) d \mathcal{H}^{n-1}(y)=\int_{G \cap \partial^{*} E} \Psi\left(f(x), \operatorname{cof}(\nabla f(x)) \nu_{E}(x)\right) d \mathcal{H}^{n-1}(x) \tag{2.9}
\end{equation*}
$$

for every Borel measurable function $\Psi: A \times \mathbb{R}^{n} \rightarrow[0, \infty]$ which is one-homogeneous in the second variable and every $G \subset A$.
Traces of sets of finite perimeter. Let $A$ be an open set in $\mathbb{R}^{n}$, let $H=\left\{x_{n}>0\right\}$, and let $E \subset H$ be a set of locally finite perimeter in $A$. Since $1_{E} \in B V\left(A^{\prime} \cap H\right)$ for every open set $A^{\prime} \subset \subset A$, by [Giu84, Lemma 2.4, Theorem 2.10] there exists a Borel set $\operatorname{Tr}_{\partial H}(E) \subset A \cap \partial H$ such that

$$
\begin{equation*}
\int_{E} \operatorname{div} T(x) d x=\int_{H \cap \partial^{*} E} T \cdot \nu_{E} d \mathcal{H}^{n-1}+\int_{\operatorname{Tr}_{\partial H}(E)} T \cdot \nu_{H} d \mathcal{H}^{n-1} \quad \forall T \in C_{c}^{1}\left(A, \mathbb{R}^{n}\right) \tag{2.10}
\end{equation*}
$$

and with the property that, if $E_{t}=\{z \in \partial H:(z, t) \in E \cap A\}(t>0)$, then

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \mathcal{H}^{n-1}\left(K \cap\left(E_{t} \Delta \operatorname{Tr}_{\partial H}(E)\right)\right)=0, \quad \text { for every } K \subset \subset A \tag{2.11}
\end{equation*}
$$

On taking into account that, by (2.8),

$$
\begin{equation*}
\mu_{E}=\nu_{E} \mathcal{H}^{n-1}\left\llcorner\left(H \cap \partial^{*} E\right)-e_{1} \mathcal{H}^{n-1}\left\llcorner\left(\partial^{*} E \cap \partial H\right),\right.\right. \tag{2.12}
\end{equation*}
$$

by comparing $(2.4),(2.12)$ and (2.10) we get

$$
\begin{equation*}
\operatorname{Tr}_{\partial H}(E)=\mathcal{H}^{n-1} \partial^{*} E \cap \partial H \tag{2.13}
\end{equation*}
$$

We also notice that

$$
\begin{equation*}
\operatorname{Tr}_{\partial H}(H \backslash E)=\mathcal{H}^{n-1} \partial H \backslash \operatorname{Tr}_{\partial H}(E) \tag{2.14}
\end{equation*}
$$

Finally, from [Giu84, Theorem 2.11], we have that if $\left\{E_{h}\right\}_{h \in \mathbb{N}}$ and $E$ are sets of locally finite perimeter in $A$, then

$$
\left\{\begin{array}{l}
E_{h} \rightarrow E \text { in } L_{\mathrm{loc}}^{1}(A)  \tag{2.15}\\
P\left(E_{h} ; A^{\prime} \cap H\right) \rightarrow P\left(E ; A^{\prime} \cap H\right) \text { as } h \rightarrow \infty \quad \Rightarrow \quad \operatorname{Tr}_{\partial H}\left(E_{h}\right) \rightarrow \operatorname{Tr}_{\partial H}(E) \text { in } L_{\mathrm{loc}}^{1}(A \cap \partial H) \\
\text { for every } A^{\prime} \subset \subset A
\end{array}\right.
$$

2.3. Basic remarks on almost-minimizers. Let us recall from Definition 1.8 that if $A$ and $H$ are an open set and an open half-space in $\mathbb{R}^{n}, \Phi$ is an elliptic integrand on $A \cap H, r_{0} \in(0, \infty]$, and $\Lambda \geq 0$, then one says that $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\Phi$ in $(A, H)$ provided $E \subset H, E$ is a set of locally finite perimeter in $A$, and

$$
\begin{equation*}
\mathbf{\Phi}(E ; W \cap H) \leq \mathbf{\Phi}(F ; W \cap H)+\Lambda|E \Delta F| \tag{2.16}
\end{equation*}
$$

whenever $F \subset H$ and $E \Delta F \subset \subset W$ for some open set $W \subset \subset A$ with $\operatorname{diam}(W)<2 r_{0}$. A $(0, \infty)$-minimizer is simply called minimizer.

The following two simple remarks concerning the behavior of almost minimizers with respect to the scaling and set complement will be frequently used in the sequel:
Remark 2.1 (Minimality and set complement). If $E$ is a ( $\Lambda, r_{0}$ )-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$, then $H \backslash E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\widetilde{\boldsymbol{\Phi}}$ in $(A, H)$, provided we set

$$
\widetilde{\Phi}(x, \nu)=\Phi(x,-\nu)
$$

Of course, $\Phi \in \mathcal{E}(A \cap H, \lambda, \ell)$ if and only if $\widetilde{\Phi} \in \mathcal{E}(A \cap H, \lambda, \ell)$.
Remark 2.2 (Minimality and scaling). Given $x \in \operatorname{cl}(A \cap H)$ and $r<r_{0}$ such that $B_{x, r} \subset \subset A$, one notices that $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\Phi$ in $(A, H)$ if and only if $E^{x, r}$ is a $\left(\Lambda r, r_{0} / r\right)$ minimizer of $\boldsymbol{\Phi}^{x, r}$ in $\left(A^{x, r}, H^{x, r}\right)$, where we have set

$$
\Phi^{x, r}(y, \nu)=\Phi(x+r y, \nu)
$$

Notice that $\Phi \in \mathcal{E}(A \cap H, \lambda, \ell)$ if and only if $\Phi^{x, r} \in \mathcal{E}\left((A \cap H)^{x, r}, \lambda, r \ell\right)$.
It is sometimes convenient to consider sets which satisfy the minimality inequality (2.16) only with respect to inner or outer variations. Hence we also give the following definition, with $A$, $H, \Phi, r_{0}$ and $\Lambda$ as above.

Definition 2.3 (Sub/superminimizer). One says that $E$ is a $\left(\Lambda, r_{0}\right)$-subminimizer of $\boldsymbol{\Phi}$ in $(A, H)$ if $E \subset H, E$ is of locally finite perimeter in $A$, and inequality (2.16) holds true whenever $F \subset E$ and $E \backslash F \subset \subset W$ for some open set $W \subset \subset A$ with $\operatorname{diam}(W)<2 r_{0}$; and that $E$ is a $\left(\Lambda, r_{0}\right)$ superminimizer of $\boldsymbol{\Phi}$ in $(A, H)$ if inequality (2.16) holds true whenever $E \subset F \subset H$ and $F \backslash E \subset \subset W$ for some open set $W \subset \subset A$ with $\operatorname{diam}(W)<2 r_{0}$. In analogy with Definition 1.8, when $E$ is a $(0, \infty)$-sub/superminimizer one simply says that $E$ is a sub/superminimizer.
Remark 2.4. It is clear that a $\left(\Lambda, r_{0}\right)$-minimizer in $(A, H)$ is both a $\left(\Lambda, r_{0}\right)$-superminimizer and a $\left(\Lambda, r_{0}\right)$-subminimizer. The converse is also true. Indeed, using (2.5) and (2.6), one easily verifies that for every sets $E, F \subset H$ of locally finite perimeter in $A$,

$$
\begin{equation*}
\mathbf{\Phi}(E \cap F, W \cap H)+\mathbf{\Phi}(E \cup F, W \cap H) \leq \mathbf{\Phi}(E, W \cap H)+\mathbf{\Phi}(F, W \cap H) \tag{2.17}
\end{equation*}
$$

wherever $W \subset \subset A$. Hence, if $E$ is a both a $\left(\Lambda, r_{0}\right)$-superminimizer and a $\left(\Lambda, r_{0}\right)$-subminimizer and $F \Delta E \subset \subset W \subset \subset A$, comparing $E$ with $E \cup F$ and $E \cap F$ (which are immediately seen to be admissible) and using (2.17) we obtain

$$
\begin{aligned}
2 \boldsymbol{\Phi}(E, W \cap H) & \leq \boldsymbol{\Phi}(E \cap F, W \cap H)+\boldsymbol{\Phi}(E \cup F, W \cap H)+\Lambda(|E \backslash F|+|F \backslash E|) \\
& \leq \boldsymbol{\Phi}(E, W \cap H)+\boldsymbol{\Phi}(F, W \cap H)+\Lambda|E \Delta F|
\end{aligned}
$$

The following " transfer of sub/superminimality property" will be useful in section 5 .
Proposition 2.5. Let $A$ and be $H$ be an open set and an open half-space in $\mathbb{R}^{n}$, let $\Phi \in$ $\mathcal{E}(A \cap H, \lambda, \ell)$, and let $E_{1}, E_{2} \subset H$ be sets of locally finite perimeter in $A$ with

$$
\begin{equation*}
\partial^{*} E_{2} \subset_{\mathcal{H}^{n-1}} \partial^{*} E_{1} \tag{2.18}
\end{equation*}
$$

If $E_{1}$ is a $\left(\Lambda, r_{0}\right)$-superminimizer of $\boldsymbol{\Phi}$ in $(A, H)$ and $E_{1} \subset E_{2}$, then $E_{2}$ is a $\left(\Lambda, r_{0}\right)$-superminimizer of $\mathbf{\Phi}$ in $(A, H)$; see Figure 2.1. Similarly, if $E_{1}$ is a $\left(\Lambda, r_{0}\right)$-subminimizer of $\boldsymbol{\Phi}$ in $(A, H)$ and $E_{2} \subset E_{1}$, then $E_{2}$ is a $\left(\Lambda, r_{0}\right)$-subminimizer of $\boldsymbol{\Phi}$ in $(A, H)$.


Figure 2.1. The situation in Proposition 2.5: if $E_{1}$ is a $\left(\Lambda, r_{0}\right)$-superminimizer of $\boldsymbol{\Phi}$ in $(A, H)$ (which is the case for the set $E_{1}$ in the picture if $\Lambda$ and $r_{0}$ are large and small enough respectively, and if the angle between the flat part of the boundary of $E_{1}$ and $\partial H$ is in a suitable range, cf. with Proposition 2.6), then the set $E_{2}$ obtained by adding the interior of the missing disk to $E_{1}$ (larger set with smaller boundary) is still a superminimizer.

Proof. We give details only in the case of superminimizers, the case of subminimizers being entirely analogous. Let $F$ be such that $E_{2} \subset F \subset H$ and $F \backslash E_{2} \subset \subset W$ for some open set $W \subset \subset A$ with $\operatorname{diam}(W)<2 r_{0}$. Setting $G^{+}=G \cap H$ for every $G \subset \mathbb{R}^{n}$, we want to show that $\boldsymbol{\Phi}\left(E_{2} ; W^{+}\right) \leq \boldsymbol{\Phi}\left(F ; W^{+}\right)+\Lambda\left|F \backslash E_{2}\right|$. By $E_{2} \subset F$ and (2.8), this last inequality is equivalent to

$$
\begin{equation*}
\mathbf{\Phi}\left(E_{2} ; F^{(1)} \cap W^{+}\right) \leq \mathbf{\Phi}\left(F ; E_{2}^{(0)} \cap W^{+}\right)+\Lambda\left|F \backslash E_{2}\right| \tag{2.19}
\end{equation*}
$$

To prove (2.19), we set

$$
F_{*}=\left(F \backslash E_{2}\right) \cup E_{1}
$$

so that $E_{1} \subset F_{*}$ with $F_{*} \backslash E_{1}=F \backslash E_{2} \subset \subset W$. By $\left(\Lambda, r_{0}\right)$-superminimality of $E_{1}$, we have

$$
\begin{equation*}
\mathbf{\Phi}\left(E_{1} ; W^{+}\right) \leq \boldsymbol{\Phi}\left(F_{*} ; W^{+}\right)+\Lambda\left|F \backslash E_{2}\right| \tag{2.20}
\end{equation*}
$$

We now deduce (2.19) from (2.20) by repeatedly applying the formulas for Gauss-Green measures under set operations in conjunction with $E_{1} \subset E_{2}$ and (2.18). We begin by noticing that, by (2.2), (2.8) and (2.18) we have

$$
\begin{equation*}
\mu_{E_{1}}=\mu_{E_{2}}+\mu_{E_{1}}\left\llcorner E_{2}^{(1)}, \quad \mu_{E_{2}}=\mu_{E_{2}}\left\llcorner\partial^{*} F+\mu_{E_{2}}\left\llcorner F^{(1)}\right.\right.\right. \tag{2.21}
\end{equation*}
$$

By (2.3) and (2.21) we find

$$
\begin{align*}
\mathbf{\Phi}\left(E_{1} ; W^{+}\right) & =\mathbf{\Phi}\left(E_{2} ; W^{+}\right)+\mathbf{\Phi}\left(E_{1} ; E_{2}^{(1)} \cap W^{+}\right) \\
& =\mathbf{\Phi}\left(E_{2} ; F^{(1)} \cap W^{+}\right)+\mathbf{\Phi}\left(F ; \partial^{*} E_{2} \cap W^{+}\right)+\mathbf{\Phi}\left(E_{1} ; E_{2}^{(1)} \cap W^{+}\right) \tag{2.22}
\end{align*}
$$

Since $\nu_{E_{1}}=-\nu_{F \backslash E_{2}} \mathcal{H}^{n-1}$-a.e. on $\partial^{*} E_{1} \cap \partial^{*}\left(F \backslash E_{2}\right)$ (due to the fact that $E_{1} \subset E_{2} \subset F$ ), by applying (2.6) to $F_{*}$ we find that

$$
\begin{equation*}
\mathbf{\Phi}\left(F_{*} ; W^{+}\right)=\mathbf{\Phi}\left(F \backslash E_{2} ; E_{1}^{(0)} \cap W^{+}\right)+\boldsymbol{\Phi}\left(E_{1} ;\left(F \backslash E_{2}\right)^{(0)} \cap W^{+}\right) \tag{2.23}
\end{equation*}
$$

We start noticing that

$$
\begin{equation*}
\mathbf{\Phi}\left(F \backslash E_{2} ; E_{1}^{(0)} \cap W^{+}\right)=\mathbf{\Phi}\left(F ; E_{2}^{(0)} \cap W^{+}\right) \tag{2.24}
\end{equation*}
$$

Indeed, by (2.21), (2.7) gives $\mu_{F \backslash E_{2}}=\mu_{F}\left\llcorner E_{2}^{(0)}-\mu_{E_{2}}\left\llcorner F^{(1)}\right.\right.$, so that we just need to show that $P\left(E_{2} ; E_{1}^{(0)}\right)=0$ : but this is obvious, since $E_{1} \subset E_{2}$ implies $E_{2}^{(0)} \subset E_{1}^{(0)}$, and thus, by (2.18),

$$
\mathcal{H}^{n-1}\left(E_{1}^{(0)} \cap \partial^{*} E_{2}\right) \leq \mathcal{H}^{n-1}\left(E_{1}^{(0)} \cap \partial^{*} E_{1}\right)=0
$$

This proves $(2.24)$. Next, we notice that $\left(F \backslash E_{2}\right)^{(0)}={ }_{\mathcal{H}^{n-1}} F^{(0)} \cup E_{2}^{(1)} \cup\left(\partial^{*} F \cap \partial^{*} E_{2}\right)$, with $\mathcal{H}^{n-1}\left(F^{(0)} \cap \partial^{*} E_{1}\right)=0$ by $F^{(0)} \subset E_{1}^{(0)}$ and (2.3), so that

$$
\begin{align*}
\mathbf{\Phi}\left(E_{1} ;\left(F \backslash E_{2}\right)^{(0)} \cap W^{+}\right) & =\mathbf{\Phi}\left(E_{1} ; E_{2}^{(1)} \cap W^{+}\right)+\mathbf{\Phi}\left(E_{1} ; \partial^{*} F \cap \partial^{*} E_{2} \cap W^{+}\right) \\
& =\mathbf{\Phi}\left(E_{1} ; E_{2}^{(1)} \cap W^{+}\right)+\mathbf{\Phi}\left(F ; \partial^{*} E_{1} \cap \partial^{*} E_{2} \cap W^{+}\right) \\
& =\mathbf{\Phi}\left(E_{1} ; E_{2}^{(1)} \cap W^{+}\right)+\mathbf{\Phi}\left(F ; \partial^{*} E_{2} \cap W^{+}\right) \tag{2.25}
\end{align*}
$$

where in the last two identities we have first used that $\nu_{F}=\nu_{E_{1}} \mathcal{H}^{n-1}$-a.e. on $\partial^{*} F \cap \partial^{*} E_{1}$, and then (2.18). By combining (2.20), (2.22), (2.23), (2.24), and (2.25) we thus find (2.19).
2.4. Anisotropic Young's law on half-spaces. It is well known that, if $A$ is an open set and $\Phi$ is an autonomous elliptic integrand, then

$$
\begin{equation*}
\mathbf{\Phi}(\{x \cdot \nu<s\} ; A) \leq \mathbf{\Phi}(F ; A) \tag{2.26}
\end{equation*}
$$

whenever $\nu \in \mathbf{S}^{n-1}, s \in \mathbb{R},\{x \cdot \nu<s\}=\left\{x \in \mathbb{R}^{n}: x \cdot \nu<s\right\}$ and $\{x \cdot \nu<s\} \Delta F \subset \subset A$. If, in addition, $\Phi \in \mathcal{E}_{*}(\lambda)$ for some $\lambda>0$, then by Taylor's formula, (1.9) and (1.10), one can find positive constants $\kappa_{1}$ and $\kappa_{2}$ depending on $\lambda$ only, such that

$$
\begin{equation*}
\kappa_{1} \frac{\left|\nu_{1}-\nu_{2}\right|^{2}}{2} \leq \Phi\left(\nu_{2}\right)-\Phi\left(\nu_{1}\right)-\nabla \Phi\left(\nu_{1}\right) \cdot\left(\nu_{2}-\nu_{1}\right) \leq \kappa_{2} \frac{\left|\nu_{1}-\nu_{2}\right|^{2}}{2} \tag{2.27}
\end{equation*}
$$

for every $\nu_{1}, \nu_{2} \in \mathbf{S}^{n-1}$. Correspondingly, one can strengthen (2.26) into

$$
\begin{equation*}
\kappa_{1} \int_{A \cap \partial^{*} F} \frac{\left|\nu_{F}-\nu\right|^{2}}{2} \leq \boldsymbol{\Phi}(F ; A)-\boldsymbol{\Phi}(\{x \cdot \nu<s\} ; A) \leq \kappa_{2} \int_{A \cap \partial^{*} F} \frac{\left|\nu_{F}-\nu\right|^{2}}{2} \tag{2.28}
\end{equation*}
$$

which holds true whenever $\nu \in \mathbf{S}^{n-1}, s \in \mathbb{R}$, and $\{x \cdot \nu<s\} \Delta F \subset \subset A$. The following proposition provides similar assertions when a free boundary condition on a given hyperplane is considered.

Proposition 2.6 (Anisotropic Young's law). Let $H=\left\{x_{1}>0\right\}$, $A$ be an open set, $\Phi \in \mathcal{E}_{*}(\lambda)$ for some $\lambda>0, \nu \in \mathbf{S}^{n-1} \backslash\left\{ \pm e_{1}\right\}$ and $c \in \mathbb{R}$ be such that the set

$$
E=H \cap\{x \cdot \nu<c\}
$$

satisfies $A \cap H \cap \partial E \neq \emptyset$, see Figure 2.2. Then, $E$ is a superminimizer of $\mathbf{\Phi}$ in $(A, H)$ if and only if

$$
\begin{equation*}
\nabla \Phi(\nu) \cdot e_{1} \geq 0 \tag{2.29}
\end{equation*}
$$

similarly, $E$ is a subminimizer of $\mathbf{\Phi}$ in $(A, H)$ if and only if $\nabla \Phi(\nu) \cdot e_{1} \leq 0$. In particular, $E$ is a minimizer of $\mathbf{\Phi}$ in $(A, H)$ if and only if $\nabla \Phi(\nu) \cdot e_{1}=0$. Moreover, in this last case,

$$
\begin{align*}
\kappa_{1} \int_{A \cap H \cap \partial^{*} F} \frac{\left|\nu_{F}-\nu\right|^{2}}{2} d \mathcal{H}^{n-1} & \leq \boldsymbol{\Phi}(F ; W \cap H)-\mathbf{\Phi}(E ; W \cap H) \\
& \leq \kappa_{2} \int_{A \cap H \cap \partial^{*} F} \frac{\left|\nu_{F}-\nu\right|^{2}}{2} d \mathcal{H}^{n-1} \tag{2.30}
\end{align*}
$$

whenever $F \subset H$ with $E \Delta F \subset \subset W \subset \subset A$. Here, $\kappa_{1}$ and $\kappa_{2}$ are as in (2.27).
Proof. Step one: We prove that (2.29) implies

$$
\begin{equation*}
\mathbf{\Phi}(E ; W \cap H) \leq \mathbf{\Phi}(F ; W \cap H) \tag{2.31}
\end{equation*}
$$

whenever $E \subset F \subset H$ with $F \backslash E \subset \subset W \subset \subset A$. Indeed, let $W^{\prime} \subset \subset W$ be a set with smooth boundary such that $F \backslash E \subset \subset W^{\prime}$ and

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(\partial W^{\prime} \cap \partial^{*} E\right)=\mathcal{H}^{n-1}\left(\partial W^{\prime} \cap \partial^{*} F\right)=0 \tag{2.32}
\end{equation*}
$$



Figure 2.2. If $H=\left\{x_{1}>0\right\}$, then a half-space with outer unit normal $\nu$ is a superminimizer of $\boldsymbol{\Phi}$ on $\left(\mathbb{R}^{n}, H\right)$ if and only if $\nabla \Phi(\nu) \cdot e_{1} \geq 0$.

By applying the divergence theorem to the constant vector field $\nabla \Phi(\nu)$ on the sets of finite perimeter $E \cap W^{\prime}$ and $F \cap W^{\prime}$, by taking into account (2.32), and by noticing that $\nu_{E}=-e_{1}$ $\mathcal{H}^{n-1}$-a.e. on $\partial^{*} E \cap \partial H$ (and that an analogous relation holds true for $F$ ), we obtain

$$
\begin{align*}
& \int_{\partial^{*} E \cap W^{\prime} \cap H} \nabla \Phi(\nu) \cdot \nu_{E} d \mathcal{H}^{n-1}-\left(\nabla \Phi(\nu) \cdot e_{1}\right) \mathcal{H}^{n-1}\left(\partial^{*} E \cap \partial H \cap W^{\prime}\right) \\
&=-\int_{E^{(1)} \cap \partial W^{\prime}} \nabla \Phi(\nu) \cdot \nu_{W^{\prime}} d \mathcal{H}^{n-1}  \tag{2.33}\\
& \int_{\partial^{*} F \cap W^{\prime} \cap H} \nabla \Phi(\nu) \cdot \nu_{F} d \mathcal{H}^{n-1}-\left(\nabla \Phi(\nu) \cdot e_{1}\right) \mathcal{H}^{n-1}\left(\partial^{*} F \cap \partial H \cap W^{\prime}\right) \\
&=-\int_{F^{(1)} \cap \partial W^{\prime}} \nabla \Phi(\nu) \cdot \nu_{W^{\prime}} d \mathcal{H}^{n-1}
\end{align*}
$$

By $F \backslash E \subset \subset W^{\prime}$, we have $E^{(1)} \cap \partial W^{\prime}=F^{(1)} \cap \partial W^{\prime}$; moreover, the inclusions $E \subset F \subset H$ and the definition of essential boundary imply that $\partial^{*} E \cap \partial H=\mathcal{H}^{n-1} \partial^{e} E \cap \partial H \subset \partial^{e} F \cap \partial H=\mathcal{H}^{n-1}$ $\partial^{*} F \cap \partial H$ : thus, by subtracting the two identities in (2.33), we find

$$
\begin{align*}
\int_{\partial^{*} E \cap W^{\prime} \cap H} & \nabla \Phi(\nu) \cdot \nu_{E} d \mathcal{H}^{n-1}-\int_{\partial^{*} F \cap W^{\prime} \cap H} \nabla \Phi(\nu) \cdot \nu_{F} d \mathcal{H}^{n-1} \\
& =-\left(\nabla \Phi(\nu) \cdot e_{1}\right) \mathcal{H}^{n-1}\left(\left(\partial^{*} F \backslash \partial^{*} E\right) \cap \partial H \cap W^{\prime}\right) \tag{2.34}
\end{align*}
$$

Since $\nu_{E}=\nu$ on $\partial^{*} E \cap H$ and $\nabla \Phi(\nu) \cdot \nu=\Phi(\nu)$, the first integral on the left-hand side of (2.34) coincides with $\boldsymbol{\Phi}\left(E ; W^{\prime} \cap H\right)$. Therefore, (2.34) gives

$$
\begin{align*}
& \mathbf{\Phi}(E, W \cap H)+\int_{\partial^{*} F \cap H \cap W} \gamma_{F} d \mathcal{H}^{n-1} \\
& \quad=\boldsymbol{\Phi}(F, W \cap H)-\left(\nabla \Phi(\nu) \cdot e_{1}\right) \mathcal{H}^{n-1}\left(\left(\partial^{*} F \backslash \partial^{*} E\right) \cap \partial H \cap W\right) \tag{2.35}
\end{align*}
$$

where we have defined $\gamma_{F}: \partial^{*} F \rightarrow \mathbb{R}$ by setting

$$
\gamma_{F}=\Phi\left(\nu_{F}\right)-\nabla \Phi(\nu) \cdot \nu_{F}=\Phi\left(\nu_{F}\right)-\Phi(\nu)+\nabla \Phi(\nu) \cdot\left(\nu_{F}-\nu\right)
$$

By convexity of $\Phi, \gamma_{F} \geq 0$ on $\partial^{*} F$, and thus (2.29) and (2.35) imply (2.31). The case of subminimizers is treated analogously, and then the characterization of minimizers follows by Remark 2.4. Moreover, in this last case, by exploiting (2.17) as in Remark 2.4, and by using (2.35), (2.6), and (2.5), we obtain

$$
\begin{equation*}
\mathbf{\Phi}(F, W \cap H)-\mathbf{\Phi}(E, W \cap H)=\int_{\partial^{*} F \cap H \cap W} \gamma_{F} d \mathcal{H}^{n-1} \tag{2.36}
\end{equation*}
$$

Since, by (2.27), $\kappa_{1}\left|\nu_{F}-\nu\right|^{2} \leq 2 \gamma_{F}(y) \leq \kappa_{2}\left|\nu_{F}-\nu\right|^{2}$ on $\partial^{*} F$, we see that (2.36) implies (2.30).

Step two: We now prove that (2.31) implies (2.29). Without loss of generality we shall assume that $0 \in A$ and that $c=0$. In particular, by (2.31), there exists $r>0$ such that (2.31) holds true for every $E \subset F \subset H$ with $F \backslash E \subset \subset B_{r}$. To exploit this property, we pick $\zeta \in C_{c}^{1}\left(B_{r}\right)$, $\zeta \geq 0, e \in \mathbf{S}^{n-1}$ with

$$
e \cdot e_{1}=0 \quad e \cdot \nu \geq 0
$$

and we define the maps $f_{t}(x)=x+t T(x)$ for $T=\zeta e \in C_{c}^{1}\left(B_{r} ; \mathbb{R}^{n}\right), t \geq 0$ and $x \in \mathbb{R}^{n}$. Clearly there exists $\varepsilon_{0}>0$ such that $\left\{f_{t}\right\}_{t \in\left[0, \varepsilon_{0}\right)}$ is a one-parameter family of diffeomorphisms on $\mathbb{R}^{n}$ such that, if we set $F_{t}=f_{t}(E)$, then $E \subset F_{t} \subset H$ with $F_{t} \backslash E \subset \subset B_{r}$. In particular by (2.31)

$$
\begin{equation*}
0 \leq\left.\frac{d}{d t}\right|_{t=0^{+}} \boldsymbol{\Phi}\left(f_{t}(E) ; B_{r} \cap H\right) \tag{2.37}
\end{equation*}
$$

By (2.9),

$$
\begin{aligned}
& \Phi\left(f_{t}(E) ; B_{r} \cap H\right)=\int_{B_{r} \cap \partial^{*} E} \Phi\left(\operatorname{cof}\left(\nabla f_{t}\right) \nu_{E}\right) d \mathcal{H}^{n-1} \\
= & \int_{B_{r} \cap \partial^{*} E} \Phi\left(\nu_{E}\right)+t\left(\Phi\left(\nu_{E}\right) \operatorname{div} T-\nabla \Phi\left(\nu_{E}\right) \cdot\left[(\nabla T)^{*} \nu_{E}\right]\right) d \mathcal{H}^{n-1}+o(t)
\end{aligned}
$$

where we have also used the fact that

$$
\begin{align*}
\nabla f_{t} & =\mathrm{Id}+t \nabla T, & \operatorname{cof}\left(\nabla f_{t}\right)=\left(J f_{t}\right)\left[\left(\nabla f_{t}\right)^{-1} \circ f_{t}\right]^{*}, \\
\left(\nabla f_{t}\right)^{-1} \circ f_{t} & =\mathrm{Id}-t \nabla T+O\left(t^{2}\right), & J f_{t}=1+t \operatorname{div} T+O\left(t^{2}\right) \tag{2.38}
\end{align*}
$$

By (2.37), $\nabla T=e \otimes \nabla \zeta, \nu_{E}=\nu$, and $\Phi(\nu)=\nabla \Phi(\nu) \cdot \nu$, we thus find that

$$
\begin{align*}
0 & \leq \int_{B_{r} \cap \partial^{*} E} \Phi(\nu)(e \cdot \nabla \zeta)-(e \cdot \nu)(\nabla \Phi(\nu) \cdot \nabla \zeta) d \mathcal{H}^{n-1} \\
& =((\nabla \Phi(\nu) \cdot \nu) e-(e \cdot \nu) \nabla \Phi(\nu)) \cdot \int_{B_{r} \cap \partial^{*} E} \nabla \zeta d \mathcal{H}^{n-1} \tag{2.39}
\end{align*}
$$

We now recall that $B_{r} \cap \partial^{*} E$ is the intersection with $H$ of the $(n-1)$-dimensional disk in $\mathbb{R}^{n}$ of radius $r>0$, center at the origin, and perpendicular to $\nu$, and that $\zeta=0$ on $\partial B_{r}$. Therefore, if we denote by $\nu_{*}$ its unit co-normal vector along $\{x \cdot \nu=0\} \cap \partial H$, then by divergence theorem

$$
\begin{equation*}
\int_{B_{r} \cap \partial^{*} E} \nabla \zeta d \mathcal{H}^{n-1}=\nu_{*} \int_{\{x \cdot \nu=0\} \cap \partial H} \zeta d \mathcal{H}^{n-2} \tag{2.40}
\end{equation*}
$$

By exploiting (2.39) and (2.40), and choosing $\zeta \in C_{c}\left(B_{r}\right)$ with $\int_{\{x \cdot \nu=0\} \cap H} \zeta d \mathcal{H}^{n-2}>0$, we find

$$
\begin{equation*}
((\nabla \Phi(\nu) \cdot \nu) e-(e \cdot \nu) \nabla \Phi(\nu)) \cdot \nu_{*} \geq 0, \quad \forall e \in e_{1}^{\perp} \quad e \cdot \nu \geq 0 \tag{2.41}
\end{equation*}
$$

Since $\nu \neq \pm e_{1}$ we can find $\alpha$ and $\beta<0$ such that $\nu_{*}=\alpha \nu+\beta e_{1}$. If we plug this identity into (2.41), as $\beta<0$, then we find

$$
(e \cdot \nu)\left(\nabla \Phi(\nu) \cdot e_{1}\right) \geq 0, \quad e \in e_{1}^{\perp} \quad e \cdot \nu \geq 0
$$

As $\nu \neq \pm e_{1}$, there exists $e \in e_{1}^{\perp}$ with $\nu \cdot e>0$. Thus $\nabla \Phi(\nu) \cdot e_{1} \geq 0$, as desired.
We conclude this section on anisotropic Young's laws with an elementary technical lemma that shall be frequently used in the sequel. Given $\nu \in \mathbf{S}^{n-1}$ with $\left|\nu \cdot e_{1}\right|<1$, we shall set

$$
\begin{equation*}
\mathbf{e}_{\mathbf{1}}(\nu)=\frac{\nu-\left(\nu \cdot e_{1}\right) e_{1}}{\sqrt{1-\left(\nu \cdot e_{1}\right)^{2}}} \tag{2.42}
\end{equation*}
$$

for the normalized projection of $\nu$ on $e_{1}^{\perp}$. In the light of Proposition 2.6, the following lemma says that if $\{x \cdot \nu<0\} \cap H$ is close to be a minimizer of $\Phi \in \mathcal{E}_{*}(\lambda)$ (in the sense that $\nabla \Phi(\nu) \cdot e_{1}$ is small), then there exists a minimizer of $\boldsymbol{\Phi}$ of the form $\left\{x \cdot \nu_{0}<0\right\} \cap H$ with $\nu_{0}$ close to $\nu$, and with the normalized projections of $\nu_{0}$ and $\nu$ on $e_{1}^{\perp}$ being actually equal to each other.


Figure 2.3. If we set $\nu(\alpha)=\cos \alpha \mathbf{e}_{1}(\nu)-\sin \alpha e_{1}$, then $\nu(\pi / 2)=-e_{1}, \nu(-\pi / 2)=e_{1}$, and $f(\alpha)=\nabla \Phi(\nu(\alpha)) \cdot e_{1}$ is strictly decreasing on $[-\pi / 2, \pi / 2]$ with $f(-\pi / 2) \geq 1 / \lambda$ and $f(\pi / 2) \leq-1 / \lambda$. In particular, given $\Phi \in \mathcal{E}_{*}(\lambda)$ and $e \in e_{1}^{\perp} \cap \mathbf{S}^{n-1}$, there exists a unique $\nu_{0} \in \mathbf{S}^{n-1}$ such that $\mathbf{e}_{1}\left(\nu_{0}\right)=e$ and $\nabla \Phi\left(\nu_{0}\right) \cdot e_{1}=0$. If $\nu_{0}=\nu\left(\alpha_{0}\right)$, then $H(\alpha)=\left\{x_{1}>0\right\} \cap\{x \cdot \nu(\alpha)<0\}$ is a subminimizer of $\boldsymbol{\Phi}$ for every $\alpha \in\left[\alpha_{0}, \pi / 2\right)$, and a superminimizer for every $\alpha \in\left(-\pi / 2, \alpha_{0}\right]$.

Lemma 2.7. For every $\lambda \geq 1$, there exist positive constants $\varepsilon_{0}$ and $C_{0}$, depending on $\lambda$ only, with the following property. If $\Phi \in \mathcal{E}_{*}(\lambda), \nu \in \mathbf{S}^{n-1}$, and

$$
\begin{equation*}
\left|\nabla \Phi(\nu) \cdot e_{1}\right| \leq \varepsilon_{0} \tag{2.43}
\end{equation*}
$$

then there exists $\nu_{0} \in \mathbf{S}^{n-1}$ such that

$$
\begin{equation*}
\mathbf{e}_{\mathbf{1}}\left(\nu_{0}\right)=\mathbf{e}_{\mathbf{1}}(\nu), \quad \nabla \Phi\left(\nu_{0}\right) \cdot e_{1}=0, \quad\left|\nu_{0}-\nu\right| \leq C_{0}\left|\nabla \Phi(\nu) \cdot e_{1}\right| \tag{2.44}
\end{equation*}
$$

Proof. We begin noticing that, for every $e \in \mathbf{S}^{n-1}$

$$
\begin{equation*}
\left|e \cdot e_{1}\right| \leq \sqrt{1-\frac{1}{\lambda^{4}}}+\left|\nabla \Phi(e) \cdot e_{1}\right| \lambda^{3} \tag{2.45}
\end{equation*}
$$

Indeed, if $\mathbf{j}$ denotes the projection of $\mathbb{R}^{n}$ onto $\nabla \Phi(e)^{\perp}$, then by $\Phi(e)=\nabla \Phi(e) \cdot e,(1.7)$ and (1.9),

$$
\begin{aligned}
& 1=\frac{|e \cdot \nabla \Phi(e)|^{2}}{|\nabla \Phi(e)|^{2}}+|\mathbf{j} e|^{2} \geq \frac{1}{\lambda^{4}}+\left|\mathbf{j} e \cdot \mathbf{j} e_{1}\right|^{2}=\frac{1}{\lambda^{4}}+\left|e \cdot \mathbf{j} e_{1}\right|^{2} \\
& \geq \frac{1}{\lambda^{4}}+\left(\left|e \cdot e_{1}\right|-\frac{(\nabla \Phi(e) \cdot e)\left(\nabla \Phi(e) \cdot e_{1}\right)}{|\nabla \Phi(e)|^{2}}\right)^{2}
\end{aligned}
$$

that leads to (2.45) by $\Phi(e) \leq \lambda$ and $|\nabla \Phi(e)| \geq 1 / \lambda$ (this last property follows by one homogeneity and (1.7)). We now notice that $\nu_{0} \in \mathbf{S}^{n-1}$ is such that $\mathbf{e}_{\mathbf{1}}\left(\nu_{0}\right)=\mathbf{e}_{\mathbf{1}}(\nu)$ if and only if $\nu_{0}=\cos \alpha_{0} \mathbf{e}_{\mathbf{1}}(\nu)-\sin \alpha_{0} e_{1}$ for some $\left|\alpha_{0}\right|<\pi / 2$. Let us thus set

$$
f(\alpha)=\nabla \Phi\left(\cos \alpha \mathbf{e}_{\mathbf{1}}(\nu)-\sin \alpha e_{1}\right) \cdot e_{1} \quad|\alpha|<\pi / 2
$$

see Figure 2.3. By the one-homogeneity of $\Phi$ and by (1.7), we obtain

$$
f(\pi / 2)=\nabla \Phi\left(-e_{1}\right) \cdot e_{1}=-\Phi\left(-e_{1}\right) \leq-\frac{1}{\lambda}, \quad f(-\pi / 2)=\nabla \Phi\left(e_{1}\right) \cdot e_{1}=\Phi\left(e_{1}\right) \geq \frac{1}{\lambda}
$$

so that there exists $\alpha_{0} \in(-\pi / 2, \pi / 2)$ such that $f\left(\alpha_{0}\right)=0$; correspondingly, $\nu_{0}$ satisfies the first two identities in (2.44). We now notice that, by (2.45), by $\nabla \Phi\left(\nu_{0}\right) \cdot e_{1}=0$ and by (2.43)

$$
\left|\nu_{0} \cdot e_{1}\right| \leq \sqrt{1-\frac{1}{\lambda^{4}}}, \quad\left|\nu \cdot e_{1}\right| \leq \sqrt{1-\frac{1}{\lambda^{4}}}+\varepsilon_{0} \lambda^{3}
$$

Hence, for every $\lambda \geq 1$ we can find $\eta(\lambda) \in(0,1)$ and $\varepsilon_{0}=\varepsilon_{0}(\lambda)$ such that

$$
\max \left\{\left|\nu_{0} \cdot e_{1}\right|,\left|\nu \cdot e_{1}\right|\right\} \leq 1-\eta
$$

Correspondingly, for some $\tau(\lambda)<\pi / 2$, we find that $\left|\alpha_{0}\right| \leq \tau$ and, if $\alpha_{1} \in(-\pi / 2, \pi / 2)$ is such that $\nu=\cos \alpha_{1} \mathbf{e}_{1}(\nu)-\sin \alpha_{1} e_{1}$, then $\left|\alpha_{1}\right| \leq \tau$ too. Since, by zero-homogeneity of $\nabla \Phi$,
$f(\alpha)=\nabla \Phi\left(\mathbf{e}_{\mathbf{1}}(\nu)-\tan \alpha e_{1}\right) \cdot e_{1}$ for every $|\alpha|<\pi / 2$, by (1.10) we conclude that

$$
\begin{equation*}
f^{\prime}(\alpha)=-\frac{e_{1} \cdot \nabla^{2} \Phi\left(\mathbf{e}_{\mathbf{1}}(\nu)-\tan \alpha e_{1}\right) e_{1}}{\cos ^{2} \alpha} \leq-\frac{1}{\lambda \cos ^{2} \alpha\left|\mathbf{e}_{\mathbf{1}}(\nu)-\tan \alpha e_{1}\right|}=-\frac{1}{\lambda \cos \alpha} \tag{2.46}
\end{equation*}
$$

for every $|\alpha|<\pi / 2$. In particular, there exists $\bar{\alpha}$ between $\alpha_{0}$ and $\alpha_{1}$ such that

$$
\left|\nabla \Phi(\nu) \cdot e_{1}\right|=\left|f\left(\alpha_{1}\right)\right|=\left|f\left(\alpha_{0}\right)-f\left(\alpha_{1}\right)\right| \geq \frac{\left|\alpha_{0}-\alpha_{1}\right|}{\lambda \cos \bar{\alpha}} \geq \frac{\left|\alpha_{0}-\alpha_{1}\right|}{\lambda \cos \tau} \geq \frac{\left|\alpha_{0}-\alpha_{1}\right|}{C(\lambda)}
$$

Since $\left|\nu-\nu_{0}\right| \leq 2\left|\alpha_{0}-\alpha_{1}\right|$, the above equation concludes the proof of the lemma.
2.5. Density estimates. Density estimates for almost-minimizers are proved by a classical argument. The only significant difference is that when deducing lower perimeter estimates from upper volume estimates, a whole family of relative isoperimetric inequalities has to be used in place of the sole relative isoperimetric inequality on a ball, see (2.51) below.

Lemma 2.8. For every $\lambda \geq 1$ there exist constants $c_{1}=c_{1}(n, \lambda) \in(0,1)$ and $C_{1}=C_{1}(n, \lambda)$ with the following property. If $A$ is an open set, $H$ is an open half-space, $\Phi \in \mathcal{E}(A \cap H, \lambda, \ell)$, and $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$, then

$$
\begin{equation*}
P\left(E ; B_{x, r}\right)=P\left(E ; B_{x, r} \cap H\right)+P\left(E ; B_{x, r} \cap \partial H\right) \leq C_{1} r^{n-1} \tag{2.47}
\end{equation*}
$$

for every $x \in A \cap \operatorname{cl}(H)$ and $r<\min \left\{r_{0}, \operatorname{dist}(x, \partial A), 1 / 2 \lambda \Lambda\right\}$, and

$$
\begin{align*}
\left|E \cap B_{x, r}\right| & \geq c_{1}\left|B_{x, r} \cap H\right|, & & \forall x \in \operatorname{cl}(H) \cap \operatorname{spt} \mu_{E}  \tag{2.48}\\
\left|E \cap B_{x, r}\right| & \leq\left(1-c_{1}\right)\left|B_{x, r} \cap H\right| & & \forall x \in \operatorname{cl}(H) \cap \operatorname{spt} \mu_{H \backslash E}  \tag{2.49}\\
P\left(E ; B_{x, r} \cap H\right) & \geq c_{1} r^{n-1}, & & \forall x \in A \cap \operatorname{cl}\left(H \cap \operatorname{spt} \mu_{E}\right) \tag{2.50}
\end{align*}
$$

for every $r<\left\{r_{0}, \operatorname{dist}(x, \partial A), 1 / 2 \lambda \Lambda\right\}$.
Recall that, in our notation, if $E \subset \mathbb{R}^{n}$ is of locally finite perimeter in the open set $A$, then $\operatorname{spt} \mu_{E}$ and $\partial^{*} E$ are automatically defined as subsets of $A$.

Proof. Step one: Without loss of generality, we shall assume that $H=\left\{x_{1}>0\right\}$, and set $G^{+}=G \cap H$ for every $G \subset \mathbb{R}^{n}$. For $\sigma \in(1 / 2,1)$, we consider the relative isoperimetric problem in the truncated ball $B_{t e_{1}}^{+}(t \geq 0)$ with volume fraction $\sigma$, and set

$$
\begin{equation*}
\gamma(\sigma)=\inf _{t \geq 0} \inf \left\{\frac{P\left(F ; B_{t e_{1}}^{+}\right)}{|F|^{(n-1) / n}}:|F| \leq \sigma\left|B_{t e_{1}}^{+}\right|\right\} \tag{2.51}
\end{equation*}
$$

Then $\gamma(\sigma)>0$ for every $\sigma \in(1 / 2,1)$
Step two: Given $x \in A$ we set $r_{x}=\min \left\{r_{0}, \operatorname{dist}(x, \partial A), 1 / 2 \lambda \Lambda\right\}$, and define

$$
m_{x}(r)=\left|E \cap B_{x, r}\right|=\left|E \cap B_{x, r} \cap H\right|
$$

for every $r \in\left(0, r_{x}\right)$, so that $m_{x}$ is absolutely continuous on $\left(0, r_{x}\right)$ (and strictly positive if we also have $\left.x \in \operatorname{spt} \mu_{E}\right)$, with $m_{x}^{\prime}(r)=\mathcal{H}^{n-1}\left(E \cap \partial B_{x, r}\right)$ for a.e. $r \in\left(0, r_{x}\right)$. If $x \in A \cap \operatorname{cl}(H)$ and $r \in\left(0, r_{x}\right)$, then the set $F_{r}=E \backslash B_{x, r} \subset H$ satisfies $E \Delta F_{r} \subset \subset B_{x, r_{*}} \subset \subset A$ for some $r_{*} \in\left(r, r_{x}\right)$. Since $r_{*}<r_{0}$, the set $F_{r}$ is admissible in (2.16), which gives

$$
\boldsymbol{\Phi}\left(E ; B_{x, r_{*}}^{+}\right) \leq \boldsymbol{\Phi}\left(F_{r} ; B_{x, r_{*}}^{+}\right)+\Lambda m_{x}(r)
$$

We combine this last inequality and (1.7) with the remark that, by (2.7),

$$
\mathbf{\Phi}\left(F_{r} ; B_{x, r_{*}}^{+}\right)=\mathbf{\Phi}\left(F_{r} ; B_{x, r_{*}}^{+} \backslash B_{x, r}^{+}\right)+\int_{E \cap \partial B_{x, r}} \Phi\left(y, \nu_{B_{x, r}}(y)\right) d \mathcal{H}^{n-1}(y), \quad \text { for a.e. } r>0
$$

in order to get

$$
\begin{equation*}
P\left(E ; B_{x, r}^{+}\right) \leq \lambda \boldsymbol{\Phi}\left(E ; B_{x, r}^{+}\right) \leq \lambda^{2} m_{x}^{\prime}(r)+\lambda \Lambda m_{x}(r), \quad \forall x \in A \cap \operatorname{cl}(H), r<r_{x} \tag{2.52}
\end{equation*}
$$

Since $m_{x}^{\prime}(r) \leq n \omega_{n} r^{n-1}, m_{x}(r) \leq \omega_{n} r_{x} r^{n-1}$, and $2 \lambda \Lambda r_{x} \leq 1 / \lambda$, this proves that

$$
\begin{equation*}
P\left(E ; B_{x, r}^{+}\right) \leq C r^{n-1}, \quad \forall x \in A \cap \operatorname{cl}(H), r<r_{x}, \tag{2.53}
\end{equation*}
$$

where $C=C(n, \lambda)$. Now, by the divergence theorem (see [Mag12, Proposition 19.22]), we have

$$
\begin{equation*}
P\left(E \cap B_{x, r} ; \partial H\right) \leq P\left(E \cap B_{x, r} ; H\right), \quad \forall x \in \mathbb{R}^{n}, r>0 . \tag{2.54}
\end{equation*}
$$

At the same time, by (2.5) one has

$$
P\left(E \cap B_{x, r} ; H\right)=P\left(E ; B_{x, r}^{+}\right)+m_{x}^{\prime}(r) \quad \text { for a.e. } r>0,
$$

while $P\left(B_{x, r} ; \partial H\right)=0$ gives $P\left(E \cap B_{x, r} ; \partial H\right)=P\left(E ; B_{x, r} \cap \partial H\right)$. By combining these facts with (2.53) and (2.54) we obtain (2.47). Moreover, for every $x \in \mathbb{R}^{n}$ and for a.e. $r>0$,

$$
\begin{aligned}
P\left(E \cap B_{x, r}\right) & =P\left(E \cap B_{x, r} ; H\right)+P\left(E \cap B_{x, r} ; \partial H\right) \leq 2 P\left(E \cap B_{x, r} ; H\right) \\
& =2\left\{P\left(E ; B_{x, r}^{+}\right)+\mathcal{H}^{n-1}\left(E \cap \partial B_{x, r}\right)\right\} .
\end{aligned}
$$

This last inequality, together with (2.52) and the isoperimetric inequality, gives

$$
\begin{equation*}
n \omega_{n}^{1 / n} m_{x}(r)^{(n-1) / n} \leq 2\left(1+\lambda^{2}\right) m_{x}^{\prime}(r)+2 \lambda \Lambda m_{x}(r), \tag{2.55}
\end{equation*}
$$

for every $x \in A \cap \operatorname{cl}(H)$ and for a.e. $r<r_{x}$. Since $2 \lambda \Lambda r_{x} \leq 1$, for every $r<r_{x}$ we get

$$
2 \lambda \Lambda m_{x}(r) \leq 2 \lambda \Lambda m_{x}\left(r_{x}\right)^{1 / n} m_{x}(r)^{(n-1) / n} \leq 2 \lambda \Lambda \omega_{n}^{1 / n} r_{x} m_{x}(r)^{(n-1) / n} \leq \omega_{n}^{1 / n} m_{x}(r)^{(n-1) / n},
$$ so that (2.55) gives, for every $x \in A \cap \operatorname{cl}(H)$ and for a.e. $r<r_{x}$,

$$
\begin{equation*}
(n-1) \omega_{n}^{1 / n} m_{x}(r)^{(n-1) / n} \leq 2\left(1+\lambda^{2}\right) m_{x}^{\prime}(r) . \tag{2.56}
\end{equation*}
$$

If we now assume that $x \in \operatorname{spt} \mu_{E}$, then $m_{x}(r)>0$ for every $r>0$, and thus we can divide by $m_{x}(r)^{(n-1) / n}$ in (2.56). By integrating the resulting differential inequality, we get

$$
\left|E \cap B_{x, r}\right| \geq \omega_{n}\left(\frac{n-1}{2 n\left(1+\lambda^{2}\right)}\right)^{n} r^{n} \geq c(n, \lambda)\left|B_{x, r} \cap H\right|, \quad \forall x \in \operatorname{cl}(H) \cap \operatorname{spt} \mu_{E}, r<r_{x}
$$

We have thus found a constant $c=c(n, \lambda) \in(0,1)$ such that (2.48) holds true with $c$ in place of $c_{1}$ (the final value of $c_{1}$ will be smaller than this). We prove (2.49) (again, with $c$ in place of $c_{1}$ ) by repeating the above argument with $H \backslash E$ in place of $E$; see Remark 2.1. Since $H \cap \operatorname{spt} \mu_{E}=H \cap \operatorname{spt} \mu_{H \backslash E}$, we notice that both (2.48) and (2.49) hold true for every $x \in A \cap \operatorname{cl}\left(H \cap \operatorname{spt} \mu_{E}\right)$ and $r<r_{x}$ : correspondingly, by definition of $\gamma(\sigma)$, see (2.51), we find

$$
\begin{aligned}
P\left(E ; B_{x, r}^{+}\right) & =P\left(E \cap B_{x, r}^{+} ; B_{x, r}^{+}\right) \geq \gamma(1-c)\left|E \cap B_{x, r}^{+}\right|^{(n-1) / n} \\
& \geq \gamma(1-c)\left(\left|B_{x / r, 1}^{+}\right| c\right)^{(n-1) / n} r^{n-1},
\end{aligned}
$$

for every $x \in A \cap \operatorname{cl}\left(H \cap \operatorname{spt} \mu_{E}\right)$ and every $r<r_{x}$. Since $\left|B_{x / r, 1}^{+}\right| \geq\left|B_{0,1}^{+}\right|=\omega_{n} / 2$, this proves (2.50) with $c_{1}=\gamma(1-c)\left(c \omega_{n} / 2\right)^{(n-1) / n}$.
2.6. Compactness theorem. The density estimates of Lemma 2.8 lead to the following compactness theorem for almost-minimizers.

Theorem 2.9. Let $\lambda \geq 1, A$ an open set in $\mathbb{R}^{n}$ and $H$ an open half-space in $\mathbb{R}^{n}$. For every $h \in \mathbb{N}$, let $\ell_{h} \geq 0, \Lambda_{h} \geq 0, r_{h} \in(0, \infty]$ be such that

$$
\lim _{h \rightarrow \infty} \ell_{h}=\ell<\infty, \quad \lim _{h \rightarrow \infty} r_{h}=r_{0}>0, \quad \lim _{h \rightarrow \infty} \Lambda_{h}=\Lambda_{0}<\infty .
$$

If, for every $h \in \mathbb{N}$, $\Phi_{h} \in \mathcal{E}\left(A \cap H, \lambda, \ell_{h}\right)$ and $E_{h}$ is a ( $\left.\Lambda_{h}, r_{h}\right)$-minimizer of $\boldsymbol{\Phi}_{h}$ in $(A, H)$, then there exist $\Phi \in \mathcal{E}(A \cap H, \lambda, \ell)$ and a set $E$ of locally finite perimeter in $A$ such that, up to extracting a subsequence,

$$
\begin{equation*}
E_{h} \rightarrow E \text { in } L_{\mathrm{loc}}^{1}(A), \tag{2.57}
\end{equation*}
$$

where $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$, and where

$$
\begin{equation*}
\mu_{E_{h}} \stackrel{*}{\rightharpoonup} \mu_{E}, \quad\left|\mu_{E_{h}}\right|\left\llcornerH \xrightarrow { * } | \mu _ { E } | \left\llcorner H, \quad\left|\mu_{E_{h}}\right| \stackrel{*}{\rightharpoonup}\left|\mu_{E}\right|, \quad \text { as Radon measures in } A .\right.\right. \tag{2.58}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\operatorname{Tr}_{\partial H}\left(E_{h}\right) \rightarrow \operatorname{Tr}_{\partial H}(E) \text { in } L_{\mathrm{loc}}^{1}(A \cap \partial H), \tag{2.59}
\end{equation*}
$$

while

$$
\begin{equation*}
\text { for every } x \in \operatorname{spt} \mu_{E} \text { there exists } x_{h} \in \operatorname{spt} \mu_{E_{h}} \text { such that } \lim _{h \rightarrow \infty} x_{h}=x \tag{2.60}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
x_{h} \in \operatorname{cl}\left(H \cap \operatorname{spt} \mu_{E_{h}}\right), \quad \forall h \in \mathbb{N}, \quad \Rightarrow \quad x \in \operatorname{cl}\left(H \cap \operatorname{spt} \mu_{E}\right) .  \tag{2.61}\\
\lim _{h \rightarrow \infty} x_{h}=x,
\end{array}\right.
$$

Proof. Step one: We assume without loss of generality that $H=\left\{x_{1}>0\right\}$, and set $G^{+}=G \cap H$ for every $G \subset \mathbb{R}^{n}$. Up to extracting subsequence, we may assume that

$$
\frac{r_{0}}{2}<r_{h}<2 r_{0}, \quad \Lambda_{h}<2 \Lambda_{0}, \quad \forall h \in \mathbb{N}
$$

In particular, if $x \in A \cap \operatorname{cl}(H)$ and $s_{x}=\min \left\{r_{0} / 2\right.$, $\left.\operatorname{dist}(x, \partial A), 1 / 4 \lambda \Lambda_{0}\right\}$, then we can apply the upper density estimate (2.47) to each set $E_{h}$ at the point $x$ and at any scale $r<s_{x}$, to find that

$$
P\left(E_{h} ; B_{x, r}\right) \leq C_{1} r^{n-1}, \quad \forall x \in A \cap \operatorname{cl}(H), r<s_{x}
$$

where $C_{1}=C_{1}(n, \lambda)$. Since $E \subset H$, a simple covering argument gives

$$
\sup _{h \in \mathbb{N}} P\left(E_{h} ; A_{0}\right)<\infty, \quad \text { for every open set } A_{0} \subset \subset A
$$

Hence there exists a set $E$ of locally finite perimeter in $A$ such that, up to extracting subsequences, $E_{h} \rightarrow E$ in $L_{\mathrm{loc}}^{1}(A)$, and

$$
\begin{equation*}
\mu_{E_{h}} \stackrel{*}{\rightharpoonup} \mu_{E}, \quad \text { as Radon measures in } A . \tag{2.62}
\end{equation*}
$$

This proves (2.57) and the first part of (2.58),
Step two: By the Ascoli-Arzelá theorem, there exists $\Phi \in \mathcal{E}\left(A^{+}, \lambda, \ell\right)$ such that, up to extracting a subsequence, $\Phi_{h} \rightarrow \Phi$ in $C^{0}\left(\operatorname{cl}\left(A^{+}\right) \times \mathbf{S}^{n-1}\right)$ with $\Phi_{h}(x, \cdot) \rightarrow \Phi(x, \cdot)$ in $C^{2}\left(\mathbf{S}^{n-1}\right)$ uniformly on $x \in \operatorname{cl}\left(A^{+}\right)$. By exploiting the uniform convergence of $\Phi_{h}$ to $\Phi$ on $\operatorname{cl}\left(A^{+}\right) \times \mathbf{S}^{n-1}$, together with the lower bound in (1.7), we see that for every $\varepsilon>0$ there exists $h_{\varepsilon}$ such that if $h \geq h_{\varepsilon}$, then

$$
\begin{equation*}
(1+\varepsilon) \Phi(x, \nu) \geq \Phi_{h}(x, \nu) \geq(1-\varepsilon) \Phi(x, \nu), \quad \forall(x, \nu) \in \operatorname{cl}\left(A^{+}\right) \times \mathbf{S}^{n-1} \tag{2.63}
\end{equation*}
$$

By (2.62) and by Reshetnyak lower semicontinuity theorem [AFP00, Theorem 2.38], we thus find that, for every open set $U \subset A$,

$$
\begin{equation*}
\liminf _{h \rightarrow \infty} \boldsymbol{\Phi}_{h}\left(E_{h} ; U\right) \geq \boldsymbol{\Phi}(E ; U) \tag{2.64}
\end{equation*}
$$

Step three: In order to prove that $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$, we need to show that

$$
\begin{equation*}
\mathbf{\Phi}\left(E ; W^{+}\right) \leq \boldsymbol{\Phi}\left(F ; W^{+}\right)+\Lambda|E \Delta F| \tag{2.65}
\end{equation*}
$$

whenever $W$ is open and $F \subset H$ is such that

$$
\begin{equation*}
E \Delta F \subset \subset W \subset \subset A, \quad \operatorname{diam}(W)<2 r_{0} \tag{2.66}
\end{equation*}
$$

Indeed, let $F$ and $W$ satisfy (2.66). Clearly we can find an open set $W^{\prime}$ with

$$
\begin{gather*}
E \Delta F \subset \subset W \subset \subset W^{\prime}, \quad \mathcal{H}^{n-1}\left(\partial W^{\prime} \cap\left(\partial^{*} E \cup \partial^{*} F\right)\right)=0  \tag{2.67}\\
\lim _{h \rightarrow \infty} \mathcal{H}^{n-1}\left(\left(E \Delta E_{h}\right) \cap \partial W^{\prime}\right)=0 \tag{2.68}
\end{gather*}
$$

and $\operatorname{diam}\left(W^{\prime}\right)<2 r_{0}$. Hence, there exists $h_{*} \in \mathbb{N}$ such that $\operatorname{diam}\left(W^{\prime}\right)<2 r_{h}$ for every $h \geq h_{*}$; in particular, we can find an open set $W^{\prime \prime} \subset \subset A$, such that, if we set

$$
\begin{equation*}
F_{h}=\left(F \cap W^{\prime}\right) \cup\left(E_{h} \backslash W^{\prime}\right), \tag{2.69}
\end{equation*}
$$

then $F_{h} \subset H, E_{h} \Delta F_{h} \subset \subset W^{\prime \prime} \subset \subset A$, and $\operatorname{diam}\left(W^{\prime \prime}\right)<2 r_{h}$ for every $h \geq h_{*}$. We can exploit the fact that $E_{h}$ is a $\left(\Lambda_{h}, r_{h}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$ to find

$$
\boldsymbol{\Phi}_{h}\left(E_{h} ;\left(W^{\prime \prime}\right)^{+}\right) \leq \boldsymbol{\Phi}_{h}\left(F_{h} ;\left(W^{\prime \prime}\right)^{+}\right)+\Lambda_{h}\left|E_{h} \Delta F_{h}\right|
$$

for every $h \geq h_{*}$. By taking into account (2.67), (2.5), (2.6) and (2.7) we find that

$$
\begin{equation*}
\mathbf{\Phi}_{h}\left(E_{h} ;\left(W^{\prime}\right)^{+}\right) \leq \mathbf{\Phi}_{h}\left(F ;\left(W^{\prime}\right)^{+}\right)+\varepsilon_{h}+\Lambda_{h}\left|\left(E_{h} \Delta F\right) \cap W^{\prime}\right| \tag{2.70}
\end{equation*}
$$

for every $h \geq h_{*}$, where we have applied (1.7) and set

$$
\varepsilon_{h}=\lambda \mathcal{H}^{n-1}\left(\left(E \Delta E_{h}\right) \cap \partial W^{\prime}\right), \quad h \in \mathbb{N}
$$

By letting $h \rightarrow \infty$ in (2.70), by (2.68), and since $E_{h} \rightarrow E$ in $L_{\text {loc }}^{1}(A)$, we conclude

$$
\begin{equation*}
\limsup _{h \rightarrow \infty} \boldsymbol{\Phi}_{h}\left(E_{h} ;\left(W^{\prime}\right)^{+}\right) \leq \boldsymbol{\Phi}\left(F ;\left(W^{\prime}\right)^{+}\right)+\Lambda|E \Delta F| . \tag{2.71}
\end{equation*}
$$

Since $\left(W^{\prime}\right)^{+} \subset \subset A$, by (2.64) we get $\boldsymbol{\Phi}\left(E ;\left(W^{\prime}\right)^{+}\right) \leq \boldsymbol{\Phi}\left(F ;\left(W^{\prime}\right)^{+}\right)+\Lambda|E \Delta F|$, that is exactly (2.65).

Step four: If we choose $F=E$ in the argument of step three, then the combination of (2.64) and (2.71) gives

$$
\lim _{h \rightarrow \infty} \boldsymbol{\Phi}_{h}\left(E_{h} ; B_{x, r}^{+}\right)=\boldsymbol{\Phi}\left(E ; B_{x, r}^{+}\right)
$$

for every $x \in A \cap \operatorname{cl}(H)$ and for a.e. $r<r_{x}=\min \left\{r_{0}, \operatorname{dist}(x, \partial A)\right\}$. By taking (2.63) into account, we thus find that

$$
\lim _{h \rightarrow \infty} \boldsymbol{\Phi}\left(E_{h} ; B_{x, r}^{+}\right)=\boldsymbol{\Phi}\left(E ; B_{x, r}^{+}\right)
$$

for every $x \in A \cap \operatorname{cl}(H)$ and for a.e. $r<r_{x}$. By (2.62) and by the strict convexity of $\Phi(x, \cdot)$ (in the sense of (1.10)), we can apply a classical result of Reshetnyak, see, e.g. [GMS98, Theorem 1 , section 3.4], to find that

$$
\begin{equation*}
\lim _{h \rightarrow \infty} P\left(E_{h} ; B_{x, r}^{+}\right)=P\left(E ; B_{x, r}^{+}\right) \tag{2.72}
\end{equation*}
$$

for every $x \in A \cap \operatorname{cl}(H)$ and for a.e. $r<r_{x}$. By (2.72), (2.15) and a covering argument we deduce the validity of (2.59). Let now $\mu$ be a weak*-cluster point of the family of measures $\left|\mu_{E_{h}}\right|\llcorner H$. By (2.72) and by the Lebesgue-Besicovitch differentiation theorem, we find $\mu=\left|\mu_{E}\right|\llcorner H$, hence

$$
\begin{equation*}
\left|\mu_{E_{h}}\right|\left\llcorner H \stackrel{*}{\rightharpoonup}\left|\mu_{E}\right|\llcorner H, \quad \text { as Radon measures in } A,\right. \tag{2.73}
\end{equation*}
$$

which proves the second statement in (2.58). We finally complete the proof of (2.58): given a compact set $K \subset A$, by $E \subset H$ we have $\left|\mu_{E}\right|(K)=\left|\mu_{E}\right|\left\llcorner H(K)+\mathcal{H}^{n-1}\left(K \cap \partial H \cap \partial^{*} E\right)\right.$, where

$$
\left|\mu_{E}\right|\left\llcorner H(K) \geq \limsup _{h \rightarrow \infty}\left|\mu_{E_{h}}\right|\left\llcorner H(K), \quad \mathcal{H}^{n-1}\left(K \cap \partial H \cap \partial^{*} E\right)=\lim _{h \rightarrow \infty} \mathcal{H}^{n-1}\left(K \cap \partial H \cap \partial^{*} E_{h}\right)\right.\right.
$$

by (2.73) and by (2.59) respectively. This shows that $\left|\mu_{E}\right|(K) \geq \lim \sup _{h \rightarrow \infty}\left|\mu_{E_{h}}\right|(K)$ for every compact set $K \subset A$. This last fact, combined with (2.62), implies the last statement in (2.58), see for instance [Mag12, Proposition 4.26].
Step four: We finally prove (2.60) and (2.61). The validity of (2.60) is a standard consequence of (2.62): indeed, if (2.60) fails, then there exists $\varepsilon>0$ such that, up to extracting subsequences, $B(x, \varepsilon) \cap \operatorname{spt} \mu_{E_{h}}=\emptyset$ for every $h \in \mathbb{N}$; but then, by (2.62) we get

$$
\left|\mu_{E}\right|(B(x, \varepsilon)) \leq \liminf _{h \rightarrow \infty}\left|\mu_{E_{h}}\right|(B(x, \varepsilon))=0
$$

against $x \in \operatorname{spt} \mu_{E}$. The validity of (2.61) follows, again via a standard argument, by the lower density estimate (2.50): indeed, if $x_{h} \in K \cap \operatorname{cl}\left(H \cap \operatorname{spt} \mu_{E_{h}}\right)$, then by (2.50) we can find $r>0$ such that $\left|\mu_{E_{h}}\right|\left(B_{x_{h}, s}\right) \geq c_{1} s^{n-1}$ for every $s<r$. In particular, since $B\left(x_{h}, r / 2\right) \subset B(x, r)$ for $h$ large enough, by (2.58) one gets

$$
\left|\mu_{E}\right|\left(\operatorname{cl}\left(B_{x, r}\right)\right) \geq \limsup _{h \rightarrow \infty}\left|\mu_{E_{h}}\right|\left(\operatorname{cl}\left(B_{x, r}\right)\right) \geq c_{1} s^{n-1}, \quad \forall s<\frac{r}{2}
$$

so that, necessarily, $x \in \operatorname{spt} \mu_{E}$, and (2.61) is proved.
2.7. Contact sets of almost-minimizers. In this section we establish some "weak" regularity properties of the contact set $\operatorname{Tr}_{\partial H}(E)$ of a $\left(\Lambda, r_{0}\right)$-minimizer $E$. In Lemma 2.10 we show that $\operatorname{Tr}_{\partial H}(E)$ is of locally finite perimeter in $A \cap \partial H$. In Lemma 2.15 we prove lower density estimates for $\operatorname{Tr}_{\partial H}(E)$ in $\partial H$ by means of a strong maximum principle discussed in Lemma 2.13. Finally, in Lemma 2.16, we set some normalization conventions on almost-minimizers to be used in the rest of the paper.

The following notation shall be used thorough this section. We decompose $\mathbb{R}^{n}$ as $\mathbb{R} \times \mathbb{R}^{n-1}$, denote by $\mathbf{h}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1}$ the corresponding projection of $\mathbb{R}^{n}$ onto $\mathbb{R}^{n-1}$, so that $x=\left(x_{1}, \mathbf{h} x\right)$ for every $x \in \mathbb{R}^{n}$, and define the vertical disk and the vertical cylinder centered at 0 as

$$
\begin{equation*}
\mathbf{D}_{r}^{\mathrm{v}}=\{z \in \partial H:|z|<r\}, \quad \mathbf{C}_{r}^{\mathrm{v}}=\left\{x \in \mathbb{R}^{n}: x_{1} \in(0, r),|\mathbf{h} x|<r\right\}=(0, r) \times \mathbf{D}_{r}^{\mathrm{v}} \tag{2.74}
\end{equation*}
$$

With the usual abuse of notation (see section 2.1), we denote by $\partial \mathbf{D}_{r}^{\mathrm{v}}$ the boundary of $\mathbf{D}_{r}^{\mathrm{v}}$ inside $\partial H$, i.e. we set $\partial \mathbf{D}_{r}^{\mathrm{v}}=\{z \in \partial H:|z|=r\}$.
Lemma 2.10 (Contact sets are of locally finite perimeter). For every $\lambda \geq 1$ there exists $a$ constant $C=C(n, \lambda)$ with the following property. If $A$ is an open set, $H=\left\{x_{1}>0\right\}, \Phi \in$ $\mathcal{E}(A \cap H, \lambda, \ell)$, and $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$, then

$$
P\left(\operatorname{Tr}_{\partial H}(E) ; B_{x, r} \cap \partial H\right) \leq C r^{n-2}
$$

for every $x \in \partial H$ and $r<\min \left\{r_{0}\right.$, $\left.\operatorname{dist}(x, \partial A), 1 / 2 \lambda \Lambda, 1 / \ell\right\} / 4$. In particular $\operatorname{Tr}_{\partial H}(E)$ is a set of locally finite perimeter in $A \cap \partial H$.

Proof. Up to replace $E$ and $\Phi$ with $E^{x, r}$ and $\Phi^{x, r}$ respectively, we can directly assume that $\Phi \in \mathcal{E}\left(B_{4} \cap H, \lambda, \ell\right), \ell \leq 1, E$ is a $(1 / 8 \lambda, 4)$-minimizer of $\Phi$ in $\left(B_{4}, H\right)$, and prove that

$$
\begin{equation*}
P\left(\operatorname{Tr}_{\partial H}(E) ; \mathbf{D}_{1}^{\mathrm{v}}\right) \leq C \tag{2.75}
\end{equation*}
$$

for a constant $C=C(n, \lambda)$. Given $s \in(0,1 / 2)$, let $\varphi_{s} \in C_{c}^{1}((0,2) ;[0, s])$ be such that $\varphi_{s}=s$ on $(0,1)$ and $\left|\varphi_{s}^{\prime}\right| \leq 3 s$ on $(0,2)$, set

$$
G_{s}=\left\{x \in \mathbf{C}_{2}^{\mathrm{v}}: x_{1} \leq \varphi_{s}(|\mathbf{h} x|)\right\}
$$

and consider the bi-Lipschitz map $f_{s}: H \backslash G_{s} \rightarrow H$ defined as

$$
\begin{array}{ll}
f_{s}(x)=\left(1-\left(\frac{1-x_{1}}{1-\varphi_{s}(|\mathbf{h} x|)}\right), \mathbf{h} x\right), & \\
x \in\left[\mathbf{D}_{2}^{\mathrm{v}} \times(0,1)\right] \backslash G_{s} \\
f_{s}(x)=x, &
\end{array}
$$

see Figure 2.4. Notice that $f_{s}\left(\mathbf{C}_{2}^{\mathrm{v}} \backslash G_{s}\right)=\mathbf{C}_{2}^{\mathrm{v}}$, with

$$
\begin{equation*}
\sup _{x \in H \backslash G_{s}}\left|f_{s}(x)-x\right|+\left\|\nabla f_{s}(x)-\mathrm{Id}\right\| \leq C s \tag{2.76}
\end{equation*}
$$

for a constant $C=C(n)$. If we set $E_{s}=f_{s}\left(E \backslash G_{s}\right)$, then $E_{s}$ is a set of locally finite perimeter in $B_{4}\left(\right.$ as $E \backslash G_{s}$ is), with $E_{s} \subset H$ and $E_{s} \Delta E \subset \mathbf{C}_{2}^{\mathrm{v}}$ with $\operatorname{diam}\left(\mathbf{C}_{2}^{\mathrm{v}}\right)=\sqrt{20}<8$. We may thus exploit the fact that $E$ is a $(1 / 8 \lambda, 4)$-minimizer of $\boldsymbol{\Phi}$ in $\left(B_{4}, H\right)$ to deduce that

$$
\begin{equation*}
\boldsymbol{\Phi}\left(E ; \mathbf{C}_{2}^{\mathrm{v}}\right) \leq \boldsymbol{\Phi}\left(f_{s}\left(E \backslash G_{s}\right) ; \mathbf{C}_{2}^{\mathrm{v}}\right)+\Lambda\left|\left(E \Delta f_{s}(E)\right) \cap \mathbf{C}_{2}^{\mathrm{v}}\right| \tag{2.77}
\end{equation*}
$$



Figure 2.4. Given $z \in \mathbf{D}_{2}^{\mathrm{v}}$, the map $f_{s}$ stretches each segment $\left[\varphi_{s}(|z|), 1\right] \times\{z\}$ into $[0,1] \times\{z\}$, while keeping the point $(1, z)$ fixed.

By [Mag12, Lemma 17.9] and (2.76), we have

$$
\begin{equation*}
\left|\left(E \Delta f_{s}(E)\right) \cap \mathbf{C}_{2}^{\mathrm{v}}\right| \leq C P\left(E ; B_{3}\right) s \tag{2.78}
\end{equation*}
$$

for some $C=C(n)$. Moreover, by (2.9) and $f_{s}\left(\mathbf{C}_{2}^{\mathrm{v}}\right)=\mathbf{C}_{2}^{\mathrm{v}}$ we find that

$$
\begin{align*}
\boldsymbol{\Phi}\left(f_{s}\left(E \backslash G_{s}\right) ; H\right) & =\int_{\mathbf{C}_{2}^{\mathrm{v}} \cap \partial^{*}\left(E \backslash G_{s}\right)} \Phi\left(f_{s}(x), \operatorname{cof}\left(\nabla f_{s}(x)\right) \nu_{E \backslash G_{s}}(x)\right) d \mathcal{H}^{n-1}(x) \\
& \leq \boldsymbol{\Phi}\left(E ; \mathbf{C}_{2}^{\mathrm{v}} \backslash G_{s}\right)+C(n, \lambda) s P\left(E ; \mathbf{C}_{2}^{\mathrm{v}} \backslash G_{s}\right) \tag{2.79}
\end{align*}
$$

where we have used $(2.76),(1.8),(1.9)$ and the fact that $\ell \leq 1$ (so that $C$ depend on $n$ and $\lambda$ only). By (2.77), (2.78), (2.79) and (2.47) we thus find

$$
\mathbf{\Phi}\left(E ; G_{s}\right) \leq C P\left(E, B_{3}\right) s \leq C s
$$

with $C=C(n, \lambda)$. Since $(0, s) \times \mathbf{D}_{1}^{\mathrm{v}} \subset G_{s}$, we conclude by (1.7) that

$$
P\left(E ;(0, s) \times \mathbf{D}_{1}^{\mathrm{v}}\right) \leq C(n, \lambda) s \quad \forall s \in(0,1 / 2)
$$

By the coarea formula for rectifiable set, see, e.g. [Mag12, Equation (18.25)], we find

$$
\int_{0}^{s} P\left(E_{t} ; \mathbf{D}_{1}^{\mathrm{v}}\right) d t \leq P\left(E ;(0, s) \times \mathbf{D}_{1}^{\mathrm{v}}\right) \leq C(n, \lambda) s
$$

Hence, for every $s \in(0,1 / 2)$ we can find $t_{s} \in(0, s)$ such that $P\left(E_{t_{s}} ; \mathbf{D}_{1}^{\mathrm{v}}\right) \leq C(n, \lambda)$. We deduce (2.75) by taking the limit as $s \rightarrow 0^{+}$, thanks to (2.11) and the lower semicontinuity of perimeter:

$$
P\left(\operatorname{Tr}_{\partial H}(E) ; \mathbf{D}_{1}^{\mathrm{v}}\right) \leq \liminf _{s \rightarrow 0^{+}} P\left(E_{t_{s}} ; \mathbf{D}_{1}^{\mathrm{v}}\right) \leq C(n, \lambda)
$$

We now prove a lower density estimates for the contact set. To this end, we shall need a strong maximum principle for local minimizers of regular autonomous elliptic integrands. (This should be compared with [SW89], where, however, even integrands are considered in order to deal with non-orientable surfaces.) We prove the strong maximum principle in Lemma 2.13, as a corollary of a comparison lemma, Lemma 2.12, illustrated in Figure 2.5. We premise to these results the following lemma, about the existence of Lipschitz solution of non-parametric problems. (Part two of the statement will be used in section 5.)

Lemma 2.11. Let $\Phi \in \mathcal{E}_{*}(\lambda), \lambda>0$, and $\operatorname{set} \Phi^{\#}(\xi)=\Phi(\xi,-1)$ for $\xi \in \mathbb{R}^{n-1}$.
Part one: If $\varphi \in C^{1,1}\left(\operatorname{cl}\left(\mathbf{D}_{r}\right)\right)$, then there exists a unique $u \in C^{2}\left(\mathbf{D}_{r}\right) \cap \operatorname{Lip}\left(\operatorname{cl}\left(\mathbf{D}_{r}\right)\right)$ such that

$$
\begin{cases}\operatorname{div}\left(\nabla_{\xi} \Phi^{\#}(\nabla u)\right)=0, & \text { in } \mathbf{D}_{r}  \tag{2.80}\\ u=\varphi, & \text { on } \partial \mathbf{D}_{r}\end{cases}
$$



Figure 2.5. The situation in Lemma 2.12: the role of (2.83) is to ensure that, over the boundary of $G, E$ lies above the graph of $u_{0}$. The figure tries to stress the fact that $E$ does not need to be the epigraph of a function.

In addition, if $\varphi \geq 0, \varphi \not \equiv 0$, then $u(0)>0$.
Part two: Given $e \in \mathbb{R}^{n-1}$ with $|e|=1$, let $H=\left\{z \in \mathbb{R}^{n-1}: z \cdot e \geq 0\right\}$. If $\varphi \in C^{1,1}\left(\operatorname{cl}\left(\mathbf{D}_{r} \cap H\right)\right)$ with $\varphi=0$ on $\mathbf{D}_{r} \cap \partial H$, then there exists a unique $u \in C^{2}\left(\mathbf{D}_{r} \cap \operatorname{cl}(H)\right) \cap \operatorname{Lip}\left(\operatorname{cl}\left(\mathbf{D}_{r} \cap H\right)\right)$ with

$$
\begin{cases}\operatorname{div}\left(\nabla_{\xi} \Phi^{\#}(\nabla u)\right)=0, & \text { in } \mathbf{D}_{r} \cap H  \tag{2.81}\\ u=\varphi, & \text { on } \partial\left(\mathbf{D}_{r} \cap H\right)\end{cases}
$$

In addition, if $\varphi \leq M(e \cdot z)$ on $\partial\left(\mathbf{D}_{r} \cap H\right)$ for some $M \in \mathbb{R}$, then $|\nabla \varphi(0)|=\left|\partial_{e} \varphi(0)\right|<M$.
Proof. The pair $\left(\varphi, \mathbf{D}_{r}\right)$ satisfies the so called Bounded Slope Condition, see [Giu03, Theorem 1.1], hence existence of a solution to (2.80) follows by [Giu03, Theorem 1.2]. Uniqueness follows by noticing that for every two Lipschitz solutions to (2.80) the difference solves a uniformly linear elliptic equation, see for instance [GT98, Chapter 10]. The last statement in part one is just the strict maximum principle, [GT98, Theorem 3.5]. To prove the existence and uniqueness of solutions to (2.81), one can make an odd reflection around $\partial H$ and then use part one. For what concerns the last statement of part two, note that $w=M z \cdot e-u(z) \geq 0$ on $\partial\left(\mathbf{D}_{r} \cap H\right)$, $w(0)=0$ and that $w$ solves the uniformly elliptic (linear) equation,

$$
0=\operatorname{div}\left(\nabla_{\xi} \Phi^{\#}(\nabla u)\right)=\sum_{i, j}^{n-1} \nabla_{\xi_{i} \xi_{j}}^{2} \Phi^{\#}(\nabla u) \partial_{i j} u=\sum_{i, j}^{n-1} A_{i j} \partial_{i j} w .
$$

We conclude by Hopf's boundary lemma, [GT98, Lemma 3.4].
Lemma 2.12 (Comparison lemma). If $\lambda \geq 1, \Phi \in \mathcal{E}_{*}(\lambda), G \subset \mathbb{R}^{n-1}$ is a bounded open set with Lipschitz boundary, $a<b, J=G \times(a, b), E \subset\left\{x_{n}>a\right\}$ is a set of finite perimeter in an open neighborhood of $J$ such that

$$
\begin{equation*}
\mathbf{\Phi}(E ; \operatorname{cl}(J)) \leq \boldsymbol{\Phi}(F ; \operatorname{cl}(J)), \quad \text { whenever } F \subset E, E \backslash F \subset J, \tag{2.82}
\end{equation*}
$$

and $u_{0} \in C^{2}(G) \cap \operatorname{Lip}(\operatorname{cl}(G))$ with $a<u_{0}<b$ on $\operatorname{cl}(G)$ and

$$
\begin{align*}
& E^{(1)} \cap[(\partial G) \times(a, b)] \subset\left\{(z, t) \in(\partial G) \times(a, b): t \geq u_{0}(z)\right\},  \tag{2.83}\\
& \operatorname{div}\left(\nabla_{\xi} \Phi^{\#}\left(\nabla u_{0}(z)\right)\right)=0, \quad \forall z \in G, \tag{2.84}
\end{align*}
$$

where $\Phi^{\#}(\xi)=\Phi(\xi,-1)$ for $\xi \in \mathbb{R}^{n-1}$, then

$$
\begin{equation*}
E \cap J \subset \subset_{\mathcal{H}^{n}}\left\{(z, t) \in J: t \geq u_{0}(z)\right\} . \tag{2.85}
\end{equation*}
$$

Proof. Let us begin noticing that the lower bound in (2.27) can be written in the form

$$
\begin{equation*}
\kappa_{1} \frac{\left|\nu_{1}-\nu_{2}\right|^{2}}{2} \leq\left(\nabla \Phi\left(\nu_{2}\right)-\nabla \Phi\left(\nu_{1}\right)\right) \cdot \nu_{2}, \quad \forall \nu_{1}, \nu_{2} \in \mathbf{S}^{n-1} \tag{2.86}
\end{equation*}
$$

We now consider the open sets

$$
F_{+}=\left\{(z, t) \in J: t>u_{0}(z)\right\}, \quad F_{-}=\left\{(z, t) \in J: t<u_{0}(z)\right\}
$$

By (2.83) and since $a<u_{0}<b$ on $\operatorname{cl}(G)$, we can exploit (2.82) with $F=(E \backslash J) \cup\left(E \cap F_{+}\right)$to find that

$$
\begin{equation*}
\int_{\partial^{*} E \cap\left[F_{-} \cup(G \times\{a\})\right]} \Phi\left(\nu_{E}\right) d \mathcal{H}^{n-1} \leq \int_{\partial^{*} F_{+} \cap\left(E^{(1)} \cap J\right)} \Phi\left(\nu_{F_{+}}\right) d \mathcal{H}^{n-1} \tag{2.87}
\end{equation*}
$$

Let us now set $T(x)=\nabla \Phi\left(\nabla u_{0}(\mathbf{p} x),-1\right)$ for $x \in G \times \mathbb{R}$, so that $T \in C^{1}\left(G \times \mathbb{R} ; \mathbb{R}^{n}\right)$ with $\operatorname{div} T(x)=0$ for every $x \in G \times \mathbb{R}$ thanks to (2.84). If we set $\widetilde{E}=(E \cap J) \backslash F_{+}$, then $\widetilde{E} \subset J$ and $\partial^{*} \widetilde{E} \cap[(\partial G) \times(a, b)]$ is $\mathcal{H}^{n-1}$-negligible thanks to (2.83). Hence we can apply the divergence theorem to $T$ on $\widetilde{E}$ to find that

$$
\begin{equation*}
\int_{\partial^{*} F_{+} \cap\left(E^{(1)} \cap J\right)} T \cdot \nu_{F_{+}} d \mathcal{H}^{n-1}=\int_{\partial^{*} E \cap\left(F_{-} \cup(G \times\{a\})\right)} T \cdot \nu_{E} d \mathcal{H}^{n-1} \tag{2.88}
\end{equation*}
$$

Now, by zero-homogeneity of $\nabla \Phi$ and by

$$
\begin{equation*}
\nu_{F_{+}}\left(z, u_{0}(z)\right)=\frac{\left(\nabla u_{0}(\mathbf{p} x),-1\right)}{\sqrt{1+\left|\nabla u_{0}(\mathbf{p} x)\right|^{2}}}, \quad \forall x \in J \cap \partial F_{+} \tag{2.89}
\end{equation*}
$$

we find that, for $\mathcal{H}^{n-1}$-a.e. on $J \cap \partial F_{+}$,

$$
\begin{equation*}
T \cdot \nu_{F_{+}}=\nabla \Phi\left(\nu_{F_{+}}\right) \cdot \nu_{F_{+}}=\Phi\left(\nu_{F_{+}}\right), \quad \text { on } J \cap \partial F_{+} \tag{2.90}
\end{equation*}
$$

while, by (2.86),

$$
\begin{equation*}
T \cdot \nu_{E}=\Phi\left(\nu_{E}\right)-\left(\nabla \Phi\left(\nu_{E}\right)-\nabla \Phi\left(\nabla u_{0},-1\right)\right) \cdot \nu_{E} \leq \Phi\left(\nu_{E}\right)-\frac{\kappa_{1}}{2}\left|\nu_{E}-\frac{\left(\nabla u_{0},-1\right)}{\sqrt{1+\left|\nabla u_{0}\right|^{2}}}\right|^{2} \tag{2.91}
\end{equation*}
$$

We may thus combine $(2.87),(2.88),(2.90)$ and $(2.91)$ to deduce

$$
\int_{\partial^{*} E \cap\left(F_{-} \cup(G \times\{a\})\right)}\left|\nu_{E}-\frac{\left(\nabla u_{0}(\mathbf{p}(x)),-1\right)}{\sqrt{1+\left|\nabla u_{0}(\mathbf{p} x)\right|^{2}}}\right|^{2} d \mathcal{H}^{n-1}(x)=0
$$

so that

$$
\begin{equation*}
\nu_{E}=\frac{\left(\nabla u_{0}(\mathbf{p}(x)),-1\right)}{\sqrt{1+\left|\nabla u_{0}(\mathbf{p} x)\right|^{2}}} \quad \mathcal{H}^{n-1} \text {-a.e. on } \partial^{*} E \cap\left(F_{-} \cup(G \times\{a\})\right) \tag{2.92}
\end{equation*}
$$

Folllowing [DS94], we apply the divergence theorem on the set $\widetilde{E}$ to the vector field $S \in C^{1}(G \times$ $\left.\mathbb{R} ; \mathbb{R}^{n}\right)$ defined by $S(x)=\left(\mathbf{p} x, \mathbf{p} x \cdot \nabla u_{0}(\mathbf{p} x)\right)$ for every $x \in G \times \mathbb{R}$. Since $S \cdot \nu_{\widetilde{E}}=0 \mathcal{H}^{n-1}-$ a.e. on $\partial^{*} \widetilde{E}$ thanks to $(2.5),(2.7),(2.83),(2.89)$ and (2.92), we conclude that

$$
(n-1)|\widetilde{E}|=\int_{\widetilde{E}} \operatorname{div} S=\int_{\partial^{*} \widetilde{E}} S \cdot \nu_{\widetilde{E}} d \mathcal{H}^{n-1}=0
$$

that is, $\left|(E \cap J) \backslash F_{+}\right|=0$. This proves the lemma.
Lemma 2.13 (Strong maximum principle). If $\lambda \geq 1, H=\left\{x_{1}>0\right\}, \Phi \in \mathcal{E}_{*}(\lambda)$, and $E \subset H$ is a set of locally finite perimeter in $B$ such that

$$
\begin{equation*}
\mathbf{\Phi}(E ; W) \leq \mathbf{\Phi}(F ; W), \quad \text { whenever } E \Delta F \subset \subset W \subset \subset B \tag{2.93}
\end{equation*}
$$

then either $\mathcal{H}^{n-1}\left(B \cap \operatorname{Tr}_{\partial H}(E)\right)=\mathcal{H}^{n-1}(B \cap \partial H)$ or $0 \notin \operatorname{spt} \mu_{E}$.


Figure 2.6. Inclusion (2.96). Notice that $w_{E}$ may take the value $+\infty$.

Remark 2.14. We note that (2.93) is localized in $W$, not in $W \cap H$. Thus Lemma 2.13 says that the only minimizer $E$ of $\Phi$ in $B$ which is contained in $H$ and whose boundary touches $\partial H$ at 0 is $H$ itself (i.e., one must have $E \cap B=H \cap B$ ).

Proof of Lemma 2.13. Let us assume that

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(B \cap \operatorname{Tr}_{\partial H}(E)\right)<\mathcal{H}^{n-1}(B \cap \partial H) \tag{2.94}
\end{equation*}
$$

Since (2.93) means that $E$ is a minimizer of $\boldsymbol{\Phi}$ in $\left(B, \mathbb{R}^{n}\right)$, by Lemma 2.8 we find

$$
c_{1}\left|B_{x, r}\right|<\left|E \cap B_{x, r}\right|<\left(1-c_{1}\right)\left|B_{x, r}\right|
$$

for every $x \in B \cap \operatorname{spt} \mu_{E}$ and $r<\operatorname{dist}(x, \partial B)$. In particular, $B \cap \operatorname{spt} \mu_{E} \subset B \cap \partial^{\mathrm{e}} E$, so that, by (2.2), $B \cap \operatorname{spt} \mu_{E} \subset_{\mathcal{H}^{n-1}} B \cap \partial^{*} E$. Thus, by (2.13) and (2.94) we find that

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(B \cap \operatorname{spt} \mu_{E}\right)<\mathcal{H}^{n-1}(B \cap \partial H) \tag{2.95}
\end{equation*}
$$

We now define a function $w_{E}: \mathbf{D}_{1}^{\mathrm{V}} \rightarrow[0, \infty]$ by setting

$$
w_{E}(z)=\inf \left\{t \in \mathbb{R}:(t, z) \in B \cap \operatorname{spt} \mu_{E}\right\}, \quad z \in \mathbf{D}_{1}^{\mathrm{v}}
$$

Since $\operatorname{spt} \mu_{E}$ is a closed subset of $H$, it turns out that $w_{E}$ is non-negative and lower semicontinuous on $\mathbf{D}_{1}^{\mathrm{v}}$, with the property that

$$
\begin{equation*}
E \cap B \subset_{\mathcal{H}^{n}}\left\{x \in \mathbb{R}^{n}: x_{1} \geq w_{E}(\mathbf{h} x)\right\} \tag{2.96}
\end{equation*}
$$

see Figure 2.6. By the coarea formula, (2.95) and (2.96), there exists $r_{*} \in(0,1 / 2 \sqrt{2})$ such that

$$
\begin{equation*}
\mathcal{H}^{n-2}\left(\operatorname{spt} \mu_{E} \cap \partial \mathbf{D}_{r_{*}}^{\mathrm{v}}\right)<\mathcal{H}^{n-2}\left(B \cap \partial \mathbf{D}_{r_{*}}^{\mathrm{v}}\right), \quad \mathcal{H}^{n-1}\left(\partial^{*} E \cap \partial \mathbf{C}_{r_{*}}^{\mathrm{v}}\right)=0 \tag{2.97}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{1} \geq w_{E}(\mathbf{h} x), \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } x \in E^{(1)} \cap B \cap\left[\mathbb{R} \times \partial \mathbf{D}_{r_{*}}^{\mathrm{v}}\right] \tag{2.98}
\end{equation*}
$$

By definition of $w_{E}$ and by $(2.97), w_{E}(z)>0$ on a subset of $\partial \mathbf{D}_{r_{*}}^{\mathrm{v}}$ with positive $\mathcal{H}^{n-2}$-measure. Therefore, there exists $\varphi \in C^{\infty}\left(\partial \mathbf{D}_{r_{*}}^{\mathrm{v}}\right)$ such that

$$
\begin{equation*}
\max _{\partial \mathbf{D}_{r_{*}}^{\mathrm{v}}} \varphi>0, \quad 0 \leq \varphi(z) \leq \min \left\{w_{E}(z), \frac{r_{*}}{2}\right\}, \quad \forall z \in \partial \mathbf{D}_{r_{*}}^{\mathrm{v}} \tag{2.99}
\end{equation*}
$$

By Lemma 2.11, part one, there exists $u \in C^{2}\left(\mathbf{D}_{r_{*}}^{\mathrm{v}}\right) \cap \operatorname{Lip}\left(\operatorname{cl}\left(\mathbf{D}_{r_{*}}^{\mathrm{v}}\right)\right)$ such that

$$
\begin{cases}\operatorname{div}\left(\nabla_{\xi} \Phi^{\#}(\nabla u)\right)=0, & \text { in } \mathbf{D}_{r_{*}}^{\mathrm{v}},  \tag{2.100}\\ u=\varphi, & \text { on } \partial \mathbf{D}_{r_{*}}^{\mathrm{v}}\end{cases}
$$

where $\Phi^{\#}(\xi)=\Phi(-1, \xi)$ for $\xi \in \mathbb{R}^{n-1}$; moreover, $u(0)>0$ by (2.99). By (2.93), (2.98), (2.99), and (2.100), we can apply Lemma 2.12 to infer that

$$
E \cap \mathbf{C}_{r_{*}}^{\mathrm{v}} \subset_{\mathcal{H}^{n}}\left\{(z, t) \in \mathbf{C}_{r_{*}}^{\mathrm{v}}: t \geq u(z)\right\}
$$

Since $u(0)>0$, this last inclusion implies that $0 \notin \operatorname{spt} \mu_{E}$, and the lemma is proved.
Lemma 2.15 (Lower density estimate for contact sets). For every $\lambda \geq 1$ there exist two positive constants $\varepsilon=\varepsilon(n, \lambda)$ and $c=c(n, \lambda)$ with the following property. If $A$ is an open set, $H=\left\{x_{1}>\right.$ $0\}, \Phi \in \mathcal{E}(A \cap H, \lambda, \ell), E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\Phi$ in $(A, H)$, and $(\Lambda+\ell) r \leq \varepsilon$, then, for every $x \in \partial H \cap \operatorname{spt} \mu_{E}$ and $r<\min \left\{r_{0}, \operatorname{dist}(x, \partial A)\right\} / 4$, we have

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(B_{x, r} \cap \operatorname{Tr}_{\partial H}(E)\right) \geq c r^{n-1} \tag{2.101}
\end{equation*}
$$

In particular, $\mathcal{H}^{n-1}\left(\operatorname{spt} \mu_{E} \backslash \partial^{*} E\right)=0$.
Proof. We start showing as (2.101) implies the last part of the statement. Indeed, (2.13) and (2.101) imply

$$
\begin{equation*}
\liminf _{r \rightarrow 0^{+}} \frac{\mathcal{H}^{n-1}\left(B_{x, r} \cap \partial^{*} E\right)}{r^{n-1}}>0 \tag{2.102}
\end{equation*}
$$

for every $x \in A \cap \partial H \cap \operatorname{spt} \mu_{E}$. Since (2.102) holds true at every $x \in A \cap \operatorname{cl}\left(H \cap \operatorname{spt} \mu_{E}\right)$ by (2.50), we conclude that (2.102) holds true at every $x \in \operatorname{spt} \mu_{E}$. By differentiation of Hausdorff measures (see, e.g., [Mag12, Corollary 6.5]), we conclude that $\mathcal{H}^{n-1}\left(\operatorname{spt} \mu_{E} \backslash \partial^{*} E\right)=0$.

We now prove (2.101). Up to consider $E^{x, r}$ and $\Phi^{x, r}$ in place of $E$ and $\Phi$ we may reduce to prove the following statement: if $\Phi \in \mathcal{E}\left(B_{2} \cap H, \lambda, \ell\right)$, and $E$ is a $(\Lambda, 4)$ minimizer of $\boldsymbol{\Phi}$ in $\left(B_{2}, H\right)$ with $0 \in \operatorname{spt} \mu_{E}$ and $(\Lambda+\ell) \leq \varepsilon$, then

$$
\mathcal{H}^{n-1}\left(B \cap \operatorname{Tr}_{\partial H}(E)\right) \geq c
$$

We argue by contradiction, and assume that for every $h \in \mathbb{N}$ there exist $\Phi_{h} \in \mathcal{E}\left(B_{2} \cap H, \lambda, \ell_{h} r_{h}\right)$ and $E_{h}$ a $\left(\Lambda_{h} r_{h}, 4\right)$ minimizer of $\boldsymbol{\Phi}_{h}$ in $\left(B_{2}, H\right)$, satisfying

$$
0 \in \bigcap_{h \in \mathbb{N}} \operatorname{spt} \mu_{E_{h}}, \quad \lim _{h \rightarrow \infty}\left(\Lambda_{h}+\ell_{h}\right) r_{h}=0, \quad \lim _{h \rightarrow \infty} \mathcal{H}^{n-1}\left(B \cap \operatorname{Tr}_{\partial H}\left(E_{h}\right)\right)=0
$$

By Theorem 2.9, there exist $\Phi_{\infty} \in \mathcal{E}_{*}(\lambda)$ and a $(0,4)$-minimizer $E_{\infty}$ of $\boldsymbol{\Phi}_{\infty}$ in $\left(B_{2}, H\right)$ such that, up to extracting a not relabeled subsequence, $E_{h} \rightarrow E_{\infty}$ in $L_{\mathrm{loc}}^{1}\left(B_{2}\right)$, and

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(B \cap \operatorname{Tr}_{\partial H}\left(E_{\infty}\right)\right)=0 \tag{2.103}
\end{equation*}
$$

In fact, $E_{\infty}$ is a minimizer of $\boldsymbol{\Phi}_{\infty}$ in $\left(B, \mathbb{R}^{n}\right)$, i.e.

$$
\begin{equation*}
\mathbf{\Phi}_{\infty}\left(E_{\infty} ; B\right) \leq \mathbf{\Phi}_{\infty}(F ; B) \tag{2.104}
\end{equation*}
$$

whenever $E_{\infty} \Delta F \subset \subset B$ (note that this is a a stronger property than being a ( 0,4 )-minimizer of $\mathbf{\Phi}_{\infty}$ in $\left(B_{2}, H\right)$ ).

To prove (2.104), pick $F$ such that $E_{\infty} \Delta F \subset \subset B$ : since $E_{\infty} \Delta(F \cap H) \subset \subset B$ and $E_{\infty}$ is a $(0,4)$-minimizer $\boldsymbol{\Phi}_{\infty}$ in $\left(B_{2}, H\right)$ we find

$$
\begin{equation*}
\mathbf{\Phi}_{\infty}\left(E_{\infty} ; B \cap H\right) \leq \mathbf{\Phi}_{\infty}(F \cap H ; B \cap H) \tag{2.105}
\end{equation*}
$$

The left-hand sides of (2.104) and (2.105) coincide by (2.12), (2.13) and (2.103); the right-hand side of $(2.105)$ is instead smaller than the right-hand side of (2.104) since $H \cap B \cap \partial^{*}(F \cap H) \subset$ $B \cap \partial^{*} F$ with $\nu_{F \cap H}=\nu_{F} \mathcal{H}^{n-1}$-a.e. on $H \cap B \cap \partial^{*}(F \cap H)$ by (2.5). This proves (2.104). Since $E_{\infty} \subset H$ and $E_{\infty}$ satisfies (2.104) we can apply Lemma 2.13 to deduce that (2.103) implies $0 \notin \operatorname{spt} \mu_{E_{\infty}}$.

We now achieve a contradiction, and thus prove the lemma, by showing that $0 \in \operatorname{spt} \mu_{E_{\infty}}$. Indeed, let us set

$$
\delta_{h}=\max \left\{\mathcal{H}^{n-1}\left(B \cap \operatorname{Tr}_{\partial H}\left(E_{h}\right)\right), \frac{1}{h}\right\}>0, \quad \varrho_{h}=\left(\frac{2 \delta_{h}}{\omega_{n-1}}\right)^{1 /(n-1)}, \quad h \in \mathbb{N}
$$

(Notice that, up to take $h$ large enough, we can assume $\varrho_{h}<1$ for every $h \in \mathbb{N}$.) Since $\delta_{h}>0$ and $0 \in \operatorname{spt} \mu_{E_{h}}$, we find $\left|E_{h} \cap B_{\varrho_{h}}\right|>0$ for every $h \in \mathbb{N}$. Similarly, it must be $\left|\left(H \cap B_{\varrho_{h}}\right) \backslash E_{h}\right|>0$ for every $h \in \mathbb{N}$, for otherwise, by the locality of the trace, we would have $B_{\varrho_{h}} \cap \partial H=\mathcal{H}^{n-1} B_{\varrho_{h}} \cap \operatorname{Tr}_{\partial H}\left(E_{h}\right)$ for some $h \in \mathbb{N}$, and correspondingly
$\delta_{h} \geq \mathcal{H}^{n-1}\left(B \cap \operatorname{Tr}_{\partial H}\left(E_{h}\right)\right) \geq \mathcal{H}^{n-1}\left(B_{\varrho_{h}} \cap \operatorname{Tr}_{\partial H}\left(E_{h}\right)\right)=\mathcal{H}^{n-1}\left(B_{\varrho_{h}} \cap \partial H\right)=\omega_{n-1} \varrho_{h}^{n-1}=2 \delta_{h}$,
a contradiction to $\delta_{h}>0$. This shows that $\left|E_{h} \cap B_{\varrho_{h}}\right|\left|\left(H \backslash E_{h}\right) \cap B_{\varrho_{h}}\right|>0$ for every $h \in \mathbb{N}$. In particular, for every $h \in \mathbb{N}$ there exists $x_{h} \in \operatorname{cl}\left(H \cap \operatorname{spt} \mu_{E_{h}}\right) \cap B_{\varrho_{h}}$, and since $\varrho_{h} \rightarrow 0$ as $h \rightarrow \infty$, we conclude by $(2.61)$ that $0 \in \operatorname{spt} \mu_{E_{\infty}}$. As already noticed, this completes the proof.

We finally prove the following normalization lemma. Recall that, if $E$ is a set of locally finite perimeter in $A$ with $E \subset H$, then $\operatorname{spt} \mu_{E}, \partial^{*} E$ and $\operatorname{Tr}_{\partial H}(E)$ are defined as subsets of $A$. Moreover we are going to denote by $\partial_{\partial H}$ the topological boundary of subsets of $\partial H$, and by $\partial_{\partial H}^{*}$ the reduced boundary of sets of locally finite perimeter in $\partial H$.

Lemma 2.16 (Normalization). If $A$ is an open set, $H=\left\{x_{1}>0\right\}, \Phi \in \mathcal{E}(A \cap H, \lambda, \ell)$, and $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$, then, up to modify $E$ on a set of measure zero,
(i) $E \cap A$ is open and $A \cap \partial E=\operatorname{spt} \mu_{E}$;
(ii) $\mathcal{H}^{n-1}\left((A \cap \partial E) \backslash \partial^{*} E\right)=0$ and $\mathcal{H}^{n-1}\left((A \cap \partial E \cap \partial H) \Delta \operatorname{Tr}_{\partial H}(E)\right)=0$;
(iii) $\partial E \cap \partial H$ is a set of locally finite perimeter in $A \cap \partial H$, and

$$
\begin{equation*}
\mathcal{H}^{n-2}\left(\left[\partial_{\partial H}(\partial E \cap \partial H) \backslash \partial_{\partial H}^{*}(\partial E \cap \partial H)\right] \cap A\right)=0 \tag{2.106}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\partial_{\partial H}(\partial E \cap \partial H) \cap A=\operatorname{cl}(\partial E \cap H) \cap \partial H \cap A \tag{2.107}
\end{equation*}
$$

Remark 2.17. In the sequel we will always assume that $E$ is normalized in order to satisfy the conclusions of Lemma 2.16. In particular, $\partial E$ shall be used in place of $\operatorname{spt} \mu_{E}$.

Proof of Lemma 2.16. Let us consider the set

$$
\widetilde{E}=\left\{x \in A \cap H:\left|E \cap B_{x, r}\right|=\left|B_{x, r}\right| \text { for some } r>0\right\} \cup(E \backslash A)
$$

Obviously, $\widetilde{E} \cap A$ is open and, by (2.1),

$$
\begin{equation*}
A \cap \partial \widetilde{E}=\left\{x \in A: 0<\left|E \cap B_{x, r}\right|<\left|B_{x, r}\right| \quad \forall r>0\right\}=\operatorname{spt} \mu_{E} \tag{2.108}
\end{equation*}
$$

We now claim that $\widetilde{E}$ is equivalent to $E$. Clearly, $\widetilde{E} \cap A \subset E^{(1)} \cap A$. At the same time, if $x \in\left(E^{(1)} \cap A \cap H\right) \backslash \widetilde{E}$, then there exists $r_{*}>0$ such that $0<\left|E \cap B_{x, r}\right|<\left|B_{x, r}\right|$ for every $r<r_{*}$, that is, $x \in H \cap \operatorname{spt} \mu_{E}$ : but then we cannot have $x \in E^{(1)}$ because of the density estimate (2.49). We have thus proved $H \cap A \cap\left(E^{(1)} \Delta \widetilde{E}\right)=\emptyset$, so that, by Lebesgue's density points theorem, $\widetilde{E}$ is equivalent to $E$. In particular, $\mu_{E}=\mu_{\widetilde{E}}$, and thus, by (2.108), we have

$$
\begin{equation*}
A \cap \partial \widetilde{E}=\operatorname{spt} \mu_{\widetilde{E}} \subset_{\mathcal{H}^{n-1}} \partial^{*} \widetilde{E} \tag{2.109}
\end{equation*}
$$

where the last inclusion follows by Lemma 2.15 (clearly, $\widetilde{E}$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$ ). By (2.109), $\mathcal{H}^{n-1}\left((A \cap \partial \widetilde{E}) \Delta \partial^{*} \widetilde{E}\right)=0$, and since $\mathcal{H}^{n-1}\left(\partial^{*} \widetilde{E} \Delta \operatorname{Tr}_{\partial H}(\widetilde{E})\right)=0$ by (2.13), we have
completed the proof of (ii). By (ii) and by Lemma 2.10, $\partial \widetilde{E} \cap \partial H$ is a set of locally finite perimeter in $\partial H \cap A$. Let us now prove (2.107). To this end we notice that, clearly,

$$
\begin{align*}
A \cap \partial_{\partial H}(\partial \widetilde{E} \cap \partial H) & \subset\left\{x \in A \cap \partial H:\left|E \cap B_{x, r}\right|\left|(H \backslash E) \cap B_{x, r}\right|>0 \quad \forall r>0\right\} \\
& \subset A \cap \partial H \cap \operatorname{cl}(H \cap \partial \widetilde{E}) \tag{2.110}
\end{align*}
$$

where the second inclusion follows as $A \cap \partial \widetilde{E}=\operatorname{spt} \mu_{\widetilde{E}}$. At the same time, since $H \cap \operatorname{spt} \mu_{\widetilde{E}}=$ $H \cap \operatorname{spt} \mu_{H \backslash \widetilde{E}}$ and $A \cap \partial \widetilde{E}=\operatorname{spt} \mu_{\widetilde{E}}$, we have

$$
A \cap \partial H \cap \operatorname{cl}(H \cap \partial \widetilde{E}) \subset \operatorname{spt} \mu_{\widetilde{E}} \cap \operatorname{spt} \mu_{H \backslash \widetilde{E}} \cap \partial H
$$

so that, by Remark 2.1, Lemma 2.15 (applied to both $\widetilde{E}$ and $H \backslash \widetilde{E}$ ) and (2.14), one has, for every $x \in A \cap \partial H \cap \operatorname{cl}(H \cap \partial \widetilde{E})$ and $r>0$ sufficiently small,

$$
\begin{equation*}
c \mathcal{H}^{n-1}\left(B_{x, r} \cap \partial H\right) \leq \mathcal{H}^{n-1}\left(B_{x, r} \cap \partial \widetilde{E} \cap \partial H\right) \leq(1-c) \mathcal{H}^{n-1}\left(B_{x, r} \cap \partial H\right) \tag{2.111}
\end{equation*}
$$

where $c=c(n, \lambda)$. This implies of course $A \cap \partial H \cap \operatorname{cl}(H \cap \partial \widetilde{E}) \subset A \cap \partial_{\partial H}(\partial \widetilde{E} \cap \partial H)$, that, together with (2.110), implies (2.107). Finally, we notice that, by (2.107), the relative isoperimetric inequality in $\partial H \simeq \mathbb{R}^{n-1}$ and (2.111) give

$$
\mathcal{H}^{n-2}\left(\partial_{\partial H}^{*}(\partial \widetilde{E} \cap \partial H) \cap B_{x, r}\right) \geq c(n, \lambda) r^{n-2}, \quad \forall x \in \partial_{\partial H}(\partial \widetilde{E} \cap \partial H) \cap A
$$

which implies (2.106) by differentiation of Hausdorff measures, see [Mag12, Corollary 6.5].
2.8. Ellipticity, minimality, and affine transformations. In the proof of the $\varepsilon$-regularity theorem we will need to look at a given almost-minimizer from different directions at different scales. A very useful trick is then that of using affine transformations in order to always write things in the same system of coordinates. It is thus convenient, for the sake of clarity, to state separately how the considered class of elliptic functionals and almost-minimizers behave under these transformations.

Lemma 2.18. If $A$ is an open set in $\mathbb{R}^{n}, H$ an open half-space, $\Phi \in \mathcal{E}(A \cap H, \lambda, \ell), E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H), L$ is an invertible affine map on $\mathbb{R}^{n}$, and

$$
\begin{equation*}
\Phi^{L}(x, \nu)=\Phi\left(L^{-1} x,(\operatorname{cof} \nabla L)^{-1} \nu\right), \quad(x, \nu) \in \operatorname{cl}(L(A \cap H)) \times \mathbb{R}^{n} \tag{2.112}
\end{equation*}
$$

then $\Phi^{L} \in \mathcal{E}(L(A \cap H), \widetilde{\lambda}, \widetilde{\ell})$ and $L(E)$ is a $\left(\widetilde{\Lambda}, \widetilde{r_{0}}\right)$-minimizer of $\boldsymbol{\Phi}^{L}$ on $(L(A), L(H))$, where

$$
\begin{aligned}
& \tilde{\lambda}=\lambda \max \left\{\|\nabla L\|\left\|(\nabla L)^{-1}\right\|^{2},\|\nabla L\|^{2}\left\|(\nabla L)^{-1}\right\|\right\}^{n-1} \\
& \widetilde{\ell}=\ell\left\|(\nabla L)^{-1}\right\|^{n}, \quad \widetilde{\Lambda}=\frac{\Lambda}{|\operatorname{det} \nabla L|}, \quad \widetilde{r_{0}}=\frac{r_{0}}{\left\|(\nabla L)^{-1}\right\|}
\end{aligned}
$$

In particular, there exist positive constants $\varepsilon_{*}=\varepsilon_{*}(n)$ and $C_{*}=C_{*}(n)$, such that, if $\|\nabla L-\mathrm{Id}\|<$ $\varepsilon_{*}$, then

$$
\begin{equation*}
\max \left\{\frac{|\widetilde{\lambda}-\lambda|}{\lambda}, \frac{|\widetilde{\ell}-\ell|}{\ell}, \frac{|\widetilde{\Lambda}-\Lambda|}{\Lambda}, \frac{\left|\widetilde{r_{0}}-r_{0}\right|}{r_{0}}\right\} \leq C_{*}\|\nabla L-\operatorname{Id}\| \tag{2.113}
\end{equation*}
$$

Remark 2.19. Definition (2.112) is conceived to give the identity

$$
\begin{equation*}
\boldsymbol{\Phi}^{L}(L(E) ; L(K))=\boldsymbol{\Phi}(E ; K) \tag{2.114}
\end{equation*}
$$

for every $E$ with locally finite perimeter in $A$ and $K \subset \subset A$. Also, (2.113) has to be understood in the sense that if, say, $\Lambda=0$, then $\widetilde{\Lambda}=\Lambda$, and so on.

Proof of Lemma 2.18. Without loss of generality, in order to simplify the notation, we directly assume that $L$ is linear, and write $L$ in place of $\nabla L$ and $L^{-1}$ in place of $(\nabla L)^{-1}$.
Step one: If $\sigma_{\min }=\sigma_{\min }(L)$ and $\sigma_{\max }=\sigma_{\max }(L)$ denote the square roots of the maximum and minimum eigenvalues of $L^{*} L$, then we have

$$
\begin{align*}
& \sigma_{\min }|z| \leq \min \left\{|L z|,\left|L^{*} z\right|\right\} \leq \max \left\{|L z|,\left|L^{*} z\right|\right\} \leq \sigma_{\max }|z|, \quad \forall z \in \mathbb{R}^{n}  \tag{2.115}\\
& \|L\|=\sigma_{\max }, \quad\left\|L^{-1}\right\|=\sigma_{\min }^{-1}, \quad \sigma_{\min }^{n} \leq \operatorname{det} L \leq \sigma_{\max }^{n} \tag{2.116}
\end{align*}
$$

On taking into account that $(\operatorname{det} L) L^{-1}=(\operatorname{cof} L)^{*}$, we find

$$
\begin{equation*}
(\operatorname{cof} L)^{-1}=(\operatorname{det} L)^{-1} L^{*} \tag{2.117}
\end{equation*}
$$

and thus, by (2.115) and (2.116),

$$
\begin{equation*}
\frac{|z|}{\sigma_{\max }^{n-1}} \leq\left|(\operatorname{cof} L)^{-1} z\right| \leq \frac{|z|}{\sigma_{\min }^{n-1}}, \quad \forall z \in \mathbb{R}^{n} \tag{2.118}
\end{equation*}
$$

By (1.7), (2.112), and (2.118) we thus find

$$
\frac{1}{\lambda \sigma_{\max }^{n-1}} \leq \Phi^{L}(x, \nu) \leq \frac{\lambda}{\sigma_{\min }^{n-1}}, \quad \forall x \in \operatorname{cl}(L(A \cap H)), \nu \in \mathbf{S}^{n-1}
$$

Similarly, setting for the sake of brevity $M=(\operatorname{cof} L)^{-1}$, and by taking into account that for every $x \in \operatorname{cl}(L(A \cap H)), \nu \in \mathbf{S}^{n-1}$, and $z, w \in \mathbb{R}^{n}$, one has

$$
\begin{array}{r}
\nabla \Phi^{L}(x, \nu) \cdot z=\nabla \Phi\left(L^{-1} x, M \nu\right) \cdot(M z) \\
\nabla^{2} \Phi^{L}(x, \nu) z \cdot w=\nabla^{2} \Phi\left(L^{-1} x, M \nu\right)(M z) \cdot(M w)
\end{array}
$$

we find that, for every $x, y \in \operatorname{cl}(L(A \cap H))$ and $\nu, \nu^{\prime} \in \mathbf{S}^{n-1}$,

$$
\begin{aligned}
\left|\nabla \Phi^{L}(x, \nu)\right| & \leq \frac{\lambda}{\sigma_{\min }^{n-1}} \\
\left\|\nabla^{2} \Phi^{L}(x, \nu)\right\| & \leq \lambda\left(\frac{\sigma_{\max }}{\sigma_{\min }^{2}}\right)^{n-1}, \\
\left\|\nabla^{2} \Phi^{L}(x, \nu)-\nabla^{2} \Phi^{L}\left(x, \nu^{\prime}\right)\right\| & \leq \lambda\left(\frac{\sigma_{\max }}{\sigma_{\min }^{2}}\right)^{n-1}\left|\nu-\nu^{\prime}\right| \\
\left|\Phi^{L}(x, \nu)-\Phi^{L}(y, \nu)\right| & \leq \frac{\ell}{\sigma_{\min }^{n}}|x-y| \\
\left|\nabla \Phi^{L}(x, \nu)-\nabla \Phi^{L}(y, \nu)\right| & \leq \frac{\ell}{\sigma_{\min }^{n}}|x-y|
\end{aligned}
$$

Finally if $\nu \in \mathbf{S}^{n-1}$ and $e \in \mathbb{R}^{n}$ then, by by (1.10) and the $(-1)$ homogeneity of $\nabla^{2} \Phi$,

$$
\begin{aligned}
\nabla^{2} \Phi^{L}(x, \nu) e \cdot e & \geq \frac{1}{\lambda|M \nu|}\left|M e-\left(M e \cdot \frac{M \nu}{|M \nu|}\right) \frac{M \nu}{|M \nu|}\right|^{2} \geq \frac{\sigma_{\min }^{n-1}}{\lambda}\left|M\left(e-\left(M e \cdot \frac{M \nu}{|M \nu|^{2}}\right) \nu\right)\right|^{2} \\
& \geq \frac{1}{\lambda}\left(\frac{\sigma_{\min }}{\sigma_{\max }^{2}}\right)^{n-1}\left|e-\left(M e \cdot \frac{M \nu}{|M \nu|^{2}}\right) \nu\right|^{2} \geq \frac{1}{\lambda}\left(\frac{\sigma_{\min }}{\sigma_{\max }^{2}}\right)^{n-1}|e-(e \cdot \nu) \nu|^{2}
\end{aligned}
$$

where in the last inequality we have used that $t \mapsto|e-t \nu|^{2}$ is minimized by $t_{*}=e \cdot \nu$.
Step two: Clearly, $L(E) \subset L(H)$, and one easily checks from the distributional definition of relative perimeter that $L(E)$ has locally finite perimeter in $L(A)$. Let now $G \subset L(H)$ with $G \Delta L(E) \subset \subset V \subset \subset L(A)$ for some open set $V$ with $\operatorname{diam}(V)<2 s_{0}$. If we set $W=L^{-1}(V)$ and $F=L^{-1}(G)$, then $F \subset H, F \Delta E \subset \subset W \subset \subset A$ and $\operatorname{diam}(W)<\left\|(\nabla L)^{-1}\right\| \operatorname{diam}(V)<$ $\left\|(\nabla L)^{-1}\right\| s_{0}<r_{0}$ (provided $\left.s_{0}=r_{0} /\left\|(\nabla L)^{-1}\right\|\right)$, so that

$$
\mathbf{\Phi}(E ; W \cap H) \leq \mathbf{\Phi}(F ; W \cap H)+\Lambda|E \Delta F|
$$



Figure 3.1. When computing $\operatorname{exc}_{\nu}^{H}(E, x, r)$, one considers only the part of the boundary of $E$ that is interior to $H$ (that is depicted as a bold line in this figure).

By (2.114) we find

$$
\begin{aligned}
\boldsymbol{\Phi}^{L}(L(E) ; V \cap L(H)) & \leq \boldsymbol{\Phi}^{L}(G ; V \cap L(H))+\Lambda\left|L^{-1}(L(E) \Delta G)\right| \\
& =\boldsymbol{\Phi}^{L}(G ; V \cap L(H))+\Lambda|\operatorname{det} L|^{-1}|L(E) \Delta G|
\end{aligned}
$$

and this concludes the proof.

## 3. The $\varepsilon$-REGULARITY THEOREM

This section is devoted to the proof of a boundary regularity criterion (Theorem 3.1) formulated in terms of the smallness of a quantity known as spherical excess. We thus begin by introducing the relevant notation and definitions needed in the formulation of this criterion. Given an open set $A$ and an open half-space $H$ in $\mathbb{R}^{n}$, we consider a set $E \subset H$ which is of locally finite perimeter in $A$, we fix $x \in A \cap \partial H$ and $r<\operatorname{dist}(x, \partial A)$, and then define the spherical excess of $E$ at the point $x$, at scale $r$, relative to $H$ as

$$
\operatorname{exc}^{H}(E, x, r)=\inf \left\{\frac{1}{r^{n-1}} \int_{B_{x, r} \cap H \cap \partial^{*} E} \frac{\left|\nu_{E}-\nu\right|^{2}}{2} d \mathcal{H}^{n-1}: \nu \in \mathbf{S}^{n-1}\right\}
$$

Another useful notion of excess is that of cylindrical excess. Given $\nu \in \mathbf{S}^{n-1}$, we set $\mathbf{q}_{\nu}(y)=y \cdot \nu$, $\mathbf{p}_{\nu}(y)=y-(y \cdot \nu) \nu$ for every $y \in \mathbb{R}^{n}$, and let

$$
\begin{aligned}
& \mathbf{C}_{\nu}(x, r)=\left\{y \in \mathbb{R}^{n}:\left|\mathbf{p}_{\nu}(y-x)\right|<r,\left|\mathbf{q}_{\nu}(y-x)\right|<r\right\} \\
& \mathbf{D}_{\nu}(x, r)=\left\{y \in \mathbb{R}^{n}:\left|\mathbf{p}_{\nu}(y-x)\right|<r,\left|\mathbf{q}_{\nu}(y-x)\right|=0\right\}
\end{aligned}
$$

With this notation at hand, the cylindrical excess of $E$ at $x$, at scale $r$, in the direction $\nu$, relative to $H$, is defined as

$$
\operatorname{exc}_{\nu}^{H}(E, x, r)=\frac{1}{r^{n-1}} \int_{H \cap \mathbf{C}_{\nu}(x, r) \cap \partial^{*} E} \frac{\left|\nu_{E}-\nu\right|^{2}}{2} d \mathcal{H}^{n-1}
$$

see Figure 3.1. If $\nu=e_{n}$, then we shall simply set $\mathbf{e x c}_{n}^{H}$ in place of $\mathbf{e x c}_{e_{n}}^{H}$. As usual, the definition is made so that the excess is invariant by scaling, precisely

$$
\begin{equation*}
\operatorname{exc}_{\nu}^{H}(E, x, r)=\mathbf{e x c}_{\nu}^{H^{z, s}}\left(E^{z, s}, \frac{x-z}{s}, \frac{r}{s}\right)=\operatorname{exc}_{\nu}^{H^{x, r}}\left(E^{x, r}, 0,1\right) \tag{3.1}
\end{equation*}
$$

It is easily seen that, if $x \in \operatorname{cl}\left(H \cap \operatorname{spt} \mu_{E}\right)$ and $r>0$, then

$$
\begin{align*}
& \mathbf{e x c}^{H}(E, x, r)=0 \quad \text { iff } \quad\left\{\begin{array}{l}
\text { there exist } \nu \in \mathbf{S}^{n-1} \text { and } s \in \mathbb{R} \text { such that } \\
E \cap H \cap B_{x, r}=\{x \cdot \nu<s\} \cap H \cap B_{x, r},
\end{array}\right.  \tag{3.2}\\
& \mathbf{e x c}_{\nu}^{H}(E, x, r)=0 \quad \text { iff } \quad\left\{\begin{array}{l}
\text { there exists } s \in \mathbb{R} \text { such that } \\
E \cap H \cap \mathbf{C}_{\nu}(x, r)=\{x \cdot \nu<s\} \cap H \cap \mathbf{C}_{\nu}(x, r) .
\end{array}\right. \tag{3.3}
\end{align*}
$$

Finally, we recall that the normalized projection $\mathbf{e}_{\mathbf{1}}(\nu)$ of $\nu \in \mathbf{S}^{n-1}$ (with $\left|\nu \cdot e_{1}\right|<1$ ) on $e_{1}^{\perp}$ was defined in $(2.42)$ by $\mathbf{e}_{\mathbf{1}}(\nu)=\left(\nu-\left(\nu \cdot e_{1}\right)\right) / \sqrt{1-\left(\nu \cdot e_{1}\right)^{2}}$, so that

$$
\nu^{\perp}=\left\{x \in \mathbb{R}^{n}: x \cdot \nu=0\right\}=\left\{x \in \mathbb{R}^{n}: x \cdot \mathbf{e}_{\mathbf{1}}(\nu)=-\frac{\left(\nu \cdot e_{1}\right) x_{1}}{\sqrt{1-\left(\nu \cdot e_{1}\right)^{2}}}\right\}
$$

and that, the normalization of Lemma 2.16 being in force, we have $A \cap \partial E=\operatorname{spt} \mu_{E}$ on almostminimizers.

Theorem 3.1 ( $\varepsilon$-regularity theorem). For every $n \geq 2$ and $\lambda \geq 1$ there exist positive constants $\varepsilon_{\text {crit }}=\varepsilon_{\text {crit }}(n, \lambda), \beta_{1}=\beta_{1}(n, \lambda) \leq \beta_{2}=\beta_{2}(n, \lambda)$ and $C=C(n, \lambda)$ with the following properties. If $H=\left\{x_{1}>0\right\}$,

$$
\begin{aligned}
& \Phi \in \mathcal{E}\left(B_{4 r} \cap H, \lambda, \ell\right) \\
& E \text { is } a\left(\Lambda, r_{0}\right) \text {-minimizer of } \boldsymbol{\Phi} \text { in }\left(B_{4 r}, H\right) \text { and } 0<2 r \leq r_{0} \\
& 0 \in \operatorname{cl}(H \cap \partial E) \\
& \operatorname{exc}^{H}(E, 0,2 r)+(\Lambda+\ell) r \leq \varepsilon_{\text {crit }}
\end{aligned}
$$

then $M=\operatorname{cl}(\partial E \cap H) \cap B\left(0, \beta_{1} r\right)$ is a $C^{1,1 / 2}$ manifold with boundary, with

$$
M \cap \partial H=\partial_{\partial H}(\partial E \cap \partial H) \cap B\left(0, \beta_{1} r\right)
$$

and such that the anisotropic Young's law holds true on $M \cap \partial H$, i.e.

$$
\nabla \Phi\left(x, \nu_{E}(x)\right) \cdot e_{1}=0, \quad \forall x \in M \cap \partial H
$$

More precisely, there exist $\nu \in \mathbf{S}^{n-1}$ with

$$
\nabla \Phi(0, \nu) \cdot e_{1}=0, \quad\left|\nu \cdot e_{1}\right| \leq 1-\frac{1}{C}
$$

and $u \in C^{1,1 / 2}\left(\operatorname{cl}\left(\mathbf{D}_{\mathbf{e}_{1}(\nu)}\left(0, \beta_{2} r\right) \cap H\right)\right)$ with

$$
\sup _{x, y \in \mathbf{D}_{\mathbf{e}_{1}(\nu)}\left(0, \beta_{2} r\right) \cap H} \frac{|u(x)|}{r}+|\nabla u(x)|+r^{1 / 2} \frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{1 / 2}} \leq C \sqrt{\varepsilon_{\text {crit }}}
$$

such that, $M$ is obtained, in a $\beta_{2} r$-neighborhood of $\nu^{\perp}$, as a perturbation of $\nu^{\perp}$ by $u$ :

$$
\begin{align*}
\{x \in H \cap \partial E: & \left.\left|\mathbf{p}_{\mathbf{e}_{\mathbf{1}}(\nu)} x\right|<\beta_{2} r,-\beta_{2} r-\frac{\left(\nu \cdot e_{1}\right) x_{1}}{\sqrt{1-\left(\nu \cdot e_{1}\right)^{2}}}<\mathbf{q}_{\mathbf{e}_{\mathbf{1}}(\nu)} x<\beta_{2} r-\frac{\left(\nu \cdot e_{1}\right) x_{1}}{\sqrt{1-\left(\nu \cdot e_{1}\right)^{2}}}\right\} \\
& =\left\{x \in H:\left|\mathbf{p}_{\mathbf{e}_{\mathbf{1}}(\nu)} x\right|<\beta_{2} r, \mathbf{q}_{\mathbf{e}_{\mathbf{1}}(\nu)} x=-\frac{\left(\nu \cdot e_{1}\right) x_{1}}{\sqrt{1-\left(\nu \cdot e_{1}\right)^{2}}}+u\left(\mathbf{p}_{\mathbf{e}_{\mathbf{1}}(\nu)} x\right)\right\} \tag{3.4}
\end{align*}
$$

see Figure 3.2.
Definition 3.2 (Boundary singular set). If $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$ (normalized as in Lemma 2.16) and we set $M=A \cap \operatorname{cl}(H \cap \partial E)$, then the boundary singular set $\Sigma_{A}(E ; \partial H)$ of $E$ is defined as the subset of $M \cap \partial H$ such that

$$
(M \cap \partial H) \backslash \Sigma_{A}(E, \partial H)=\left\{x \in M \cap \partial H: \begin{array}{l}
\text { there exists } r_{x}>0 \text { such that } M \cap B_{x, r_{x}}  \tag{3.5}\\
\text { is a } C^{1,1 / 2} \text { manifold with boundary }
\end{array}\right\}
$$

Remark 3.3. By Theorem 3.1,

$$
\Sigma_{A}(E ; \partial H)=\left\{x \in M \cap \partial H: \liminf _{r \rightarrow 0^{+}} \mathbf{e x c}^{H}(E, x, r)>0\right\}
$$

This identity will be the starting point in section 5 to prove that $\mathcal{H}^{n-2}\left(\Sigma_{A}(E ; \partial H)\right)=0$.
The main step in the proof of Theorem 3.1 is proving the validity of the following lemma. (We will do this in section 4.)


Figure 3.2. The situation in (3.4). The region (depicted in gray) where the graphicality of $H \cap \partial E$ is proved is obtained as a "shear-strained" deformation of $\mathbf{C}_{\mathbf{e}_{1}(\nu)}\left(0, \beta_{2} r\right)$, where the amount of vertical deformation depends on the coordinate $x_{1}$ only. Of course, the function $u$ parameterizing $H \cap \partial E$ depends on the full set of variables $\mathbf{p}_{\mathbf{e}_{1}(\nu)} x$, not just on $x_{1}$.

Lemma 3.4. For every $\lambda \geq 1$ there exist positive constants $\varepsilon_{\mathrm{reg}}=\varepsilon_{\mathrm{reg}}(n, \lambda)$ and $C=C(n, \lambda)$ with the following properties. If $H=\left\{x \cdot e_{1}>0\right\}$,

$$
\begin{aligned}
& \Phi \in \mathcal{E}\left(\mathbf{C}_{128 r} \cap H, \lambda, \ell\right), \\
& E \text { is a }\left(\Lambda, r_{0}\right) \text {-minimizer of } \mathbf{\Phi} \text { in }\left(\mathbf{C}_{128 r}, H\right) \text { with } 0<64 r \leq r_{0}, \\
& 0 \in \operatorname{cl}(H \cap \partial E), \\
& \left|\nabla \Phi\left(0, e_{n}\right) \cdot e_{1}\right|+\mathbf{e x c}_{n}^{H}(E, 0,64 r)+(\Lambda+\ell) r<\varepsilon_{\mathrm{reg}},
\end{aligned}
$$

then there exists a function $u \in C^{1,1 / 2}\left(\operatorname{cl}\left(\mathbf{D}_{r} \cap H\right)\right)$ such that

$$
\begin{gather*}
\mathbf{C}_{r}^{+} \cap \partial E=\{x \in H:|\mathbf{p} x|<r, \mathbf{q} x=u(\mathbf{p} x)\} \\
\sup _{z, y \in \mathbf{D}_{r} \cap H} \frac{|u(z)|}{r}+|\nabla u(z)|+r^{1 / 2} \frac{|\nabla u(z)-\nabla u(y)|}{|z-y|^{1 / 2}} \leq C \sqrt{\varepsilon_{\mathrm{reg}}}  \tag{3.6}\\
\nabla \Phi((z, u(z)),(-\nabla u(z), 1)) \cdot e_{1}=0 \quad \forall z \in \mathbf{D}_{r} \cap \partial H \tag{3.7}
\end{gather*}
$$

We now devote the remaining part of this section to show how to deduce Theorem 3.1 from Lemma 3.4. The first step consists in showing that the smallness of the spherical excess implies the existence of a direction such that the cylindrical excess is small. Moreover, this direction is close to satisfy the anisotropic Young's law.

Lemma 3.5. For every $\lambda \geq 1$ and $\tau>0$ there exists $\varepsilon_{\mathrm{sc}}=\varepsilon_{\mathrm{sc}}(n, \tau)>0$ with the following property. If $H=\left\{x_{1}>0\right\}, \Phi \in \mathcal{E}\left(\mathbf{C}_{4 r} \cap H, \lambda, \ell\right)$, and $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\mathbf{\Phi}$ on $\left(\mathbf{C}_{4 r}, H\right)$ with $0 \in \operatorname{cl}(H \cap \partial E), 2 r<r_{0}$, and

$$
\operatorname{exc}^{H}(E, 0,2 r)+(\Lambda+\ell) r<\varepsilon_{\mathrm{sc}}
$$

then there exists $\nu \in \mathbf{S}^{n-1}$ with

$$
\left|\nabla \Phi(0, \nu) \cdot e_{1}\right|+\operatorname{exc}_{\nu}^{H}(E, 0, r)+(\Lambda+\ell) r<\tau
$$

Remark 3.6. The following continuity properties of the cylindrical excess are useful in the proof of Lemma 3.5 (as well as in other arguments): if $\left\{E_{h}\right\}_{h \in \mathbb{N}}$ and $E$ are sets of locally finite
perimeter in $A$, with $E_{h} \rightarrow E$ in $L_{\mathrm{loc}}^{1}(A)$ and

$$
\begin{equation*}
\left|\mu_{E_{h}}\right|\left\llcornerH \stackrel { * } { \rightharpoonup } | \mu _ { E } | \left\llcorner H, \quad\left|\mu_{E_{h}}\right| \stackrel{*}{\rightharpoonup}\left|\mu_{E}\right|, \quad \text { as Radon measures in } A,\right.\right. \tag{3.8}
\end{equation*}
$$

as $h \rightarrow \infty$, then

$$
\begin{array}{ll}
\operatorname{exc}_{\nu}^{H}(E, x, r) \leq \liminf _{h \rightarrow \infty} \operatorname{exc}_{\nu}^{H}\left(E_{h}, x, r\right), & \text { whenever } \mathbf{C}_{\nu}(x, r) \subset \subset A \\
\operatorname{exc}_{\nu}^{H}(E, x, r)=\lim _{h \rightarrow \infty} \operatorname{exc}_{\nu}^{H}\left(E_{h}, x, r\right), & \text { whenever } \mathbf{C}_{\nu}(x, r) \subset \subset A  \tag{3.10}\\
\text { with } P\left(E ; \partial \mathbf{C}_{\nu}(x, r)\right)=0 .
\end{array}
$$

Indeed, (3.9) follows from (3.10) by monotonicity, while $\left|\nu_{E}-\nu\right|^{2} / 2=1-\left(\nu_{E} \cdot \nu\right)$ gives

$$
\operatorname{exc}_{\nu}^{H}(E, x, r)=\frac{\left|\mu_{E}\right|\left(\mathbf{C}_{\nu}(x, r) \cap H\right)-\nu \cdot \mu_{E}\left(\mathbf{C}_{\nu}(x, r) \cap H\right)}{r^{n-1}}
$$

by which (3.10) is immediately seen to be consequence of (3.8).
Proof of Lemma 3.5. By Remark 2.2 and (3.1), up to replace $E$ and $\Phi$ with $E^{x_{0}, r}$ and $\Phi^{x_{0}, r}$ respectively, we can directly assume that $x_{0}=0$ and $r=1$. We then argue by contradiction, and assume the existence of $\tau_{0}>0$ and of sequences $\left\{\Phi_{h}\right\}_{h \in \mathbb{N}} \in \mathcal{E}\left(\mathbf{C}_{4} \cap H, \lambda, \ell_{h}\right)$ and $\left\{E_{h}\right\}_{h \in \mathbb{N}}$ such that $E_{h}$ is a $\left(\Lambda_{h}, 2\right)$-minimizer of $\boldsymbol{\Phi}_{h}$ on $\left(\mathbf{C}_{4}, H\right)$ with $0 \in \operatorname{cl}\left(H \cap \partial E_{h}\right)$ for every $h \in \mathbb{N}$ and

$$
\begin{gather*}
\lim _{h \rightarrow \infty} \operatorname{exc}^{H}\left(E_{h}, 0,2\right)+\Lambda_{h}+\ell_{h}=0  \tag{3.11}\\
\inf _{\nu \in \mathbf{S}^{n-1}}\left\{\left|\nabla \Psi_{h}(0, \nu) \cdot e_{1}\right|+\operatorname{exc}_{\nu}^{H}\left(E_{h}, 0,1\right)\right\} \geq \tau_{0} \tag{3.12}
\end{gather*}
$$

By Theorem 2.9 and (3.11), there exist $\Phi_{\infty} \in \mathcal{E}_{*}(\lambda)$, and a ( 0,2 )-minimizer $E_{\infty}$ of $\boldsymbol{\Phi}_{\infty}$ on $\left(\mathbf{C}_{4}, H\right)$ with $0 \in \operatorname{cl}\left(H \cap \partial E_{\infty}\right)$, such that $\nabla \Phi_{h}(0, \nu) \rightarrow \nabla \Phi_{\infty}(\nu)$ uniformly on $\nu \in \mathbf{S}^{n-1}, E_{h} \rightarrow E_{\infty}$ in $L_{\mathrm{loc}}^{1}\left(\mathbf{C}_{4}\right)$, and $\left|\mu_{E_{h}}\right|$ and $\left|\mu_{E_{h}}\right|\left\llcorner H\right.$ that converge, respectively, to $\left|\mu_{E_{\infty}}\right|$ and $\left|\mu_{E_{\infty}}\right|\llcorner H$, as Radon measures in $\mathbf{C}_{4}$ when $h \rightarrow \infty$. We can thus apply (3.9) and (3.11) to deduce that $\mathbf{e x c}^{H}\left(E_{\infty}, 0,2\right)=0$. By (3.2), there exist $\nu \in \mathbf{S}^{n-1}$ and $s \in \mathbb{R}$ such that

$$
\begin{equation*}
E_{\infty} \cap B_{2} \cap H=B_{2} \cap\{x \cdot \nu<s\} \cap H \tag{3.13}
\end{equation*}
$$

so that, in particular $\operatorname{exc}_{\nu}^{H}\left(E_{\infty}, 0,1\right)=0$ and we can apply (3.10) to deduce that

$$
\lim _{h \rightarrow \infty} \operatorname{exc}_{\nu}^{H}\left(E_{h}, 0,1\right)=0
$$

By (3.12), we conclude that

$$
\left|\nabla \Phi_{\infty}(\nu) \cdot e_{1}\right| \geq \tau_{0}
$$

However, $0 \in \operatorname{cl}\left(H \cap \partial E_{h}\right)$ for every $h \in \mathbb{N}$ and (2.61) imply $0 \in \operatorname{cl}\left(H \cap \partial E_{\infty}\right)$, so that $B_{2} \cap H \cap \partial E_{\infty}$ is non-empty, in particular $\nu \neq \pm e_{1}$. Thanks to (3.13) we can apply Proposition 2.6 to conclude that $\nabla \Phi_{\infty}(\nu) \cdot e_{1}=0$. We thus reach a contradiction and complete the proof of the lemma.

The second tool we need to deduce Theorem 3.1 from Lemma 3.4 is the following lemma.
Lemma 3.7. For every $\tau \in[0,1)$, there exists a positive constant $C=C(\tau)$ with the following property. If $H=\left\{x_{1}>0\right\}, \nu \in \mathbf{S}^{n-1}$ and $\left|\nu \cdot e_{1}\right| \leq \tau<1$, then there exists a linear map $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that $L(H)=H$,

$$
\begin{align*}
& L\left(\nu^{\perp}\right)=e_{n}^{\perp}, \quad \text { so that } \quad e_{n}=\frac{(\operatorname{cof} \nabla L) \nu}{|(\operatorname{cof} \nabla L) \nu|}  \tag{3.14}\\
& L^{-1}(\mathbf{C} \cap H)=\left\{y \in H:\left|y-\left(y \cdot \mathbf{e}_{\mathbf{1}}(\nu)\right) \mathbf{e}_{\mathbf{1}}(\nu)\right|<1\right.  \tag{3.15}\\
& \left.-1-\frac{\left(\nu \cdot e_{1}\right) y_{1}}{\sqrt{1-\left(\nu \cdot e_{1}\right)^{2}}}<y \cdot \mathbf{e}_{\mathbf{1}}(\nu)<1-\frac{\left(\nu \cdot e_{1}\right) y_{1}}{\sqrt{1-\left(\nu \cdot e_{1}\right)^{2}}}\right\}
\end{align*}
$$

see Figure 3.3, and


Figure 3.3. The image of $\mathbf{C} \cap H$ through $L^{-1}$. The picture refers to the situation when $\mathbf{e}_{\mathbf{1}}(\nu)=e_{n}$. Notice that, in this case, the projection of $L^{-1}(\mathbf{C} \cap H)$ on $e_{n}^{\perp}$ is $\mathbf{D} \cap H$. In the general case, the projection of $L^{-1}(\mathbf{C} \cap H)$ over $\mathbf{e}_{\mathbf{1}}(\nu)^{\perp}$ is $\mathbf{D}_{\mathbf{e}_{\mathbf{1}}(\nu)} \cap H$.

$$
\begin{equation*}
\max \left\{\|\nabla L\|,\left\|(\nabla L)^{-1}\right\|\right\} \leq C, \quad \operatorname{det} \nabla L=1, \quad \nabla \Phi^{L}\left(e_{n}\right) \cdot e_{1}=\nabla \Phi(\nu) \cdot e_{1} \tag{3.16}
\end{equation*}
$$

whenever $\Phi$ is an autonomous elliptic integrand and $\Phi^{L}$ is defined by $\Phi^{L}(e)=\Phi\left((\operatorname{cof} \nabla L)^{-1} e\right)$. Moreover,

$$
\begin{equation*}
\|\nabla L-\operatorname{Id}\| \leq C\left|\nu-e_{n}\right| \tag{3.17}
\end{equation*}
$$

Proof. For some $|\alpha| \leq \eta(\tau)<\pi / 2$ we have

$$
\begin{equation*}
\nu=\cos \alpha \mathbf{e}_{1}(\nu)-\sin \alpha e_{1}, \quad|\sin \alpha|=\left|\nu \cdot e_{1}\right| \leq\left|\nu-e_{n}\right| \tag{3.18}
\end{equation*}
$$

We define a linear map $Q$ by setting $Q=\operatorname{Id}$ if $\mathbf{e}_{\mathbf{1}}(\nu)=e_{n}$, and by setting $Q=\operatorname{Id}$ on $e_{n}^{\perp} \cap \mathbf{e}_{\mathbf{1}}(\nu)^{\perp}$ and $Q$ to be the rotation taking $\mathbf{e}_{\mathbf{1}}(\nu)$ into $e_{n}$ on $\operatorname{Span}\left(e_{n}, \mathbf{e}_{\mathbf{1}}(\nu)\right)$ otherwise. Finally, we define a linear map $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ by setting

$$
\begin{equation*}
\nabla L=Q \circ\left(\mathrm{Id}-\tan \alpha \mathbf{e}_{\mathbf{1}}(\nu) \otimes e_{1}\right) \tag{3.19}
\end{equation*}
$$

Trivially, $\operatorname{det} \nabla L=1$ and $\|\nabla L\| \leq 1+|\tan \alpha| \leq C(\tau)$. If $v \in \nu^{\perp}$, then $\mathbf{e}_{\mathbf{1}}(\nu) \cdot v=\tan \alpha\left(e_{1} \cdot v\right)$ and thus

$$
(L v) \cdot e_{n}=\left(v-\tan \alpha\left(e_{1} \cdot v\right) \mathbf{e}_{\mathbf{1}}(\nu)\right) \cdot Q^{-1} e_{n}=v \cdot \mathbf{e}_{\mathbf{1}}(\nu)-\tan \alpha\left(e_{1} \cdot v\right)=0
$$

so that (3.14) holds true. By noticing that,

$$
\nabla L^{-1}=\left(\mathrm{Id}+\tan \alpha \mathbf{e}_{\mathbf{1}}(\nu) \otimes e_{1}\right) \circ Q^{-1}
$$

we also have $\left\|(\nabla L)^{-1}\right\| \leq C(\tau)$. By definition of $\Phi^{L}$, we see that

$$
\begin{equation*}
\nabla \Phi^{L}\left(e_{n}\right) \cdot e_{1}=\nabla \Phi\left((\operatorname{cof} \nabla L)^{-1} e_{n}\right) \cdot\left((\operatorname{cof} \nabla L)^{-1} e_{1}\right) \tag{3.20}
\end{equation*}
$$

Since $\nabla L^{*}=(\operatorname{det} \nabla L)(\operatorname{cof} \nabla L)^{-1}=(\operatorname{cof} \nabla L)^{-1}$ and $\nabla \Phi$ is zero-homogeneous, by (3.14) we find

$$
\begin{equation*}
\nabla \Phi^{L}\left(e_{n}\right) \cdot e_{1}=\nabla \Phi(\nu) \cdot\left(\nabla L^{*} e_{1}\right)=\nabla \Phi(\nu) \cdot e_{1} \tag{3.21}
\end{equation*}
$$

where we have used that $\nabla L^{*} e_{1}=e_{1}$, as it can be seen from (3.19). This completes the proof of (3.16), while the validity of (3.15) is easily checked. To finally prove (3.17), we notice that $\|Q-\operatorname{Id}\| \leq C\left|\mathbf{e}_{\mathbf{1}}(\nu)-e_{n}\right| \leq C\left|\nu-e_{n}\right|$ for some constant $C$, so that for every $e \in \mathbf{S}^{n-1}$ one has

$$
|\nabla L e-e|=\left|Q e-e-\tan a\left(e_{1} \cdot e\right) e_{n}\right| \leq\|Q-\operatorname{Id}\|+|\tan \alpha| \leq C\left|\nu-e_{n}\right| .
$$

Finally, we estimate how cylindrical excess changes under transformation by affine maps.

Lemma 3.8. For every $\eta \geq 1$ there exists a constant $C=C(n, \eta)$ with the following property. If $H$ is an open half-space and $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is an affine transformation, with $L(H)=H$ and

$$
\begin{equation*}
\|\nabla L\|,\left\|\nabla L^{-1}\right\| \leq \eta \tag{3.22}
\end{equation*}
$$

then for every set of finite perimeter $E$ and every $\nu \in \mathbf{S}^{n-1}$,

$$
\begin{equation*}
\operatorname{exc}_{\hat{\nu}}^{H}\left(L(E), L x, \frac{r}{\sqrt{2} \eta}\right) \leq C \operatorname{exc}_{\nu}^{H}(E, x, r) \quad \text { where } \quad \hat{\nu}=\frac{(\operatorname{cof} \nabla L) \nu}{|(\operatorname{cof} \nabla L) \nu|} \tag{3.23}
\end{equation*}
$$

Proof. By (3.1) we can assume that $x=0$ and $r=1$, as well as that $L$ is linear. Correspondingly, we set $L$ in place $\nabla L$. In this way, by arguing as in (2.118), we have

$$
\begin{equation*}
\frac{|e|}{\left\|L^{-1}\right\|^{n-1}} \leq \sigma_{\min }^{n-1}|e| \leq|\operatorname{cof} L e| \leq \sigma_{\max }^{n-1}|e|=\|L\|^{n-1}|e|, \quad \forall e \in \mathbb{R}^{n} \tag{3.24}
\end{equation*}
$$

By (3.22), we find $\mathbf{C}_{\hat{\nu}}(0,1 / \sqrt{2} \eta) \subset L(\mathbf{C})$, so that, if we set $M=\operatorname{cof} L$, then

$$
\begin{aligned}
\int_{\mathbf{C}_{\hat{\nu}}(0,1 / \sqrt{2} \eta) \cap L(H) \cap L\left(\partial^{*} E\right)}\left|\hat{\nu}-\nu_{L(E)}\right|^{2} d \mathcal{H}^{n-1} & \leq \int_{L\left(\mathbf{C} \cap H \cap \partial^{*} E\right)}\left|\hat{\nu}-\nu_{L(E)}\right|^{2} d \mathcal{H}^{n-1} \\
& \leq \int_{\mathbf{C} \cap H \cap \partial^{*} E}\left|\frac{M \nu}{|M \nu|}-\frac{M \nu_{E}}{\left|M \nu_{E}\right|}\right|^{2}\left|M \nu_{E}\right| d \mathcal{H}^{n-1}
\end{aligned}
$$

We thus find (3.23) thanks to the fact that, by (3.24),

$$
\left|\frac{M \nu}{|M \nu|}-\frac{M \nu_{E}}{\left|M \nu_{E}\right|}\right|^{2}\left|M \nu_{E}\right| \leq\left(\frac{2\left|M \nu-M \nu_{E}\right|}{\left|M \nu_{E}\right|}\right)^{2}\left|M \nu_{E}\right| \leq 4 \eta^{3(n-1)}\left|\nu-\nu_{E}\right|^{2} .
$$

We now combine Lemma 3.4 (to be proved in section 4) with Lemma 3.5, Lemma 3.7 and Lemma 3.8 to prove Theorem 3.1.

Proof of Theorem 3.1 (assuming Lemma 3.4). Correspondingly to $\lambda \geq 1$, we can find $\varepsilon_{*}=\varepsilon_{*}(\lambda)$ such that, if we set

$$
\tau=\sqrt{1-\frac{1}{\lambda^{4}}}+\varepsilon_{*} \lambda^{4}
$$

then $\tau \in(0,1)$. Let us now consider $\Phi \in \mathcal{E}\left(B_{4 r} \cap H, \lambda, \ell\right), E$ a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $\left(B_{4 r}, H\right)$ with $0<2 r \leq r_{0}, 0 \in \operatorname{cl}(H \cap \partial E)$, and

$$
\mathbf{e x c}^{H}(E, 0,2 r)+(\Lambda+\ell) r \leq \varepsilon_{\text {crit }}
$$

If $\varepsilon_{\text {crit }}(n, \lambda) \leq \varepsilon_{\mathrm{sc}}\left(n, \min \left\{\varepsilon_{*}(\lambda), \varepsilon_{\mathrm{reg}}(n, \lambda)\right\}\right)$, then by Lemma 3.5 there exists $\nu \in \mathbf{S}^{n-1}$ such that

$$
\left|\nabla \Phi(0, \nu) \cdot e_{1}\right|+\operatorname{exc}_{\nu}^{H}(E, 0, r)+(\Lambda+\ell) r<\min \left\{\varepsilon_{*}(\lambda), \varepsilon_{\mathrm{reg}}(n, \lambda)\right\}
$$

By $|\nabla \Phi(0, \nu)| \geq 1 / \lambda$, we have $\left|\nabla \Phi(0, \nu) \cdot e_{1}\right| \leq \lambda \varepsilon_{*}|\nabla \Phi(0, \nu)|$, and thus, by (2.45),

$$
\begin{equation*}
\left|\nu \cdot e_{1}\right| \leq \sqrt{1-\frac{1}{\lambda^{4}}}+\varepsilon_{*} \lambda^{4}=\tau(\lambda)<1 \tag{3.25}
\end{equation*}
$$

By Lemma 3.7, there exists a linear map $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that $L(H)=H$ and (3.14) and (3.16) hold true. By Lemma 2.18 and (3.16), if we set

$$
\Phi^{L}(x, \nu)=\Phi\left(L^{-1} x,(\operatorname{cof} \nabla L)^{-1} \nu\right)
$$

then $\Phi^{L} \in \mathcal{E}\left(L\left(B_{4 r}\right) \cap H, \widetilde{\lambda}, \widetilde{\ell}\right)$ and $L(E)$ is a $\left(\Lambda, \widetilde{r_{0}}\right)$-minimizer of $\boldsymbol{\Phi}^{L}$ on $\left(L\left(B_{4 r}\right), H\right)$, where

$$
\tilde{\lambda} \leq C \lambda, \quad \tilde{\ell} \leq C \ell, \quad r_{0} \leq C \widetilde{r_{0}}, \quad B_{r / C} \subset L\left(B_{4 r}\right)
$$

for a constant $C=C(\lambda)$. Moreover, by Lemma 3.8 and (3.14), for some $\eta=\eta(\lambda) \geq 1$ and $C=C(n, \lambda)$, we have

$$
\operatorname{exc}_{n}^{H}\left(L(E), 0, \frac{r}{\sqrt{2} \eta}\right) \leq C \operatorname{exc}_{\nu}^{H}(E, 0, r) \quad \text { since } \quad e_{n}=\frac{(\operatorname{cof} \nabla L) \nu}{|(\operatorname{cof} \nabla L) \nu|}
$$

as well as, again by (3.16),

$$
\nabla \Phi^{L}\left(0, e_{n}\right) \cdot e_{1}=\nabla \Phi(0, \nu) \cdot e_{1}
$$

Summarizing, there exist positive constants $C_{*}=C_{*}(n, \lambda)$ and $C_{* *}=C_{* *}(n, \lambda)$ such that $\Phi^{L} \in \mathcal{E}\left(B_{r / C_{*}} \cap H, C_{*} \lambda, C_{*} \ell\right), L(E)$ is a $\left(\Lambda, r_{0} / C_{*}\right)$-minimizer of $\Phi^{L}$ on $\left(B_{r / C_{*}}, H\right)$ with $0 \in$ $\operatorname{cl}(H \cap \partial L(E))$, and

$$
\left|\nabla \Phi^{L}\left(0, e_{n}\right) \cdot e_{1}\right|+\operatorname{exc}_{n}^{H}\left(L(E), 0, \frac{r}{2 C_{*}}\right)+\left(\Lambda+C_{*} \ell\right) r \leq C_{* *} \varepsilon_{\text {crit }}
$$

If $C_{* *} \varepsilon_{\text {crit }} \leq \varepsilon_{\text {reg }}\left(n, C_{*} \lambda\right)$, then by Lemma 3.4 there exists a function $u \in C^{1,1 / 2}\left(\operatorname{cl}\left(\mathbf{D}_{r / 128 C_{*}} \cap\right.\right.$ $H)$ ) such that

$$
\begin{equation*}
\mathbf{C}_{r / 128 C_{*}} \cap H \cap \partial L(E)=\{x \in H:|\mathbf{p} x|<r, \mathbf{q} x=u(\mathbf{p} x)\} \tag{3.26}
\end{equation*}
$$

with

$$
\begin{aligned}
& \sup _{z, y \in \mathbf{D}_{r / 128 C_{*}} \cap H} \frac{|u(z)|}{r}+|\nabla u(z)|+r^{1 / 2} \frac{|\nabla u(z)-\nabla u(y)|}{|z-y|^{1 / 2}} \leq C \sqrt{\varepsilon_{\mathrm{reg}}}, \\
& \nabla \Phi((z, u(z)),(-\nabla u(z), 1)) \cdot e_{1}=0, \quad \forall z \in \mathbf{D}_{r / 128 C_{*}} \cap \partial H .
\end{aligned}
$$

for some $C=C(n, \lambda)$. By exploiting (3.15) and by applying $L^{-1}$ to the identity (3.26) we complete the proof of Theorem 3.1.

## 4. Proof of Lemma 3.4

In this section we prove Lemma 3.4. The argument is that commonly used in most proofs of $\varepsilon$-regularity criterions, and can be very roughly sketched as follows. Based on a height bound (Lemma 4.1), one shows that locally at points with small excess it is possible to cover a large portion of the boundary with the graph of a Lipschitz function $u$, that is close to solve the linearized Euler-Lagrange equation of a suitable non-parametric functional (Lemma 4.3). One then approximates $u$ with a solution of the Euler-Lagrange equation it approximately solves, transfers to $u$ the estimates that the exact solution enjoys by elliptic regularity theory, and then reads these estimates on the boundary of $E$ (Lemma 4.6). An iteration of this scheme leads to prove that, at a sufficiently small scale, $u$ covers all of the boundary of $E$, and that it is actually of class $C^{1,1 / 2}$ by a classical integral criterion for hölderianity due to Campanato. For ease of presentation, we dedicate a separate section to each step of this long argument. Recall that thorough the proof, the normalization conventions of Lemma 2.16 are in force. In particular, we always have $A \cap \partial E=\operatorname{spt} \mu_{E}$.
4.1. Height bound. We start with the height bound.

Lemma 4.1 (Height bound). For every $\lambda \geq 1$ and $\sigma \in(0,1 / 4)$ there exists a positive constant $\varepsilon_{\mathrm{hb}}=\varepsilon_{\mathrm{hb}}(n, \lambda, \sigma)$ with the following property. If $H=\left\{x_{1}>b\right\}$ for some $b \in \mathbb{R}, x_{0} \in \operatorname{cl}(H)$, and

$$
\begin{align*}
& \Phi \in \mathcal{E}\left(\mathbf{C}_{x_{0}, 4 r} \cap H, \lambda, \ell\right) \\
& E \text { is a }\left(\Lambda, r_{0}\right) \text {-minimizer of } \mathbf{\Phi} \text { in }\left(\mathbf{C}_{x_{0}, 4 r}, H\right) \text { with } 0<r \leq r_{0}, \\
& x_{0} \in \operatorname{cl}(H \cap \partial E)  \tag{4.1}\\
& (2 \lambda \Lambda+\ell) r \leq 1  \tag{4.2}\\
& \mathbf{e x c}_{n}^{H}\left(E, x_{0}, 2 r\right)<\varepsilon_{\mathrm{hb}} \tag{4.3}
\end{align*}
$$

then

$$
\begin{array}{r}
\sup \left\{\frac{\left|\mathbf{q}\left(x-x_{0}\right)\right|}{r}: x \in \mathbf{C}_{x_{0}, r_{0}} \cap H \cap \partial E\right\} \leq \sigma, \\
\left|\left\{x \in \mathbf{C}_{x_{0}, r} \cap H \cap E: \mathbf{q}\left(x-x_{0}\right)>\sigma r\right\}\right|=0, \\
\left|\left\{x \in\left(\mathbf{C}_{x_{0}, r} \cap H\right) \backslash E: \mathbf{q}\left(x-x_{0}\right)<-\sigma r\right\}\right|=0 . \tag{4.6}
\end{array}
$$

Moreover, the identity

$$
\zeta(G)=P\left(E ; \mathbf{p}^{-1}(G) \cap \mathbf{C}_{x_{0}, r} \cap H\right)-\mathcal{H}^{n-1}(G \cap H), \quad G \subset \mathbf{D}_{\mathbf{p} x_{0}, r}
$$

defines a finite Radon measure $\zeta$ on $\mathbf{D}_{\mathbf{p} x_{0}, r}$ concentrated on $H \cap \mathbf{D}_{\mathbf{p} x_{0}, r}$ and such that

$$
\begin{equation*}
\zeta\left(\mathbf{D}_{\mathbf{p} x_{0}, r}\right)=r^{n-1} \mathbf{e x c}_{n}^{H}\left(E, x_{0}, r\right) \tag{4.7}
\end{equation*}
$$

Proof of Lemma 4.1. The fact that $\zeta$ is a positive Radon measure and satisfies (4.7) follows by (4.4), (4.5) (4.6) and Lemma 4.2 below. We thus focus on the proof of these three properties. By (3.1) and by Remark 2.2, up to replace $E$ and $\Phi$ with $E^{x_{0}, r}$ and $\Phi^{x_{0}, r}$ respectively, we may directly assume that $x_{0}=0, r=1$ and that $H=\left\{x_{1}>-t\right\}$ with $t \geq 0$. Arguing by contradiction, we thus assume the existence of $\lambda \geq 1$ and $\sigma \in(0,1 / 4)$ such that for every $h \in \mathbb{N}$ there exist a half-space $H_{h}=\left\{x_{1}>-t_{h}\right\}\left(t_{h} \geq 0\right)$, and

$$
\begin{aligned}
& \Phi_{h} \in \mathcal{E}\left(\mathbf{C}_{4} \cap H_{h}, \lambda, \ell_{h}\right), \\
& E_{h} \text { a }\left(\Lambda_{h}, 1\right) \text {-minimizer of } \mathbf{\Phi}_{h} \text { in }\left(\mathbf{C}_{4}, H_{h}\right) \\
& 0 \in \operatorname{cl}\left(H_{h} \cap \partial E_{h}\right), \\
& 2 \lambda \Lambda_{h}+\ell_{h} \leq 1,
\end{aligned}
$$

such that $\mathbf{e x c}_{n}^{H_{h}}\left(E_{h}, 0,2\right) \rightarrow 0$ as $h \rightarrow \infty$, and
either

$$
\begin{array}{r}
\sup \left\{|\mathbf{q} x|: x \in \mathbf{C} \cap H_{h} \cap \partial E_{h}\right\}>\sigma \\
\left|\left\{x \in \mathbf{C} \cap H_{h} \cap \partial E_{h}: \mathbf{q} x>\sigma\right\}\right|>0 \\
\left|\left\{x \in\left(\mathbf{C} \cap H_{h}\right) \backslash E_{h}: \mathbf{q} x<-\sigma\right\}\right|>0 \tag{4.10}
\end{array}
$$

for infinitely many $h \in \mathbb{N}$.
Step one: We start showing that (4.8) cannot hold for infinitely many $h \in \mathbb{N}$. To this end, we set $H_{0}=\left\{x_{1}>0\right\}$, and notice that

$$
H_{0} \subset H_{h}=H_{0}-t_{h} e_{1}, \quad \forall h \in \mathbb{N}
$$

In order to apply the compactness theorem, Theorem 2.9, we need to get rid of the moving half-spaces $H_{h}$. Since $t_{h} \geq 0$ for every $h \in \mathbb{N}$, up to extracting subsequences, we may assume that $t_{h} \rightarrow t_{*} \in[0, \infty]$ as $h \rightarrow \infty$. We then consider two cases separately:

Case one: We have $t_{*} \in[0,5]$. Set $F_{h}=E_{h}+t_{h} e_{1}$ and $\Psi_{h}(x, \nu)=\Phi_{h}\left(x-t_{h} e_{1}, \nu\right)$ so that $\Psi_{h} \in$ $\mathcal{E}\left(\mathbf{C}\left(t_{h} e_{1}, 4\right) \cap H, \lambda, 1\right)$. Since $H_{0}=H_{h}+t_{h} e_{1}$, and, for $h$ large enough, $\mathbf{C}\left(t_{*} e_{1}, 3\right) \subset \subset \mathbf{C}\left(t_{h} e_{1}, 4\right)$, we find that $F_{h}$ is a $(1 / 2 \lambda, 1)$-minimizer of $\mathbf{\Psi}_{h}$ on $\left(\mathbf{C}\left(t_{*} e_{1}, 3\right), H\right)$ (recall that $2 \lambda \Lambda_{h} \leq 1$ ), with $t_{h} e_{1} \in \operatorname{cl}\left(H \cap \partial F_{h}\right)$ and (up to extracting a subsequence)

$$
\begin{gather*}
\lim _{h \rightarrow \infty} \operatorname{exc}_{n}^{H}\left(F_{h}, t_{h} e_{1}, 2\right)=0 \\
\sup \left\{|\mathbf{q} x|: x \in \mathbf{C}\left(t_{h} e_{1}, 1\right) \cap H \cap \partial F_{h}\right\} \geq \sigma, \quad \forall h \in \mathbb{N} \tag{4.11}
\end{gather*}
$$

By Theorem 2.9, we can find $\Psi_{\infty} \in \mathcal{E}\left(\mathbf{C}\left(t_{*} e_{1}, 3\right) \cap H, \lambda, 1\right)$ and $F_{\infty} \subset H$ such that $F_{\infty}$ is a $(1 / 2 \lambda, 1)$-minimizer of $\mathbf{\Psi}_{\infty}$ on $\left(\mathbf{C}\left(t_{*} e_{1}, 3\right), H\right)$ with $t_{*} e_{1} \in \operatorname{cl}\left(H \cap \partial F_{\infty}\right)$. By (3.9),

$$
\begin{aligned}
\operatorname{exc}_{n}^{H}\left(F_{\infty}, t_{*} e_{1}, 3 / 2\right) & \leq \liminf _{h \rightarrow \infty} \operatorname{exc}_{n}^{H}\left(F_{h}, t_{*} e_{1}, 3 / 2\right) \\
& \leq\left(\frac{4}{3}\right)^{n-1} \liminf _{h \rightarrow \infty} \operatorname{exc}_{n}^{H}\left(F_{h}, t_{h} e_{1}, 2\right)=0
\end{aligned}
$$

Thus, by (3.3),

$$
\begin{equation*}
F_{\infty} \cap \mathbf{C}\left(t_{*} e_{1}, 3 / 2\right) \cap H=\left\{x \in \mathbf{C}\left(t_{*} e_{1}, 3 / 2\right) \cap H: \mathbf{q} x<0\right\} \tag{4.12}
\end{equation*}
$$

At the same time, by (4.11), for every $h \in \mathbb{N}$ we can find $z_{h} \in \mathbf{C}\left(t_{h} e_{1}, 1\right) \cap H \cap \partial F_{h}$ with $\left|\mathbf{q} z_{h}\right|>\sigma$. In particular, up to extracting subsequences and by (2.61), $z_{h} \rightarrow z_{0}$ for some $z_{0} \in \operatorname{cl}\left(\mathbf{C}\left(t_{*} e_{1}, 1\right) \cap H \cap \partial F_{\infty}\right)$ with $\left|\mathbf{q} z_{0}\right| \geq \sigma$. By (4.12), it must be $P\left(F_{\infty} ; B_{z_{0}, s}\right)=0$ for $s$ small enough: hence, $z_{0} \notin \partial F_{\infty}$, contradiction.

Case two: We have $t_{*}>5$. In this case the presence of $H_{h}$ is not detected by the minimality condition of $E_{h}$ in $\mathbf{C}_{4}$, so that $E_{h}$ turns out to be a $(1 / 2 \lambda, 1)$-minimizer of $\boldsymbol{\Phi}_{h}$ in $\left(\mathbf{C}_{4}, \mathbb{R}^{n}\right)$. This time we apply Theorem 2.9 with the degenerate half-space $\mathbb{R}^{n}$ and we find a contradiction with (4.8) by the same argument used in dealing with case one.

Step two: We now prove that neither (4.9) nor (4.10) can hold for infinitely many $h$. Once again, we argue by contradiction, and assume for example that (4.9) holds true for infinitely many values of $h$. Since we know by step one that

$$
\mathbf{C} \cap H_{h} \cap \partial E_{h} \subset \mathbf{D} \times[-\sigma, \sigma], \quad \forall h \in \mathbb{N}
$$

this assumption, combined with basic properties of the distributional derivative, implies that

$$
\mathbf{C} \cap H_{h} \cap E_{h} \cap\{\mathbf{q} x>\sigma\}=\mathbf{C} \cap H_{h} \cap\{\mathbf{q} x>\sigma\}, \quad \forall h \in \mathbb{N}
$$

By exploiting the compactness theorem for almost-minimizers as in step one, we see however that $E_{h}$ is converging to $\{\mathbf{q} x<0\}$ (up to horizontal translations and inside of $\mathbf{C}$ ), thus reaching a contradiction.

The following lemma can be proved by a simple application of the divergence theorem to vector fields of the form $\varphi(\mathbf{p} x) e_{n}$ for $\varphi \in C_{c}^{1}\left(\mathbf{D}_{x_{0}, r}\right)$. We refer to [Mag12, Lemma 22.11], and leave the details to the reader.

Lemma 4.2. If $H=\left\{x_{1}>b\right\}$ for some $b \in \mathbb{R}$ and $E \subset H$ is a set of finite perimeter with

$$
\begin{gathered}
|\mathbf{q} x|<\sigma_{0}, \quad \forall x \in \mathbf{C} \cap H \cap \operatorname{spt} \mu_{E}, \\
\left\{x \in \mathbf{C} \cap H: \mathbf{q} x<-\sigma_{0}\right\} \subset E \cap \mathbf{C} \cap H \subset\left\{x \in \mathbf{C} \cap H: \mathbf{q} x<\sigma_{0}\right\},
\end{gathered}
$$

for some $\sigma_{0} \in(0,1)$, then the set function

$$
\zeta(G)=P\left(E ; \mathbf{p}^{-1}(G) \cap \mathbf{C} \cap H\right)-\mathcal{H}^{n-1}(G \cap H), \quad G \subset \mathbf{D}
$$

defines a positive finite Radon measure on $\mathbf{D}$ concentrated on $H$ with

$$
\zeta(G)=\int_{\mathbf{p}^{-1}(G) \cap \mathbf{C} \cap H \cap \partial^{*} E} \frac{\left|\nu_{E}-e_{n}\right|^{2}}{2} d \mathcal{H}^{n-1}, \quad \forall G \subset \mathbf{D}
$$

In particular, $\zeta(\mathbf{D})=\mathbf{e x c}_{n}^{H}(E, 0,1)$.
4.2. Lipschitz approximation. The next key ingredient in the proof of Lemma 3.4 is the construction of a Lipschitz approximation of $\partial E$.

Lemma 4.3 (Lipschitz approximation). For every $\lambda \geq 1$ and $\sigma \in(0,1 / 4)$ there exist positive constants $\varepsilon_{\text {lip }}=\varepsilon_{\text {lip }}(n, \lambda, \sigma), C_{2}=C_{2}(n, \lambda)$, and $\delta_{1}=\delta_{1}(n, \lambda)$ with the following property. If $H=\left\{x_{1}>b\right\}$ for some $b \in \mathbb{R}, x_{0} \in \operatorname{cl}(H)$, and

$$
\begin{aligned}
& \Phi \in \mathcal{E}\left(\mathbf{C}_{x_{0}, 16 r} \cap H, \lambda, \ell\right), \\
& E \text { is a }\left(\Lambda, r_{0}\right) \text {-minimizer of } \mathbf{\Phi} \text { in }\left(\mathbf{C}_{x_{0}, 16 r}, H\right) \text { with } 0<4 r \leq r_{0}, \\
& x_{0} \in \operatorname{cl}(H \cap \operatorname{spt} \partial E), \\
& (8 \lambda \Lambda+4 \ell) r \leq 1, \\
& \mathbf{e x c}_{n}^{H}\left(E, x_{0}, 8 r\right)<\varepsilon_{\text {lip }},
\end{aligned}
$$

then there exists a Lipschitz function $u: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ such that, on setting,

$$
\begin{aligned}
M & =\mathbf{C}_{x_{0}, r} \cap H \cap \operatorname{spt} \partial E \\
M_{0} & =\left\{y \in M: \sup _{0<s<4 r} \operatorname{exc}_{n}^{H}(E, y, s) \leq \delta_{1}\right\} \\
\Gamma & =\left\{(z, u(z)): z \in \mathbf{D}_{\mathbf{p} x_{0}, r} \cap H\right\}
\end{aligned}
$$

we have

$$
\begin{equation*}
\sup _{\mathbb{R}^{n-1}} \frac{\left|u-\mathbf{q} x_{0}\right|}{r} \leq \sigma, \quad \operatorname{Lip}(u) \leq 1, \quad M_{0} \subset M \cap \Gamma \tag{4.13}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\mathcal{H}^{n-1}(M \Delta \Gamma)}{r^{n-1}} & \leq C_{2} \operatorname{exc}_{n}^{H}\left(E, x_{0}, 8 r\right),  \tag{4.14}\\
\frac{1}{r^{n-1}} \int_{\mathbf{D}_{\mathbf{p} x_{0}, r} \cap H}|\nabla u|^{2} & \leq C_{2} \operatorname{exc}_{n}^{H}\left(E, x_{0}, 8 r\right) . \tag{4.15}
\end{align*}
$$

Finally, if

$$
\begin{align*}
\text { either } & x_{0} \in \partial H \text { and } \nabla \Phi\left(x_{0}, e_{n}\right) \cdot e_{1}=0,  \tag{4.16}\\
\text { or } & \operatorname{dist}\left(x_{0}, \partial H\right)>r, \tag{4.17}
\end{align*}
$$

then we also have that

$$
\begin{equation*}
\frac{1}{r^{n-1}} \int_{\mathbf{D}_{\mathbf{p} x_{0}, r} \cap H}\left(\nabla^{2} \Phi\left(x_{0}, e_{n}\right)(\nabla u, 0)\right) \cdot(\nabla \varphi, 0) \leq C_{2}\|\nabla \varphi\|_{\infty}\left(\mathbf{e x c}_{n}^{H}\left(E, x_{0}, 8 r\right)+(\Lambda+\ell) r\right), \tag{4.18}
\end{equation*}
$$

for every $\varphi \in C^{1}\left(\mathbf{D}_{\mathbf{p} x_{0}, r}\right)$ with $\varphi=0$ on $H \cap \partial \mathbf{D}_{\mathbf{p} x_{0}, r}$. (Notice that this implies $\varphi=0$ on $\partial \mathbf{D}_{\mathbf{p} x_{0}, r}$ when (4.17) holds true.)

Proof. Step one: By (3.1) and Remark 2.2 we may directly assume that $x_{0}=0, r=1$ and $H=\left\{x_{1}>-t\right\}$ with $t \geq 0$. With $\varepsilon_{\mathrm{hb}}(n, \lambda, \sigma)$ defined as in Lemma 4.1, we shall assume that

$$
\begin{equation*}
\varepsilon_{\mathrm{lip}}(n, \lambda, \sigma) \leq \varepsilon_{\mathrm{hb}}(n, \lambda, \sigma) \tag{4.19}
\end{equation*}
$$

Since $E$ is a $(\Lambda, 4)$-minimizer of $\boldsymbol{\Phi}$ in $\left(\mathbf{C}_{16}, H\right)$, with $\Phi \in \mathcal{E}\left(\mathbf{C}_{16} \cap H, \lambda, \ell\right), 0 \in \operatorname{cl}(H \cap \partial E)$, $\operatorname{exc}_{n}^{H}(E, 0,8)<\varepsilon_{\text {lip }}$, and $8 \lambda \Lambda+4 \ell \leq 1$, by (4.19) we can apply Lemma 4.1 to get that

$$
\begin{equation*}
\sup \left\{|\mathbf{q} y|: y \in \mathbf{C}_{4} \cap H \cap \partial E\right\} \leq \sigma \tag{4.20}
\end{equation*}
$$

moreover,

$$
\zeta(G)=P\left(E ; \mathbf{p}^{-1}(G) \cap \mathbf{C}_{4} \cap H\right)-\mathcal{H}^{n-1}\left(G \cap \mathbf{D}_{4} \cap H\right), \quad G \subset \mathbf{D}_{4}
$$

defines a positive finite Radon measure $\zeta$ on $\mathbf{D}_{4} \cap H$. We now notice that if $y \in M_{0}, x \in M$ and $s=\max \{|\mathbf{p}(x-y)|,|\mathbf{q}(x-y)|\}$, then $s<2$ and by definition of $M_{0}$, we have

$$
\mathbf{C}_{y, 4 s} \subset \mathbf{C}_{16}, \quad \operatorname{exc}_{n}^{H}(E, y, 2 s) \leq \delta_{1}, \quad(2 \lambda \Lambda+\ell) s \leq 1
$$

Up to assume that

$$
\delta_{1}(n, \lambda)<\varepsilon_{\mathrm{hb}}\left(n, \lambda, \frac{1}{8}\right)
$$

and since, by construction, $x \in \operatorname{cl}\left(\mathbf{C}_{y, s} \cap \partial E\right) \cap H$, we can thus apply Lemma 4.1 at the point $y$ at scale $s$ to infer

$$
|\mathbf{q} y-\mathbf{q} x| \leq \frac{s}{8}
$$

which in turn implies

$$
|\mathbf{q} x-\mathbf{q} y| \leq \frac{|\mathbf{p} x-\mathbf{p} y|}{8}
$$

In particular, $\mathbf{p}$ is invertible on $M_{0}$, so that we can define a function $u: \mathbf{p}\left(M_{0}\right) \rightarrow \mathbb{R}$ with the property that $u(\mathbf{p} x)=\mathbf{q} x$ for every $x \in M_{0}$ (thus $|u(z)|<\sigma$ for every $z \in \mathbf{p}\left(M_{0}\right)$ by (4.20)), and

$$
|u(\mathbf{p} y)-u(\mathbf{p} x)| \leq \frac{|\mathbf{p} y-\mathbf{p} x|}{8}, \quad \forall x, y \in M_{0}
$$

We may thus extend $u$ as a Lipschitz function on $\mathbb{R}^{n-1}$ with the properties that

$$
\sup _{\mathbb{R}^{n-1}}|u| \leq \sigma, \quad \operatorname{Lip}(u) \leq \frac{1}{8}, \quad M_{0} \subset \Gamma=\{(z, u(z)): z \in \mathbf{D} \cap H\}
$$

This proves (4.13). We now prove (4.14) by a standard application of Besicovitch's covering theorem (that we detail just for the sake of completeness). We start noticing that, if $x \in M \backslash M_{0}$, then there exists $s_{x} \in(0,4)$ such that

$$
\delta_{1} s_{x}^{n-1} \leq \int_{H \cap \mathbf{C}_{x, s_{x}} \cap \partial^{*} E} \frac{\left|\nu_{E}-e_{n}\right|^{2}}{2} d \mathcal{H}^{n-1}
$$

If $\xi(n)$ is the Besicovitch covering constant, then (see for instance [Mag12, Corollary 5.2]) we can find a countable disjoint family of balls $B\left(x_{h}, \sqrt{2} s_{h}\right)$ with $x_{h} \in M \backslash M_{0}, s_{h}=s_{x_{h}} \in(0,4)$,

$$
\delta_{1} s_{h}^{n-1} \leq \int_{H \cap \mathbf{C}_{x_{h}, s_{h}} \cap \partial^{*} E} \frac{\left|\nu_{E}-e_{n}\right|^{2}}{2} d \mathcal{H}^{n-1}, \quad \forall h \in \mathbb{N}
$$

and

$$
\mathcal{H}^{n-1}\left(M \backslash M_{0}\right) \leq \xi(n) \sum_{h \in \mathbb{N}} \mathcal{H}^{n-1}\left(\left(M \backslash M_{0}\right) \cap B\left(x_{h}, \sqrt{2} s_{h}\right)\right)
$$

By $(2.47), \mathcal{H}^{n-1}\left(M \cap B\left(x_{h}, \sqrt{2} s_{h}\right)\right) \leq C(n, \lambda) s_{h}^{n-1}$ for every $h \in \mathbb{N}$, so that, by combining these last three inequalities,

$$
\begin{aligned}
\mathcal{H}^{n-1}\left(M \backslash M_{0}\right) & \leq \frac{C(n, \lambda)}{\delta_{1}} \sum_{h \in \mathbb{N}} \int_{H \cap \mathbf{C}_{x_{h}, s_{h} \cap \partial^{*} E}} \frac{\left|\nu_{E}-e_{n}\right|^{2}}{2} d \mathcal{H}^{n-1} \\
& =\frac{C(n, \lambda)}{\delta_{1}} \int_{H \cap \mathbf{C}_{8} \cap \partial^{*} E} \frac{\left|\nu_{E}-e_{n}\right|^{2}}{2} d \mathcal{H}^{n-1}
\end{aligned}
$$

where in the last identity we have used the fact that the cylinders $\mathbf{C}_{x_{h}, s_{h}}$ are disjoint (as they are contained in the disjoint balls $B\left(x_{h}, \sqrt{2} s_{h}\right)$ ), as well as the fact that their union is contained in $\mathbf{C}_{8}$. Recalling that $M \backslash \Gamma \subset M \backslash M_{0}$, we have proved that

$$
\mathcal{H}^{n-1}(M \backslash \Gamma) \leq C(n, \lambda) \mathbf{e x c}_{n}^{H}(E, 0,8)
$$

The proof of (4.14) is then completed by noticing that, since $\operatorname{Lip}(u) \leq 1$,

$$
\begin{aligned}
\mathcal{H}^{n-1}(\Gamma \backslash M) & \leq \sqrt{2} \mathcal{H}^{n-1}(\mathbf{p}(\Gamma \backslash M)) \\
& \leq \sqrt{2} \mathcal{H}^{n-1}\left(M \cap \mathbf{p}^{-1} \mathbf{p}(\Gamma \backslash M)\right) \leq \sqrt{2} \mathcal{H}^{n-1}(M \backslash \Gamma),
\end{aligned}
$$

where in the last inequality we have used that

$$
0 \leq \zeta(\mathbf{p}(\Gamma \backslash M))=\mathcal{H}^{n-1}\left(M \cap \mathbf{p}^{-1} \mathbf{p}(\Gamma \backslash M)\right)-\mathcal{H}^{n-1}(\mathbf{p}(\Gamma \backslash M))
$$

and that $M \cap \mathbf{p}^{-1} \mathbf{p}(\Gamma \backslash M) \subset M \backslash \Gamma$. We finally prove (4.15). We first notice that

$$
\begin{equation*}
\nu_{E}(x)= \pm \frac{(-\nabla u(\mathbf{p} x), 1)}{\sqrt{1+|\nabla u(\mathbf{p} x)|^{2}}}, \quad \text { for } \mathcal{H}^{n-1} \text {-a.e. } x \in M \cap \Gamma \tag{4.21}
\end{equation*}
$$

Since $\left|\nu_{E}-e_{n}\right|^{2} \geq\left|\mathbf{p} \nu_{E}\right|^{2}$ and $\operatorname{Lip}(u) \leq 1$, by the area formula and by (4.21) we get

$$
\begin{aligned}
8^{n-1} \mathbf{e x c}_{n}^{H}(E, 0,8) & \geq \frac{1}{2} \int_{M \cap \Gamma}\left|\mathbf{p} \nu_{E}\right|^{2}=\frac{1}{2} \int_{M \cap \Gamma} \frac{|\nabla u(\mathbf{p} x)|^{2}}{1+|\nabla u(\mathbf{p} x)|^{2}} d \mathcal{H}^{n-1} \\
& =\frac{1}{2} \int_{\mathbf{p}(M \cap \Gamma)} \frac{|\nabla u|^{2}}{\sqrt{1+|\nabla u|^{2}}} \geq \frac{1}{2 \sqrt{2}} \int_{\mathbf{p}(M \cap \Gamma)}|\nabla u|^{2}
\end{aligned}
$$

as well as $\int_{\mathbf{p}(M \Delta \Gamma)}|\nabla u|^{2} \leq \mathcal{H}^{n-1}(\mathbf{p}(M \Delta \Gamma)) \leq \mathcal{H}^{n-1}(M \Delta \Gamma)$, so that (4.15) follows from (4.14). We now devote the next two steps of the proof to show the validity of (4.18).

Step two: We start showing that, setting $\Phi_{0}(\nu)=\Phi(0, \nu)$,

$$
\begin{equation*}
\left|\int_{\mathbf{C} \cap H \cap \partial^{*} E} \nabla \Phi_{0}\left(\nu_{E}\right) \cdot(\nabla \varphi(\mathbf{p} x, 0), 0)\left(\nu_{E} \cdot e_{n}\right) d \mathcal{H}^{n-1}\right| \leq C\|\nabla \varphi\|_{\infty}(\Lambda+\ell) \tag{4.22}
\end{equation*}
$$

whenever $\varphi \in C^{1}(\mathbf{D} \cap H)$ with $\varphi=0$ on $\partial \mathbf{D} \cap H$. In showing this, we can assume without loss of generality that $\|\nabla \varphi\|_{\infty}=1$, and notice that, correspondingly, $\sup _{\mathbf{D} \cap H_{*}}|\varphi| \leq 1$. Let us now fix $\alpha \in C_{c}^{\infty}([-1,1] ;[0,1])$ with $\alpha=1$ on $[0,1 / 2]$ and $\left|\alpha^{\prime}\right| \leq 3$, and consider the family of maps

$$
f_{t}(x)=x+t \alpha(\mathbf{q} x) \varphi(\mathbf{p} x) e_{n}, \quad x \in \mathbb{R}^{n}
$$

For $t$ small enough, $f_{t}$ is a diffeomorphisms of $\mathbb{R}^{n}$, with

$$
f_{t}(E) \subset H, \quad f_{t}(E) \Delta E \subset \subset \mathbf{C}_{2}, \quad\left|f_{t}(E) \Delta E\right| \leq C(n)|t| P\left(E ; \mathbf{C}_{2}\right)
$$

(see [Mag12, Lemma 17.9] for the last inequality). Hence, by minimality of $E$ and by (2.47),

$$
\begin{align*}
\boldsymbol{\Phi}\left(E, H \cap \mathbf{C}_{2}\right) & \leq \boldsymbol{\Phi}\left(f_{t}(E), H \cap \mathbf{C}_{2}\right)+\Lambda\left|f_{t}(E) \Delta E\right|  \tag{4.23}\\
& \leq \boldsymbol{\Phi}\left(f_{t}(E), H \cap \mathbf{C}_{2}\right)+C(n, \lambda) \Lambda|t|
\end{align*}
$$

By (2.9), (1.8), $\left|f_{t}(x)-x\right| \leq C|t|$, and, again, by (2.47), we find

$$
\begin{align*}
\boldsymbol{\Phi}\left(f_{t}(E), H \cap \mathbf{C}_{2}\right) & =\int_{H \cap \mathbf{C}_{2} \cap \partial^{*} E} \Phi\left(f_{t}(x),\left(\operatorname{cof} \nabla f_{t}(x)\right) \nu_{E}(x)\right) d \mathcal{H}^{n-1} \\
& \leq \int_{H \cap \mathbf{C}_{2} \cap \partial^{*} E} \Phi\left(x,\left(\operatorname{cof} \nabla f_{t}(x)\right) \nu_{E}(x)\right) d \mathcal{H}^{n-1}+C(n, \lambda) \ell|t| \tag{4.24}
\end{align*}
$$

By (2.38), $\left(\operatorname{cof} \nabla f_{t}\right) \nu_{E}=\nu_{E}+t\left((\operatorname{div} T) \nu_{E}-(\nabla T)^{*} \nu_{E}\right)$, with $T(x)=\alpha(\mathbf{q} x) \varphi(\mathbf{p} x) e_{n}$. Since $\alpha(\mathbf{q} x) \equiv 1$ for $x$ in a neighborhood of $\partial^{*} E$, we have

$$
\left(\operatorname{cof} \nabla f_{t}\right) \nu_{E}=\nu_{E}-t\left(e_{n} \cdot \nu_{E}\right)(\nabla \varphi, 0) \quad \text { on } \partial^{*} E
$$

Thus, by (4.24),

$$
\begin{align*}
\mathbf{\Phi}\left(f_{t}(E), H \cap \mathbf{C}_{2}\right) & -\mathbf{\Phi}\left(E, H \cap \mathbf{C}_{2}\right) \\
& \leq \int_{H \cap \mathbf{C}_{2} \cap \partial^{*} E}\left[\Phi\left(x,\left(\operatorname{cof} \nabla f_{t}\right) \nu_{E}\right)-\Phi\left(x, \nu_{E}\right)\right] d \mathcal{H}^{n-1}+C(n, \lambda) \ell|t| \\
& \leq-t \int_{H \cap \mathbf{C}_{2} \cap \partial^{*} E} \nabla \Phi\left(x, \nu_{E}\right) \cdot(\nabla \phi, 0)\left(e_{n} \cdot \nu_{E}\right) d \mathcal{H}^{n-1}+C(n, \lambda)\left(\ell|t|+t^{2}\right) \\
& \leq-t \int_{H \cap \mathbf{C}_{2} \cap \partial^{*} E} \nabla \Phi_{0}\left(\nu_{E}\right) \cdot(\nabla \varphi, 0)\left(\nu_{E} \cdot e_{n}\right) d \mathcal{H}^{n-1}+C(n, \lambda)\left(\ell|t|+t^{2}\right) \tag{4.25}
\end{align*}
$$

where in the second inequality we have used (1.9) and that $P\left(E, \mathbf{C}_{2}\right) \leq C(n, \lambda)$ (by (2.47)) while in the third one we have used (1.8) (and again that $P\left(E, \mathbf{C}_{2}\right) \leq C(n, \lambda)$ ). We combine (4.23) and (4.25) to find that

$$
\left|\int_{H \cap \mathbf{C}_{2} \cap \partial^{*} E} \nabla \Phi_{0}\left(\nu_{E}\right) \cdot(\nabla \varphi, 0)\left(\nu_{E} \cdot e_{n}\right) d \mathcal{H}^{n-1}\right| \leq C(n, \lambda)(|t|+(\Lambda+\ell))
$$

We prove (4.22) by letting choosing $t \rightarrow 0$.
Step three: We conclude the proof of (4.18). We start by showing that

$$
\begin{equation*}
\left|\int_{\mathbf{D} \cap H} \nabla \Phi_{0}((-\nabla u(z), 1)) \cdot(\nabla \varphi(z), 0) d z\right| \leq C\|\nabla \varphi\|_{\infty}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right) \tag{4.26}
\end{equation*}
$$

whenever $\varphi \in C^{1}(\mathbf{D} \cap H)$ with $\varphi=0$ on $H \cap \partial \mathbf{D}$. Indeed, let us set

$$
\Gamma_{1}=\left\{x \in \Gamma: \nu_{E}(x)=\frac{(-\nabla u(\mathbf{p} x), 1)}{\sqrt{1+|\nabla u(\mathbf{p} x)|^{2}}}\right\} \subset \Gamma
$$

By (4.21), if $x \in \Gamma \backslash \Gamma_{1}$, then $\left|\nu_{E}-e_{n}\right|^{2} \geq 1$. Hence, by (4.14),

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(M \Delta \Gamma_{1}\right) \leq 8^{n-1} \operatorname{exc}_{n}^{H}(E, 0,8)+\mathcal{H}^{n-1}(M \Delta \Gamma) \leq C \operatorname{exc}_{n}^{H}(E, 0,8) \tag{4.27}
\end{equation*}
$$

and thus, by (4.22),

$$
\begin{equation*}
\left|\int_{H \cap \Gamma_{1}} \nabla \Phi_{0}\left(\nu_{E}\right) \cdot(\nabla \varphi(\mathbf{p} x), 0)\left(\nu_{E} \cdot e_{n}\right) d \mathcal{H}^{n-1}\right| \leq C\|\nabla \varphi\|_{\infty}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right) \tag{4.28}
\end{equation*}
$$

where $C=C(n, \lambda)$. By taking into account the definition of $\Gamma_{1}$ and the formula for the area of a graph of a Lipschitz function we thus find

$$
\left|\int_{H \cap \mathbf{p}\left(\Gamma_{1}\right)} \frac{\nabla \Phi_{0}((-\nabla u, 1)) \cdot(\nabla \varphi, 0)}{\sqrt{1+|\nabla u|^{2}}}\right| \leq C\|\nabla \varphi\|_{\infty}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right)
$$

By (1.9), for every $G \subset \mathbf{D} \cap H$, we have

$$
\left|\int_{G} \frac{\nabla \Phi_{0}((-\nabla u, 1)) \cdot(\nabla \varphi, 0)}{\sqrt{1+|\nabla u|^{2}}}-\int_{G} \nabla \Phi_{0}((-\nabla u, 1)) \cdot(\nabla \varphi, 0)\right| \leq C(n, \lambda)\|\nabla \varphi\|_{\infty} \int_{G}|\nabla u|^{2},
$$

and thus by (4.15) we find

$$
\begin{equation*}
\left|\int_{H \cap \mathbf{p}\left(\Gamma_{1}\right)} \nabla \Phi_{0}((-\nabla u, 1)) \cdot(\nabla \varphi, 0)\right| \leq C\|\nabla \varphi\|_{\infty}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right) \tag{4.29}
\end{equation*}
$$

At the same time, by (1.9) and again by (4.27) we have

$$
\begin{aligned}
\left|\int_{H \cap\left(\mathbf{D} \Delta \mathbf{p}\left(\Gamma_{1}\right)\right)} \nabla \Phi_{0}((-\nabla u, 1)) \cdot(\nabla \varphi, 0)\right| & \leq \lambda\|\nabla \varphi\|_{\infty} \mathcal{H}^{n-1}\left(M \Delta \Gamma_{1}\right) \\
& \leq C\|\nabla \varphi\|_{\infty} \mathbf{e x c}_{n}^{H}(E, 0,8)
\end{aligned}
$$

We combine this last inequality with (4.29) to prove (4.26). We now notice that, by (1.9),

$$
\left|\nabla \Phi_{0}(-\nabla u, 1)-\nabla \Phi_{0}\left(e_{n}\right)-\nabla^{2} \Phi_{0}\left(e_{n}\right) \cdot(-\nabla u, 0)\right| \leq C(\lambda)|\nabla u|^{2} .
$$

This, together with (4.15) and (4.26), gives

$$
\begin{equation*}
\left|\int_{\mathbf{D} \cap H}\left(\nabla \Phi_{0}\left(e_{n}\right)+\nabla^{2} \Phi_{0}\left(e_{n}\right)(-\nabla u, 0)\right) \cdot(\nabla \varphi, 0)\right| \leq C\|\nabla \varphi\|_{\infty}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right) . \tag{4.30}
\end{equation*}
$$

We finally notice that, by Gauss-Green theorem,

$$
\int_{\mathbf{D} \cap H} \nabla \Phi_{0}\left(e_{n}\right) \cdot(\nabla \varphi, 0)=\nabla \Phi_{0}\left(e_{n}\right) \cdot \int_{H \cap \partial \mathbf{D}} \varphi \nu_{\mathbf{D}}-\left(\nabla \Phi_{0}\left(e_{n}\right) \cdot e_{1}\right) \int_{\mathbf{D} \cap \partial H} \varphi
$$

where the first term vanishes as $\varphi=0$ on $H \cap \partial \mathbf{D}$, and the second term vanishes as either (4.16) is in force (and thus $\nabla \Phi_{0}\left(e_{n}\right) \cdot e_{1}=0$ by assumption) or (4.17) holds true, and then one simply has $\mathbf{D} \cap \partial H=\emptyset$. This completes the proof of (4.18), thus of the lemma.
4.3. Caccioppoli inequality. The third tool used in the proof of Lemma 3.4 is the Caccioppoli inequality of Lemma 4.4 below. This result, also known as reverse Poincaré inequality, is morally analogous to its well-known counterpart in elliptic regularity theory, and shall be used here to translate decay estimates for the flatness of almost-minimizers into decay estimates for their excess. Here, given an open set $A$ and an open half-space $H$ in $\mathbb{R}^{n}$, a set $E \subset H$ of locally finite perimeter in $A$, and $x \in A \cap \operatorname{cl}(H), \nu \in \mathbf{S}^{n-1}$ and $r>0$ such that $\mathbf{C}_{\nu}(x, r) \subset \subset A$, we define the flatness of $E$ at $x$, at scale $r$, in the direction $\nu$, relative to $H$ as

$$
\operatorname{flat}_{\nu}^{H}(E, x, r)=\inf _{c \in \mathbb{R}} \frac{1}{r^{n-1}} \int_{H \cap \mathbf{C}_{\nu}(x, r) \cap \partial^{*} E} \frac{|(y-x) \cdot \nu-c|^{2}}{r^{2}} d \mathcal{H}^{n-1} .
$$

As usual, we set flat ${ }_{\nu}^{H}(E, x, r)=$ flat $_{n}^{H}(E, x, r)$ when $\nu=e_{n}$, and notice that flatness enjoys analogous scaling properties to the one of excess, see (3.1).

Lemma 4.4 (Caccioppoli inequality). For every $\lambda \geq 1$ there exist positive constants $\varepsilon_{\mathrm{Ca}}=$ $\varepsilon_{\mathrm{Ca}}(n, \lambda)$ and $C_{3}=C_{3}(n, \lambda)$ with the following property. If $H=\left\{x_{1}>b\right\}$ for some $b \in \mathbb{R}$, $x_{0} \in \operatorname{cl}(H)$, and

$$
\begin{aligned}
& \Phi \in \mathcal{E}\left(\mathbf{C}_{x_{0}, 16 r} \cap H, \lambda, \ell\right) \\
& E \text { is a }\left(\Lambda, r_{0}\right) \text {-minimizer of } \mathbf{\Phi} \text { in }\left(\mathbf{C}_{x_{0}, 16 r}, H\right) \text { with } 0<8 r \leq r_{0}, \\
& x_{0} \in \operatorname{cl}(H \cap \partial E) \\
& (16 \lambda \Lambda+8 \ell) r \leq 1 \\
& \mathbf{e x c}_{n}^{H}\left(E, x_{0}, 8 r\right)<\varepsilon_{\mathrm{Ca}}
\end{aligned}
$$

with

$$
\begin{align*}
\text { either } & x_{0} \in \partial H \text { and } \nabla \Phi\left(x_{0}, e_{n}\right) \cdot e_{1}=0,  \tag{4.31}\\
\text { or } & \operatorname{dist}\left(x_{0}, \partial H\right)>16 r, \tag{4.32}
\end{align*}
$$

then

$$
\begin{equation*}
\operatorname{exc}_{n}^{H}\left(E, x_{0}, r\right) \leq C_{3}\left(\operatorname{flat}_{n}^{H}\left(E, x_{0}, 4 r\right)+(\Lambda+\ell) r\right) \tag{4.33}
\end{equation*}
$$

The proof is based on the construction of "interior" and "exterior" competitors in arbitrary cylinders, that is detailed in Lemma 4.5 below, and originates from [Alm68]; see also [Bom82, Section V] and [DS02, Section 4]. We shall need the following terminology and notation: first, we shall say that $E \subset \mathbb{R}^{n}$ is a polyhedron if $E$ is open and $\partial E$ is contained in finitely many hyperplanes (in this case, $\mathcal{H}^{n-2}\left(\partial E \backslash \partial^{*} E\right)=0$, and $\nu_{E}(x)$ agrees with the elementarily defined outer unit normal to $E$ at every $x \in \partial^{*} E$ ); second, given $z \in \mathbb{R}^{n-1}$ and $r>0$, we shall set

$$
\begin{equation*}
\mathbf{K}_{z, r}=\left\{x \in \mathbb{R}^{n}:|\mathbf{p} x-z|<r,|\mathbf{q} x|<1\right\} . \tag{4.34}
\end{equation*}
$$



Figure 4.1. The construction of the the competitors $F_{\text {in }}$ and $F_{\text {out }}$ in Lemma 4.5. The picture is relative to the case when $z \in \partial H$. The bold lines represent the surfaces in the boundaries of $F_{\text {in }}$ and $F_{\text {out }}$ that are obtained by affine interpolation between $\{\mathbf{q} x=c\} \cap \partial \mathbf{K}_{z, R}$ and $\partial E \cap \partial \mathbf{K}_{z, S}$ in the case of $F_{\text {in }}$, and between $\partial E \cap \partial \mathbf{K}_{z, S}$ and $\{\mathbf{q} x=c\} \cap \partial \mathbf{K}_{z, T}$ in the case of $F_{\text {out }}$.

Referring to Figure 4.1 for an illustration of the considered construction, we now state and prove the following lemma.

Lemma 4.5. If $H=\left\{x_{1}>b\right\}$ for some $b \in \mathbb{R}, 0<R<S<T,|c|<1 / 4, z \in \mathbb{R}^{n-1} \cap H$, $E \subset H$ is a polyhedron, and

$$
\begin{gather*}
\left|\nu_{E}(x) \cdot e_{n}\right|<1 \text { for every } x \in H \cap \mathbf{K}_{z, T} \cap \partial^{*} E  \tag{4.35}\\
|\mathbf{q} x|<\frac{1}{4}, \quad \forall x \in \mathbf{K}_{z, T} \cap H \cap \partial E  \tag{4.36}\\
\left\{x \in \mathbf{K}_{z, T} \cap H: \mathbf{q} x<-\frac{1}{4}\right\} \subset E \cap \mathbf{K}_{z, T} \subset\left\{x \in \mathbf{K}_{z, T} \cap H: \mathbf{q} x<\frac{1}{4}\right\}, \tag{4.37}
\end{gather*}
$$

and if

$$
\begin{equation*}
\text { either } z \in \partial H \text { or } \operatorname{dist}(z, \partial H)>T \tag{4.38}
\end{equation*}
$$

then there exist open sets of finite perimeter $F_{\text {in }}$ and $F_{\text {out }}$ such that $F_{\text {in }} \subset \mathbf{K}_{z, S} \cap H$ with

$$
\begin{align*}
H \cap \partial \mathbf{K}_{z, S} \cap \operatorname{cl}\left(F_{\text {in }}\right) & =H \cap \partial \mathbf{K}_{z, S} \cap E  \tag{4.39}\\
H \cap \mathbf{K}_{z, R} \cap F_{\text {in }} & =H \cap \mathbf{K}_{z, R} \cap\{\mathbf{q} x<c\}  \tag{4.40}\\
\left\{x \in \mathbf{K}_{z, S} \cap H: \mathbf{q} x<-\frac{1}{4}\right\} & \subset F_{\text {in }} \subset\left\{x \in \mathbf{K}_{z, S} \cap H: \mathbf{q} x<\frac{1}{4}\right\} \tag{4.41}
\end{align*}
$$

and

$$
\begin{align*}
P\left(F_{\mathrm{in}} ; \mathbf{K}_{z, S} \cap H\right) \leq & \mathcal{H}^{n-1}\left(\mathbf{D}_{z, R} \cap H\right)  \tag{4.42}\\
& +\frac{S^{n-1}-R^{n-1}}{(n-1) S^{n-2}} \int_{H \cap \partial \mathbf{K}_{z, S} \cap \partial E} \sqrt{1+\left(\frac{\mathbf{q} x-c}{S-R}\right)^{2}} d \mathcal{H}^{n-2}
\end{align*}
$$

while $F_{\text {out }} \subset \mathbf{K}_{z, T} \cap H$ with

$$
\begin{align*}
H \cap \partial \mathbf{K}_{z, T} \cap \operatorname{cl}\left(F_{\text {out }}\right) & =H \cap \partial \mathbf{K}_{z, T} \cap\{\mathbf{q} x<c\}  \tag{4.43}\\
H \cap \mathbf{K}_{z, S} \cap F_{\text {out }} & =H \cap \mathbf{K}_{z, S} \cap E  \tag{4.44}\\
\left\{x \in \mathbf{K}_{z, T} \cap H: \mathbf{q} x<-\frac{1}{4}\right\} & \subset F_{\text {out }} \subset\left\{x \in \mathbf{K}_{z, T} \cap H: \mathbf{q} x<\frac{1}{4}\right\}, \tag{4.45}
\end{align*}
$$

and

$$
\begin{align*}
P\left(F_{\text {out }} ; \mathbf{K}_{z, T} \cap H\right) \leq & P\left(E ; \mathbf{K}_{z, S} \cap H\right)  \tag{4.46}\\
& +\frac{T^{n-1}-S^{n-1}}{(n-1) S^{n-2}} \int_{H \cap \partial \mathbf{K}_{z, S} \cap \partial E} \sqrt{1+\left(\frac{\mathbf{q} x-c}{T-S}\right)^{2}} d \mathcal{H}^{n-2}
\end{align*}
$$

Proof. Without loss of generality we may assume that $z=0$, and write $\mathbf{K}_{r}$ in place of $\mathbf{K}_{0, r}$ for every $r>0$. Moreover, we shall set $G^{+}=G \cap H$ for every $G \subset \mathbb{R}^{n}$. By (4.35) there exists a partition (modulo $\mathcal{H}^{n-1}$ ) of $\mathbf{D}_{T}^{+}$by finitely many open Lipschitz sets $\left\{\Omega_{i}\right\}_{i=1}^{N}$,

$$
\mathbf{D}_{T}^{+}=\mathcal{H}^{n-1} \bigcup_{i=1}^{N} \Omega_{i}, \quad \mathcal{H}^{n-1}\left(\Omega_{i} \cap \Omega_{i^{\prime}}\right)=0 \quad \text { if } 1 \leq i<i^{\prime} \leq N
$$

and finitely many affine functions $\left\{f_{i, j}\right\}_{j=1}^{N(i)}$ and $\left\{g_{i, j}\right\}_{j=1}^{N(i)}$ with $f_{i, j}<g_{i, j}<f_{i, j+1}$ for every $i$ and $j$, such that

$$
\begin{equation*}
\mathbf{K}_{T}^{+} \cap E=\mathcal{H}^{n} \bigcup_{i=1}^{N} \bigcup_{j=1}^{N(i)}\left\{x \in \Omega_{i} \times \mathbb{R}: f_{i, j}(\mathbf{p} x)<\mathbf{q} x<g_{i, j}(\mathbf{p} x)\right\} \tag{4.47}
\end{equation*}
$$

By (4.36) and (4.37) we have

$$
f_{i, 1}=-1, \quad g_{i, 1} \geq-\frac{1}{4}, \quad g_{i, N(i)} \leq \frac{1}{4}, \quad \forall i=1, \ldots, N
$$

and, moreover,

$$
\mathbf{K}_{T}^{+} \cap \partial E=\mathcal{H}^{n-1} \bigcup_{i=1}^{N} \bigcup_{j=2}^{N(i)} \operatorname{graph}\left(f_{i, j}, \Omega_{i}\right) \cup \bigcup_{i=1}^{N} \bigcup_{j=1}^{N(i)} \operatorname{graph}\left(g_{i, j}, \Omega_{i}\right)
$$

Construction of $F_{\mathrm{in}}$. For every $i=1, \ldots, N$, we can define an open set $\Sigma_{i}$ such that

$$
\Sigma_{i}=\mathcal{H}^{n-1}\left\{y \in\left(\mathbf{D}_{S} \backslash \mathbf{D}_{R}\right)^{+}: S \hat{y} \in \Omega_{i} \cap\left(\partial \mathbf{D}_{S}\right)^{+}\right\}, \quad \text { where } \quad \hat{y}=\frac{y}{|y|}
$$

Thanks to (4.38), $\left\{\Sigma_{i}\right\}_{i=1}^{N}$ is a partition modulo $\mathcal{H}^{n-1}$ of $\left(\mathbf{D}_{S} \backslash \mathbf{D}_{R}\right)^{+}$. We then define functions $f_{i, j}^{*}$ and $g_{i, j}^{*}$ on $\Sigma_{i}$ by joining the values of $f_{i, j}$ and $g_{i, j}$ on $\Omega_{i} \cap\left(\partial \mathbf{D}_{S}\right)^{+}$to the constant value $|c|<1 / 4$ via affine interpolation along radial directions: precisely, we set

$$
\begin{array}{rlrl}
f_{i, 1}^{*}(y) & =-1 \\
f_{i, j}^{*}(y) & =\frac{|y|-R}{S-R} f_{i, j}(S \hat{y})+\frac{S-|y|}{S-R} c, & j & =2, \ldots, N(i) \\
g_{i, j}^{*}(y) & =\frac{|y|-R}{S-R} g_{i, j}(S \hat{y})+\frac{S-|y|}{S-R} c, & j=1, \ldots, N(i) \tag{4.50}
\end{array}
$$

where $\hat{y}=y /|y|$. Finally, we define

$$
F_{\text {in }}=\left(\mathbf{K}_{R}^{+} \cap\{\mathbf{q} x<c\}\right) \cup \bigcup_{i=1}^{N} \bigcup_{j=1}^{N(i)}\left\{x \in \Sigma_{i} \times \mathbb{R}: f_{i, j}^{*}(\mathbf{p} x)<\mathbf{q} x<g_{i, j}^{*}(\mathbf{p} x)\right\}
$$

Trivially, $F_{\text {in }} \subset \mathbf{K}_{S}^{+}$is an open set of finite perimeter, and (4.39), (4.40) and (4.41) hold true. In order to prove (4.42), we start noticing that

$$
P\left(F_{\mathrm{in}} ; \mathbf{K}_{S}^{+}\right)=\mathcal{H}^{n-1}\left(\mathbf{D}_{R}^{+}\right)+\sum_{i=1}^{N} \sum_{j=2}^{N(i)} \int_{\Sigma_{i}} \sqrt{1+\left|\nabla f_{i, j}^{*}\right|^{2}}+\sum_{i=1}^{N} \sum_{j=1}^{N(i)} \int_{\Sigma_{i}} \sqrt{1+\left|\nabla g_{i, j}^{*}\right|^{2}}
$$

Now, if $\varphi_{i, j}^{S}:\left(\partial \mathbf{D}_{S}\right)^{+} \rightarrow \mathbb{R}$ is defined as the restriction of $f_{i, j}$ to $\left(\partial \mathbf{D}_{S}\right)^{+}$, then for every $y \in \Sigma_{i}$,

$$
\begin{aligned}
\nabla f_{i, j}^{*}(y) & =\frac{|y|-R}{S-R} \frac{S}{|y|}\left(\nabla f_{i, j}(S \hat{y})-\left(\nabla f_{i, j}(S \hat{y}) \cdot \hat{y}\right) \hat{y}\right)+\frac{f_{i, j}(S \hat{y})-c}{S-R} \hat{y} \\
& =\frac{|y|-R}{S-R} \frac{S}{|y|} \nabla_{\tau} \varphi_{i, j}^{S}(S \hat{y})+\frac{\varphi_{i, j}^{S}(S \hat{y})-c}{S-R} \hat{y}
\end{aligned}
$$

where $\nabla_{\tau}$ is the tangential gradient along $\left(\partial \mathbf{D}_{S}\right)^{+}$. Since $\nabla_{\tau} \varphi_{i, j}^{S}(S \hat{y}) \cdot \hat{y}=0$ for every $y \in \Sigma_{i}$ and

$$
0 \leq \frac{|y|-R}{S-R} \frac{S}{|y|} \leq 1 \quad \text { for } R \leq|y| \leq S
$$

we obtain that

$$
\left|\nabla f_{i, j}^{*}(y)\right|^{2} \leq\left|\nabla_{\tau} \varphi_{i, j}^{S}(S \hat{y})\right|^{2}+\left(\frac{\varphi_{i, j}^{S}(S \hat{y})-c}{S-R}\right)^{2} \quad \forall y \in \Sigma_{i}
$$

Hence by the co area formula and by the elementary inequality $\sqrt{1+a^{2}+b^{2}} \leq \sqrt{1+a^{2}} \sqrt{1+b^{2}}$ we find

$$
\begin{aligned}
\int_{\Sigma_{i}} \sqrt{1+\left|\nabla f_{i, j}^{*}\right|^{2}} & =\int_{R}^{S} d r \int_{\Sigma_{i} \cap\left(\partial \mathbf{D}_{r}\right)^{+}} \sqrt{1+\left|\nabla f_{i, j}^{*}\right|^{2}} d \mathcal{H}^{n-2} \\
& \leq \frac{1}{S^{n-2}} \int_{R}^{S} r^{n-2} d r \int_{\Sigma_{i} \cap\left(\partial \mathbf{D}_{S}\right)^{+}} \sqrt{1+\left|\nabla_{\tau} \varphi_{i, j}^{S}(S \hat{y})\right|^{2}+\left(\frac{\varphi_{i, j}^{S}(S \hat{y})-c}{S-R}\right)^{2}} d \mathcal{H}^{n-2} \\
& \leq \frac{S^{n-1}-R^{n-1}}{(n-1) S^{n-2}} \int_{\Omega_{i} \cap\left(\partial \mathbf{D}_{S}\right)^{+}} \sqrt{1+\left|\nabla_{\tau} \varphi_{i, j}^{S}\right|^{2}} \sqrt{1+\left(\frac{\varphi_{i, j}^{S}-c}{S-R}\right)^{2}} d \mathcal{H}^{n-2} \\
& =\frac{S^{n-1}-R^{n-1}}{(n-1) S^{n-2}} \int_{\operatorname{graph}\left(f_{i, j}\right) \cap\left(\partial \mathbf{K}_{S}\right)^{+}} \sqrt{1+\left(\frac{x-c}{S-R}\right)^{2}} d \mathcal{H}^{n-2}
\end{aligned}
$$

where in the last step we have used the area formula. Since similar inequalities apply to $g_{i, j}^{*}$, by (4.47) we deduce the validity of (4.42).

Construction of $F_{\text {out }}$. In this case we use affine interpolation along radial directions above the annulus $\left(\mathbf{D}_{T} \backslash \mathbf{D}_{S}\right)^{+}$. More precisely, this time setting $\Gamma_{i}=\left\{y \in\left(\mathbf{D}_{T} \backslash \mathbf{D}_{S}\right)^{+}: S \hat{y} \in\right.$ $\left.\Omega_{i} \cap\left(\partial \mathbf{D}_{S}\right)^{+}\right\}$, we let, for every $y \in \Gamma_{i}$,

$$
\begin{array}{rlrl}
f_{i, 1}^{* *}(y) & =-1 \\
f_{i, j}^{* *}(y) & =\frac{T-|y|}{T-S} f_{i, j}(S \hat{y})+\frac{|y|-S}{T-S} c, & j=2, \ldots, N(i) \\
g_{i, j}^{* *}(y) & =\frac{T-|y|}{T-S} g_{i, j}(S \hat{y})+\frac{|y|-S}{T-S} c, & j=1, \ldots, N(i) \tag{4.53}
\end{array}
$$

and correspondingly define

$$
F_{\mathrm{out}}=\left(\mathbf{K}_{S}^{+} \cap E\right) \cup \bigcup_{i=1}^{N} \bigcup_{j=1}^{N(i)}\left\{x \in \Gamma_{i} \times \mathbb{R}: f_{i, j}^{* *}(\mathbf{p} x)<\mathbf{q} x<g_{i, j}^{* *}(\mathbf{p} x)\right\}
$$

One checks the validity of $(4.43),(4.44),(4.45)$ and (4.46) by arguing as above.
Proof of Lemma 4.4. By (3.1) and Remark 2.2 we can assume that $x_{0}=0$ and $r=1$. By requiring that $\varepsilon_{\mathrm{Ca}}<\varepsilon_{\mathrm{hb}}(n, \lambda, 1 / 8)$, we can apply Lemma 4.1 to find that

$$
\begin{gather*}
|\mathbf{q} x|<\frac{1}{8}, \quad \forall x \in \mathbf{C}_{4} \cap \partial E  \tag{4.54}\\
\left\{x \in \mathbf{C}_{4} \cap H: \mathbf{q} x<-\frac{1}{8}\right\} \subset E \cap \mathbf{C}_{4} \cap H \subset\left\{x \in \mathbf{C}_{4} \cap H: \mathbf{q} x<\frac{1}{8}\right\} \tag{4.55}
\end{gather*}
$$

and to have that

$$
\begin{equation*}
\left.\zeta(G)=P\left(E ; \mathbf{p}^{-1}(G) \cap \mathbf{C}_{4} \cap H\right)\right)-\mathcal{H}^{n-1}(G \cap H), \quad G \subset \mathbf{D}_{4} \tag{4.56}
\end{equation*}
$$

defines a finite positive Radon measure on $\mathbf{D}_{4}$, concentrated on $\mathbf{D}_{4} \cap H$, and such that

$$
\begin{align*}
& \zeta\left(\mathbf{D}_{4}\right)=4^{n-1} \operatorname{exc}_{n}^{H}(E, 0,4) \leq 2^{n-1} \varepsilon_{\mathrm{Ca}}  \tag{4.57}\\
& \zeta(G)=\int_{\mathbf{p}^{-1}(G) \cap \mathbf{C}_{4} \cap H \cap \partial^{*} E} \frac{\left|\nu_{E}-e_{n}\right|^{2}}{2}, \quad \forall G \subset \mathbf{D}_{4}
\end{align*}
$$

We now divide the argument in two steps, setting $G^{+}=G \cap H$ for every $G \subset \mathbb{R}^{n}$.
Step one: We prove that for every $\xi \in(1,2)$ there exist positive constants $C_{*}=C_{*}(n, \lambda, \xi)$ and $\theta_{*}=\theta_{*}(\xi)$ such that if $z \in \mathbb{R}^{n-1}, s>0, \mathbf{D}_{z, \xi s} \subset \mathbf{D}_{4}$ (i.e., $\left.|z|+\xi s \leq 4\right),|c|<1 / 4$ and either $z \in \partial H$ or $\operatorname{dist}(z, \partial H)>\xi s$, then

$$
\begin{align*}
P\left(E ; \mathbf{K}_{z, s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, s}^{+}\right) \leq C_{*}\{\theta( & \left.P\left(E ; \mathbf{K}_{z, \xi s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, \xi s}^{+}\right)\right)  \tag{4.58}\\
& \left.+\frac{1}{\theta} \int_{\mathbf{K}_{z, \xi s}^{+} \cap \partial^{*} E}|\mathbf{q} x-c|^{2} d \mathcal{H}^{n-1}\right\}+C_{*}(\Lambda+\ell)
\end{align*}
$$

for every $\theta \in\left(0, \theta_{*}\right)$. This follows by testing the minimality of $E$ against the competitors constructed in Lemma 4.5 and by exploiting the ellipticity of $\Phi$ to compare these competitors with half-spaces through Proposition 2.6. Precisely, with the end of exploiting Lemma 4.5, let us consider a sequence $\left\{E_{k}\right\}_{k \in \mathbb{N}}$ of open subsets of $H$ with polyhedral boundaries such that

$$
\begin{gather*}
\left|\nu_{E_{k}} \cdot e_{n}\right|<1 \text { on } \partial E_{k}  \tag{4.59}\\
E_{k} \rightarrow E \text { in } L_{\mathrm{loc}}^{1}\left(\mathbf{C}_{16}\right) \quad \text { and } \quad\left|\mu_{E_{k}}\right|\left\llcorner H \stackrel{*}{\rightharpoonup}\left|\mu_{E}\right|\llcorner H\right.  \tag{4.60}\\
|\mathbf{q} x|<\frac{1}{4}, \quad \forall x \in \mathbf{C}_{4} \cap H \cap \partial E_{k}  \tag{4.61}\\
\left\{x \in \mathbf{C}_{4} \cap H: \mathbf{q} x<-\frac{1}{4}\right\} \subset E_{k} \cap \mathbf{C}_{4} \cap H \subset\left\{x \in \mathbf{C}_{4} \cap H: \mathbf{q} x<\frac{1}{4}\right\} . \tag{4.62}
\end{gather*}
$$

Note that the existence of a sequence $\left\{E_{k}\right\}_{k \in \mathbb{N}}$ satisfying the above properties can be obtained by trivial modifications of the classical polyhedral approximation of sets of finite perimeter, see e.g. [Mag12, Theorem 13.8]. In particular, since the normal of a polyhedron takes finitely many values, (4.59) can be achieved by performing arbitrary small rotations. Recalling that $\mathbf{D}_{\xi, s} \subset \mathbf{D}_{4}$, by (4.56),

$$
\begin{aligned}
P\left(E ; \mathbf{K}_{z, \xi s}^{+} \backslash \mathbf{K}_{z, s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, \xi s}^{+} \backslash \mathbf{D}_{z, s}^{+}\right) & =\zeta\left(\mathbf{D}_{z, \xi s} \backslash \mathbf{D}_{z, s}\right) \\
& \leq \zeta\left(\mathbf{D}_{z, \xi s}\right)=P\left(E ; \mathbf{K}_{z, \xi s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, \xi s}^{+}\right)
\end{aligned}
$$

moreover, by (4.61), (4.62) and Lemma 4.2, an analogous inequality holds true with $E_{k}$ in place of $E$. By a slicing argument based on coarea formula, there exists $\alpha \in(1, \xi)$ with

$$
\begin{equation*}
1<\frac{2}{3}+\frac{\xi}{3}<\alpha<\frac{1}{3}+\frac{2 \xi}{3}<\xi \tag{4.63}
\end{equation*}
$$

such that, up to extracting a not relabeled subsequence in $k$, one has

$$
\begin{align*}
& \mathcal{H}^{n-2}\left(\left(\partial \mathbf{K}_{z, \alpha s}\right)^{+} \cap \partial E_{k}\right)-\mathcal{H}^{n-2}\left(\left(\partial \mathbf{D}_{\alpha s}\right)^{+}\right) \leq \frac{C}{s}\left(P\left(E_{k} ; \mathbf{K}_{z, \xi s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, \xi s}^{+}\right)\right)  \tag{4.64}\\
& \int_{\left(\partial \mathbf{K}_{z, \alpha s}\right)^{+} \cap \partial E_{k}}(\mathbf{q} x-c)^{2} d \mathcal{H}^{n-2} \leq \frac{C}{s} \int_{\mathbf{K}_{z, \xi s}^{+} \cap \partial E_{k}}(\mathbf{q} x-c)^{2} d \mathcal{H}^{n-1} \tag{4.65}
\end{align*}
$$

for every $k \in \mathbb{N}$ and for a suitable constant $C=C(\xi)$, and

$$
\begin{align*}
& \lim _{k \rightarrow \infty} \mathcal{H}^{n-1}\left(\left(E_{k} \Delta E^{(1)}\right) \cap\left(\partial \mathbf{K}_{z, \alpha s}\right)^{+}\right)=0  \tag{4.66}\\
& P\left(E ;\left(\partial \mathbf{K}_{\alpha s}\right)^{+}\right)=0 \tag{4.67}
\end{align*}
$$

Next, we choose any $\theta_{*}=\theta_{*}(\xi)$ such that

$$
1<\left(1-\theta_{*}\right)\left(\frac{2}{3}+\frac{\xi}{3}\right), \quad\left(\frac{1}{3}+\frac{2 \xi}{3}\right)<\xi\left(1-\theta_{*}\right)
$$

so to entail that,

$$
s<(1-\theta) \alpha s<\alpha s<\frac{\alpha s}{(1-\theta)}<\xi s, \quad \forall \theta \in\left(0, \theta_{*}\right]
$$

Finally, we set

$$
\begin{equation*}
R=(1-\theta) \alpha s, \quad S=\alpha s, \quad T=\frac{\alpha s}{1-\theta} \tag{4.68}
\end{equation*}
$$

so that $s \leq R<S<T<\xi s$.
Since we are assuming that either $z \in \partial H$ or $\operatorname{dist}(z, \partial H)>\xi s$, by (4.59), (4.61), and (4.62) we can apply Lemma 4.5 to find sequences of sets $\left\{F_{\text {in }}^{k}\right\}_{k \in \mathbb{N}}$ and $\left\{F_{\text {out }}^{k}\right\}_{k \in \mathbb{N}}$ corresponding to the values of $R, S$ and $T$ defined in (4.68). Let us now define

$$
\widetilde{F}_{k}=\left(F_{\mathrm{in}}^{k} \cap \mathbf{K}_{z, S}^{+}\right) \cup\left(E \backslash \mathbf{K}_{z, S}^{+}\right)
$$

By exploiting the minimality of $E$, by (2.5), (2.6), and (2.7) (that shall be repeatedly used in the sequel), and by taking into account (4.39) and (4.40), we thus find that for every $k \in \mathbb{N}$,

$$
\begin{equation*}
\mathbf{\Phi}\left(E ; \mathbf{K}_{z, S}^{+}\right) \leq \boldsymbol{\Phi}\left(F_{\mathrm{in}}^{k} ; \mathbf{K}_{z, S}^{+}\right)+\lambda \mathcal{H}^{n-1}\left(\left(E^{(1)} \Delta E_{k}\right) \cap\left(\partial \mathbf{K}_{z, S}\right)^{+}\right)+\Lambda\left|E \Delta F_{\mathrm{in}}^{k}\right| \tag{4.69}
\end{equation*}
$$

where (1.7) was also taken into account. Since $\left|E \Delta F_{\mathrm{in}}^{k}\right| \leq\left|K_{T}^{+}\right| \leq\left|\mathbf{C}_{4}\right|$, and, by (4.60), (4.67), and Reshetnyak continuity theorem [GMS98, Theorem 1, section 3.4] $\boldsymbol{\Phi}\left(E_{k} ; \mathbf{K}_{z, S}^{+}\right) \rightarrow \boldsymbol{\Phi}\left(E ; \mathbf{K}_{z, S}^{+}\right)$ as $k \rightarrow \infty$, we deduce from (4.66) and (4.69) that

$$
\begin{equation*}
\mathbf{\Phi}\left(E_{k} ; \mathbf{K}_{z, S}^{+}\right) \leq \mathbf{\Phi}\left(F_{\mathrm{in}}^{k} ; \mathbf{K}_{z, S}^{+}\right)+\varepsilon_{k}+C \Lambda \tag{4.70}
\end{equation*}
$$

where $C=C(n)$ and $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$. We now notice that by (4.44) we can apply Lemma 4.2 to $F_{\text {out }}^{k}$ on the cylinder $\mathbf{K}_{z, T}^{+}$to see that

$$
\zeta_{k}(G)=P\left(F_{\text {out }}^{k} ; \mathbf{p}^{-1}(G) \cap \mathbf{K}_{z, T}^{+}\right)-\mathcal{H}^{n-1}\left(G \cap \mathbf{D}_{z, T}^{+}\right), \quad G \subset \mathbf{D}_{z, T}
$$

defines a positive Radon measure on $\mathbf{D}_{z, T}$ with

$$
\begin{align*}
P\left(E_{k} ; \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right) & =P\left(F_{\text {out }}^{k} ; \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right)=\zeta_{k}\left(\mathbf{D}_{z, S}^{+}\right) \\
& \leq \zeta_{k}\left(\mathbf{D}_{z, T}^{+}\right)=\int_{\mathbf{K}_{z, T}^{+} \cap \partial F_{\text {out }}^{k}} \frac{\left|\nu_{F_{\text {out }}^{k}}-e_{n}\right|^{2}}{2} d \mathcal{H}^{n-1} \\
& \leq \frac{1}{\kappa_{1}}\left\{\mathbf{\Phi}_{0}\left(F_{\text {out }}^{k} ; \mathbf{K}_{z, T}^{+}\right)-\Phi_{0}\left(e_{n}\right) \mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right)\right\} \tag{4.71}
\end{align*}
$$

where in the last inequality we have applied either (2.30) or (2.28) (depending on whether $z \in \partial H$ and thus $\nabla \Phi\left(0, e_{n}\right) \cdot e_{1}=0$, or $\left.\operatorname{dist}(z, \partial H)>\xi s>T\right)$ to the autonomous elliptic integrand $\Phi_{0}(\nu)=\Phi(0, \nu)$. By (4.44) and (4.67) we find (with obvious notations)

$$
\begin{equation*}
\boldsymbol{\Phi}_{0}\left(F_{\mathrm{out}}^{k} ; \mathbf{K}_{z, T}^{+}\right)=\boldsymbol{\Phi}\left(E_{k} ; \mathbf{K}_{z, S}^{+}\right)+\boldsymbol{\Phi}\left(F_{\mathrm{out}}^{k} ; \mathbf{K}_{z, T}^{+} \backslash \mathbf{K}_{z, S}^{+}\right)+\left(\boldsymbol{\Phi}_{0}-\boldsymbol{\Phi}\right)\left(F_{\mathrm{out}}^{k} ; \mathbf{K}_{z, T}^{+}\right) \tag{4.72}
\end{equation*}
$$

Thus, we may combine (4.60), (4.70), (4.71), and (4.72) to get

$$
\begin{align*}
P\left(E ; \mathbf{K}_{z, S}^{+}\right)- & \mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right) \\
\leq & P\left(E_{k} ; \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right)+\varepsilon_{k} \\
\leq & C\left\{\mathbf{\Phi}_{0}\left(F_{\text {out }}^{k} ; \mathbf{K}_{z, T}^{+}\right)-\Phi_{0}\left(e_{n}\right) \mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right)\right\}+\varepsilon_{k} \\
\leq & C\left\{\mathbf{\Phi}\left(E_{k} ; \mathbf{K}_{z, S}^{+}\right)+\mathbf{\Phi}\left(F_{\text {out }}^{k} ; \mathbf{K}_{z, T}^{+} \backslash \mathbf{K}_{z, S}^{+}\right)-\Phi_{0}\left(e_{n}\right) \mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right)\right. \\
& \left.+\left(\mathbf{\Phi}_{0}-\mathbf{\Phi}\right)\left(F_{\text {out }}^{k} ; \mathbf{K}_{z, T}^{+}\right)+\varepsilon_{k}\right\} \\
\leq & C\left\{\mathbf{\Phi}\left(F_{\text {in }}^{k} ; \mathbf{K}_{z, S}^{+}\right)+\mathbf{\Phi}\left(F_{\text {out }}^{k} ; \mathbf{K}_{z, T}^{+} \backslash \mathbf{K}_{z, S}^{+}\right)-\Phi_{0}\left(e_{n}\right) \mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right)\right. \\
& \left.+\left(\mathbf{\Phi}_{0}-\mathbf{\Phi}\right)\left(F_{\text {out }}^{k} ; \mathbf{K}_{z, T}^{+}\right)+\Lambda+\varepsilon_{k}\right\} \\
= & C\left\{\mathbf{\Phi}\left(F^{k} ; \mathbf{K}_{z, T}^{+}\right)-\Phi_{0}\left(e_{n}\right) \mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right)+\left(\mathbf{\Phi}_{0}-\mathbf{\Phi}\right)\left(F_{\text {out }}^{k} ; \mathbf{K}_{z, T}^{+}\right)+\Lambda+\varepsilon_{k}\right\} . \tag{4.73}
\end{align*}
$$

where $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty, C=C(n, \lambda)$, and we have set

$$
\begin{equation*}
F^{k}=\left(F_{\mathrm{in}}^{k} \cap \mathbf{K}_{z, S}^{+}\right) \cup\left(F_{\text {out }}^{k} \cap\left(\mathbf{K}_{z, T}^{+} \backslash \mathbf{K}_{z, S}^{+}\right)\right) \tag{4.74}
\end{equation*}
$$

(Notice that, thanks to (4.39), (4.43), and (4.67) one has $P\left(F^{k} ;\left(\partial \mathbf{K}_{z, S}\right)^{+}\right)=0$.) By applying (2.30) or $(2.28)$ to the set $F^{k}$, we see that

$$
\begin{align*}
\mathbf{\Phi}\left(F^{k} ; \mathbf{K}_{z, T}^{+}\right) & -\Phi_{0}\left(e_{n}\right) \mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right) \\
& =\mathbf{\Phi}_{0}\left(F^{k} ; \mathbf{K}_{z, T}^{+}\right)-\Phi_{0}\left(e_{n}\right) \mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right)+\left(\mathbf{\Phi}-\mathbf{\Phi}_{0}\right)\left(F^{k} ; \mathbf{K}_{z, T}^{+}\right)  \tag{4.75}\\
& \leq \kappa_{2}\left(P\left(F^{k}, \mathbf{K}_{z, T}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right)\right)+\left(\mathbf{\Phi}-\mathbf{\Phi}_{0}\right)\left(F^{k} ; \mathbf{K}_{z, T}^{+}\right)
\end{align*}
$$

By combining (4.73) and (4.75) and by recalling the definition of $F^{k},(4.74)$, we then obtain

$$
\begin{align*}
P\left(E ; \mathbf{K}_{z, S}^{+}\right)- & \mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right) \\
\leq & C\left\{\mathbf{\Phi}\left(F^{k} ; \mathbf{K}_{z, T}^{+}\right)-\Phi_{0}\left(e_{n}\right) \mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right)+\left(\mathbf{\Phi}_{0}-\mathbf{\Phi}\right)\left(F_{\mathrm{out}}^{k} ; \mathbf{K}_{z, T}^{+}\right)+\Lambda+\varepsilon_{k}\right\} \\
\leq & C\left\{\kappa_{2}\left(P\left(F^{k}, \mathbf{K}_{z, T}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right)\right)\right.  \tag{4.76}\\
& \left.+\left(\mathbf{\Phi}-\mathbf{\Phi}_{0}\right)\left(F_{\mathrm{in}}^{k} ; \mathbf{K}_{z, S}^{+}\right)+\left(\mathbf{\Phi}_{0}-\mathbf{\Phi}\right)\left(E_{k} ; \mathbf{K}_{z, S}^{+}\right)+\Lambda+\varepsilon_{k}\right\}
\end{align*}
$$

Let us now notice that since $\mathbf{K}_{z, S} \subset \mathbf{C}_{4}$, thanks to (1.8), (4.60) and the density estimates (2.47) we have

$$
\begin{equation*}
\left|\left(\mathbf{\Phi}-\mathbf{\Phi}_{0}\right)\left(E_{k} ; \mathbf{K}_{z, S}^{+}\right)\right| \leq C \ell P\left(E_{k}, \mathbf{C}_{4}^{+}\right) \leq C \ell P\left(E, \mathbf{C}_{4}^{+}\right)+\varepsilon_{k} \leq C \ell+\varepsilon_{k} \tag{4.77}
\end{equation*}
$$

Moreover, since $\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right) \leq C(n)($ by $S \leq \xi s \leq 4)$,

$$
\begin{equation*}
\left|\left(\boldsymbol{\Phi}-\mathbf{\Phi}_{0}\right)\left(F_{\mathrm{in}}^{k} ; \mathbf{K}_{z, S}^{+}\right)\right| \leq C \ell P\left(F_{\mathrm{in}}^{k}, \mathbf{K}_{z, S}^{+}\right) \leq C \ell\left\{P\left(F_{\mathrm{in}}^{k}, \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right)\right\}+C \ell \tag{4.78}
\end{equation*}
$$

Finally, by (4.39), (4.43), and (4.67),

$$
\begin{align*}
P\left(F^{k}, \mathbf{K}_{z, T}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+}\right) & =P\left(F_{\mathrm{in}}^{k}, \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right) \\
& +P\left(F_{\mathrm{out}}^{k}, \mathbf{K}_{z, T}^{+} \backslash \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+} \backslash \mathbf{D}_{z, S}^{+}\right) . \tag{4.79}
\end{align*}
$$

Hence, by combining (4.76), (4.77), (4.78) and (4.79) and taking into account that $\ell \leq 1$ and that both terms in the right hand side of (4.79) are non-negative (by Lemma 4.2), we obtain:

$$
\begin{align*}
P\left(E ; \mathbf{K}_{z, S}^{+}\right)- & \mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right) \\
\leq & C
\end{aligned} \begin{aligned}
& P\left(F_{\mathrm{in}}^{k}, \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right)  \tag{4.80}\\
& \left.+P\left(F_{\mathrm{out}}^{k}, \mathbf{K}_{z, T}^{+} \backslash \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+} \backslash \mathbf{D}_{z, S}^{+}\right)+(\Lambda+\ell)+\varepsilon_{k}\right\}
\end{align*}
$$

We now observe that both in the case $z \in \partial H$ and in the case $\operatorname{dist}(z, \partial H)>\xi s$ we have

$$
\begin{align*}
& \mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+} \backslash \mathbf{D}_{z, R}^{+}\right)=\frac{S^{n-1}-R^{n-1}}{(n-1) S^{n-2}} \mathcal{H}^{n-2}\left(\left(\partial \mathbf{D}_{z, S}\right)^{+}\right) \\
& \mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+} \backslash \mathbf{D}_{z, S}^{+}\right)=\frac{T^{n-1}-S^{n-1}}{(n-1) T^{n-2}} \mathcal{H}^{n-2}\left(\left(\partial \mathbf{D}_{z, S}\right)^{+}\right) . \tag{4.81}
\end{align*}
$$

By (4.42), by (4.81) and since $\sqrt{1+t^{2}} \leq 1+t^{2}$, we find

$$
\begin{aligned}
P\left(F_{\mathrm{in}}^{k} ; \mathbf{K}_{z, S}^{+}\right)= & \mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right) \\
\leq & \frac{S^{n-1}-R^{n-1}}{(n-1) S^{n-2}} \int_{\left(\partial \mathbf{K}_{z, S}\right)^{+} \cap \partial E_{k}} 1+\left(\frac{\mathbf{q} x-c}{S-R}\right)^{2} d \mathcal{H}^{n-2}-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+} \backslash \mathbf{D}_{z, R}^{+}\right) \\
= & \frac{S^{n-1}-R^{n-1}}{(n-1) S^{n-2}}\left\{\int_{\left(\partial \mathbf{K}_{z, S}\right)^{+} \cap \partial E_{k}}\left(\frac{\mathbf{q} x-c}{S-R}\right)^{2} d \mathcal{H}^{n-2}\right. \\
& \left.\quad+\mathcal{H}^{n-1}\left(\left(\partial \mathbf{K}_{z, S}\right)^{+} \cap \partial E_{k}\right)-\mathcal{H}^{n-2}\left(\left(\partial \mathbf{D}_{z, S}\right)^{+}\right)\right\} \\
\leq & \frac{C(\xi)}{s} \frac{S^{n-1}-R^{n-1}}{(n-1) S^{n-2}}\left\{\int_{\mathbf{K}_{z, \xi}^{+} \cap \partial E_{k}}\left(\frac{\mathbf{q} x-c}{S-R}\right)^{2} d \mathcal{H}^{n-1}+P\left(E_{k} ; \mathbf{K}_{z, \xi s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, \xi s}^{+}\right)\right\}
\end{aligned}
$$

where in the last inequality we have used (4.64) and (4.65). Since $S=\alpha s$ and $R=(1-\theta) \alpha s$ we have that

$$
S-R=\alpha \theta s \quad \text { and } \quad \frac{S^{n-1}-R^{n-1}}{(n-1) S^{n-2}} \leq C(n) \theta \alpha s
$$

Thus, by also taking into account that $\alpha \in(1,2)$ by (4.63), we conclude that

$$
\begin{align*}
P\left(F_{\mathrm{in}}^{k} ; \mathbf{K}_{z, S}^{+}\right) & -\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right) \\
\leq & C\left\{\frac{1}{\theta} \int_{\mathbf{K}_{z, \xi s}^{+} \cap \partial E_{k}}\left(\frac{\mathbf{q} x-c}{s}\right)^{2} d \mathcal{H}^{n-1}+\theta\left(P\left(E_{k} ; \mathbf{K}_{z, \xi s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, \xi s}^{+}\right)\right)\right\} \tag{4.82}
\end{align*}
$$

for some $C=C(n, \xi)$. By an entirely similar argument we exploit (4.46), (4.64), and (4.65) to show that

$$
\begin{align*}
& P\left(F_{\text {out }}^{k} ; \mathbf{K}_{z, T}^{+} \backslash \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, T}^{+} \backslash \mathbf{D}_{z, S}^{+}\right) \\
& \quad \leq C\left\{\frac{1}{\theta} \int_{\mathbf{K}_{z, \xi s}^{+} \cap \partial E_{k}}\left(\frac{\mathbf{q} x-c}{s}\right)^{2} d \mathcal{H}^{n-1}+\theta\left(P\left(E_{k} ; \mathbf{K}_{z, \xi s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{\xi s}^{+}\right)\right)\right\} \tag{4.83}
\end{align*}
$$

for some $C=C(n, \xi)$. By combining (4.80), (4.82) and (4.83) and by letting $k \rightarrow \infty$, taking also into account (4.60), we finally get

$$
\begin{align*}
& P\left(E ; \mathbf{K}_{z, S}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, S}^{+}\right) \\
& \quad \leq C\left\{\frac{1}{\theta} \int_{\mathbf{K}_{z, \xi s}^{+} \cap \partial E}\left(\frac{\mathbf{q} x-c}{s}\right)^{2} d \mathcal{H}^{n-1}+\theta\left(P\left(E ; \mathbf{K}_{z, \xi s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, \xi s}^{+}\right)\right)+(\Lambda+\ell)\right\} \tag{4.84}
\end{align*}
$$

for some $C=C(n, \lambda, \xi)$. By (4.56) and since $S>s$, the left-hand side of (4.84) is an upper bound to $P\left(E ; \mathbf{K}_{z, s}^{+}\right)-\mathcal{H}^{n-1}\left(\mathbf{D}_{z, s}^{+}\right)$, so that (4.84) implies (4.58).
Step two: We finally deduce (4.33) from the weaker inequality (4.58) through a covering argument, see [Sim96]. We start noticing that, as a consequence of (4.58), for every $\xi \in(1,2)$ there exist $C_{*}=C_{*}(n, \lambda, \xi)$ and $\theta_{*}=\theta_{*}(\xi)$ such that

$$
\begin{equation*}
s^{2} \zeta\left(\mathbf{D}_{z, s}\right) \leq C_{*}\left\{\theta s^{2} \zeta\left(\mathbf{D}_{z, \xi s}\right)+\frac{h}{\theta}+(\Lambda+\ell)\right\}, \quad \forall \theta \in\left(0, \theta_{*}\right] \tag{4.85}
\end{equation*}
$$

whenever $z \in \mathbb{R}^{n-1}, s>0, \mathbf{D}_{z, \xi s} \subset \mathbf{D}_{4}$ with either $z \in \partial H$ or $\operatorname{dist}(z, \partial H)>\xi s, \zeta$ is given by (4.56) and

$$
\begin{equation*}
h=\inf _{|c|<1 / 4} \int_{\mathbf{C}_{4} \cap H \cap \partial^{*} E}|\mathbf{q} x-c|^{2} d \mathcal{H}^{n-1} . \tag{4.86}
\end{equation*}
$$

We now conclude the proof of the lemma under the assumption (4.31), that is $0 \in \partial H$ and $\nabla \Phi\left(0, e_{n}\right) \cdot e_{1}=0$ (recall that we have set $x_{0}=0$ and $r=1$ ). A simpler, analogous argument covers the case when (4.32) holds true. We start by showing that if $\xi \in(1,2)$ is sufficiently close to 1 , then there there exist $C=C(n, \lambda, \theta)$ such that

$$
\begin{equation*}
s^{2} \zeta\left(\mathbf{D}_{z, s}\right) \leq C\left\{\theta s^{2} \zeta\left(\mathbf{D}_{z, 4 s}\right)+\frac{h}{\theta}+(\Lambda+\ell)\right\} \tag{4.87}
\end{equation*}
$$

for every $\theta \in\left(0, \theta_{*}\right]$ and $\mathbf{D}_{z, 4 s} \subset \mathbf{D}_{4}$. Indeed, let $z \in \mathbb{R}^{n-1}$ and $s>0$ satisfy $\mathbf{D}_{z, 4 s} \subset \mathbf{D}_{4}$. If $\operatorname{dist}(z, \partial H)>\xi s$ then (4.87) follows immediately from (4.85) by the trivial inclusion $\mathbf{D}_{z, \xi s} \subset$ $\mathbf{D}_{z, 4 s}$ (recall that $\xi<2$ ). If, instead, $\operatorname{dist}(z, \partial H) \leq \xi s$, then we consider the projection $\bar{z}$ of $z$ on $\partial H$; since $\mathbf{D}_{z, s} \subset \mathbf{D}_{\bar{z},(\xi+1) s}$, we have $\zeta\left(\mathbf{D}_{z, s}\right) \leq \zeta\left(\mathbf{D}_{\bar{z},(\xi+1) s}\right)$; at the same time, since $\bar{z} \in \partial H$ with $\mathbf{D}_{\bar{z}, \xi(\xi+1) s} \subset \mathbf{D}_{z, \xi(\xi+2) s} \subset \mathbf{D}_{z, 4 s} \subset \mathbf{D}_{4}$, we can apply (4.58) at $\bar{z}$ at the scale $(\xi+1) s$, to conclude that

$$
s^{2} \zeta\left(\mathbf{D}_{z, s}\right) \leq s^{2} \zeta\left(\mathbf{D}_{\bar{z},(\xi+1) s}\right) \leq C\left\{\theta s^{2} \zeta\left(\mathbf{D}_{\bar{z},\left(\xi^{2}+\xi\right) s}\right)+\frac{h}{\theta}+(\Lambda+\ell)\right\}, \quad \forall \theta \in\left(0, \theta_{*}\right]
$$

If we choose $\xi$ such that $\xi(\xi+2)<4$, then $\mathbf{D}_{\bar{z},\left(\xi^{2}+\xi\right) s} \subset \mathbf{D}_{z,\left(\xi^{2}+2 \xi\right) s} \subset \mathbf{D}_{z, 4 s}$ and we deduce the validity of (4.87). Let us now define

$$
Q=\sup \left\{s^{2} \zeta\left(\mathbf{D}_{z, s}\right): \mathbf{D}_{z, 4 s} \subset \mathbf{D}_{4}\right\}
$$

so that $Q<\infty$ by (4.57). We now notice that, if $\mathbf{D}_{z, 4 s} \subset \mathbf{D}_{2}$, then there exists a family of points $\left\{z_{k}\right\}_{k=1}^{N(n)} \subset \mathbf{D}_{z, s}$ such that $\mathbf{D}_{z, s} \subset \bigcup_{k=1}^{N(n)} \mathbf{D}_{z_{k}, s / 16}$. Since, trivially $\mathbf{D}_{z_{k}, s} \subset \mathbf{D}_{4}$, by applying (4.87) at each $z_{k}$ at scale $s / 16$ we find that

$$
\begin{aligned}
s^{2} \zeta\left(\mathbf{D}_{z, s}\right) & \leq 256 \sum_{k=1}^{N(n)}\left(\frac{s}{16}\right)^{2} \zeta\left(\mathbf{D}_{z_{k}, s / 16}\right) \\
& \leq C \sum_{k=1}^{N(n)}\left\{\theta\left(\frac{s}{16}\right)^{2} \zeta\left(\mathbf{D}_{z_{k}, s / 4}\right)+\frac{h}{\theta}+(\Lambda+\ell)\right\} \\
& \leq C\left\{\theta Q+\frac{h}{\theta}+(\Lambda+\ell)\right\}, \quad \forall \theta \in\left(0, \theta_{*}\right]
\end{aligned}
$$

where $C=C(n, \lambda, \xi)$. In other words,

$$
Q \leq C\left\{\theta Q+\frac{h}{\theta}+(\Lambda+\ell)\right\}, \quad \forall \theta \in\left(0, \theta_{*}\right]
$$

Keeping $\xi$ fixed, we choose $\theta<\theta_{*}$ such that $C \theta \leq 1 / 2$ in order to conclude that

$$
Q \leq 2 C(h+(\Lambda+\ell) r)
$$

By recalling the definition of $h$ (i.e., (4.86)), and by noticing that $\mathbf{D}$ is admissible in the definition of $Q$, we conclude that

$$
\begin{equation*}
\operatorname{exc}_{n}^{H}(E, 0,1)=\zeta(\mathbf{D}) \leq Q \leq C\left\{\inf _{|c|<1 / 4} \int_{\mathbf{C}_{4} \cap H \cap \partial^{*} E}|\mathbf{q} x-c|^{2} d \mathcal{H}^{n-1}+(\Lambda+\ell)\right\} \tag{4.88}
\end{equation*}
$$

Finally, if $|c| \geq 1 / 4$, then by (4.54), (2.50) and since $\mathcal{H}^{n-1}\left(\left(\mathbf{C}_{16} \cap \partial E\right) \backslash \partial^{*} E\right)=0$ by Lemma 2.16, we find

$$
\int_{\mathbf{C}_{4} \cap H \cap \partial^{*} E}|\mathbf{q} x-c|^{2} d \mathcal{H}^{n-1} \geq \frac{c_{1} 16^{n-1}}{8^{2}}
$$

Hence, provided $\varepsilon_{\mathrm{Ca}}<c_{1}(16)^{n-1} / 64$, we find

$$
\begin{equation*}
\operatorname{exc}_{n}^{H}(E, 0,1) \leq 8^{n-1} \operatorname{exc}_{n}^{H}(E, 0,8) \leq 8^{n-1} \int_{\mathbf{C}_{4} \cap H \cap \partial^{*} E}|\mathbf{q} x-c|^{2} d \mathcal{H}^{n-1} \tag{4.89}
\end{equation*}
$$

We combine (4.88) and (4.89) to deduce (4.33).
4.4. Tilt lemma. We now combine the results from the previous three sections to obtain the key estimate in the proof of Lemma 3.4. Indeed, Lemma 3.4 will follow by an iterated application of the following lemma.

Lemma 4.6 (Tilt lemma). For every $\lambda \geq 1$ and $\beta \in(0,1 / 64)$ there exist positive constants $\varepsilon_{\text {tilt }}=\varepsilon_{\text {tilt }}(n, \lambda, \beta)$ and $C_{4}=C_{4}(n, \lambda)$ with the following properties. If $H=\left\{x_{1}>b\right\}$ for some $b \in \mathbb{R}, x_{0} \in \operatorname{cl}(H)$,

$$
\begin{aligned}
& \Phi \in \mathcal{E}\left(\mathbf{C}_{x_{0}, 16 r} \cap H, \lambda, \ell\right) \\
& E \text { is a }\left(\Lambda, r_{0}\right) \text {-minimizer of } \boldsymbol{\Phi} \text { in }\left(\mathbf{C}_{x_{0}, 16 r}, H\right) \text { with } 0<8 r \leq r_{0} \\
& x_{0} \in \operatorname{cl}(H \cap \partial E) \\
& \operatorname{exc}_{n}^{H}\left(E, x_{0}, 8 r\right)+(\Lambda+\ell) r<\varepsilon_{\text {tilt }}
\end{aligned}
$$

and

$$
\begin{align*}
\text { either } & x_{0} \in \partial H \text { and } \nabla \Phi\left(x_{0}, e_{n}\right) \cdot e_{1}=0,  \tag{4.90}\\
\text { or } & \operatorname{dist}\left(x_{0}, \partial H\right)>r, \tag{4.91}
\end{align*}
$$

then there exists an affine map $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with $L x_{0}=x_{0}$ and $L(H)=H$, such that

$$
\begin{aligned}
\|\nabla L-\mathrm{Id}\|^{2} & \leq C_{4}\left(\operatorname{exc}_{n}^{H}\left(E, x_{0}, 8 r\right)+(\Lambda+\ell) r\right) \\
\operatorname{exc}_{n}^{H}\left(L(E), x_{0}, \beta r\right) & \leq C_{4}\left(\beta^{2} \mathbf{e x c}_{n}^{H}\left(E, x_{0}, 8 r\right)+\beta(\Lambda+\ell) r\right)
\end{aligned}
$$

Moreover, if we set as usual $\Phi^{L}(x, \nu)=\Phi\left(L^{-1}(x),(\operatorname{cof} \nabla L)^{-1} \nu\right)$, then $\Phi^{L} \in \mathcal{E}\left(\mathbf{C}_{x_{0}, 2 \beta r} \cap H, \widetilde{\lambda}, \widetilde{\ell}\right)$ and $L(E)$ is a $\left(\Lambda, \widetilde{r_{0}}\right)$-minimizer of $\boldsymbol{\Phi}^{L}$ on $\left(\mathbf{C}_{x_{0}, 2 \beta r}, H\right)$, where

$$
\max \left\{\frac{|\widetilde{\lambda}-\lambda|}{\lambda}, \frac{|\tilde{\ell}-\ell|}{\ell}, \frac{\left|\widetilde{r_{0}}-r_{0}\right|}{r_{0}}\right\} \leq C_{4}\left(\operatorname{exc}_{n}^{H}\left(E, x_{0}, 8 r\right)+(\Lambda+\ell) r\right)^{1 / 2}
$$

Finally,

$$
\nabla \Phi^{L}\left(x_{0}, e_{n}\right) \cdot e_{1}=0, \quad \text { if }(4.90) \text { holds }
$$

We premise the following lemma, usually known as a $A$-harmonic approximation lemma, that in our setting just amounts to a remark in the theory of constant coefficients elliptic PDEs.

Lemma 4.7. For every $\lambda \geq 1$ and $\tau>0$ there exists a positive constant $\varepsilon_{\text {har }}=\varepsilon_{\text {har }}(\tau, \lambda)$ with the following property. If $H=\left\{x_{1}>b\right\}$ for some $b \in \mathbb{R}, A \in \mathbf{S y m}(n)$ with $\lambda^{-1} \operatorname{Id} \leq A \leq \lambda \operatorname{Id}$ and $u \in W^{1,2}(\mathbf{D} \cap H)$ is such that

$$
\int_{\mathbf{D} \cap H}|\nabla u|^{2} \leq 1, \quad \int_{\mathbf{D} \cap H}(A \nabla u) \cdot \nabla \varphi \leq \varepsilon_{\mathrm{har}}\|\nabla \varphi\|_{\infty}
$$

for every $\varphi \in C^{1}(\mathbf{D})$ with $\varphi=0$ on $H \cap \partial \mathbf{D}$, then there exists $v \in W^{1,2}(\mathbf{D} \cap H)$ such that

$$
\int_{\mathbf{D} \cap H}|u-v|^{2} \leq \tau, \quad \int_{\mathbf{D} \cap H}|\nabla v|^{2} \leq 1, \quad \int_{\mathbf{D} \cap H}(A \nabla v) \cdot \nabla \varphi=0
$$

for every $\varphi \in C^{1}(\mathbf{D} \cap H)$ with $\varphi=0$ on $H \cap \partial \mathbf{D}$.
Proof of Lemma 4.7. By contradiction; see, for example, [DM09, Lemma 2.1].
Proof of Lemma 4.6. Step one: By (3.1) and Remark 2.2, we may reduce to prove the following statement (where $H=\left\{x_{1} \geq-t\right\}$ for some $t \geq 0$, and $G^{+}=G \cap H$ for every $G \subset \mathbb{R}^{n}$ ). If

$$
\begin{align*}
& \Phi \in \mathcal{E}\left(\mathbf{C}_{16} \cap H, \lambda, \ell\right) \\
& E \text { is a }\left(\Lambda, r_{0}\right) \text {-minimizer of } \boldsymbol{\Phi} \text { in }\left(\mathbf{C}_{16}, H\right) \text { with } r_{0}>8 \\
& 0 \in \operatorname{cl}(H \cap \operatorname{spt} \partial E) \\
& \operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)<\varepsilon_{\text {tilt }} \tag{4.92}
\end{align*}
$$

and

$$
\begin{array}{rll}
\text { either } & 0 \in \partial H \text { and } \nabla \Phi\left(0, e_{n}\right) \cdot e_{1}=0, & \text { (boundary case) } \\
\text { or } & \operatorname{dist}(0, \partial H)>1, & \text { (interior case) }
\end{array}
$$

then there exists a linear map $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with $L(H)=H$ such that

$$
\begin{align*}
& \|\nabla L-\operatorname{Id}\|^{2} \leq C_{4}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right)  \tag{4.95}\\
& \mathbf{e x c}_{n}^{H}(L(E), 0, \beta) \leq C_{4}\left(\beta^{2} \operatorname{exc}_{n}^{H}(E, 0,8)+\beta(\Lambda+\ell)\right)  \tag{4.96}\\
& \Phi^{L} \in \mathcal{E}\left(\mathbf{C}_{2 \beta}^{+}, \widetilde{\lambda}, \widetilde{\ell}\right)  \tag{4.97}\\
& L(E) \text { is a }\left(\Lambda, \widetilde{r_{0}}\right) \text {-minimizer of } \mathbf{\Phi}^{L} \text { on }\left(\mathbf{C}_{2 \beta}, H\right)  \tag{4.98}\\
& \max \left\{\frac{|\widetilde{\lambda}-\lambda|}{\lambda}, \frac{|\widetilde{\ell}-\ell|}{\ell}, \frac{\left|\widetilde{r_{0}}-r_{0}\right|}{r_{0}}\right\} \leq C_{4}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right)^{1 / 2} \tag{4.99}
\end{align*}
$$

and

$$
\begin{equation*}
\nabla \Phi^{L}\left(0, e_{n}\right) \cdot e_{1}=0 \quad \text { if }(4.93) \text { holds } \tag{4.100}
\end{equation*}
$$

Step two: Given $\sigma \in(0,1 / 4)$, let us consider the constant $\varepsilon_{\text {lip }}=\varepsilon_{\text {lip }}(n, \lambda, \sigma)$ determined by Lemma 4.3. We shall work under the assumption that

$$
\begin{equation*}
\varepsilon_{\mathrm{tilt}}<\min \left\{\varepsilon_{\mathrm{lip}}(n, \lambda, \sigma), \frac{1}{8 \lambda}\right\} \tag{4.101}
\end{equation*}
$$

Of course, this will be compatible with $\varepsilon_{\text {tilt }}=\varepsilon_{\text {tilt }}(n, \lambda, \beta)$ as we shall fix (later on in the argument) a definite (sufficiently small) value of $\sigma$ depending on $n, \lambda$, and $\beta$ only. This said, by (4.92), we can apply Lemma 4.3 to find a Lipschitz function $u: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ satisfying

$$
\begin{array}{cc}
\sup _{\mathbb{R}^{n-1}}|u| \leq \sigma, & \operatorname{Lip}(u) \leq 1 \\
\mathcal{H}^{n-1}(M \Delta \Gamma) \leq C_{2} \mathbf{e x c}_{n}^{H}(E, 0,8), & \int_{\mathbf{D}^{+}}|\nabla u|^{2} \leq C_{2} \operatorname{exc}_{n}^{H}(E, 0,8) \tag{4.102}
\end{array}
$$

where $C_{2}=C_{2}(n, \lambda)$ (note in particular that $C_{2}$ does not depend on $\sigma$ ), and

$$
\begin{equation*}
M=\mathbf{C}^{+} \cap \partial E \subset \mathbf{D}^{+} \times(-\sigma, \sigma), \quad \Gamma=\left\{(z, u(z)): z \in \mathbf{D}^{+}\right\} \tag{4.103}
\end{equation*}
$$

Moreover, setting $\Phi_{0}(\nu)=\Phi(0, \nu)$, we also know that

$$
\begin{equation*}
\int_{\mathbf{D}^{+}}\left(\nabla^{2} \Phi_{0}\left(e_{n}\right)(\nabla u, 0)\right) \cdot(\nabla \varphi, 0) \leq C_{2}\|\nabla \varphi\|_{\infty}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right) \tag{4.104}
\end{equation*}
$$

for every $\varphi \in C^{1}(\mathbf{D})$ with $\varphi=0$ on $(\partial \mathbf{D})^{+}$. (Notice that $(\partial \mathbf{D})^{+}$is half $\partial \mathbf{D}$ in the boundary case, and it it actually coincides with the whole $\partial \mathbf{D}$ in the interior case.) Let us set

$$
\begin{equation*}
\chi=C_{2}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right) \leq C_{2} \varepsilon_{\mathrm{tilt}} \tag{4.105}
\end{equation*}
$$

and let us define

$$
\begin{equation*}
u_{0}=\frac{u}{\sqrt{\chi}}, \quad A_{i j}=\nabla^{2} \Phi_{0}\left(e_{n}\right) e_{i} \cdot e_{j} \quad i, j=1 \ldots, n-1 \tag{4.106}
\end{equation*}
$$

If we require $\varepsilon_{\text {tilt }}<1 / C_{2}(n, \lambda)$, then $\chi<1$, while $\lambda^{-1} \operatorname{Id}_{n-1} \leq A \leq \lambda \operatorname{Id}_{n-1}$ thanks to (1.9) and (1.10). Moreover, by (4.102) and (4.104),

$$
\begin{equation*}
\int_{\mathbf{D}^{+}}\left|\nabla u_{0}\right|^{2} \leq 1, \quad \int_{\mathbf{D}^{+}} A \nabla u_{0} \cdot \nabla \varphi \leq\|\nabla \varphi\|_{\infty} \sqrt{\chi} \tag{4.107}
\end{equation*}
$$

for every $\varphi \in C^{1}(\mathbf{D})$ with $\varphi=0$ on $(\partial \mathbf{D})^{+}$. Let us now introduce, in addition to $\sigma$, an additional parameter $\tau>0$ to be fixed later on depending on $n, \lambda$, and $\beta$ only. In this way it makes sense to require that $\varepsilon_{\text {tilt }} \leq \varepsilon_{\text {har }}(n, \lambda, \tau) / C_{2}(n, \lambda)$. Correspondingly, (4.105) and (4.107) allows us to apply Lemma 4.7 to find $v_{0} \in W^{1,2}\left(\mathbf{D}^{+}\right)$with

$$
\begin{equation*}
\int_{\mathbf{D}^{+}}\left|\nabla v_{0}\right|^{2} \leq 1, \quad \int_{\mathbf{D}^{+}}\left(A \nabla v_{0}\right) \cdot \nabla \varphi=0 \tag{4.108}
\end{equation*}
$$

for every $\varphi \in C^{1}\left(\mathbf{D}^{+}\right)$with $\varphi=0$ on $(\partial \mathbf{D})^{+}$, and

$$
\begin{equation*}
\int_{\mathbf{D}^{+}}\left|u_{0}-v_{0}\right|^{2} \leq \tau \tag{4.109}
\end{equation*}
$$

By elliptic regularity, there exists a constant $C=C(n, \lambda)>1$ such that if

$$
\begin{equation*}
w_{0}(z)=v_{0}(0)+\nabla v_{0}(0) \cdot z, \quad z \in \mathbf{D} \tag{4.110}
\end{equation*}
$$

is the tangent map to $v_{0}$ at the origin, then we have

$$
\begin{align*}
& \left|\nabla w_{0}\right| \leq C,  \tag{4.111}\\
& \left(A \nabla w_{0}\right) \cdot e_{1}=0, \quad \text { in the boundary case }(4.93) \tag{4.112}
\end{align*}
$$

as well as, for every $s \leq 1 / 2$,

$$
\begin{equation*}
\left|w_{0}(0)\right|^{2} \leq \frac{C}{s^{n-1}} \int_{\mathbf{D}_{s}^{+}}\left|v_{0}\right|^{2}, \quad \frac{1}{s^{n-1}} \int_{\mathbf{D}_{s}^{+}} \frac{\left|v_{0}-w_{0}\right|^{2}}{s^{2}} \leq C s^{2} \tag{4.113}
\end{equation*}
$$

Let us now set

$$
\begin{equation*}
v=\sqrt{\chi} v_{0}, \quad w=\sqrt{\chi} w_{0}, \quad \nu=\frac{(-\nabla w, 1)}{\sqrt{1+|\nabla w|^{2}}}, \quad c=\frac{w(0)}{\sqrt{1+|\nabla w|^{2}}} \tag{4.114}
\end{equation*}
$$

By (4.111), $|\nabla w| \leq C \sqrt{\chi}$ and, provided $\varepsilon_{\text {tilt }}$ is sufficiently small (with respect to a constant depending on $n$ and $\lambda$ only), we have

$$
\begin{equation*}
\left|\nu-e_{n}\right| \leq C(n, \lambda)|\nabla w| \leq C(n, \lambda) \sqrt{\chi} \tag{4.115}
\end{equation*}
$$

We now claim that, if $\left|\nu-e_{n}\right| \leq 1 / 4$ and we are in the boundary case (4.93), then

$$
\begin{equation*}
\left|\nabla \Phi_{0}(\nu) \cdot e_{1}\right| \leq C(n, \lambda) \chi \tag{4.116}
\end{equation*}
$$

Indeed, by zero-homogeneity of $\nabla \Phi_{0}$, one has $\nabla \Phi_{0}(\nu)=\nabla \Phi_{0}\left(-\sqrt{\chi} \nabla w_{0}, 1\right)$, and then (4.93), (4.106), (4.112), and a Taylor expansion (recall (1.9)) imply

$$
\begin{aligned}
\left|\nabla \Phi_{0}(\nu) \cdot e_{1}\right| & \leq\left|\nabla \Phi_{0}\left(e_{n}\right) \cdot e_{1}+\left(\nabla^{2} \Phi_{0}\left(e_{n}\right)\left(\sqrt{\chi} \nabla w_{0}, 0\right)\right) \cdot e_{1}\right|+C\left|\sqrt{\chi} \nabla w_{0}\right|^{2} \\
& =C\left|\sqrt{\chi} \nabla w_{0}\right|^{2} \leq C \chi
\end{aligned}
$$

for $C=C(n, \lambda)$. Up to further decrease the value of $\varepsilon_{\text {tilt }}$ depending on $n$ and $\lambda$ only, (4.116) enables us to apply Lemma 2.7 to deduce that, if we are in the boundary case (4.93), then there exists $\nu_{0} \in \mathbf{S}^{n-1}$ such that

$$
\begin{align*}
& \nabla \Phi_{0}\left(\nu_{0}\right) \cdot e_{1}=0  \tag{4.117}\\
& \left|\nu_{0}-\nu\right|<C(n, \lambda) \chi \tag{4.118}
\end{align*}
$$

In the interior case, (4.94), we simply set $\nu_{0}=\nu$, so that (4.118) holds true in both cases. We now notice that, by (4.109) and (4.113), if $s \leq 1 / 2$, then, for $C=C(n, \lambda)$,

$$
\begin{equation*}
\frac{1}{s^{n-1}} \int_{\mathbf{D}_{s}^{+}} \frac{|u-w|^{2}}{s^{2}} \leq C\left(\frac{1}{s^{n-1}} \int_{D_{s}^{+}} \frac{|v-w|^{2}}{s^{2}}+\frac{\tau \chi}{s^{n+1}}\right) \leq C\left(s^{2}+\frac{\tau}{s^{n+1}}\right) \chi \tag{4.119}
\end{equation*}
$$

By taking into account the definition of $c$ in (4.114), and thanks to (4.113) and (4.109), we find

$$
\begin{equation*}
|c|^{2} \leq \chi\left|w_{0}(0)\right|^{2} \leq C \chi \int_{\mathbf{D}_{1 / 2}^{+}}\left|v_{0}\right|^{2} \leq C\left(\chi \int_{\mathbf{D}_{1 / 2}^{+}}\left|v_{0}-u_{0}\right|^{2}+\int_{\mathbf{D}_{1 / 2}^{+}}|u|^{2}\right\} \leq C(\chi+\sigma) \tag{4.120}
\end{equation*}
$$

for $C=C(n, \lambda)$, and where we have also taken into account that $u=\sqrt{\chi} u_{0}$ and $|u| \leq \sigma$, as well as that $\sigma, \tau<1$. Moreover, by (4.114) and (4.111), for some $C=C(n, \lambda)$ we find

$$
\begin{equation*}
\sup _{x \in M \cup \Gamma}|x \cdot \nu|^{2} \leq \sup _{x \in M \cup \Gamma}(|\mathbf{p} x||\nabla w|+|\mathbf{q} x|)^{2} \leq C(\sqrt{\chi}+\sigma)^{2} \leq C(\chi+\sigma) \tag{4.121}
\end{equation*}
$$

where we have used that $\sigma, \chi<1$. Finally, setting $\mathbf{K}_{s}^{+}=\mathbf{D}_{s}^{+} \times(-1,1) \subset \mathbf{C}$ and using that we have both $\tau<1$ and $\chi<1$,

$$
\begin{align*}
& \frac{1}{s^{n-1}} \int_{\mathbf{K}_{s}^{+} \cap \partial^{*} E} \frac{\left|x \cdot \nu_{0}-c\right|^{2}}{s^{2}} \leq \frac{2}{s^{n-1}} \int_{\mathbf{K}_{s}^{+} \cap \partial^{*} E} \frac{|x \cdot \nu-c|^{2}}{s^{2}}+\frac{4 P\left(E ; \mathbf{C}^{+}\right)\left|\nu-\nu_{0}\right|^{2}}{s^{n+1}} \\
& \text { (by (2.47) and (4.118)) } \leq \frac{2}{s^{n-1}} \int_{\mathbf{K}_{s}^{+} \cap \partial^{*} E} \frac{|x \cdot \nu-c|^{2}}{s^{2}}+C \frac{\chi^{2}}{s^{n+1}} \\
& \leq \frac{2}{s^{n-1}} \int_{\mathbf{K}_{s}^{+} \cap \Gamma} \frac{|x \cdot \nu-c|^{2}}{s^{2}}+C \frac{\chi^{2}}{s^{n+1}} \\
& +\frac{C}{s^{n+1}} \mathcal{H}^{n-1}(M \Delta \Gamma)\left(|c|^{2}+\sup _{x \in M \cup \Gamma}|x \cdot \nu|^{2}\right) \\
& \leq \frac{2}{s^{n-1}} \int_{\mathbf{K}_{s}^{+} \cap \Gamma} \frac{|x \cdot \nu-c|^{2}}{s^{2}}+\frac{C}{s^{n+1}} \chi(\chi+\sigma) \\
& =\frac{2}{s^{n-1}} \int_{\mathbf{D}_{s}^{+}} \frac{|u-w|^{2} \sqrt{1+|\nabla u|^{2}}}{s^{2} \sqrt{1+|\nabla w|^{2}}}+\frac{C}{s^{n+1}} \chi(\chi+\sigma)  \tag{4.114}\\
& (\text { since } \operatorname{Lip}(u) \leq 1) \leq \frac{2 \sqrt{2}}{s^{n-1}} \int_{\mathbf{D}_{s}^{+}} \frac{|u-w|^{2}}{s^{2}}+\frac{C}{s^{n+1}} \chi(\chi+\sigma) \\
& \text { (by (4.119)) } \leq C \chi\left(s^{2}+\frac{\chi+\sigma+\tau}{s^{n+1}}\right) \text {. }
\end{align*}
$$

where $C=C(n, \lambda)$. We plug the value $s=32 \beta \leq 1 / 2$ into this estimate so that, recalling the definition of $\chi$ (4.105), we get

$$
\frac{1}{\beta^{n-1}} \int_{\mathbf{K}_{32}^{+} \cap \partial^{*} E} \frac{\left|x \cdot \nu_{0}-c\right|^{2}}{\beta^{2}} \leq C(n, \lambda)\left(\beta^{2}+\frac{\chi+\sigma+\tau}{\beta^{n+1}}\right)\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right)
$$

If we first choose $\sigma=\tau=\beta^{n+3}$ and then $\varepsilon_{\mathrm{tilt}}<\beta^{n+3}$, then the above estimate gives

$$
\begin{equation*}
\frac{1}{\beta^{n-1}} \int_{\mathbf{K}_{32 \beta}^{+} \cap \partial^{*} E} \frac{\left|x \cdot \nu_{0}-c\right|^{2}}{\beta^{2}} \leq C(n, \lambda) \beta^{2}\left(\operatorname{exc}_{n}(E, 0,8)+(\Lambda+\ell)\right) \tag{4.122}
\end{equation*}
$$

We notice that, by (4.115) and (4.118), one has

$$
\begin{equation*}
\left|\nu_{0}-e_{n}\right| \leq C(n, \lambda) \sqrt{\chi} \tag{4.123}
\end{equation*}
$$

We now use Lemma 3.7 to construct the map $L$. More precisely, (4.123) ensures that $\left|\nu_{0} \cdot e_{1}\right| \leq$ $1 / 2$, provided $\varepsilon_{\text {tilt }}$ is small enough. Then we can apply Lemma 3.7 to $\nu_{0}$ to construct a linear $\operatorname{map} L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with $L(H)=H$ and

$$
\begin{align*}
& L\left(\nu_{0}^{\perp}\right)=e_{n}^{\perp}, \quad \text { so that } \quad e_{n}=\frac{(\operatorname{cof} \nabla L) \nu_{0}}{\left|(\operatorname{cof} \nabla L) \nu_{0}\right|}  \tag{4.124}\\
& \nabla \Phi^{L}\left(0, e_{n}\right) \cdot e_{1}=\nabla \Phi_{0}\left(\nu_{0}\right) \cdot e_{1},  \tag{4.125}\\
& \|\nabla L-\operatorname{Id}\| \leq C(n, \lambda) \sqrt{\chi}, \quad \operatorname{det} \nabla L=1 \tag{4.126}
\end{align*}
$$

Thanks to Lemma 2.18, $\Phi^{L} \in \mathcal{E}\left(L\left(\mathbf{C}_{16}\right) \cap H, \widetilde{\lambda}, \widetilde{\ell}\right), L(E)$ is a $\left(\Lambda, \widetilde{r_{0}}\right)$-minimizer of $\boldsymbol{\Phi}^{L}$ on $\left(L\left(\mathbf{C}_{16}\right), H\right)$ and

$$
\begin{equation*}
\max \left\{\frac{|\widetilde{\lambda}-\lambda|}{\lambda}, \frac{|\widetilde{\ell}-\ell|}{\ell}, \frac{\left|\widetilde{r_{0}}-r_{0}\right|}{r_{0}}\right\} \leq C(n, \lambda) \sqrt{\chi} \tag{4.127}
\end{equation*}
$$

Note that $\widetilde{\Lambda}=\Lambda$ in the application of Lemma 2.18, since det $\nabla L=1$. This proves (4.97), (4.98), and (4.99). (Indeed $\mathbf{C}_{2 \beta} \subset L\left(\mathbf{C}_{16}\right)$ as, trivially, $\mathbf{C}_{2 \beta} \subset \mathbf{C}$, and as one can make $L$ close enough to the identity to ensure $\mathbf{C} \subset L\left(\mathbf{C}_{16}\right)$ by (4.126) and up to further tuning the value of $\varepsilon_{\text {tilt }}$.) Also, (4.125) implies (4.100) when we are in the boundary case. We are thus left to prove (4.96). Up to further decrease $\varepsilon_{\text {tilt }}$, by $(4.123)$ we can entail the inclusion $\mathbf{C}_{4 \beta} \subset L\left(\mathbf{K}_{32 \beta}\right)$, so that, if

$$
\widetilde{c}=\frac{c}{\left|(\operatorname{cof} \nabla L) \nu_{0}\right|},
$$

then by the area formula we find that

$$
\begin{equation*}
\int_{\mathbf{C}_{4 \beta}^{+} \cap L\left(\partial^{*} E\right)}\left|x \cdot e_{n}-\widetilde{c}\right|^{2} d \mathcal{H}^{n-1} \leq \int_{\partial^{*} E \cap \mathbf{K}_{32 \beta}^{+}}\left|L x \cdot \frac{(\operatorname{cof} \nabla L) \nu_{0}}{\left|(\operatorname{cof} \nabla L) \nu_{0}\right|}-\frac{c}{\left|\operatorname{cof} \nabla L \nu_{0}\right|}\right|^{2}\left|(\operatorname{cof} \nabla L) \nu_{E}\right| d \mathcal{H}^{n-1} \tag{4.128}
\end{equation*}
$$

Now, $\operatorname{det} L=1$ so that $L^{*}(\operatorname{cof} \nabla L)=\operatorname{Id}($ see $(2.117))$. Hence

$$
L x \cdot(\operatorname{cof} \nabla L) \nu_{0}=x \cdot \nu_{0}, \quad \forall x \in \mathbb{R}^{n}
$$

and thus, taking also into account that, by (4.126),

$$
\frac{\left|(\operatorname{cof} \nabla L) \nu_{E}\right|}{\left|(\operatorname{cof} \nabla L) \nu_{0}\right|^{2}} \leq 1+C(n)\|\nabla L-\operatorname{Id}\| \leq C(n, \lambda)
$$

we deduce from (4.128) that

$$
\int_{\mathbf{C}_{4 \beta}^{+} \cap L\left(\partial^{*} E\right)}\left|x \cdot e_{n}-\widetilde{c}\right|^{2} d \mathcal{H}^{n-1} \leq C(n, \lambda) \int_{\partial^{*} E \cap \mathbf{K}_{32 \beta}^{+}}\left|x \cdot \nu_{0}-c\right|^{2} d \mathcal{H}^{n-1}
$$

Hence (4.122) implies that

$$
\begin{equation*}
\operatorname{flat}_{n}^{H}(L(E), 0,4 \beta) \leq C(n, \lambda) \beta^{2}\left(\operatorname{exc}_{n}^{H}(E, 0,8)+(\Lambda+\ell)\right) \tag{4.129}
\end{equation*}
$$

We now want to apply Lemma 4.4 to $L(E)$. To this end, we start noticing that, up to decrease the value of $\varepsilon_{\text {tilt }}$ in order to entail $L^{-1}\left(\mathbf{K}_{8 \beta}\right) \subset \mathbf{C}_{8}$, and setting $M=\operatorname{cof} \nabla L$ for the sake of brevity, we have

$$
\begin{align*}
2 \operatorname{exc}_{n}^{H}(L(E), 0,8 \beta) & =\frac{1}{(8 \beta)^{n-1}} \int_{\mathbf{K}_{8 \beta}^{+} \cap \partial^{*} L(E)}\left|\nu_{L(E)}-e_{n}\right|^{2} d \mathcal{H}^{n-1} \\
& =\frac{1}{(8 \beta)^{n-1}} \int_{\left[L^{-1}\left(\mathbf{K}_{8 \beta}\right)\right]^{+} \cap \partial^{*} E}\left|\frac{M \nu_{E}}{\left|M \nu_{E}\right|}-\frac{M \nu_{0}}{\left|M \nu_{0}\right|}\right|^{2}\left|M \nu_{E}\right| d \mathcal{H}^{n-1} \\
& \leq \frac{1+C(n, \lambda)\|\nabla L-\mathrm{Id}\|}{(8 \beta)^{n-1}} \int_{\mathbf{C}_{8}^{+} \cap \partial^{*} E}\left|\nu_{E}-\nu_{0}\right|^{2} d \mathcal{H}^{n-1} \\
(\text { by }(4.126)) & \leq \frac{C(n, \lambda)}{\beta^{n-1}}\left(\int_{\mathbf{C}_{8}^{+} \cap \partial^{*} E}\left|\nu_{E}-e_{n}\right|^{2} d \mathcal{H}^{n-1}+P\left(E ; \mathbf{C}_{8}^{+}\right)\left|\nu_{0}-e_{n}\right|^{2}\right) \\
(\text { by }(2.47) \text { and }(4.123)) & \leq \frac{C(n, \lambda)}{\beta^{n-1}} \chi<\varepsilon_{\mathrm{Ca}}(n, 2 \lambda), \tag{4.130}
\end{align*}
$$

provided $\varepsilon_{\text {tilt }}$ is small enough. In the same way, we can deduce from (4.127) that

$$
\begin{equation*}
\tilde{\lambda} \leq 2 \lambda, \quad \tilde{\ell} \leq 2 \ell, \quad \tilde{r}_{0} \geq r_{0} / 2 \tag{4.131}
\end{equation*}
$$

and $\mathbf{C}_{16 \beta} \subset L\left(\mathbf{C}_{16}\right)$, again provided $\varepsilon_{\text {tilt }}$ is small enough. In particular, since $\beta<1 / 64, r_{0}>8$, and $(\Lambda+\ell)<1 / 8 \lambda$ by (4.101), we find that

$$
\begin{aligned}
& \Phi^{L} \in \mathcal{E}\left(\mathbf{C}_{16 \beta}^{+}, 2 \lambda, 2 \ell\right) \\
& L(E) \text { is a }\left(2 \Lambda, r_{0} / 2\right) \text {-minimizer of } \boldsymbol{\Phi}^{L} \text { in }\left(\mathbf{C}_{16 \beta}, H\right) \text { with } 8 \beta<r_{0} / 2, \\
& 16(2 \lambda) \Lambda \beta+8(2 \ell) \beta \leq 1,
\end{aligned}
$$

with $\operatorname{exc}_{n}^{H}(L(E), 0,8 \beta)<\varepsilon_{\mathrm{Ca}}($ by $(4.130)), 0 \in \operatorname{cl}(H \cap \operatorname{spt} \partial E) \cap \partial H$ and, when we are in the boundary case, with $\nabla \Phi^{L}\left(0, e_{n}\right) \cdot e_{1}=0$ (by (4.100)). We can thus apply Lemma 4.4 to $L(E)$ at scale $16 \beta$ to deduce that

$$
\operatorname{exc}_{n}^{H}(L(E), 0, \beta) \leq C_{3}\left(\operatorname{flat}_{n}^{H}(L(E), 0,4 \beta)+\beta(\Lambda+\ell)\right)
$$

We combine this estimate with (4.129) to obtain

$$
\operatorname{exc}_{n}^{H}(L(E), 0, \beta) \leq C(n, \lambda)\left(\beta^{2} \operatorname{exc}_{n}^{H}(E, 0,8)+\beta(\Lambda+\ell)\right)
$$

that is (4.96). This completes the proof of the lemma.
4.5. Proof of Lemma 3.4. By scaling, see (3.1) and Remark 2.2, we can directly set $r=1$. With the notation $G^{+}=G \cap H$ for $G \subset \mathbb{R}^{n}$, we thus want to prove that, setting $\Phi_{0}(\nu)=\Phi(0, \nu)$, if

$$
\begin{align*}
& \Phi \in \mathcal{E}\left(\mathbf{C}_{128}^{+}, \lambda, \ell\right),  \tag{4.132}\\
& E \text { is a }\left(\Lambda, r_{0}\right) \text {-minimizer of } \boldsymbol{\Phi} \text { in }\left(\mathbf{C}_{128}, H\right) \text { with } r_{0} \geq 64, \\
& 0 \in \operatorname{cl}(H \cap \partial E), \\
& \left|\nabla \Phi_{0}\left(e_{n}\right) \cdot e_{1}\right|+\mathbf{e x c}_{n}^{H}(E, 0,64)+(\Lambda+\ell)<\varepsilon_{\mathrm{reg}} \tag{4.133}
\end{align*}
$$

then there exists $u \in C^{1,1 / 2}\left(\operatorname{cl}\left(\mathbf{D}^{+}\right)\right)$such that

$$
\begin{align*}
& \sup _{z, y \in \mathbf{D}^{+}}|u(x)|+|\nabla u(x)|+\frac{|\nabla u(x)-\nabla u(y)|}{|x-y|^{1 / 2}} \leq C(n, \lambda) \sqrt{\varepsilon_{\mathrm{reg}}}  \tag{4.134}\\
& \mathbf{C}^{+} \cap \partial E=\{x \in H:|\mathbf{p} x|<1, \mathbf{q} x=u(\mathbf{p} x)\}  \tag{4.135}\\
& \nabla \Phi((z, u(z)),(-\nabla u(z), 1)) \cdot e_{1}=0, \quad \forall z \in \mathbf{D} \cap \partial H . \tag{4.136}
\end{align*}
$$

We divide the proof into four steps.
Step one: We claim that for every $x \in \operatorname{cl}(H \cap \partial E) \cap \partial H \cap \mathbf{C}_{16}$ there exists an affine map $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ (depending on $x$ ) with $L(x)=x, L(H)=H$, and

$$
\begin{equation*}
\|\nabla L-\operatorname{Id}\|^{2} \leq C \varepsilon_{\mathrm{reg}}, \quad \operatorname{exc}_{n}^{H}(L(E), x, \varrho) \leq C \varepsilon_{\mathrm{reg}} \varrho, \quad \forall \varrho \leq 16 \tag{4.137}
\end{equation*}
$$

where $C=C(n, \lambda)$. Firsy we notice that it suffices to prove this under the assumption that

$$
\begin{equation*}
\varepsilon(x)=\left|\nabla \Phi\left(x, e_{n}\right) \cdot e_{1}\right|+\operatorname{exc}_{n}^{H}(E, x, 32)+(\Lambda+\ell) \leq \varepsilon_{0}, \tag{4.138}
\end{equation*}
$$

for a suitably small positive constant $\varepsilon_{0}=\varepsilon_{0}(n, \lambda)$. Indeed, by (4.132), (1.8), and (4.133), if $x \in \mathbf{C}_{16} \cap \partial H$, then

$$
\begin{aligned}
& \left|\nabla \Phi\left(x, e_{n}\right) \cdot e_{1}\right| \leq\left|\nabla \Phi_{0}\left(e_{n}\right) \cdot e_{1}\right|+32 \ell \leq 32 \varepsilon_{\mathrm{reg}} \\
& \mathbf{e x c}_{n}^{H}(E, x, 32) \leq 2^{n-1} \mathbf{e x c}_{n}^{H}(E, 0,64) \leq 2^{n-1} \varepsilon_{\mathrm{reg}},
\end{aligned}
$$

so that $\varepsilon(x) \leq C(n) \varepsilon_{\mathrm{reg}}$ for every $x \in \mathbf{C}_{16} \cap \partial H$; in particular, we can ensure the validity of (4.138) at every $x \in \operatorname{cl}(H \cap \partial E) \cap \partial H \cap \mathbf{C}_{16}$ provided we pick $\varepsilon_{\text {reg }}$ sufficiently small.

We now prove our claim, setting $\varepsilon$ in place of $\varepsilon(x)$ for the sake of brevity. By exploiting the convergence of the geometric series, it will suffice to prove the following statement:

There exist positive constants $\varepsilon_{*}, \beta_{*}<1, K_{1}$ and $K_{2}$ (depending on $n$ and $\lambda$ only) such that, if $\varepsilon \leq \varepsilon_{*}$, then for every $k \in \mathbb{N}$ there exists an affine map $L_{k}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with $L_{k}(x)=x$, $L_{k}(H)=H$ and

$$
\left\{\begin{array}{l}
\left\|\nabla L_{k}-\nabla L_{k-1}\right\|^{2} \leq K_{1} \beta_{*}^{k} \varepsilon, \quad \text { if } k \geq 1,  \tag{4.139}\\
\left\|\nabla L_{0}-\mathrm{Id}\right\|^{2} \leq K_{1} \varepsilon,
\end{array}\right.
$$

such that,

$$
\begin{align*}
& \Phi_{k}=\Phi^{L_{k}} \in \mathcal{E}\left(\mathbf{C}_{x, 2 \beta_{*}^{k}}^{+}, \lambda_{k}, \ell_{k}\right),  \tag{4.140}\\
& E_{k}=L_{k}(E) \text { is a }\left(\Lambda, r_{0, k}\right) \text { minimizer of } \boldsymbol{\Phi}_{k} \text { in }\left(\mathbf{C}_{x, 2 \beta_{*}^{k}}, H\right),  \tag{4.141}\\
& \nabla \Phi^{L_{k}}\left(x, e_{n}\right) \cdot e_{1}=0,  \tag{4.142}\\
& \operatorname{exc}_{n}^{H}\left(E_{k}, x, \beta_{*}^{k}\right) \leq K_{2} \beta_{*}^{k} \varepsilon . \tag{4.143}
\end{align*}
$$

where $\lambda_{0}=2 \lambda, \ell_{0}=2 \ell, r_{0,0}=r_{0} / 2$, and

$$
\begin{equation*}
\max \left\{\frac{\left|\lambda_{k}-\lambda_{k-1}\right|}{\lambda}, \frac{\left|\ell_{k}-\ell_{k-1}\right|}{\ell}, \frac{\left|r_{0, k}-r_{0, k-1}\right|}{r_{0, k-1}}\right\} \leq K_{1} \sqrt{\beta_{*}^{k} \varepsilon}, \quad \forall k \geq 1 \tag{4.144}
\end{equation*}
$$

We prove this statement by induction.
Base case: If $\varepsilon_{*}$ is small enough, then by $\left|\nabla \Phi\left(x, e_{n}\right) \cdot e_{1}\right|<\varepsilon$ we can apply Lemma 2.7 to find $\nu_{0} \in \mathbf{S}^{n-1}$ such that

$$
\begin{equation*}
\left|\nu_{0}-e_{n}\right| \leq C(n, \lambda) \varepsilon, \quad \nabla \Phi\left(x, \nu_{0}\right) \cdot e_{1}=0 \tag{4.145}
\end{equation*}
$$

Up to further decrease $\varepsilon_{*}$ so to entail $\left|e_{1} \cdot \nu_{0}\right| \leq 1 / 2$, we can apply Lemma 3.7 to $\nu_{0}$ to find an affine map $L_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with $L_{0}(H)=H, L_{0}(x)=x,\left\|\nabla L_{0}-\mathrm{Id}\right\| \leq C(n, \lambda)\left|e_{n}-\nu_{0}\right|$, and $\nabla \Phi^{L_{0}}\left(x, e_{n}\right) \cdot e_{1}=\nabla \Phi\left(x, \nu_{0}\right) \cdot e_{1}$ (so that (4.139) and (4.142) hold true by (4.145)). The validity of (4.140) and (4.141) is easily checked thanks to Lemma 2.18 and (4.139), up to further decrease the value of $\varepsilon_{*}$. Finally, by exploiting (4.139) (with $k=0$ ) and (4.145) as in the proof of (4.130), we see that, if $\varepsilon_{*}$ is small enough (also to entail that $L_{0}^{-1}\left(\mathbf{C}_{x}\right) \subset \mathbf{C}_{x, 64}$ ), then we have

$$
\operatorname{exc}_{n}^{H}\left(L_{0}(E), x, 1\right) \leq C(n, \lambda)(32)^{n-1} \operatorname{exc}_{n}^{H}(E, x, 32) \leq C(n, \lambda) \varepsilon .
$$

This proves the case $k=0$ of our claim.

Choice of $\varepsilon_{*}, \beta_{*}, K_{1}$ and $K_{2}$ : Since $\varepsilon_{*}, \beta_{*}, K_{1}$ and $K_{2}$ have to be chosen in a careful order, it seems useful to fix their choice before entering into the inductive step. We shall pick $\beta_{*}=\beta_{*}(n, \lambda)$ so that

$$
\begin{equation*}
\beta_{*}<\min \left\{\frac{1}{512}, \frac{1}{64 C_{4}(n, 3 \lambda)}\right\} \tag{4.146}
\end{equation*}
$$

where $C_{4}(n, 3 \lambda)$ is defined by means of Lemma 4.4. By (4.146), it is possible to choose $K_{2}=$ $K_{2}(n, \lambda)$ so that

$$
\begin{equation*}
K_{2} \geq \frac{3 C_{4}(n, 3 \lambda)}{1-64 C_{4}(n, 3 \lambda) \beta_{*}} \tag{4.147}
\end{equation*}
$$

Finally, we choose $K_{1}=K_{1}(n, \lambda)$ so that

$$
\begin{equation*}
K_{1} \geq \frac{3 C_{4}(n, 3 \lambda) \sqrt{K_{2}+3}}{\sqrt{\beta_{*}}} \tag{4.148}
\end{equation*}
$$

and in such a way that the case $k=0$ of (4.139) and (4.144) holds true. Finally, $\varepsilon_{*}$ shall be chosen to be small enough with respect to other constants determined by $n, \lambda, \beta_{*}, K_{1}$ and $K_{2}$. Inductive step: Let us assume our claim holds true for $j \leq k$ and let us prove its validity for $j=k+1$. To this end, we notice that, by exploiting (4.144), and provided $\varepsilon_{*}$ is small enough, we can certainly ensure that

$$
\begin{equation*}
\lambda_{k} \leq 3 \lambda, \quad \ell_{k} \leq 3 \ell, \quad r_{0, k} \geq \frac{r_{0}}{3} \tag{4.149}
\end{equation*}
$$

Let us set $\beta=8 \beta_{*} \in(0,1 / 64)$, so that we can consider the constant $\varepsilon_{\text {tilt }}\left(n, 3 \lambda, 8 \beta_{*}\right)$ determined by Lemma 4.6. By the inductive step on (4.143), by (4.149) and by definition of $\varepsilon$, we see that

$$
\operatorname{exc}_{n}^{H}\left(E_{k}, x, \beta_{*}^{k}\right)+\left(\Lambda+\ell_{k}\right) \beta_{*}^{k} \leq K_{2} \varepsilon+3(\Lambda+\ell) \leq\left(K_{2}+3\right) \varepsilon
$$

so that, by $(4.140),(4.141),(4.142)$ and provided we assume that

$$
\left(K_{2}+3\right) \varepsilon_{*} \leq \varepsilon_{\mathrm{tilt}}\left(n, 3 \lambda, 8 \beta_{*}\right)
$$

we can apply Lemma 4.6 with $x, \Phi_{k}, E_{k}, 2 \beta_{*}^{k}, \lambda_{k} \leq 3 \lambda, \ell_{k}$ and $r_{0, k}$ in place of $x_{0}, \Phi, E$, $16 r, \lambda$ and $r_{0}$ respectively. (Notice that we have $r_{0, k} \geq 16 \beta_{*}^{k}$ thanks to (4.149), $r_{0} \geq 64$, and $\beta_{*}<1 / 512$.) Hence, there exists an affine map $\widetilde{L}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with $\widetilde{L}(x)=x, \widetilde{L}(H)=H$, and constants $\widetilde{\lambda} \geq 1, \tilde{\ell} \geq 0$, and $\widetilde{r}_{0}>0$ such that

$$
\begin{align*}
& \Phi_{k}^{\widetilde{L}} \in \mathcal{E}\left(\mathbf{C}_{x, \beta \beta_{*}^{k} / 4}^{+}, \widetilde{\lambda}, \widetilde{\ell}\right)  \tag{4.150}\\
& \widetilde{L}\left(E_{k}\right) \text { is a }\left(\Lambda, \widetilde{r}_{0}\right) \text {-minimizer of } \mathbf{\Phi}_{k}^{\widetilde{L}} \text { in }\left(\mathbf{C}_{x, \beta \beta_{*}^{k} / 4}, H\right)  \tag{4.151}\\
& \nabla \Phi_{k}^{\widetilde{L}}\left(x, e_{n}\right) \cdot e_{1}=0  \tag{4.152}\\
& \mathbf{e x c}_{n}^{H}\left(\widetilde{L}\left(E_{k}\right), x, \beta \frac{\beta_{*}^{k}}{8}\right) \leq C_{4}(n, 3 \lambda)\left(\beta^{2} \mathbf{e x c}_{n}^{H}\left(E_{k}, x, \beta_{*}^{k}\right)+\beta \frac{\beta_{*}^{k}}{8}\left(\Lambda+\ell_{k}\right)\right),  \tag{4.153}\\
& \max \left\{\|\widetilde{L}-\operatorname{Id}\|, \frac{\left|\widetilde{\lambda}-\lambda_{k}\right|}{\lambda_{k}}, \frac{\left|\widetilde{\ell}-\ell_{k}\right|}{\ell_{k}}, \frac{\left|\widetilde{r_{0}}-\left(r_{0, k}\right)\right|}{r_{0, k}}\right\}  \tag{4.154}\\
& \leq C_{4}(n, 3 \lambda)\left(\mathbf{e x c}_{n}^{H}\left(E_{k}, x, \beta_{*}^{k}\right)+\left(\Lambda+\ell_{k}\right) \beta_{*}^{k}\right)^{1 / 2}
\end{align*}
$$

We claim that by setting

$$
\begin{equation*}
L_{k+1}=\widetilde{L} \circ L_{k}, \quad \lambda_{k+1}=\widetilde{\lambda}, \quad \ell_{k+1}=\widetilde{\ell}, \quad r_{0, k+1}=\widetilde{r_{0}} \tag{4.155}
\end{equation*}
$$

the proof of the inductive step is completed. First, by (4.155) and since $\beta \beta_{*}^{k} / 4=2 \beta_{*}^{k+1}$ and $\Phi_{k}^{\widetilde{L}}=\Phi^{L_{k+1}}$, we see that (4.150), (4.151) and (4.142) immediately imply (4.140), (4.141), and (4.152) with $k+1$ in place of $k$ respectively. Next we notice that, by (4.153) and by $\beta=8 \beta_{*}$,

$$
\begin{align*}
\operatorname{exc}_{n}^{H}\left(L_{k+1}(E), x, \beta_{*}^{k+1}\right) & \leq C_{4}(n, 3 \lambda)\left(64 \beta_{*}^{2} \mathbf{e x c}_{n}^{H}\left(E_{k}, x, \beta_{*}^{k}\right)+\beta_{*}^{k+1}\left(\Lambda+\ell_{k}\right)\right) \\
(\text { by }(4.143) \text { and by }(4.149)) & \leq C_{4}(n, 3 \lambda)\left(64 K_{2} \beta_{*}^{k+2} \varepsilon+3 \beta_{*}^{k+1}(\Lambda+\ell)\right) \\
& \leq C_{4}(n, 3 \lambda)\left(64 K_{2} \beta_{*}+3\right) \beta_{*}^{k+1} \varepsilon \tag{4.156}
\end{align*}
$$

where in the last inequality we have used $\Lambda+\ell<\varepsilon$. By the choice (4.147) of $K_{2}$, (4.156) implies the validity of (4.143) with $k+1$ in place of $k$. Similarly, we notice that, by (4.143), by (4.149) and by definition of $\varepsilon$

$$
\begin{align*}
C_{4}(n, 3 \lambda)\left(\operatorname{exc}_{n}^{H}\left(E_{k}, x, \beta_{*}^{k}\right)+\left(\Lambda+\ell_{k}\right) \beta_{*}^{k}\right)^{1 / 2} & \leq C_{4}(n, 3 \lambda)\left(K_{2} \beta_{*}^{k} \varepsilon+3 \varepsilon \beta_{*}^{k}\right)^{1 / 2} \\
& =\frac{C_{4}(n, 3 \lambda) \sqrt{K_{2}+3}}{\sqrt{\beta_{*}}} \sqrt{\beta_{*}^{k+1} \varepsilon} \tag{4.157}
\end{align*}
$$

By $(4.154),(4.155),(4.157)$ and $(4.148)$ we deduce that (4.144) holds true with $k+1$ in place of $k$. Finally, by exploiting the validity of (4.139) for $j \leq k$, we see that

$$
\left\|\nabla L_{k}\right\| \leq 1+\left\|\nabla L_{0}-\mathrm{Id}\right\|+\sum_{j=0}^{k-1}\left\|\nabla L_{j+1}-\nabla L_{j}\right\| \leq 1+\left(1+\frac{\sqrt{\varepsilon_{*}}}{1-\sqrt{\beta_{*}}}\right) \sqrt{K_{1}} \leq 3
$$

provided $\varepsilon_{*}$ is small enough. Hence, by (4.154) and (4.157), we find

$$
\begin{aligned}
\left\|\nabla L_{k+1}-\nabla L_{k}\right\| & \leq\left\|\nabla L_{k}\right\|\|\nabla \widetilde{L}-\mathrm{Id}\| \\
& \leq \frac{3 C_{4}(n, 3 \lambda) \sqrt{K_{2}+3}}{\sqrt{\beta_{*}}} \sqrt{\beta_{*}^{k+1} \varepsilon} \leq K_{1} \sqrt{\beta_{*}^{k+1} \varepsilon}
\end{aligned}
$$

once again thanks to (4.148). This completes the proof of step one.
Step two: The argument used in step one, where now the interior case of Lemma 4.6 is used in place of the boundary case at each step of the iteration, allows us to prove the following statement: There exists $\varepsilon_{* *}=\varepsilon_{* *}(n, \lambda)$ such that, if $x \in \operatorname{cl}(H \cap \partial E) \cap H \cap \mathbf{C}_{16}$ with

$$
\begin{equation*}
\varepsilon=\operatorname{exc}_{n}^{H}(E, x, 2 \operatorname{dist}(x, \partial H))+2 \operatorname{dist}(x, \partial H)(\Lambda+\lambda) \leq \varepsilon_{* *} \tag{4.158}
\end{equation*}
$$

then there exists an affine map $L: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ (depending on $x$ ) with $L(x)=x, L(H)=H$, and

$$
\begin{equation*}
\|\nabla L-\operatorname{Id}\|^{2} \leq C(n, \lambda) \varepsilon, \quad \operatorname{exc}_{n}^{H}(L(E), x, \varrho) \leq C(n, \lambda) \varepsilon \varrho, \quad \forall \varrho \leq \operatorname{dist}(x, \partial H) \tag{4.159}
\end{equation*}
$$

This statement is an "interior" analogous to the "boundary" statement proved in step one, with (4.138) playing the role of (4.158). The only difference is that (4.138) follows directly from (4.133), while (4.158) cannot be so immediately deduced from it. Showing the validity of (4.158) at every $x \in \mathbf{C}_{16}^{+} \cap \partial E$ is, essentially, the content of the next step of the proof.

Step three: We now prove that for every $x \in \operatorname{cl}(H \cap \partial E) \cap \mathbf{C}$ there exists an affine map $L$ such that $L(H)=H$ and

$$
\begin{align*}
& \|\nabla L-\operatorname{Id}\|^{2} \leq C(n, \lambda) \varepsilon_{\mathrm{reg}}  \tag{4.160}\\
& \operatorname{exc}_{n}^{H}(L(E), L(x), \varrho) \leq C(n, \lambda) \varepsilon_{\mathrm{reg}} \varrho, \quad \forall \varrho \leq 8 \tag{4.161}
\end{align*}
$$

We start with the following simple observation: if $\varepsilon_{\text {reg }}$ is sufficiently small with respect to $\varepsilon_{\mathrm{hb}}(n, \lambda, 1 / 32)$, then by applying Lemma 4.1 to $E$ in $\mathbf{C}_{8}$ we have

$$
\begin{align*}
& \sup \left\{|\mathbf{q} y|: y \in \mathbf{C}_{4}^{+} \cap \partial E\right\} \leq \frac{1}{32} \\
& \left|\left\{y \in \mathbf{C}_{4}^{+} \cap E: \mathbf{q} y>\frac{1}{32}\right\}\right|=0  \tag{4.162}\\
& \left|\left\{y \in\left(\mathbf{C}_{4}^{+} \backslash E\right): \mathbf{q}<-\frac{1}{32}\right\}\right|=0
\end{align*}
$$

From this it follows that for every $y \in \partial H \cap \mathbf{C}_{2}$ there exists a point $y^{\prime} \in \partial H$ such that

$$
\begin{equation*}
y^{\prime} \in \operatorname{cl}\left(\mathbf{C}_{2} \cap \partial E\right) \cap \partial H \quad \text { and } \quad \mathbf{p} y^{\prime}=\mathbf{p} y \tag{4.163}
\end{equation*}
$$

Indeed, thanks to (4.162), for every $s \in(0,2)$

$$
\left|\mathbf{K}_{\mathbf{p} y, s} \cap E\right|>0 \quad\left|\mathbf{K}_{\mathbf{p} y, s} \backslash E\right|>0
$$

where $\mathbf{K}_{\mathbf{p} y, s}$ is defined as in (4.34). This gives that $\operatorname{spt} \mu_{E} \cap \mathbf{K}_{\mathbf{p} y, s} \neq \emptyset$, thus (4.163), since $\partial E=\operatorname{spt} \mu_{E}$ by Lemma 2.16. Let now $x \in \operatorname{cl}(H \cap \partial E) \cap \mathbf{C}$ and $\bar{x} \in \partial H \cap \mathbf{C}_{2}$ be such that

$$
\begin{equation*}
|\mathbf{p} x-\mathbf{p} \bar{x}|=|x-\bar{x}|=\operatorname{dist}(x, \partial H) \tag{4.164}
\end{equation*}
$$

Let $x^{\prime} \in \operatorname{cl}\left(\mathbf{C}_{2} \cap \partial E\right) \cap \partial H$ be the corresponding point satisfying (4.163). By step one, there exists an affine map $L_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with $L_{1}(H)=H, L_{1}\left(x^{\prime}\right)=x^{\prime}$, and

$$
\begin{align*}
& \left\|\nabla L_{1}-\operatorname{Id}\right\|^{2} \leq C(n, \lambda) \varepsilon_{\mathrm{reg}}  \tag{4.165}\\
& \operatorname{exc}_{n}^{H}\left(L_{1}(E), x^{\prime}, \varrho\right) \leq C(n, \lambda) \varepsilon_{\mathrm{reg}} \varrho, \quad \forall \varrho \leq 16 \tag{4.166}
\end{align*}
$$

Since $L_{1}\left(x^{\prime}\right)=x^{\prime}$ and $L_{1}$ is affine, by (4.165),

$$
\begin{equation*}
\left|L_{1}(x)-x\right|=\left|\nabla L_{1}\left(x-x^{\prime}\right)-\left(x-x^{\prime}\right)\right| \leq C(n, \lambda) \sqrt{\varepsilon_{\mathrm{reg}}}\left|x-x^{\prime}\right| \tag{4.167}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1-C \sqrt{\varepsilon_{\mathrm{reg}}}\right)\left|L_{1}(x)-x^{\prime}\right| \leq\left|x-x^{\prime}\right| \leq\left(1+C \sqrt{\varepsilon_{\mathrm{reg}}}\right)\left|L_{1}(x)-x^{\prime}\right| \tag{4.168}
\end{equation*}
$$

In particular we can choose $\varepsilon_{\text {reg }}$ sufficiently small to ensure that $L_{1}(x) \in \mathbf{C}_{2}$. We now claim that, provided $\varepsilon_{\text {reg }}$ is sufficiently small,

$$
\begin{equation*}
\left|L_{1}(x)-x^{\prime}\right| \leq 2 \operatorname{dist}\left(L_{1}(x), \partial H\right) \tag{4.169}
\end{equation*}
$$

First notice that thanks to (4.167) and (4.168),

$$
\begin{align*}
\operatorname{dist}(x, \partial H) & \leq \operatorname{dist}\left(L_{1}(x), \partial H\right)+C \sqrt{\varepsilon_{\mathrm{reg}}}\left|x-x^{\prime}\right| \\
& \leq \operatorname{dist}\left(L_{1}(x), \partial H\right)+C \sqrt{\varepsilon_{\mathrm{reg}}}\left|L_{1}(x)-x^{\prime}\right| \tag{4.170}
\end{align*}
$$

Moreover, thanks to Lemma 2.7,

$$
\begin{align*}
& \Phi^{L_{1}} \in \mathcal{E}\left(\mathbf{C}_{127}^{+}, 2 \lambda, 2 \ell\right) \\
& L_{1}(E) \text { is a }\left(\Lambda, r_{0} / 2\right) \text {-minimizer of } \boldsymbol{\Phi}^{L_{1}} \text { on }\left(\mathbf{C}_{127}, H\right) \text { with } r_{0} / 32 \geq 32 \tag{4.171}
\end{align*}
$$

By (4.166) and (4.167), if $\varepsilon_{\text {reg }}$ is small enough with respect to $\varepsilon_{\mathrm{hb}}(n, 2 \lambda, 1 / 8)$, we can thus apply Lemma 4.1 to $L_{1}(E)$ on the cylinder $\mathbf{C}\left(x^{\prime}, 4\left|x^{\prime}-L_{1}(x)\right|\right)$, to deduce that

$$
\left|\mathbf{q} L_{1}(x)-\mathbf{q} x^{\prime}\right| \leq\left|L_{1}(x)-x^{\prime}\right| / 8
$$

By this, (4.167), (4.168), (4.164) and recalling that $\mathbf{p} x^{\prime}=\mathbf{p} \bar{x}$, we obtain

$$
\begin{aligned}
\frac{7}{8}\left|L_{1}(x)-x^{\prime}\right| & \leq\left|\mathbf{p} L_{1}(x)-\mathbf{p} x^{\prime}\right| \leq\left|\mathbf{p} L_{1}(x)-\mathbf{p} x\right|+\left|\mathbf{p} x-\mathbf{p} x^{\prime}\right| \\
& \leq\left|L_{1}(x)-x\right|+|\mathbf{p} x-\mathbf{p} \bar{x}| \\
& \leq C \sqrt{\varepsilon_{\mathrm{reg}}}\left|L_{1}(x)-x^{\prime}\right|+\operatorname{dist}(x, \partial H) \\
& \leq C \sqrt{\varepsilon_{\mathrm{reg}}}\left|L_{1}(x)-x^{\prime}\right|+\operatorname{dist}(L(x), \partial H)
\end{aligned}
$$

where in the last inequality we have used (4.170). Choosing $\varepsilon_{\text {reg }}$ suitably small we obtain (4.169). By (4.169), if $\varrho \geq 2 \operatorname{dist}\left(L_{1}(x), \partial H\right)$, then

$$
\mathbf{C}\left(L_{1}(x), \varrho\right) \subset \mathbf{C}\left(x^{\prime}, \varrho+\left|L_{1}(x)-x^{\prime}\right|\right) \subset \mathbf{C}\left(x^{\prime}, 2 \varrho\right),
$$

and thus

$$
\operatorname{exc}_{n}^{H}\left(L_{1}(E), L_{1}(x), \varrho\right) \leq 2^{n-1} \mathbf{e x c}_{n}^{H}\left(L_{1}(E), x^{\prime}, 2 \varrho\right)
$$

Hence, (4.166) implies

$$
\operatorname{exc}_{n}^{H}\left(L_{1}(E), L_{1}(x), \varrho\right) \leq C \varepsilon_{\mathrm{reg}} \varrho, \quad \forall \varrho \in\left(2 \operatorname{dist}\left(L_{1}(x), \partial H\right), 8\right)
$$

for a constant $C$ depending on $n$ and $\lambda$ only. Of course up to suitably increase the constant $C$ we also have

$$
\begin{equation*}
\operatorname{exc}_{n}^{H}\left(L_{1}(E), L_{1}(x), \varrho\right) \leq C \varepsilon_{\mathrm{reg}} \varrho, \quad \forall \varrho \in\left(\operatorname{dist}\left(L_{1}(x), \partial H\right), 8\right) \tag{4.172}
\end{equation*}
$$

We thus find

$$
\begin{equation*}
\operatorname{exc}_{n}^{H}\left(L_{1}(E), L_{1}(x), \operatorname{dist}\left(L_{1}(x), \partial H\right)\right) \leq C \varepsilon_{\mathrm{reg}} \operatorname{dist}\left(L_{1}(x), \partial H\right) \tag{4.173}
\end{equation*}
$$

Since, by (4.133),

$$
\operatorname{dist}\left(L_{1}(x), \partial H\right)(\Lambda+\ell) \leq \operatorname{dist}\left(L_{1}(x), \partial H\right) \varepsilon_{\text {reg }}
$$

by choosing $\varepsilon_{\text {reg }}$ sufficiently small we can exploit (4.171) to apply step two to $L_{1}(E)$ at $L_{1}(x)$, and deduce the existence of an affine map $L_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that $L_{2}\left(L_{1}(x)\right)=L_{1}(x), L_{2}(H)=H$ and

$$
\begin{gather*}
\left\|\nabla L_{2}-\mathrm{Id}\right\|^{2} \leq C \varepsilon_{\text {reg }} \operatorname{dist}\left(L_{1}(x), \partial H\right)  \tag{4.174}\\
\mathbf{e x c}_{n}^{H}\left(L_{2}\left(L_{1}(E)\right), L_{1}(x), \varrho\right) \leq C \varepsilon_{\text {reg }} \operatorname{dist}\left(L_{1}(x), \partial H\right) \varrho, \quad \forall \varrho \leq \operatorname{dist}\left(L_{1}(x), \partial H\right) \tag{4.175}
\end{gather*}
$$

We now claim that the map $L=L_{2} \circ L_{1}$ satisfies (4.160) and (4.161). Indeed, clearly $L(H)=H$ while (4.160) follows from (4.165) and (4.174). Let us now prove that

$$
\begin{equation*}
\operatorname{exc}_{n}^{H}(L(E), L(x), \varrho) \leq C \varepsilon_{\mathrm{reg}} \varrho, \quad \forall \varrho \in\left(\operatorname{dist}\left(L_{1}(x), \partial H\right), 8\right) \tag{4.176}
\end{equation*}
$$

For, let us set $M_{2}=\operatorname{cof} \nabla L_{2}$, so that

$$
\nu_{L(E)}=\frac{M_{2} \nu_{L_{1}(E)}}{\left|M_{2} \nu_{L_{1}(E)}\right|}
$$

and consider $\hat{\nu} \in \mathbf{S}^{n-1}$ such that

$$
e_{n}=\frac{M_{2} \hat{\nu}}{\left|M_{2} \hat{\nu}\right|}
$$

Since $L_{2}\left(L_{1}(x)\right)=L_{1}(x)$ we can choose $\varepsilon_{\text {reg }}$ suitably small to ensure that $\left(L_{2}\right)^{-1}\left(\mathbf{C}\left(L_{1}(x), \varrho\right)\right) \subset$ $\mathbf{C}\left(L_{1}(x), 2 \varrho\right)$, hence we get (compare with (4.130))

$$
\begin{align*}
2 \operatorname{exc}_{n}^{H}(L(E), L(x), \varrho) & =\frac{1}{\varrho^{n-1}} \int_{L\left(\partial^{*} E\right) \cap \mathbf{C}\left(L_{1}(x), \varrho\right) \cap H}\left|\nu_{L(E)}-e_{n}\right|^{2} \\
& \leq \frac{1}{\varrho^{n-1}} \int_{L_{1}\left(\partial^{*} E\right) \cap \mathbf{C}\left(L_{1}(x), 2 \varrho\right) \cap H}\left|\frac{M_{2} \nu_{L_{1}(E)}}{\left|M_{2} \nu_{L_{1}(E)}\right|}-\frac{M_{2} \hat{\nu}}{\left|M_{2} \hat{\nu}\right|}\right|^{2}\left|M_{2} \nu_{L_{1}(E)}\right| \\
& \leq \frac{C}{\varrho^{n-1}} \int_{L_{1}\left(\partial^{*} E\right) \cap \mathbf{C}\left(L_{1}(x), 2 \varrho\right) \cap H}\left|\nu_{L_{1}(E)}-\hat{\nu}\right|^{2} \\
& \leq C \operatorname{exc}_{n}^{H}\left(L_{1}(E), L_{1}(x), 2 \varrho\right)+\frac{C P\left(L_{1}(E) ; \mathbf{C}\left(L_{1}(x), 2 \varrho\right) \cap H\right)}{\varrho^{n-1}}\left|\hat{\nu}-e_{n}\right|^{2} \\
& \leq C \varepsilon_{\operatorname{reg}} \varrho+C \varepsilon_{\operatorname{reg}} \operatorname{dist}\left(L_{1}(x), \partial H\right) \tag{4.177}
\end{align*}
$$

Where in the last inequality we have used (2.47), as well as the fact that

$$
\left|\hat{\nu}-e_{n}\right|^{2}=\left|\frac{M_{2} \hat{\nu}}{\left|M_{2} \hat{\nu}\right|}-\hat{\nu}\right|^{2} \leq C \varepsilon_{\mathrm{reg}} \operatorname{dist}\left(L_{1}(x), \partial H\right)
$$

since $\left\|M_{2}-\mathrm{Id}\right\|^{2} \leq C \varepsilon_{\text {reg }} \operatorname{dist}\left(L_{1}(x), \partial H\right)$ by (4.174). Since (4.177) immediately implies (4.176), and (4.176) together with (4.175) gives (4.161), the proof of this step is complete.

Step four: We finally prove (4.134), (4.135) and (4.136). For $x \in \operatorname{cl}(\partial E \cap H) \cap \mathbf{C}$ let us define

$$
\begin{equation*}
\nu(x)=\frac{\operatorname{cof}\left(\nabla L^{-1}\right) e_{n}}{\left|\operatorname{cof}\left(\nabla L^{-1}\right) e_{n}\right|} \tag{4.178}
\end{equation*}
$$

where $L$ is the affine map appearing in (4.161) (which, of course, depends on $x$ ). In this way, provided $\varepsilon_{\text {reg }}$ is sufficiently small to ensure that $\mathbf{C}(x, \varrho) \subset L^{-1}(\mathbf{C}(L(x), 2 \varrho))$, the same computations done in (4.177) give

$$
\begin{equation*}
\frac{1}{\varrho^{n-1}} \int_{\partial^{*} E \cap \mathbf{C}_{x, \varrho}^{+}} \frac{\left|\nu_{E}-\nu(x)\right|^{2}}{2} \leq C \operatorname{exc}_{n}^{H}(L(E), L(x), 2 \varrho) \leq C \varepsilon_{\operatorname{reg} \varrho}, \quad \forall \varrho \leq 4 \tag{4.179}
\end{equation*}
$$

Moreover thanks to (4.160) and the definition of $\nu(x),(4.178),\left|\nu(x)-e_{n}\right|^{2} \leq C \varepsilon_{\text {reg }}$. By exploiting the upper density estimates (2.47) we get

$$
\begin{align*}
\frac{1}{\varrho^{n-1}} \int_{\partial^{*} E \cap \mathbf{C}_{x, \varrho}^{+}} \frac{\left|\nu_{E}-e_{n}\right|^{2}}{2} & \leq \frac{1}{\varrho^{n-1}} \int_{\partial^{*} E \cap \mathbf{C}_{x, \varrho}^{+}}\left|\nu_{E}-\nu(x)\right|^{2}+\frac{P\left(E ; \mathbf{C}_{x, \varrho}^{+}\right)\left|\nu(x)-e_{n}\right|^{2}}{\varrho^{n-1}}  \tag{4.180}\\
& \leq C \varepsilon_{\mathrm{reg}} \varrho+C \varepsilon_{\mathrm{reg}} \leq C \varepsilon_{\mathrm{reg}}, \quad \forall \varrho \leq 4
\end{align*}
$$

Now, (4.179) and (4.180) imply (4.134) and (4.135) by a classical argument. For the sake of completeness we give below a sketch of the proof. First, if we choose $\varepsilon_{\text {reg }}$ small enough, then we can apply Lemma 4.3 to find a Lipschitz function $u: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ such that, if we set

$$
M_{0}=\left\{x \in \mathbf{C}^{+} \cap \partial E: \sup _{0<s<4} \operatorname{exc}_{n}^{H}(E, x, s) \leq \delta_{1}(n, \lambda)\right\}
$$

and $\Gamma=\{(z, u(z)): z \in \mathbf{D}\}$, then $M_{0} \subset \Gamma$. By (4.180), up to further decrease the value of $\varepsilon_{\text {reg }}$, we have that $M_{0}=\mathbf{C}^{+} \cap \partial E \subset \Gamma$. This easily implies, see for instance [Mag12, Theorem 23.1], that

$$
\mathbf{C}^{+} \cap \partial E=\{x \in H:|\mathbf{p} x|<1, \mathbf{q} x=u(\mathbf{p} x)\}
$$

and this proves (4.135). We now notice that (4.135) and $0 \in \partial E$ imply $u(0)=0$, while (4.15) gives

$$
\int_{\mathbf{D}}|\nabla u|^{2} \leq C \varepsilon_{\mathrm{reg}}
$$

so that (4.134) will follow by interpolation up to bound (in terms of a constant depending on $n$ and $\lambda$ only) the $C^{0,1 / 2}$ semi-norm of $\nabla u$ on $\mathbf{D}^{+}$. To this end, let us set

$$
v(x)=-\frac{\mathbf{p} \nu(x)}{\mathbf{q} \nu(x)}, \quad x \in \operatorname{cl}(H \cap \partial E) \cap \mathbf{C}
$$

(which is well-defined since $\left|\nu(x)-e_{n}\right|<1$ ). Since the map $\psi(\xi)=(-\xi, 1) /\left(1+|\xi|^{2}\right)^{1 / 2}\left(\xi \in \mathbb{R}^{n-1}\right)$ satisfies $\operatorname{Lip}(\psi) \leq 1$, by (4.179) we get

$$
\inf _{v \in \mathbb{R}^{n-1}} \frac{1}{\varrho^{n-1}} \int_{\mathbf{D}_{z, \varrho}}|\nabla u-v|^{2} \leq \frac{1}{\varrho^{n-1}} \int_{\mathbf{D}_{z, \varrho}}|\nabla u-v((z, u(z)))|^{2} \leq C \varepsilon_{\mathrm{reg}} \varrho
$$

for every $z \in \mathbf{D}^{+}$and $\varrho \leq 4$. By Campanato's criterion, see for instance [Giu03, Theorem 2.9], the $C^{0,1 / 2}$ semi-norm of $\nabla u$ on $\mathbf{D}^{+}$is bounded by some $C=C(n, \lambda)$. Finally (4.136) can be obtained by a simple first variation argument since the map $u$ satisfies

$$
\int_{\mathbf{D}^{+}} \Phi(z, u(z),(-\nabla u(z), 1)) d z \leq \int_{\mathbf{D}^{+}} \Phi(z, w(z),(-\nabla w(z), 1)) d z+C \Lambda \int_{\mathbf{D}^{+}}|w-u|
$$

for every $w \in \operatorname{Lip}(\mathbf{D})$ such that $w=u$ on $(\partial \mathbf{D})^{+}$, where $C=C(n, \lambda)$. This completes the proof of Lemma 3.4.

## 5. On the size of the boundary singular set

In this section we estimate the size of the set where Theorem 3.1 does not apply. More precisely, let us recall from Remark 3.3 that, if $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$ for some $\Phi \in \mathcal{E}(A \cap H, \lambda, \ell)$, then the boundary singular set $\Sigma_{A}(E ; \partial H)$ (i.e., the set of those $x \in \partial_{\partial H}(\partial E \cap \partial H) \cap A$ such that $A \cap \operatorname{cl}(H \cap \partial E)$ is not a $C^{1,1 / 2}$ manifold with boundary at $\left.x\right)$ is characterized in the terms of the spherical excess of $E$ at $x$ as

$$
\begin{equation*}
\Sigma_{A}(E ; \partial H)=\left\{x \in \partial_{\partial H}(\partial E \cap \partial H) \cap A: \liminf _{r \rightarrow 0^{+}} \operatorname{exc}^{H}(E, x, r)>0\right\} \tag{5.1}
\end{equation*}
$$

This identity provides a particularly useful starting point in the study of $\Sigma_{A}(E ; \partial H)$ undertaken in this section, and leading to the following result.

Theorem 5.1. If $A$ and $H$ are an open set and an open half-space in $\mathbb{R}^{n}, \Phi \in \mathcal{E}(A \cap H, \lambda, \ell)$, and $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ on $(A, H)$, then for every $x \in \partial_{\partial H}^{*}(\partial E \cap \partial H)$ we have

$$
\lim _{r \rightarrow 0} \operatorname{exc}^{H}(E, x, r)=0
$$

In particular,

$$
\begin{equation*}
\Sigma_{A}(E ; \partial H)=\left(\partial_{\partial H}(\partial E \cap \partial H) \cap A\right) \backslash \partial_{\partial H}^{*}(\partial E \cap \partial H), \tag{5.2}
\end{equation*}
$$

and thus $\mathcal{H}^{n-2}\left(\Sigma_{A}(E ; \partial H)\right)=0$.
The proof of Theorem 5.1 is based on the study of blow-ups of $E$ at points $x_{0} \in \partial_{\partial H}(\partial E \cap \partial H)$. We first show that such blow-ups always exist and are non-trivial (i.e., they are neither empty nor equal to $H$ ), and that, if $x \in \partial_{\partial H}^{*}(\partial E \cap \partial H)$, then there exists a half-space inside $\partial H$ that is the trace on $\partial H$ of every such blow-up; see Lemma 5.2. Then, we show that if a blow-up $F$ of $E$ has the same trace on $\partial H$ as that left by a half-space, then $H \cap \partial F$ is actually contained into a "wedge" of universal amplitude; see Lemma 5.3. At this point we follow some ideas of Hardt [Har77] to show that this wedge property forces a blow-up $G$ of $F$ (at the origin) to coincide with a half-space also inside of $H$; see Lemma 5.4. Since $G$ is also a blow-up of $E$ at $x$, Theorem 3.1 now implies that $H \cap \partial E$ is a $C^{1,1 / 2}$ manifold with boundary locally at $x$, and thus that $x \notin \Sigma_{A}(E ; \partial H)$. We premise to the proof of these lemmas the following useful definition:
Given a set $E$ of locally finite perimeter in $A$ and $x_{0} \in A$, we denote by $\mathcal{B}_{x_{0}}(E)$ the family of blow-ups of $E$ at $x_{0}$, that is

$$
\mathcal{B}_{x_{0}}(E)=\left\{F \subset \mathbb{R}^{n}: \begin{array}{l}
\text { there exists } r_{h} \rightarrow 0 \text { as } h \rightarrow \infty \text { such that }  \tag{5.3}\\
E^{x_{0}, r_{h}} \rightarrow F \text { in } L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right) \text { as } h \rightarrow \infty
\end{array}\right\}
$$

By a diagonal argument, one immediately checks that $\mathcal{B}_{x_{0}}(E)$ is closed in $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, and that

$$
\begin{equation*}
\mathcal{B}_{0}(F) \subset \mathcal{B}_{x_{0}}(E), \quad \forall F \in \mathcal{B}_{x_{0}}(E) \tag{5.4}
\end{equation*}
$$

We now start to implement the strategy described above.
Lemma 5.2. If $A$ is an open set, $H=\left\{x_{1}>0\right\}, \Phi \in \mathcal{E}(A \cap H, \lambda, \ell)$, and $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\mathbf{\Phi}$ in $(A, H)$, then for every $x_{0} \in \partial_{\partial H}(\partial E \cap \partial H) \cap A$

$$
\begin{equation*}
\mathcal{B}_{x_{0}}(E) \neq \emptyset, \quad \emptyset, H \notin \mathcal{B}_{x_{0}}(E) \tag{5.5}
\end{equation*}
$$

and every $F \in \mathcal{B}_{x_{0}}(E)$ is a minimizer of $\boldsymbol{\Phi}_{x_{0}}$ in $\left(\mathbb{R}^{n}, H\right)$ for $\Phi_{x_{0}}=\Phi\left(x_{0}, \cdot\right) \in \mathcal{E}_{*}(\lambda)$. Moreover, for every $x_{0} \in \partial_{\partial H}^{*}(\partial E \cap \partial H)$ there exists $e_{x_{0}} \in \mathbf{S}^{n-1} \cap e_{1}^{\perp}$ such that

$$
\begin{equation*}
\mathcal{H}^{n-1}\left((\partial F \cap \partial H) \Delta\left\{x \in \partial H: x \cdot e_{x_{0}} \leq 0\right\}\right)=0, \quad \forall F \in \mathcal{B}_{x_{0}}(E) \tag{5.6}
\end{equation*}
$$

Proof. Let $x_{0} \in \partial_{\partial H}(\partial E \cap \partial H) \cap A$. Given $r_{h} \rightarrow 0$ as $h \rightarrow \infty$, by Remark $2.2 E^{x_{0}, r_{h}}$ is a $\left(\Lambda r_{h}, r_{0} / r_{h}\right)$-minimizer of $\boldsymbol{\Phi}^{x_{0}, r_{h}}$ in $\left(A^{x_{0}, r_{h}}, H\right)$, with $\Phi^{x_{0}, r_{h}} \in \mathcal{E}\left(A^{x_{0}, r_{h}} \cap H, \lambda, r_{h} \ell\right)$ (note that since $\left.x_{0} \in \partial H, H^{x_{0}, r}=H\right)$. By Theorem 2.9, up to extracting a not relabeled subsequence, $E^{x_{0}, r_{h}} \rightarrow F$ in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ as $h \rightarrow \infty$, where $F$ is a minimizer of $\boldsymbol{\Phi}_{x_{0}}$ on $\left(\mathbb{R}^{n}, H\right)$. Moreover, by (2.59), as $h \rightarrow \infty$,

$$
\begin{equation*}
\operatorname{Tr}_{\partial H}\left(E^{x_{0}, r_{h}}\right) \rightarrow \operatorname{Tr}_{\partial H}(F), \quad \text { in } L_{\mathrm{loc}}^{1}(\partial H) \tag{5.7}
\end{equation*}
$$

Since, by (2.107), $\partial_{\partial H}(\partial E \cap \partial H) \cap A=\operatorname{cl}(\partial E \cap H) \cap \partial H \cap A$, we can apply both (2.48) and (2.49) to $E$ at $x_{0}$, to find that

$$
c_{1}\left|B_{1} \cap H\right| \leq\left|E^{x_{0}, r_{h}} \cap H \cap B_{1}\right| \leq\left(1-c_{1}\right)\left|B_{1} \cap H\right|
$$

where $c_{1}=c_{1}(n, \lambda) \in(0,1)$. By letting $h \rightarrow \infty$ in these inequalities, we thus find that $|F| \mid H \backslash$ $F \mid>0$, and prove (5.5). Let us now assume that $x_{0} \in \partial_{\partial H}^{*}(\partial E \cap \partial H)$. By De Giorgi's rectifiability theorem (applied to the set of finite perimeter $\partial E \cap \partial H$ at the point $x_{0}$ ), there exists $e_{x_{0}} \in \mathbf{S}^{n-1} \cap e_{1}^{\perp}$ such that

$$
\begin{equation*}
(\partial E \cap \partial H)^{x_{0}, r} \rightarrow\left\{x \in \partial H: x \cdot e_{x_{0}} \leq 0\right\}, \quad \text { in } L_{\mathrm{loc}}^{1}(\partial H) \text { as } r \rightarrow 0^{+} \tag{5.8}
\end{equation*}
$$

Now, for every $r>0,(\partial E \cap \partial H)^{x_{0}, r}=\partial\left(E^{x_{0}, r}\right) \cap \partial H$, where $\partial\left(E^{x_{0}, r}\right) \cap \partial H=\mathcal{H}^{n-1} \operatorname{Tr}_{\partial H}\left(E^{x_{0}, r}\right)$ and $\partial F \cap \partial H=\mathcal{H}^{n-1} \operatorname{Tr}_{\partial H}(F)$ by statement (ii) in Lemma 2.16. Therefore (5.6) follows by (5.7) and (5.8).

We now prove a (universal) wedge property for global minimizers with half-spaces as traces.
Lemma 5.3 (Wedge property). For ever $\lambda \geq 1$ there exists a positive constant $L=L(n, \lambda)$ with the following property. If $H=\left\{x_{1}>0\right\}, \Phi \in \mathcal{E}_{*}(\lambda), E$ is a minimizer of $\boldsymbol{\Phi}$ in $\left(\mathbb{R}^{n}, H\right)$ and, for some $e \in \mathbf{S}^{n-1} \cap e_{1}^{\perp}$,

$$
\mathcal{H}^{n-1}((\partial E \cap \partial H) \Delta\{x \in \partial H: x \cdot e \leq 0\})=0
$$

then

$$
\sup \left\{\frac{|x \cdot e|}{x \cdot e_{1}}: x \in \partial E \cap H\right\} \leq L
$$

Proof. We argue by contradiction, and thus assume that for every $h \in \mathbb{N}$ there exist $\Phi_{h} \in \mathcal{E}_{*}(\lambda)$ and a minimizer $E_{h}$ of $\boldsymbol{\Phi}_{h}$ in $\left(\mathbb{R}^{n}, H\right)$ with

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(\left(\partial E_{h} \cap \partial H\right) \Delta\left\{x \in \partial H: x \cdot e_{n} \leq 0\right\}\right)=0 \tag{5.9}
\end{equation*}
$$

and $x_{h} \in H \cap \partial E_{h}$ such that, up to a rotation (keeping $e_{1}$ fixed),

$$
\begin{equation*}
\lim _{h \rightarrow \infty} \frac{\left|x_{h} \cdot e_{n}\right|}{x_{h} \cdot e_{1}}=+\infty \tag{5.10}
\end{equation*}
$$

Up to translating each set along a suitable direction in $e_{1}^{\perp} \cap e_{n}^{\perp}$ (note that both (5.9) and (5.10) are unaffected by such an operation), we can assume that $x_{h}=\left(x_{h} \cdot e_{1}, 0, \ldots, 0, x_{h} \cdot e_{n}\right)$. Furthermore, up to changing $E_{h}$ with $H \backslash E_{h}$, and to reflect along $\left\{x_{n}=0\right\}$, we can assume that $x_{h} \cdot e_{n}>0$ for every $h \in \mathbb{N}$. We now look at the sets $F_{h}=E_{h}^{0, x_{h} \cdot e_{n}}$. By Remark $2.2, F_{h}$ is a minimizer of $\boldsymbol{\Phi}_{h}$ in $\left(\mathbb{R}^{n}, H\right)$, with

$$
\begin{gather*}
\mathcal{H}^{n-1}\left(\left(\partial F_{h} \cap \partial H\right) \Delta\left\{x \in \partial H: x \cdot e_{n} \leq 0\right\}\right)=0  \tag{5.11}\\
\left(\frac{x_{h} \cdot e_{1}}{x_{h} \cdot e_{n}}, 0, \ldots, 0,1\right) \in \partial F_{h} \tag{5.12}
\end{gather*}
$$

thanks to $x_{h} \cdot e_{n}>0$. By Theorem 2.9, up to extracting a not relabeled subsequence, $F_{h} \rightarrow F_{\infty}$ in $L_{\mathrm{loc}}^{1}(H)$ as $h \rightarrow \infty$, where $F_{\infty}$ is a minimizer of $\boldsymbol{\Phi}_{\infty}$ in $\left(\mathbb{R}^{n}, H\right)$ and $\Phi_{\infty} \in \mathcal{E}_{*}(\lambda)$. By (2.59) and (5.11), we have

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(\left(\partial F_{\infty} \cap \partial H\right) \Delta\left\{x \in \partial H: x \cdot e_{n} \leq 0\right\}\right)=0 \tag{5.13}
\end{equation*}
$$

However, $(2.60),(5.10)$ and (5.12) imply that $p=(0, \ldots, 0,1) \in \partial F_{\infty} \cap \partial H$, so that, by Lemma 2.15, $\mathcal{H}^{n-1}\left(\partial F_{\infty} \cap \partial H \cap B_{p, 1 / 2}\right)>0$. This is a contradiction to (5.13), and the lemma is proved.

The following lemma, which is the analogous of [Har77, Lemma 4.5], shows that for every point in the reduced boundary of the trace of a minimizer it is possible to find a blow-up given by the intersection of $H$ with a half-space.

Lemma 5.4. If $A$ is an open set, $H=\left\{x_{1}>0\right\}, \Phi \in \mathcal{E}(A \cap H, \lambda, \ell)$, and $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}$ in $(A, H)$, then for every $x_{0} \in \partial_{\partial H}^{*}(\partial E \cap \partial H)$ there exists $\nu \in \mathbf{S}^{n-1}$ with

$$
\begin{equation*}
H \cap\{\nu \cdot x \leq 0\} \in \mathcal{B}_{x_{0}}(E), \quad \nabla \Phi\left(x_{0}, \nu\right) \cdot e_{1}=0 \tag{5.14}
\end{equation*}
$$

Proof. Without loss of generality we take $x_{0}=0$, and then set $\Phi_{0}(\nu)=\Phi(0, \nu)$, so that $\Phi_{0} \in$ $\mathcal{E}_{*}(\lambda)$. As usual, we shall set $G^{+}=G \cap H$ for every $G \subset \mathbb{R}^{n}$. By Lemma $5.2, \mathcal{B}_{0}(E)$ is a non-empty family of minimizers of $\boldsymbol{\Phi}_{0}$ in $\left(\mathbb{R}^{n}, H\right)$. By Theorem $2.9, \mathcal{B}_{0}(E)$ is also a compact subset of $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$. By (5.6), there exists a vector $e \in \mathbf{S}^{n-1} \cap e_{1}^{\perp}$ such that

$$
\begin{equation*}
\mathcal{H}^{n-1}((\partial F \cap \partial H) \Delta\{x \in \partial H: x \cdot e \leq 0\})=0, \quad \forall F \in \mathcal{B}_{0}(E) \tag{5.15}
\end{equation*}
$$

Up to a rotation, we can assume that $e=e_{n}$, so that Lemma 5.3 ensures that

$$
\sup _{(\partial F)^{+}} \frac{\left|x \cdot e_{n}\right|}{x \cdot e_{1}} \leq L, \quad \forall F \in \mathcal{B}_{0}(E)
$$

where $L=L(n, \lambda)$. Let us now define $\beta_{1}: \mathcal{B}_{0}(E) \rightarrow[-L, L]$ by setting

$$
\begin{equation*}
\beta_{1}(F)=\sup _{(\partial F)^{+}} \frac{x \cdot e_{n}}{x \cdot e_{1}}, \quad F \in \mathcal{B}_{0}(E) \tag{5.16}
\end{equation*}
$$

We notice that $\beta_{1}$ is lower semicontinuous on $\mathcal{B}_{0}(E)$ with respect to the $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ convergence. Indeed, if $F_{h}, F \subset \mathcal{B}_{0}(E)$ and $F_{h} \rightarrow F$ in $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, then, by (2.60), for every $x \in H \cap \partial F$ there exist $x_{h} \in H \cap \partial F_{h}, h \in \mathbb{N}$, such that $x_{h} \rightarrow x$ as $h \rightarrow \infty$. Hence,

$$
\frac{x \cdot e_{n}}{x \cdot e_{1}}=\lim _{h \rightarrow \infty} \frac{x_{h} \cdot e_{n}}{x_{h} \cdot e_{1}} \leq \liminf _{h \rightarrow \infty} \beta_{1}\left(F_{h}\right)
$$

as claimed. Since $\beta_{1}$ is lower semicontinuous and $\mathcal{B}_{0}(E)$ is a compact subset of $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, we can find $F_{1} \in \mathcal{B}_{0}(E)$ such that

$$
\begin{equation*}
\beta_{1}\left(F_{1}\right) \leq \beta_{1}(F), \quad \forall F \in \mathcal{B}_{0}(E) \tag{5.17}
\end{equation*}
$$

Correspondingly, we define $\alpha_{1} \in(-\pi / 2, \pi / 2)$ so that $\tan \alpha_{1}=\beta_{1}\left(F_{1}\right)$ and set

$$
\nu_{1}=\cos \alpha_{1} e_{n}-\sin \alpha_{1} e_{1} \in \mathbf{S}^{n-1}, \quad H_{1}=\left\{x \in H: x \cdot \nu_{1} \leq 0\right\}
$$

We now claim that

$$
\begin{equation*}
\left(\partial H_{1}\right)^{+} \subset\left(\partial F_{1}\right)^{+} \tag{5.18}
\end{equation*}
$$

To prove (5.18), we first take into account the definition of $\beta_{1}$ to find

$$
\begin{equation*}
\left(\partial F_{1}\right)^{+} \subset H_{1} \tag{5.19}
\end{equation*}
$$



Figure 5.1. Failure of (5.18).

By (5.15) and (5.19), the upper semicontinuous function $w_{F_{1}}: \mathbb{R}_{+}^{n-1} \rightarrow[-\infty,+\infty)$ defined by setting

$$
w_{F_{1}}(z)=\sup \left\{t \in \mathbb{R}:(z, t) \in \partial F_{1}\right\}, \quad z \in \mathbb{R}_{+}^{n-1}
$$

(here $\mathbb{R}_{+}^{n-1}=\left\{z \in \mathbb{R}^{n-1}: z_{1}>0\right\}$ ) satisfies

$$
\begin{align*}
& F_{1} \subset\left\{x \in H: \mathbf{q} x \leq w_{F_{1}}(\mathbf{p} x)\right\},  \tag{5.20}\\
& w_{F_{1}}(z) \leq \beta_{1}\left(F_{1}\right) z \cdot e_{1}, \quad \forall z \in \mathbb{R}_{+}^{n-1} . \tag{5.21}
\end{align*}
$$

Now, if (5.18) fails, see Figure 5.1, then there exists $x_{*} \in\left(\partial F_{1}\right)^{+}$such that

$$
\begin{equation*}
w_{F_{1}}\left(\mathbf{p} x_{*}\right)<\beta_{1}\left(F_{1}\right) x_{*} \cdot e_{1} . \tag{5.22}
\end{equation*}
$$

By (5.21) and (5.22), if we set $r_{*}=\left|\mathbf{p} x_{*}\right|$ and $z_{*}=\mathbf{p} x_{*}$, then we can find $\varphi \in C^{1,1}\left(\partial\left(\mathbf{D}_{r_{*}}^{+}\right)\right)$such that

$$
\begin{gather*}
w_{F_{1}}(z) \leq \varphi(z) \leq \beta_{1}\left(F_{1}\right) z \cdot e_{1}, \quad \forall z \in \partial\left(\mathbf{D}_{r_{*}} \cap H\right)  \tag{5.23}\\
\varphi\left(z_{*}\right)<\beta_{1}\left(F_{1}\right) z_{*} \cdot e_{1} \tag{5.24}
\end{gather*}
$$

In particular, $\varphi=0$ on $\mathbf{D}_{r_{*}} \cap \partial H$. By part two of Lemma 2.11, there exists $u_{0} \in C^{1,1}\left(\mathbf{D}_{r_{*}}^{+}\right) \cap$ $\operatorname{Lip}\left(\operatorname{cl}\left(\mathbf{D}_{r_{*}}^{+}\right)\right)$such that, if we set $\Phi_{0}^{\#}(\xi)=\Phi_{0}(\xi,-1)$ for $\xi \in \mathbb{R}^{n-1}$, then

$$
\begin{cases}\operatorname{div}\left(\nabla_{\xi} \Phi_{0}^{\#}(\nabla u)\right)=0, & \text { in } \mathbf{D}_{r_{*}}^{+} \\ u=\varphi, & \text { on } \partial\left(\mathbf{D}_{r_{*}}^{+}\right)\end{cases}
$$

with

$$
\begin{equation*}
|\nabla u(0)|=\left|\nabla u(0) \cdot e_{1}\right|<\beta_{1}(F) . \tag{5.25}
\end{equation*}
$$

By (5.20) and (5.23) we can apply Lemma 2.12 to infer that

$$
\begin{equation*}
F_{1} \cap\left(\mathbf{D}_{r_{*}}^{+} \times \mathbb{R}\right) \subset_{\mathcal{H}^{n}}\left\{(z, t) \in \mathbf{D}_{r_{*}}^{+} \times \mathbb{R}: t \leq u(z)\right\} \tag{5.26}
\end{equation*}
$$

If we now pick a sequence $\left\{s_{h}\right\}_{h \in \mathbb{N}}$ such that $s_{h} \rightarrow 0$ as $h \rightarrow \infty$ and $\left(F_{1}\right)^{0, s_{h}} \rightarrow \widetilde{F_{1}}$ in $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, then, by (5.26) and $u(0)=0$, we find that

$$
\widetilde{F_{1}} \subset\left\{(z, t): t \leq\left(\nabla u_{0}(0) \cdot e_{1}\right)\left(z \cdot e_{1}\right)\right\},
$$

so that, thanks to $(5.25), \beta_{1}\left(\widetilde{F_{1}}\right)<\beta_{1}\left(F_{1}\right)$. Since $\widetilde{F_{1}} \in \mathcal{B}_{0}\left(F_{1}\right) \subset \mathcal{B}_{0}(E)$, this contradicts (5.17), and completes the proof of (5.18). By (5.15), (5.18), and (5.19),

$$
\begin{equation*}
\partial H_{1} \subset_{\mathcal{H}^{n-1}} \partial F_{1} \quad \text { and } \quad F_{1} \subset H_{1} \tag{5.27}
\end{equation*}
$$

Since $F_{1}$ is a minimizer of $\boldsymbol{\Phi}_{0}$ on $\left(\mathbb{R}^{n}, H\right)$, by (5.27) and by Proposition 2.5 we find that $H_{1}$ is a superminimizer of $\boldsymbol{\Phi}_{0}$ on $\left(\mathbb{R}^{n}, H\right)$. Hence, by Proposition 2.6,

$$
\begin{equation*}
\nabla \Phi_{0}\left(\nu_{1}\right) \cdot e_{1} \geq 0 \tag{5.28}
\end{equation*}
$$

In order to prove the lemma, we now take a further blow-up of $F_{1}$ at 0 . Precisely, we consider $\beta_{2}: \mathcal{B}_{0}\left(F_{1}\right) \rightarrow[-L, L]$ to be defined as

$$
\begin{equation*}
\beta_{2}(F)=\inf _{(\partial F)^{+}} \frac{x \cdot e_{n}}{x \cdot e_{1}}, \quad F \in \mathcal{B}_{0}\left(F_{1}\right) \tag{5.29}
\end{equation*}
$$

Since $\beta_{2}$ is upper semicontinuous and $\mathcal{B}_{0}\left(F_{1}\right)$ is a compact subset of $L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, we can find $F_{2} \in \mathcal{B}_{0}\left(F_{1}\right)$ such that

$$
\begin{equation*}
\beta_{2}(F) \leq \beta_{2}\left(F_{2}\right), \quad \forall F \in \mathcal{B}_{0}\left(F_{1}\right) \tag{5.30}
\end{equation*}
$$

If we now define $\alpha_{2} \in(-\pi / 2, \pi / 2)$ so that $\tan \alpha_{2}=\beta_{2}\left(F_{2}\right)$, and set

$$
\nu_{2}=\cos \alpha_{2} e_{n}-\sin \alpha_{2} e_{1} \in \mathbf{S}^{n-1}, \quad H_{2}=\left\{x \in H: x \cdot \nu_{2} \leq 0\right\}
$$

then, by arguing as in the proof of (5.18) we find that $\partial H_{2} \subset_{\mathcal{H}^{n-1}} \partial F_{2}$ and $H_{2} \subset F_{2}$. By Proposition $2.5 \mathrm{H}_{2}$ is a subminimizer and hence Proposition 2.6 implies

$$
\begin{equation*}
\nabla \Phi_{0}\left(\nu_{2}\right) \cdot e_{1} \leq 0 \tag{5.31}
\end{equation*}
$$

Note now that the second inclusion in (5.27) implies $F \subset H_{1}$ for every $F \in \mathcal{B}_{0}\left(F_{1}\right)$. In particular, $F_{2} \subset H_{1}$ and thus $\beta_{2}\left(F_{2}\right) \leq \beta_{1}\left(F_{2}\right)=\beta_{1}\left(F_{1}\right)$, that is, $\alpha_{2} \leq \alpha_{1}$. If we set, as in Lemma 2.7,

$$
f(\alpha)=\nabla \Phi_{0}\left(\cos \alpha e_{n}-\sin \alpha e_{1}\right) \cdot e_{1}, \quad \alpha \in[-\pi / 2, \pi / 2]
$$

then (5.28) and (5.31) give $f\left(\alpha_{1}\right) \geq 0$ and $f\left(\alpha_{2}\right) \leq 0$, and since $f^{\prime}(\alpha)<0$ by (2.46), we must conclude that $\alpha_{1}=\alpha_{2}$. In particular, $H_{2}=F_{2} \in \mathcal{B}_{0}(E)$ and $\nabla \Phi_{0}\left(\nu_{2}\right) \cdot e_{1}=0$, as required.

Proof of Theorem 5.1. By (3.5) it is clear that if $x_{0} \in\left(A \cap \partial_{\partial H}(\partial H \cap \partial E)\right) \backslash \Sigma_{A}(E ; \partial H)$, then $x_{0} \in \partial_{\partial H}^{*}(\partial E \cap \partial H)$. This proves the inclusion $\supset$ in (5.2). To complete the proof of (5.2) we are going to show that if $x_{0} \in \partial_{\partial H}^{*}(\partial E \cap \partial H)$, then

$$
\begin{equation*}
\liminf _{r \rightarrow 0^{+}} \operatorname{exc}^{H}\left(E, x_{0}, r\right)=0 \tag{5.32}
\end{equation*}
$$

To this end, we exploit Lemma 5.4 to find a sequence $\left\{r_{h}\right\}_{h \in \mathbb{N}}$ with $r_{h} \rightarrow 0$ as $h \rightarrow \infty$, such that

$$
E^{x_{0}, r_{h}} \rightarrow F=H \cap\{\nu \cdot x \leq 0\} \quad \text { in } L^{1}\left(\mathbb{R}^{n}\right)
$$

as $h \rightarrow \infty$. By scale invariance of $\mathbf{e x c}^{H}$ and by arguing as in Remark 3.6 we thus find

$$
\lim _{h \rightarrow \infty} \operatorname{exc}^{H}\left(E, x_{0}, r_{h}\right)=\lim _{h \rightarrow \infty} \operatorname{exc}^{H}\left(E^{x_{0}, r_{h}}, 0,1\right)=\operatorname{exc}^{H}(H \cap\{\nu \cdot x \leq 0\}, 0,1)=0
$$

that is (5.32). This proves (5.2), and then $\mathcal{H}^{n-2}\left(\Sigma_{A}(E, \partial H)\right)=0$ follows by (2.106).

## 6. Proofs of Theorems 1.2 and 1.10

In this section Theorem 1.2, Corollary 1.4, and Theorem 1.10 are finally deduced from Theorems 3.1 and 5.1. The key step is of course getting rid of the relative adhesion coefficient $\sigma$, as we do in the following lemma.

Lemma 6.1. Given $\lambda \geq 1$ and $\Lambda, \ell, L \geq 0$, there exist constants $\ell_{0}, \Lambda_{0} \geq 0$ depending on $n$, $\lambda, \Lambda, \ell$ and $L$ only, with the following property. If $A$ is an open set in $\mathbb{R}^{n}, H=\left\{x_{1}>0\right\}$, $\Phi \in \mathcal{E}(A \cap H, \lambda, \ell), \sigma \in \operatorname{Lip}(A \cap \partial H)$ with $\operatorname{Lip}(\sigma) \leq L$ and

$$
\begin{equation*}
-\Phi\left(z, e_{1}\right)<\sigma(z)<\Phi\left(z,-e_{1}\right), \quad \forall z \in A \cap \partial H \tag{6.1}
\end{equation*}
$$

$E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $(\boldsymbol{\Phi}, \sigma)$ in $(A, H)$ and $x_{0} \in A \cap \partial H$, then there exist $\lambda_{*} \geq 1$ and $\varrho_{*}>0$ and $\Psi \in \mathcal{E}\left(B_{x_{0}, \varrho_{*}} \cap H, \lambda_{*}, \ell_{0}\right)$ such that $E$ is a $\left(\Lambda_{0}, r_{0}\right)$-minimizer of $\mathbf{\Psi}$ in $\left(B_{x_{0}, \varrho_{*}}, H\right)$. Moreover, for every $x \in B_{x_{0}, \varrho} \cap \partial H$ and $\nu \in \mathbf{S}^{n-1}$ one has

$$
\begin{equation*}
\nabla \Psi(x, \nu) \cdot e_{1}=0 \quad \text { if and only if } \quad \nabla \Phi(x, \nu) \cdot\left(-e_{1}\right)=\sigma(x) \tag{6.2}
\end{equation*}
$$

Proof. Let us assume, without loss of generality, that $x_{0}=0$. We set $\Phi_{0}(\nu)=\Phi(0, \nu)$ and $G^{+}=G \cap H$ for every $G \subset \mathbb{R}^{n}$. We want to prove the existence of $\varrho_{*}>0, \lambda_{*} \geq 1$, and $\Psi \in \mathcal{E}\left(B_{\varrho_{*}}^{+}, \lambda_{*}, \ell_{0}\right)$ such that

$$
\begin{equation*}
\boldsymbol{\Psi}\left(E ; W^{+}\right) \leq \boldsymbol{\Psi}\left(F ; W^{+}\right)+\Lambda_{0}|E \Delta F| \tag{6.3}
\end{equation*}
$$

whenever $F \subset H$ with $E \Delta F \subset \subset W$ and $W$ is an open set with $W \subset \subset B_{\varrho_{*}}$ and $\operatorname{diam}(W)<2 r_{0}$. To this end, let us fix such a competitor $F$, with the requirement that $\varrho_{*}<\operatorname{dist}(0, \partial A)$, and, in correspondence to $F$, let $W_{0}$ be an open set with smooth boundary such that $E \Delta F \subset \subset W_{0} \subset \subset$ $B_{\varrho_{*}}, \operatorname{diam}\left(W_{0}\right)<2 r_{0}$, and

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(\partial W_{0} \cap \partial^{*} E\right)=\mathcal{H}^{n-1}\left(\partial W_{0} \cap \partial^{*} F\right)=0 \tag{6.4}
\end{equation*}
$$

Since $E$ is a $\left(\Lambda, r_{0}\right)$-minimizer of $(\boldsymbol{\Phi}, \sigma)$ in $(A, H)$, we certainly have

$$
\begin{equation*}
\mathbf{\Phi}\left(E ; W_{0}^{+}\right)+\int_{W_{0} \cap \partial H \cap \partial^{*} E} \sigma d \mathcal{H}^{n-1} \leq \mathbf{\Phi}\left(F ; W_{0}^{+}\right)+\int_{W_{0} \cap \partial H \cap \partial^{*} F} \sigma d \mathcal{H}^{n-1}+\Lambda|E \Delta F| \tag{6.5}
\end{equation*}
$$

Next we define a Lipschitz vector field $T: B_{\varrho_{*}} \rightarrow \mathbb{R}^{n}$ by setting, for every $x \in B_{\varrho_{*}}$,

$$
\begin{array}{cc}
T(x)=-\frac{\sigma(\mathbf{h} x)}{\Phi_{0}\left(e_{1}\right)} \nabla \Phi_{0}\left(e_{1}\right), & \text { if } \sigma(0) \leq 0 \\
T(x)=\frac{\sigma(\mathbf{h} x)}{\Phi_{0}\left(-e_{1}\right)} \nabla \Phi_{0}\left(-e_{1}\right), & \text { if } \sigma(0)>0
\end{array}
$$

where $\mathbf{h}: \mathbb{R}^{n} \rightarrow \partial H=\left\{x_{1}=0\right\}$ denotes the projection over $\partial H$. (The definition is well-posed since $0 \in \partial H$, and thus $\mathbf{h} x \in A \cap \partial H$ whenever $x \in B_{\varrho_{*}} \subset A$.) Notice that, in both cases, since $\nabla \Phi_{0}(e) \cdot e=\Phi_{0}(e)$ for every $e \in \mathbf{S}^{n-1}$, one has

$$
\begin{equation*}
-T(x) \cdot e_{1}=\sigma(x), \quad \forall x \in B_{\varrho_{*}} \cap \partial H \tag{6.6}
\end{equation*}
$$

Since $E \subset H$, by (2.12), by (6.6) and by applying the divergence theorem to $T$ over $E \cap W_{0}$,

$$
\int_{E \cap W_{0}} \operatorname{div} T=\int_{W_{0}^{+} \cap \partial^{*} E} T \cdot \nu_{E} d \mathcal{H}^{n-1}+\int_{W_{0} \cap \partial H \cap \partial^{*} E} \sigma d \mathcal{H}^{n-1}+\int_{E^{(1)} \cap \partial W_{0}} T \cdot \nu_{W_{0}} d \mathcal{H}^{n-1},
$$

and an analogous relation holds true with $F$ in place of $E$. By plugging these relations into (6.5), and taking also into account that $E^{(1)} \cap \partial W_{0}=F^{(1)} \cap \partial W_{0}$ since $E \Delta F \subset \subset W_{0}$, one finds

$$
\begin{align*}
& \mathbf{\Phi}\left(E ; W_{0}^{+}\right)-\int_{W_{0} \cap \partial H \cap \partial^{*} E} T \cdot \nu_{E} d \mathcal{H}^{n-1}  \tag{6.7}\\
\leq & \mathbf{\Phi}\left(F ; W_{0}^{+}\right)-\int_{W_{0} \cap \partial H \cap \partial^{*} F} T \cdot \nu_{F} d \mathcal{H}^{n-1}+\left(\Lambda+\sup _{B_{\varrho_{*}}}|\operatorname{div} T|\right)|E \Delta F| .
\end{align*}
$$

Thus, if we set

$$
\Psi(x, \nu)=\Phi(x, \nu)-T(x) \cdot \nu, \quad(x, \nu) \in B_{\varrho_{*}} \times \mathbb{R}^{n}
$$

then $E$ is a $\left(\Lambda_{0}, r_{0}\right)$-minimizer of $\boldsymbol{\Psi}$ in $\left(B_{\varrho_{*}}, H\right)$, with $\Lambda_{0}=\Lambda+n L \lambda^{2}\left(\right.$ as $\left.|\nabla T| \leq L \lambda^{2}\right)$ provided we can check that $\Psi \in \mathcal{E}\left(B_{\varrho_{*}}^{+}, \lambda_{*}, \ell_{0}\right)$ for suitable values of $\lambda_{*}$ and $\ell_{0}$. A quick inspection of Definition 1.1 shows that indeed (1.9), (1.8), (1.10) and the upper bound in (1.7) hold true with suitable values of $\lambda_{*}$ and $\ell_{0}$ depending on $\lambda, \ell$ and $L$ only. (In checking this, it is useful notice that $|\sigma| \leq \lambda$ on $A \cap \partial H$ by (6.1).) One has to be more careful in the verification of the lower
bound in (1.7), and indeed this is the place where the values of $\lambda_{*}$ and $\varrho_{*}$ has to be chosen in dependence of the positivity of

$$
1+\frac{\sigma(0)}{\Phi_{0}\left(e_{1}\right)}, \quad \text { if } \sigma(0) \leq 0
$$

or in dependence of the positivity of

$$
1-\frac{\sigma(0)}{\Phi_{0}\left(-e_{1}\right)}, \quad \text { if } \sigma(0)>0
$$

(Of course, both positivity properties descend from (6.1).) Precisely, let us first consider the case when $\sigma(0) \leq 0$, and notice that by (1.7) and (1.9) (applied to $\Phi$ ) one has

$$
\begin{equation*}
\Psi(x, \nu) \geq \Phi_{0}(\nu)+\frac{\sigma(0)}{\Phi_{0}\left(e_{1}\right)} \nabla \Phi_{0}\left(e_{1}\right) \cdot \nu-\left(\ell+L \lambda^{2}\right) \varrho_{*}, \tag{6.8}
\end{equation*}
$$

for every $x \in B_{\varrho_{*}}$ and $\nu \in \mathbf{S}^{n-1}$. Let us now introduce a parameter $\tau_{0}>0$ and let us consider the following two cases:
(a) $\nabla \Phi_{0}(\nu) \cdot e_{1} \leq \tau_{0}$,
(b) $\nabla \Phi_{0}(\nu) \cdot e_{1} \geq \tau_{0}$.

Case (a) We notice that, by (6.8), (1.7) ( applied to $\Phi$ ), and $|\sigma(0)| \leq \lambda$, then

$$
\begin{equation*}
\Psi(x, \nu) \geq \frac{1}{\lambda}-\frac{|\sigma(0)|}{\Phi_{0}\left(e_{1}\right)} \tau_{0}-\left(\ell+L \lambda^{2}\right) \varrho_{*} \geq \frac{1}{\lambda}-\lambda^{2} \tau_{0}-\left(\ell+L \lambda^{2}\right) \varrho_{*} \geq \frac{1}{2 \lambda} \tag{6.9}
\end{equation*}
$$

provided $\tau_{0}$ and $\varrho_{*}$ are small enough with respect to $\lambda, L$ and $\ell$.
Case (b) By convexity and one-homogeneity $\Phi_{0}(\nu) \geq \nabla \Phi_{0}\left(e_{1}\right) \cdot \nu$, hence (6.8) and the positivity of $1+\left(\sigma(0) / \Phi_{0}\left(e_{1}\right)\right)$ implies that

$$
\begin{align*}
\Psi(x, \nu) & \geq\left(1+\frac{\sigma(0)}{\Phi_{0}\left(e_{1}\right)}\right) \nabla \Phi_{0}\left(e_{1}\right) \cdot \nu-\left(L \lambda^{2}+\ell\right) \varrho_{*} \geq\left(1+\frac{\sigma(0)}{\Phi_{0}\left(e_{1}\right)}\right) \tau_{0}-\left(L \lambda^{2}+\ell\right) \varrho_{*} \\
& \geq\left(1+\frac{\sigma(0)}{\Phi_{0}\left(e_{1}\right)}\right) \frac{\tau_{0}}{2} \tag{6.10}
\end{align*}
$$

provided $\varrho_{*}$ is small enough depending on the size of $1+\left(\sigma(0) / \Phi_{0}\left(e_{1}\right)\right), \lambda, L$, $\ell$ and on the value of $\tau_{0}$ chosen to ensure the validity of (6.9). By combining (6.9) and (6.10), we find that $\Psi$ satisfies the lower bound in (1.7) for some value of $\lambda_{*}$ depending on $\lambda, L, \ell$, and the size of $1+\left(\sigma(0) / \Phi_{0}\left(e_{1}\right)\right)$. In the case that $\sigma(0)>0$ one can check the validity for $\Psi$ of the lower bound in (1.7) by an entirely analogous argument. This proves that $\Psi \in \mathcal{E}\left(B_{\varrho_{*}}^{+}, \lambda_{*}, \ell_{0}\right)$, while the validity of (6.2) is immediate from the definition of $\Psi$.

Proof of Theorem 1.10. According to Lemma 6.1 , we can cover $A \cap \partial H$ with countably many balls $\left\{B_{h}\right\}_{h \in \mathbb{N}}$ with the property that, for every $h \in \mathbb{N}, B_{h} \subset A, E$ is a $\left(\Lambda_{0}, r_{0}\right)$-minimizer of $\boldsymbol{\Phi}_{h}$ in $\left(B_{h}, H\right)$ for some $\Phi_{h} \in \mathcal{E}\left(B_{h} \cap H, \lambda_{h}, \ell_{0}\right)$ such that, if $x \in B_{h} \cap \partial H$ and $\nu \in S^{n-1}$, then

$$
\begin{equation*}
\nabla \Phi_{h}(x, \nu) \cdot \nu_{H}=0 \quad \text { if and only if } \quad \nabla \Phi(x, \nu) \cdot \nu_{H}=\sigma(x) \tag{6.11}
\end{equation*}
$$

Setting $M=\operatorname{cl}(H \cap \partial E)$, by Lemma 2.16, for every $h \in \mathbb{N}$,
$E \cap B_{h}$ is an open set,
$\partial E \cap \partial H$ is of locally finite perimeter in $B_{h} \cap \partial H$,
$B_{h} \cap \partial_{\partial H}(\partial E \cap \partial H)=B_{h} \cap M \cap \partial H$.

Let us define $A^{\prime}=\cup_{h} B_{h}$ so that
$A^{\prime} \cap \partial H=A \cap \partial H, \quad M \cap \partial H \cap A=M \cap \partial H \cap A^{\prime} \quad$ and $\quad \partial E \cap \partial H \cap A=\partial E \cap \partial H \cap A^{\prime}$.

Since $B_{h}$ covers $A^{\prime}$ we see by the previous properties that $E \cap A^{\prime}$ is (equivalent to) an open set, $\partial E \cap \partial H$ is of locally finite perimeter in $A^{\prime} \cap \partial H=A \cap \partial H$, and $\partial_{\partial H}(\partial E \cap \partial H)=M \cap \partial H$. Moreover

$$
\Sigma_{A^{\prime}}(E ; \partial H) \cap B_{h}=\Sigma_{A}(E ; \partial H) \cap B_{h}=\Sigma_{B_{h}}(E ; \partial H)
$$

so that by Theorem 3.1 and Theorem 5.1, we find that $\mathcal{H}^{n-2}\left(\Sigma_{A}(E ; \partial H)\right)=0$, as well as that

$$
M \text { is a } C^{1,1 / 2} \text {-manifold with boundary in a neighborhood of } x
$$ with $\nabla \Phi_{h}\left(x, \nu_{E}(x)\right) \cdot \nu_{H}=0$,

for every $x \in \partial_{\partial H}(\partial E \cap \partial H) \backslash \Sigma_{A}(E ; \partial H)$. This complete the proof of the theorem.
Proof of Theorem 1.2. The existence of a minimizer $E$ of (1.3) follows by applying the direct methods of the calculus of variation, see for instance [Mag12, Section 19.1] for the case $\Phi(x, \nu)=$ $|\nu|$. By a"volume-fixing variation" argument, [Mag12, Example 21.3], we see that $E$ satisfies the volume-constraint-free minimality property

$$
\begin{equation*}
\mathbf{\Phi}(E ; \Omega)+\int_{\partial^{*} E \cap \partial \Omega} \sigma d \mathcal{H}^{n-1} \leq \mathbf{\Phi}(F ; \Omega)+\int_{\partial^{*} F \cap \partial \Omega} \sigma d \mathcal{H}^{n-1}+\Lambda|E \Delta F| \tag{6.12}
\end{equation*}
$$

whenever $F \subset \Omega$ and $\operatorname{diam}(E \Delta F) \leq r_{0}$, where $r_{0}$ and $\Lambda$ are constants depending on $E, \Omega$, and $\|g\|_{L^{\infty}(\Omega)}$. Let us now fix $x_{0} \in \partial \Omega$ : by assumption, there exist $r>0$, an open neighborhood $A$ of the origin and a $C^{1,1}$-diffeomorphism $f$ between $B_{x_{0}, r} \cap \Omega$ and $A \cap H$, and between $B_{x_{0}, r} \cap \partial \Omega$ and $A \cap \partial H$, where $H=\left\{x_{1}>0\right\}$. If we set $\Lambda^{f}=\Lambda\|\operatorname{det} \nabla f\|_{L^{\infty}\left(B\left(x_{0}, r\right)\right)}$, and, for $x \in A \cap H$ and $\nu \in S^{n-1}$,

$$
\begin{aligned}
\Phi^{f}(x, \nu) & =\Phi\left(f^{-1}(x), \operatorname{cof}\left(\nabla f^{-1}(x)\right) \nu\right) \\
\sigma^{f}(x) & =\sigma\left(f^{-1}(x)\right)\left|\operatorname{cof}\left(\nabla f^{-1}(x)\right) e_{1}\right|
\end{aligned}
$$

then we can find $r_{*}>0, \lambda_{*} \geq 1$, and $\ell_{*}>0$ such that, by (6.12), (2.9), and by arguing as in Lemma 2.18,

$$
\mathbf{\Phi}^{f}(f(E) ; H)+\int_{\partial^{*} f(E) \cap \partial H} \sigma^{f} d \mathcal{H}^{n-1} \leq \mathbf{\Phi}^{f}(G ; H)+\int_{\partial^{*} G \cap \partial H} \sigma^{f} d \mathcal{H}^{n-1}+\Lambda^{f}|f(E) \Delta G|
$$

whenever $G \subset H, \operatorname{diam}(f(E) \Delta G) \leq 2 r_{*}$ and $f(E) \Delta G \subset \subset A$, with $\Phi^{f} \in \mathcal{E}\left(A \cap H, \lambda_{*}, \ell_{*}\right)$. In particular, $f(E)$ is a $\left(\Lambda^{f}, r_{*}\right)$-minimizer of $\left(\Phi^{f}, \sigma^{f}\right)$ in $(A, H)$, while

$$
\nu_{\Omega}\left(f^{-1}(x)\right)=\frac{\operatorname{cof}\left(\nabla f^{-1}(x)\right)\left(-e_{1}\right)}{\left|\operatorname{cof}\left(\nabla f^{-1}(x)\right) e_{1}\right|}, \quad \forall x \in A \cap \partial H
$$

and (1.11) imply that

$$
-\Phi^{f}\left(x, e_{1}\right)<\sigma^{f}(x)<\Phi^{f}\left(x,-e_{1}\right), \quad \forall x \in A \cap \partial H
$$

Hence, we can apply Theorem 1.10 to discuss the boundary regularity of $f(E)$ in $A$, and conclude the proof of the theorem by a covering argument and by a change of variables.
Proof of Corollary 1.4. Step one: We start showing that $\Sigma \cap \partial \Omega=\emptyset$ if $n=3$. We argue by contradiction, and assume the existence of $x_{0} \in \Sigma \cap \partial \Omega$. Since $\Omega$ has boundary of class $C^{1,1}$, we can find $r>0$, an open neighborhood $A$ of the origin, and a $C^{1,1}$ diffeomorphism $f$ between $B_{x, r} \cap \Omega$ and $A \cap H$, and between $B_{x, r} \cap \partial \Omega$ and $A \cap \partial H$ such that $f\left(x_{0}\right)=0$ and $\nabla f\left(x_{0}\right)=\mathrm{Id}$. In particular, in the notation used in the proof of Theorem 1.2, we have

$$
\Phi^{f}(0, \nu)=|\nu|, \quad \sigma^{f}(0)=\sigma\left(x_{0}\right)
$$

By arguing as in Lemma 5.2 we thus see that every blow-up $E_{2}$ of $E_{1}=f(E)$ at 0 satisfies the minimality inequality

$$
P\left(E_{2} ; H\right)+\sigma\left(x_{0}\right) P\left(E_{2} ; \partial H\right) \leq P(F ; H)+\sigma\left(x_{0}\right) P(F ; \partial H)
$$

whenever $F \subset H$ and $E_{2} \Delta F \subset \subset \mathbb{R}^{n}$. Given $r>0$, if we plug into this inequality the cone-like comparison set $F_{r}$ defined by

$$
F_{r}=\left(E_{2} \backslash B_{r}\right) \cup\left\{t x \in B_{r}: 0 \leq t \leq 1, x \in H \cap E_{2}^{(1)} \cap \partial B_{r}\right\}
$$

then, by arguing for example as in [Mag12, Theorem 28.4], we find that the function

$$
\alpha(r)=\frac{P\left(E_{2} ; H \cap B_{r}\right)+\sigma\left(x_{0}\right) P\left(E_{2} ; \partial H \cap B_{r}\right)}{r^{2}}, \quad r>0
$$

is increasing on $(0, \infty)$, with $\alpha(r)=$ const if and only if $E_{2}$ is a cone: in particular, every blow-up $E_{3}$ of $E_{2}$ at the origin is a cone. (Alternatively, we could have directly shown $E_{2}$ to be a cone by using almost-monotonicity formulas.) By interior regularity theory, $\partial E_{3} \cap H$ is a smooth surface in $\mathbb{R}^{3}$ with zero mean curvature. Since this surface is also a cone, and $\partial E_{3} \cap \partial B_{1} \cap H$ must be a finite union of non-intersecting geodesics, we conclude that $\partial E_{3} \cap H$ is a finite union of planes meeting along a common line $\gamma \subset \partial H$ with $0 \in \gamma$. Since $0 \in \Sigma\left(E_{3} ; \partial H\right)$ and $E_{3}$ is a cone, it must be $\gamma \subset \Sigma\left(E_{3} ; \partial H\right)$, and thus

$$
\mathcal{H}^{1}\left(\Sigma\left(E_{3} ; \partial H\right)\right)=+\infty
$$

However $\mathcal{H}^{1}\left(\Sigma\left(E_{3} ; \partial H\right)\right)=0$ by Theorem 1.10, and we have thus reached a contradiction.
Step two: By combining step one with the classical dimension reduction argument by Federer (see, [Sim83, Appendix A] or [Mag12, Sections 28.4-28.5]), one shows that $\Sigma(E ; \partial \Omega)$ is discrete if $n=4$, and that $\mathcal{H}^{s}(\Sigma(E ; \partial \Omega))=0$ for every $s>n-4$ if $n \geq 5$.
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