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Abstract. We provide counterexamples to regularity of optimal maps in the classical
Monge problem under various assumptions on the initial data. Our construction is based
on a variant of the counterexample in [10] to Lipschitz regularity of the monotone optimal
map between smooth densities supported on convex domains.

1. Introduction

The classical optimal transportation problem appears in a 1781 article of Gaspard Monge
[13]. In the modern formulation, one is given a cost function c : Rn × Rn → [0,∞] and a
pair of probability densities f and g defined on two domains Ω ⊂ Rn, Ω∗ ⊂ Rn, respectively.
The objective is to minimize the functional

(1.1) T →
ˆ

Ω

c(x, T (x))f(x) dx

among maps T : Ω→ Ω∗ which satisfy the “push-forward” condition T#f = g, i.e.ˆ
A

g(y)dy =

ˆ
T−1(A)

f(x)dx for all Borel sets A ⊂ Ω∗.

A minimizer of (1.1) is commonly referred to as an “optimal map” or “optimal transport”
for the corresponding cost function. In the classical problem, one selects the Monge cost,
i.e. c(x, y) = |x− y|. The existence of optimal maps was addressed by many authors [15,
5, 6, 14, 1]. In general, minimizers are not unique; nevertheless, there is a unique optimal
transport which is monotone on transfer rays [7]. The regularity of optimal maps is still
widely open; the only known result is in R2: if the given densities are positive, continuous,
and have compact, disjoint, convex support, then the monotone optimal map is continuous
in the interior of the transfer rays [9]. Recently, it was shown in [10] that the monotone
optimal transport between positive C∞ densities supported on the same bounded, convex
domain fails to be Lipschitz continuous at interior points. In fact, the authors prove
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1



2 MARIA COLOMBO AND EMANUEL INDREI

something stronger: namely, they construct an example in which the monotone optimal
map does not belong to C

2
3

+ε for any ε > 0.
In this paper we focus on examples relating the regularity of the initial data, which are

assumed to be strictly positive and bounded on a convex set, with the regularity of the
monotone optimal transport. As a starting point, the following example shows that in
general, the monotone optimal map is not more regular than the initial data: consider
Ω = Ω∗ = (0, 1)×(0, 1) and suppose that f and g are bounded away from zero and infinity.
Let fx1(·) := f(x1, ·) and gx1(·) := g(x1, ·), and write Fx1 and Gx1 for their primitives,
respectively. If Fx1(0) = Gx1(0) = 0, Fx1(1) = Gx1(1), and Fx1(x2) ≥ Gx1(x2) for all
x1, x2, then the optimal potential is u(x1, x2) = −x2 and the monotone optimal transport
is explicitly given by

(1.2) T (x1, x2) = G−1
x1

(Fx1(x2)).1

We note that the primitives endow T with more regularity than the densities in the x2

variable; nevertheless, the map has the same regularity as f and g in the x1 variable. For
example, continuous densities may produce a monotone optimal map which is not Hölder
continuous. Moreover, the same example shows that a discontinuous monotone optimal
map may arise from discontinuous, bounded initial data (see also [9, Example 4.5]).

Our main result constructs a family of examples which shed further light on the nature of
the monotone optimal transport map, see Theorem 2.1. More precisely, we build examples
where the modulus of continuity of the monotone optimal transport is worse than the
modulus of continuity of the densities. Indeed, some corollaries of our result include the
following statements (Ω is the interior of a triangle, and the densities are positive on Ω):

f, g ∈ C∞(Ω) 6⇒ T ∈ C0, 2
3

+ε

loc (Ω), ∀ε > 0;(1.3)

f, g ∈ C∞(Ω) 6⇒ T ∈ C0, 1
2

+ε(Ω), ∀ε > 0;(1.4)

f, g ∈ C2,1(Ω) 6⇒ T ∈ C0, 1
2

+ε

loc (Ω), ∀ε > 0;(1.5)

f, g ∈ C0,α(Ω) 6⇒ T ∈ C0, α
α+2

+ε

loc (Ω), ∀ε > 0, ∀ α > 0;(1.6)

f, g ∈ W 1,p(Ω) 6⇒ T ∈ C
0, p−1

3p−1
+ε

loc (Ω), ∀ε > 0.(1.7)

Note that (1.3) recovers the aforementioned example appearing in [10, §4]. On the other
hand, (1.4) improves the Hölder exponent when boundary regularity is taken into account.
In (1.5), (1.6), and (1.7) the regularity of the densities give a quantitative estimate on the
Hölder exponent of the optimal map; in particular, (1.6) illustrates that one may degenerate
the Hölder regularity of T by reducing α and improves the bound derived from (1.2) (i.e.
that Cα data implies a transport that is not more regular than Cα). This improvement is
generated by choosing nonparallel transport rays, see §2.

The situation for the quadratic cost, i.e. c(x, y) = |x− y|2/2, is of a completely different
nature. In this setting, if the densities are bounded away from zero and infinity on convex
domains, then Caffarelli [2, 3, 4] asserts that T is Hölder continuous, cf. [9, Example 4.5];

1This example was communicated to us by Filippo Santambrogio.
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moreover, if f, g ∈ Ck,β, then T ∈ Ck+1,ε for k = 0, 1, . . ., and ε ∈ (0, β), cf. (1.3), (1.5),
and (1.6) (see also Remark 2.6). For general cost functions satisfying a strong form of the
so-called Ma-Trudinger-Wang condition [12], it was shown in [11] under mild conditions
on the densities, that the transport map is Hölder continuous up to the boundary if the
domains satisfy a certain type of convexity condition called c-convexity (see also the interior
regularity result in [8] for cost functions satisfying a weak form of the Ma-Trudinger-Wang
condition). Indeed, the domain Ω above satisfies this convexity condition for a large class
of cost functions. Thus, the Monge cost generates a significant loss of regularity compared
to other cost functions for which a regularity theory is known. Nevertheless, it remains
an open problem to determine sufficient conditions on the initial data that ensure the
continuity of optimal maps in the classical Monge problem.

2. Main result

For the reader’s convenience, we keep our notation as close as possible to [10, §4]. Our
examples are built as follows. The idea of the construction is to a priori fix the transport
rays by specifying a family of line segments that may be thought of as the lines along which
the optimal transport acts. Let ω : [0, 1]→ [0, 1/2] be a function such that

(2.1) ω ∈ C0([0, 1]) ∩ C∞((0, 1)), ω′(t) > 0 ∀t ∈ (0, 1), ω(0) = 0, ω(1) =
1

2
.

In our situation, we consider the following transport rays:

(2.2) la = {(x1, x2) ∈ R2 : x2 = ω(a)(x1 + a), x1 ∈ (−a, 1)} a ∈ (0, 1).

It is clear that the segments la do not mutually intersect. The domain representing both
source and target will be ∆ ⊆ R2, where

(2.3) ∆ = interior of the triangle with vertices (−1, 0), (1, 1), and (1, 0);

The initial and final density will have the form

(2.4) f(x) = 1∆(x), g(x) = 1∆(x)
(
1 + c(ζ(x1) + η(x2))

)
, x = (x1, x2) ∈ R2,

where

(2.5) ζ(x1) = −12x2
1 + 12x1 − 2, x1 ∈ [−1, 1], η ∈ L∞(0, 1) ∩ C∞(0, 1),

and c > 0 is chosen in such a way that g is bounded away from zero:

(2.6) c <
1

2
(
‖ζ‖L∞(−1,1) + ‖η‖L∞(0,1)

) .
Since we want the segments la to be transport rays for the optimal map, the following

mass balance condition for the region in the domain below each la must be satisfied:

(2.7)

ˆ
Γa

f =

ˆ
Γa

g ∀a ∈ [0, 1],

where Γa is the subgraph of la in ∆, namely the triangle formed by (−a, 0), (1, ω(a)(1+a)),
and (1, 0); this mass constraint will determine the function η.
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Figure 1. Figure (a) depicts the nature of a boundary singularity when
ω(a) = as: points on the vertical axis are mapped to points of the same
color along the corresponding transport rays, and the horizontal component
of the images approach the origin in a Hölder way, see Corollary 2.5. Figure
(b) illustrates how an interior singular point arises after reflecting the data.

It is well known that the optimal map for the Monge cost is not unique. On the other
hand, there exists a unique monotone optimal map [7] which in our setting can be shown
to satisfy

T (x) ∈ la ∀x ∈ la, a ∈ (0, 1),

and

(T (x)− T (y)) · (x− y) ≥ 0 ∀x, y ∈ la, a ∈ (0, 1).

From the construction, it follows that this map is pointwise defined in ∆, and we investigate
its regularity. In particular, it is not difficult to see that the origin is a fixed point for a
suitable continuous extension and that the regularity of this map at the origin strongly
depends on the behavior of ω (see Figure 1); indeed, in the next section we show how
suitable choices of ω will provide a collection of counterexamples to regularity. All of these
results will be consequences of the following theorem.

Theorem 2.1. Let ω be as in (2.1), ∆ ⊆ R2 as in (2.3), and {la}a∈(0,1) the family of lines
defined in (2.2). Let f, g, c, η, ζ be as in (2.4), (2.5), (2.6) and assume that (2.7) holds and
lim
t→0+

η(t) = 0. Then the monotone optimal transport T = (T1, T2) between f and g with

respect to the Monge cost satisfies

(2.8) 0 < lim inf
a→0+

T1(ω(a)a e2)

a
≤ lim sup

a→0+

T1(ω(a)a e2)

a
<∞.
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To obtain counterexamples to interior regularity, it suffices to reflect the picture across
the x1-axis (see Figure 1); in this way we construct initial data for which the optimal map
fails to be regular at an interior fixed point. Let ∆′ ⊆ R2 be defined as

(2.9) ∆′ := interior of the triangle with vertices (−1, 0), (1, 1), and (1,−1),

and consider

(2.10) f̃(x) =
1∆′(x)

2
, g̃(x) =

1∆′(x)

2

(
1 + c(ζ(x1) + η(|x2|))

)
, x = (x1, x2) ∈ R2,

where c, η, ζ are as in (2.5) and (2.6). By the uniqueness of monotone optimal mappings
[7] it follows that the symmetric extension of T across the x1-axis is the corresponding

optimal map between the densities f̃ and g̃. Note that the regularity of g̃ on the x1-axis is
affected by the choice of ω (via η).

2.1. Obstruction to regularity with smooth data. The first corollary appears in work
of Li, Santambrogio, and Wang [10, §4]. It states that the monotone optimal transport map
between smooth densities supported on convex domains is not, in general, more regular
than a C

2
3 function in the interior. The proofs of the corollaries will employ Theorem 2.1

to describe the regularity of the transport map as well as an analysis lemma to guarantee
the regularity of the target density (see Lemma 3.1).

Corollary 2.2. Let ∆′ be as in (2.9). There exists g ∈ C∞(∆′) bounded away from zero
such that if T is the monotone optimal transport map between 1∆′ and g, then

(2.11) T /∈ C
2
3

+ε(B1/4(0)) for any ε > 0.

Proof. By selecting ω(a) =
√
a/2, we choose η ∈ C∞[−1, 1] as in Lemma 3.1 and g as in

(2.10). An application of Theorem 2.8 yields

(2.12) 0 < lim inf
t→0+

T1(te2)

t
2
3

≤ lim sup
t→0+

T1(te2)

t
2
3

<∞.

Thus, T1(te2) can be extended continuously to t = 0 by the second inequality in (2.12)
with the value 0. Finally, (2.11) follows from the first inequality in (2.12). �

Next, we show that the monotone map between smooth data and convex domains is in
general not better than C

1
2 up to the boundary.

Corollary 2.3. Let ∆ be as in (2.4). There exists g ∈ C∞(∆) bounded away from zero
such that if T is the monotone transport map between 1∆ and g, then

(2.13) T /∈ C
1
2

+ε(B1/4(0) ∩∆) for any ε > 0.

Proof. Let ω(a) = a/2 and take η ∈ C∞[0, 1] as in Lemma 3.1. We select the smooth
target density g as in (2.4), and apply Theorem 2.8 to obtain

(2.14) 0 < lim inf
t→0+

T1(te2)

t1/2
≤ lim sup

t→0+

T1(te2)

t1/2
<∞.

Thus, T1(te2) can be extended continuously to t = 0 by the second inequality in (2.14)
with the value 0. Finally, (2.13) follows from the first inequality in (2.14). �
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When ω(a) = a/2, it can be seen from Lemma 3.1 that η ∈ C∞[0, 1]. In fact, by utilizing
(3.7), it is not difficult to show that η is quadratic at the origin with a bounded left and
right third derivative; thus, its even reflection is C2,1, and this implies the following interior
result:

Corollary 2.4. Let ∆′ be as in (2.9). There exists g ∈ C2,1(∆′) bounded away from zero
such that if T is the monotone transport map between 1∆′ and g, then

T /∈ C
1
2

+ε(B1/4(0)) for any ε > 0.

2.2. Obstruction to regularity with continuous data. In the next corollary, we show
that one may degenerate the possible Hölder continuity of the monotone optimal transport
with (degenerate) Hölder data.

Corollary 2.5. Let ∆′ be as in (2.9). For every 0 < α ≤ 1, there exists g ∈ Cα(∆′)
bounded away from zero such that if T is the monotone optimal transport map between 1∆′

and g, then

T /∈ C
α

2+α
+ε(B1/4(0)) for any ε > 0.

Proof. Let ω(a) = as/2 where s ≥ 2 and choose η as in Lemma 3.1, so that η ∈ C0,2/s[0, 1]
and η(0) = 0. Since the even reflection is Lipschitz, it follows that η(|x|) ∈ C0,2/s[−1, 1].
Set α := 2/s and select the C0,α target density g as in (2.10). An application of Theorem
2.8 yields

0 < lim inf
t→0+

T1(te2)

t
α

2+α

≤ lim sup
t→0+

T1(te2)

t
α

2+α

<∞.

Thus, T1(te2) can be extended continuously to t = 0 with the value 0, and this finishes the
proof. �

Remark 2.6. In Corollary 2.5 one could also take α ∈ (0,∞). In fact, it follows from
Remark 3.2 and Theorem 2.1 that for every k ∈ N, β ∈ (0, 1) there exists g ∈ Ck,β(∆′)
bounded away from zero such that the monotone optimal transport map T between 1∆′ and

g is not C
k+β

2+k+β
+ε for any ε > 0.

Remark 2.7. One may not hope for a Hölder continuous map with only C0 data. Indeed,
this fact can readily be inferred from the example giving rise to (1.2), and it can also be
deduced from Theorem 2.1 and Lemma 3.1 by selecting the function ω(a) = e1−1/a/2.

Remark 2.8. It is not difficult to see that the function g constructed in the proof of
Corollary 2.5 is W 1,p(∆′) for every p > (1− α)−1. In particular, this shows that for every
p > 1,

f, g ∈ W 1,p(∆′) 6⇒ T ∈ C
0, p−1

3p−1
+ε

loc (∆′), ∀ε > 0.

If p =∞, it follows that the monotone optimal map between Lipschitz densities is not more
regular than C

1
3 (this can also be deduced from Corollary 2.5 by choosing α = 1).
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3. Proof

In the following lemmas, we determine the target density by imposing the mass balance
condition (2.7) and build a Kantorovich potential. This construction yields the existence
of an optimal transport map for the Monge cost between f and g whose transport rays are
given by (2.2).

Lemma 3.1. Let ∆ be as in (2.4), ω as in (2.1), {la}a∈(0,1) the family of lines defined in
(2.2). Moreover, let f, g, c, η, ζ be as in (2.4), (2.5), (2.6). Then the following statements
hold:

(i) (2.7) holds if and only if

(3.1) η(t) =
d2

dt2
(
t2a2(t)

)
∀t ∈ (0, 1),

where a(t) ∈ C0[0, 1] ∩ C∞(0, 1) is the unique solution of

(3.2) t = ω(a)(1 + a).

(ii) If ω(a) = as/2 for a ∈ [0, 1] and some s ∈ [2,∞), then η ∈ C0, 2
s [0, 1] with η(0) = 0.

Moreover, if s = 1/n for n ∈ N then η ∈ C∞[0, 1] and if s = 1/(2n) for n ∈ N,
then η has a C∞ even extension to [−1, 1].

(iii) If ω(a) = e1−1/a/2 for every a ∈ (0, 1], ω(0) = 0, then η ∈ C0[0, 1] with η(0) = 0.

Proof.
Proof of statement (i). Note that (2.7) can be rewritten as

(3.3) −
ˆ

Γa

ζ(x1) dx1 dx2 =

ˆ
Γa

η(x2) dx1 dx2 a ∈ (0, 1).

Let N ∈ C∞(0, 1) be such that N ′′(t) = η(t), N(0) = N ′(0) = 0. To compute the second
integral, we integrate first with respect to x2ˆ

Γa

η(x2) =

ˆ 1

−a

ˆ ω(a)(x1+a)

0

η(x2) dx2 dx1 =

ˆ 1

−a
N ′(ω(a)(x1 + a)) dx1

=
1

ω(a)

ˆ ω(a)(1+a)

0

N ′(x1) dx1 =
N(ω(a)(1 + a))

ω(a)
.(3.4)

Similarly, we compute the left integral in (3.3) by first integrating with respect to x1 and
then with respect to x2. By noting that the function Z(t) = −t2(t−1)2 satisfies Z ′′(t) = ζ(t)
and Z(1) = Z ′(1) = 0, it follows that

(3.5) −
ˆ

Γa

ζ(x1) dx1 dx2 = −
ˆ ω(a)(a+1)

0

ˆ 1

x2/ω(a)−a
ζ(x1) dx1 dx2 = ω(a)a2(a+ 1)2.

Thanks to (3.4) and (3.5), (3.3) can be rewritten as

N(ω(a)(1 + a)) = ω2(a)a2(a+ 1)2, a ∈ (0, 1);
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i.e.,

(3.6) N(t) = t2a2(t), t ∈ (0, 1),

which is equivalent to (3.1). Moreover, by (2.1) and the implicit function theorem, the
function a : [0, 1] → [0, 1] which solves (3.2) is monotone, continuous, and belongs to
C∞(0, 1).

Proof of statement (ii). Let ω(a) = as/2 for s ∈ (2,∞). We are left to prove η(0) = 0
and that η is Hölder continuous at 0. By the implicit function theorem, there exists a C∞

function b defined in a neighborhood of 0 so that

r =
b(r)

21/s
(1 + b(r))1/s

for every r ≥ 0 sufficiently small. Therefore, b(t1/s) is a solution to

t =
bs(t1/s)

2
(1 + b(t1/s)),

and hence a(t) = b(t1/s) for every t sufficiently small. Therefore the function t2a2(t) =
t2b2(t1/s) belongs to C2,2/s[0, 1]. Indeed, an explicit computation shows that away from the
origin, the second derivative is a smooth function of t1/s through the formula:
(3.7)
d2

dt2
[t2b(t1/s)] = 2b2(t1/s) +

(6

s
+

2

s2

)
t1/sb(t1/s)b′(t1/s) +

2

s2
t2/s
(
[b′(t1/s)]2 + b(t1/s)b′′(t1/s)

)
.

By computing the third derivative and integrating it between any two points, it follows
that each term in this expression is C2/s. We show this regularity for the first term in (3.7)
(the argument is similar for the other terms). Since b is Lipschitz and b(0) = 0, we have
that b(r) ≤ r‖b′‖L∞((0,1)) for every r ∈ [0, 1]; hence for every t1, t2 ∈ [0, 1] with t1 < t2

b2(t
1/s
1 )− b2(t

1/s
2 ) =

ˆ t2

t1

d

dt
[b2(t1/s)] dt ≤ 2

s

ˆ t2

t1

b(t1/s)b′(t1/s)t1/s−1 dt

≤ 2|b′‖2
∞

s

ˆ t2

t1

t2/s−1 dt = ‖b′‖2
∞
(
t2

2/s − t12/s
)
≤ ‖b′‖2

∞
(
t2 − t1

)2/s
.

Since b(0) = 0, (3.7) implies η(0) = 0. Moreover, if s = 1/n for some n ∈ N, then
a(t) = b(tn) is C∞ up to t = 0. Similarly, if s = 1/(2n), then t2a2(t) = t2b2(t2n) ∈ C∞[0, 1]
with an even extension for t ∈ [−1, 1] (since the function t2a2(t) depends smoothly on t2).

Proof of statement (iii). We apply the same line of reasoning as before by letting ω(a) =
e1−1/a/2: consider the equation

t =
e1−1/a

2
(1 + a),

which is equivalent to

r =
b(r)

1− b(r) (log(1 + b(r)) + 1− log 2)
,
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where r = −1
log(t)

. By the implicit function theorem, there exists a smooth solution b = b(r)

in a neighborhood of the origin. Thus, a(t) = b(r(t)) = b(−1/ log(t)), and this implies
that the function t2a2(t) = t2b2(−1/ log(t)) belongs to C2[0, 1]; since b(0) = 0, we deduce
η(0) = 0. �

Remark 3.2. In Lemma 3.1 (ii), one could also take s ∈ (0, 2] in order to obtain a more
regular η. More precisely, if ω(a) = as/2 with s ∈ (0,∞), then η(| · |) ∈ Ck,β([−1, 1]), where
k is the integer part of 2

s
and β = 2

s
− k. Indeed, the regularity of η is determined by the

regularity of N as in (3.6); thanks to Lemma 3.1 (i), it is enough to check the regularity of
η at the origin. This can be made explicit by noting that a(t) = O(t1/s) close to t = 0, see
(3.2). It follows that N(t) = O(t2+2/s). To make this argument rigorous, one can rewrite
N(t) = t2b2(t1/s) with b smooth up to the origin and explicitly compute the derivatives of
this expression noting that many vanish at the origin. We also remark that in Lemma 3.1
(iii), a modulus of continuity of η is given by the function −1/ log(·) (up to a constant).

Remark 3.3. Slight generalizations of the construction in this paper do not lead to better
counterexamples. For instance, the particular choice of ζ is made in such a way that
ζ(0) 6= 0, a fact which is needed in the proof of Theorem 2.1. This implies that the function
Z ∈ C∞(0, 1) satisfying Z ′′(t) = ζ(t) and Z(1) = Z ′(1) = 0, is at most quadratic at the
origin. On the other hand, this limits the regularity of η in Lemma 3.1. Similarly, altering
f to have the same structure as g, namely

f(x) = 1∆(x)
(
1 + c(ζ̃(x1) + η̃(x2))

)
, x = (x1, x2) ∈ R2,

does not lead to better counterexamples, as can be seen from the proof of Lemma 3.1.

Lemma 3.4. Let ∆ be as in (2.4), ω as in (2.1), and {la}a∈(0,1) the family of lines defined

in (2.2). Then there exists u ∈ C0,1(∆) ∩ C2(∆) such that

|u(x)− u(y)| ≤ |x− y|, x, y ∈ ∆,

with equality if and only if x, y ∈ la for some a ∈ (0, 1).

Proof. For every x ∈ ∆, let a(x) be such that the unique line passing through x is la(x).
Note that a(x) is obtained by solving

(3.8) x2 = ω(a)(x1 + a);

the assumptions on ω imply a ∈ C1(∆) (via the implicit function theorem). Next, consider
the unit vector field b ∈ C1(∆;R2) which points in the direction of la(x) for each x ∈ ∆, i.e.

b(x) =
1

(1 + ω2(a(x)))1/2
(e1 + ω(a(x))e2) ∀x ∈ ∆.

The statement of the lemma is equivalent to the existence of a function u ∈ C1(∆) such
that

(3.9) Du(x) = b(x) ∀x ∈ ∆.

Indeed, if (3.9) holds, then ||Du||L∞((0,1)) ≤ 1 and ∂t[u(−ae1 + tb(x))] = |b(x)|2 = 1 for
every x ∈ ∆ and t > 0; since −ae1 + tb(x) is a parametrization of the line la(x) with
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0 < t < (a + 1)(1 + ω2(a))1/2, this shows that u is linear with slope 1 when restricted to
la(x). On the other hand if the statement of the lemma holds, then |Du| ≤ 1 and to satisfy
the equality cases, the gradient of u must point in the direction of la(x) for every x ∈ ∆.
As ∆ is simply connected, (3.9) is equivalent to showing that b is an irrotational vector
field, i.e.

0 = ∂1b2(x)− ∂2b1(x) ∀x ∈ ∆,

or equivalently

(3.10) 0 =
ω(a(x))ω′(a(x))

(1 + ω(a(x)))3/2

(
∂2a(x) +

∂1a(x)

ω(a(x))

)
∀x ∈ ∆.

By applying ∂1 and ∂2 to (3.8), it follows that

(3.11) 0 =
ω′(a(x))x2

ω(a(x))
∂1a(x) + ω(a(x))(∂1a(x) + 1) ∀x ∈ ∆,

(3.12) 1 =
ω′(a(x))x2

ω(a(x))
∂2a(x) + ω(a(x))∂2a(x) ∀x ∈ ∆.

Multiplying (3.12) by ω(a(x)) and adding (3.11) yields

0 = ∂2a(x) +
∂1a(x)

ω(a(x))
∀x ∈ ∆,

which proves (3.10). To conclude, we note that u admits a Lipschitz extension to ∆. �

Proof of Theorem 2.1. By the construction in [5, 15] and [7], there exists a unique measure
preserving map T : ∆ → ∆ between f and g such that x and T (x) are contained on a
common line la for all x ∈ ∆. Moreover, by Lemma 3.4 (which exploits the construction
of the Kantorovich potential), one readily obtains that T is an optimal mapping in the
Monge problem, see e.g. [10, Lemma 7]. Since T is measure preserving, the construction
in [5, 15] implies for every a ∈ (0, 1)

(3.13) lim
δ→0

1

δ

ˆ
(Γa+δ\Γa)∩{x1<0}

f(x) dx = lim
δ→0

1

δ

ˆ
(Γa+δ\Γa)∩{x1<T1(aω(a)e2)}

g(x) dx.

Note that
d

dδ

∣∣∣
δ=0

[
ω(a+ δ)(x1 + a+ δ)

]
= ω′(a)

(
x1 + a+

ω(a)

ω′(a)

)
;

thus, (3.13) may be rewritten as
(3.14)ˆ 0

−a

(
x1+a+

ω(a)

ω′(a)

)
dx1 =

ˆ T1(aω(a)e2)

−a

(
x1+a+

ω(a)

ω′(a)

)(
1+c

(
ζ(x1)+η(ω(a)(x1+a))

))
dx1,

(after canceling ω′(a) from both sides). Next, set

z(a) := T1(aω(a)e2), a ∈ (0, 1).



OBSTRUCTIONS TO REGULARITY IN THE CLASSICAL MONGE PROBLEM 11

To prove the second inequality in (2.8), note that by (2.6), the second term of the integrand
on the right-hand side of (3.14) is greater than 1/2 for every x1 ∈ (−1, 1); therefore

1

2

ˆ z(a)

−a

(
x1 + a+

ω(a)

ω′(a)

)
dx1 ≤

ˆ 0

−a

(
x1 + a+

ω(a)

ω′(a)

)
dx1.

By evaluating the two integrals we obtain

1

2

((z(a) + a)2

2
+
ω(a)(z(a) + a)

ω′(a)

)
≤ a2

2
+
ω(a)a

ω′(a)
≤ 1

2

((2a)2

2
+
ω(a)2a

ω′(a)

)
.

Since the function t→ t2/2 + tω(a)/ω′(a) is increasing on [0,∞), it follows that

z(a) + a ≤ 2a,

which proves that the lim sup in (2.8) is bounded by 1. Next, we prove the first inequality
in (2.8). By the properties of ζ and η it follows that there exists a constant 0 < c0 < 1
such that ζ ≤ −2c0 and η ≤ c0 in a neighborhood of the origin. Hence, since z(a)→ 0 as
a→ 0, for a sufficiently small,

ˆ 0

−a

(
x1 + a+

ω(a)

ω′(a)

)
dx1 ≤ (1− c0)

ˆ z(a)

−a

(
x1 + a+

ω(a)

ω′(a)

)
dx1.

Evaluating the two integrals yields

a2

2
+
ω(a)a

ω′(a)
≤ (1− c0)

((z + a)2

2
+
ω(a)(z(a) + a)

ω′(a)

)
.

On the other hand, note that

(1− c0)
( a2

2(1− c0)
+

ω(a)a

ω′(a)(1− c0)1/2

)
≤ a2

2
+
ω(a)a

ω′(a)
.

Since the function t→ t2/2 + tω(a)/ω′(a) is increasing on [0,∞), we deduce

a

(1− c0)1/2
≤ z(a) + a.

Subtracting a from both sides yields that the lim inf in (2.8) is bounded below by

1

(1− c0)1/2
− 1 > 0.

�
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