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Abstract. We study an evolution model for fractured elastic materials in the
2-dimen-sional case, for which the crack path is not assumed to be known a
priori. We introduce some general assumptions on the structure of the fracture
sets suitable to remove the restrictions on the regularity of the crack sets and to
allow for kinking and branching to develop. In addition we define the front of the
fracture and its velocity. By means of a time-discretization approach, we prove
the existence of a continuous-time evolution that satisfies an energy inequality
and a stability criterion. The energy balance also takes into account the energy
dissipated at the front of the fracture. The stability criterion is stated in the
framework of Griffith’s theory, in terms of the energy release rate, when the crack
grows at least at one point of its front.
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1. Introduction

Fracture mechanics represents at present an interesting and open field of mathe-
matical investigation, although almost a century has passed since the seminal work
by Griffith [22] on quasistatic brittle fracture evolution. During this lapse of time,
many steps have been done towards a clearer understanding of the process and a
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more rigorous definition of the elements of the theory. Key steps in this improve-
ment path deal with the restrictions which are part of the Griffith’s model and with
the concepts therein introduced.

Griffith’s principle about evolution dwells on the idea that the crack growth is
determined by the competition between the elastic energy of the unfractured body
and the work needed to create a new crack or to extend an existing one. Its model
is essentially 2-dimensional and requires the crack path to be known a priori.

In order to remove these restrictions, Francfort & Marigo [21] propose a varia-
tional formulation which does not require the crack path to be preassigned and can
be generalized to any dimension. The first existence result of a continuous-time evo-
lution of such a model (without the path of the crack prescribed a priori) is given
in [17] in the contest of antiplane linear elasticity, assuming the cracks to be finitely
many compact connected sets of finite length. This result has then been extended
to plane elasticity [10], to finite elasticity [15, 16], to a larger functional space [20].

Concerning Griffith’s evolution principle, the main ingredient is represented by
the energy release rate, i.e. the amount of elastic energy dissipated due to an
infinitesimal increase of the crack. If Ω ⊂ R2 is an elastic body, Γ ⊂ Ω is the
preassigned 1-dimensional crack path, and E(w, l) is the elastic energy related to a
driving force w acting on Ω and a connected fracture of length l along Γ , then the
energy release rate is formally defined as

G(w, l) := lim
h→0+

E(w, l)− E(w, l + h)
h

.

The rigorous proof of existence of G is a non-trivial issue. The main technique
makes use of the domain differentiation method: the evolving domain is mapped to
a fixed one by means of smooth enough transformations. This approach requires the
crack set to be sufficiently regular, in order to be able to construct the mentioned
transformations. So far, the best result is obtained in [28], where existence of the
energy release rate is proved for C1,1 crack path and a quadratic elastic energy.
In [23], the authors consider the case of nonlinear energies, with polyconvex energy
densities.

In the 2-dimensional setting, in [25, 34, 27] models which also consider a dissi-
pative term due to the rate of crack growth are presented. In [25, 34] the crack
path is a sufficiently smooth preassigned curve, while in [27] the fracture set is only
required to belong to a suitable class of compact 1-dimensional sets, containing a
finite number of C1,1 non-interacting curves. An interesting analysis of different
models is described in [29].

Anyway, at present it is not clear how to deal with branching and kinking in
a sufficiently general setting. Recently, Negri [30] showed the existence of G for
piecewise C1,1 cracks, i.e. in his setting the fracture is allowed to kink. His approach,
by means of Γ -convergence, provides an integral representation of the energy release
rate that depends on the kinking angle in an implicit way. Despite the importance of
the result, unfortunately it is difficult to be used in order to choose among different
criterion available for the description of the kinking phenomenon: maximum energy
release rate, principle of local symmetry, ... A discussion on these topics is presented
in [11, 12].

The main feature of the model we present here is that it addresses the issue about
branching and kinking from a different perspective. We propose an evolution model
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for fractured elastic materials in the 2-dimensional antiplane case which allows those
phenomena to take place and does not require the crack path to be known a priori.
The idea is to introduce some general assumptions on the structure of the fracture
sets which allow us to extend Griffith’s theory to the case of branching and kinking
and, at the same time, to define the front of the fracture and its velocity. The last
two concepts are discussed in [26], where the authors introduce them by means of a
variational approach and study models of crack growth in which the crack dissipation
is a function of the front speed.

As a standard procedure, we consider first a discrete-time approximation t 7→
(Γτ (t), uτ (t)) driven by a boundary datum wτ (t), where τ is the time-incremental
step. Here Ω is the reference configuration of an elastic material, Γτ (t) ⊂ Ω repre-
sents the crack set, while uτ (t) is the elastic displacement of the unfractured part
Ω \ Γτ (t) of the material. At each incremental time-step, the minimum problem
that selects the proper approximation takes into account terms related to the dis-
crete velocity of the front. The discrete-time evolution of the system satisfies a first
order stability condition in the framework of Griffith’s theory, in terms of the energy
release rate, and an energy balance inequality of the form

∫
Ω\Γτ (b)

|∇uτ (b)|2 dx+H1(Γτ (b)) +
∫ b

a

∑
x∈Fτ (t)

vτ (x, t)2 dt

≤
∫

Ω\Γτ (a)
|∇uτ (a)|2 dx+H1(Γτ (a)) +

∫ b

a

∫
Ω\Γτ (t)

∇uτ (t) · ∇ẇ(t) dx dt+ o(1),

(1.1)
for two instants 0 ≤ a < b ≤ 1, where Fτ (t) and vτ (x, t) represent the front of
the fracture at time t and its discrete velocity at x ∈ Fτ (t), respectively. In the
inequality above, the term ∫ b

a

∑
x∈Fτ (t)

vτ (x, t)2 dt

represents the energy dissipated at the crack front due to the speed of the crack
growth. It also plays a role in the statement of the Griffith’s principle.

We are able to recover a continuous-time rate-dependent evolution (Γ (t), u(t))
as limit of the (Γτ (t), uτ (t)) when the incremental step τ vanishes. An important
ingredient is represented by the compactness of the family of admissible fracture
sets, for which some geometrical constraints are necessary in order to control the
germination of new branches of the crack and their reciprocal interaction during the
process. The crack growth is irreversible, i.e. Γ (t′) ⊂ Γ (t) for any t′ < t . We also
describe the notion of velocity of the crack front with two different approaches. One
of them, obtained by means of an abstract setting, reminds that by Larsen, Ortiz &
Richardson in [26].

The continuous-time evolution satisfies an energy inequality analogous to (1.1).
However, the main issue is the description of a stability criterion for the evolution.
The presence of several branches of the crack requires a fine investigation of the ap-
proximation by discrete-time evolutions. We are able to recover a Griffith’s principle
as long as the front advances: if at an instant t0 the velocity v(p(t0), t0) of a point
p(t0) of the front F (t0) is not null, then for a.e. t < t0 and close to t0 the following
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conditions are satisfied

v(t, p(t)) ≥ 0

G(w(t),Γ (t), p(t)) ≤ 1 + v(t, p(t)) (1.2)

[−G(w(t),Γ (t), p(t)) + 1 + v(t, p(t))] v(t, p(t)) = 0,

where p(t) belongs to the front F (t) of Γ (t) and p(t) → p(t0) as t ↗ t0 . In
(1.2), the function G(w,Γ , p) is the energy release rate relative to a time-dependent
loading w , a crack Γ and a tip p of Γ .

When a branch of the crack does not grow, we cannot prove a stability condition
like (1.2). The main difficulty dwells on the approximation procedure by the discrete-
time evolutions, as explained at the end of the paper.

As said, in the work we study the antiplane elasticity model. The results up to
Subsection 6.1 can be treated in more general settings, like linearized and nonlinear
elasticity, appealing to the stability results in [10, 6] and [14] instead of Lemma 4.3
below. However, in Subsection 6.2 we will need an explicit formula for the energy
release rate. In the antiplane case it is proved in [28], while it is lacking in the other
regimes for our geometric setting (see [23, 24] in case of polyconvex elastic energy
densities and preassigned crack path, and [11] for the linearized case).

We conclude this introduction with a final remark. To our knowledge, this is a
first attempt to consider a model with branching and kinking, in the framework of
Griffith’s theory, and which considers the rate of growth of the crack. Neverthe-
less some work is still necessary in order to obtain a complete description of the
growth process and to remove some mathematical constraints introduced for the
well-posedness of the problem.

2. Notation

Let Ω be a bounded connected open subset of R2 , with Lipschitz boundary ∂Ω.
Let ∂DΩ ⊂ ∂Ω be relatively open, with H1(∂DΩ) > 0; we refer to ∂DΩ as the
Dirichlet part of the boundary. With H1 we mean the 1-dimensional Hausdorff
measure.

We study an evolution problem in a fixed time interval [0, 1]. On ∂DΩ we pre-
scribe a time-dependent boundary displacement which, at each instant t ∈ [0, 1], is
given by the value of (the trace of) a function

w ∈ H1(0, 1;H1(Ω))

at t .
The initial configuration is the couple (u0,Γ0) where u0 ∈ H1(Ω \Γ0) is solution

to 
∆u0 = 0 in Ω \ Γ0
∂u0
∂n = 0 on Γ0

u0 = w(0) on ∂DΩ
(2.1)

and Γ0 belongs to the class S of admissible cracks described below (see Defini-
tion 3.6). The class S is endowed with the topology induced by the Hausdorff
metric defined on sets (see [5]).
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Considered a sequence of set Γk that converges to a set Γ in the Hausdorff
topology as k → +∞ , we will write

Γ = H- lim
k→+∞

Γk or Γk
H−→ Γ .

By the notation 〈·, ·〉 and ‖ · ‖ we understand the inner product and the norm in
the Hilbert spaces L2(Ω) or L2(Ω; R2).

Finally, the constant C may vary also within the same proof and is independent
of all the parameters, unless we explicitly write the dependence.

3. The admissible crack sets

In this section we introduce the geometrical setting of the model. We describe
the class of admissible cracks and prove its compactness with respect to the Haus-
dorff convergence. Throughout the section, we comment on the meaning of some
mathematical and geometrical constraints necessary to obtain this result.

We consider a slight modification of the family of curves Rη introduced in [28, 27].

Definition 3.1. For any η > 0, Rη denotes the set of compact curves Γ of class
C1,1 in Ω such that

(i) H1(Γ ) > 0 and Γ ⊂⊂ Ω;
(ii) for every point x ∈ Γ there exist two open balls B1, B2 of radius η , such

that (B1 ∪B2) ∩ (Γ ∪ ∂Ω) = Ø and B1 ∩B2 = {x} .

Proposition 3.2. The following facts hold:
(i) every curve Γ ∈ Rη is simple.
(ii) Fix Γ0 ∈ Rη . Then the set

{Γ ∈ Rη : Γ0 ⊂ Γ}

is compact with respect to the Hausdorff convergence.
(iii) Consider Γ ∈ Rη and its arc-length parametrization γ . Then, set LΓ =

H1(Γ ), it is γ ∈W 2,∞((0, LΓ ); R2).
(iv) There exists a constant C > 0 such that

‖γ‖W 2,∞((0,LΓ );R2) ≤ C

for any Γ ∈ Rη .

(v) Let (Γk)k ⊂ Rη be such that Γk
H−→ Γ . Then H1(Γk) → H1(Γ ).

(vi) Let (Γk)k ⊂ Rη be such that Γk
H−→ Γ , with L = H1(Γ ) > 0. Let

Lk = H1(Γk), and γk, γ be the arc-length parametrizations of Γk and Γ ,
respectively. Define γ̃k(s) := γk

(
Lk
L s
)
. Then γ̃k ∈W 2,∞((0, L); R2) and

γ̃k ⇀ γ

weakly in W 2,∞((0, L); R2). In particular, by the fundamental theorem of
calculus, it holds that

γ̃k → γ pointwise (3.1)
˙̃γk → γ̇ pointwise. (3.2)
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Proof. Properties 3.2.(i), 3.2.(ii), 3.2.(iii), 3.2.(iv) and 3.2.(vi) are already proved
in [28].

Concerning 3.2.(v), if H1(Γ ) > 0, then the conclusion follows by applying 3.2.(iv)
and (3.2) in the formula for the length of a C1 curve.

If H1(Γ ) = 0, then Γ = {x} since it is connected. For any r > 0, it is Γk ⊂ Br(x)
for k sufficiently large. Then the bound on the curvature for Γk ∈ Rη implies
that H1(Γk) ≤ Cr for a constant C independent of r , so that H1(Γk) → 0 as
k → +∞ . �

In the following, we call endpoints of Γ ∈ Rη the points γ(0) and γ(L), where
γ is the arc-length parametrization of Γ and L = H1(Γ ).

The admissible crack sets will be finite unions of elements in Rη , satisfying some
topological restrictions in order to control the phenomena of branching and kinking.
To define a proper class of cracks, for any curve in Rη we introduce two kinds
of neighbourhoods, called 1-sided pencil-like neighbourhood and 2-sided pencil-like
neighbourhood, which depend on two parameters which will not change along the
paper:

β ∈ (0, η) and θ ∈ (0, π/2).
Fixed Γ ∈ Rη , set L := H1(Γ ) and γ : [0, L] → R2 the arc-length parametriza-

tion of Γ . Consider the rectangle

R = (0, L)× (−β, β)

and the extended one
Re = (0, L+ β)× (−β, β).

Define the maps Φ : R→ R2 and Φe : Re → R2 as

Φ(s, z) := γ(s) + zγ̇(s)⊥ if (s, z) ∈ R
and

Φe(s, z) :=
{

Φe(s, z) := γ(s) + zγ̇(s)⊥ if (s, z) ∈ R
Φ(s, z) := γ(L) + (s− L)γ̇(L) + zγ̇(L)⊥ if (s, z) ∈ [L,L+ β)× (−β, β).

By the regularity of γ (see Proposition 3.2), the maps Φ and Φe are homeomor-
phisms from R into Φ(R) and from Re into Φe(Re), respectively.

We consider the subset of R

P2 := {(s, z) ∈ R : 0 < s < L, |z| < min{s tan θ, β, (L− s) tan θ}}
and define the 2-sided pencil-like neighbourhood of Γ (see Fig. 1) as

P2(Γ ) := Φ(P2).

In coordinates, it is

P2(Γ ) =
{
γ(s) + zγ̇(s)⊥ : 0 < s < L, |z| < min{s tan θ, β, (L− s) tan θ}

}
.

We consider the subset of Re

P1 := {(s, z) ∈ R : 0 < s ≤ L, |z| < min{s tan θ, β}}

∪
{

(s, z) ∈ Re : L ≤ s < L+ β, |z| < min{s tan θ,
√
β2 − (s− L)2}

}
and define the 1-sided pencil-like neighbourhood of Γ (see Fig. 2) as

P1(Γ , p) := Φe(P1)
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θ

L
−β
−η

β

η

0

P2

Φ Γ

P2(Γ)

1

Figure 1: The 2-sided pencil-like neighbourhood P2(Γ ) for a curve Γ ∈ Rη .

with p = γ(0). In coordinates, it is

P1(Γ , p) =
{
γ(s) + zγ̇(s)⊥ : 0 < s ≤ L, |z| < min{s tan θ, β}

}
∪
{
γ(L) + (s− L)γ̇(L) + zγ̇(L)⊥ : L ≤ s < L+ β

and |z| < min{s tan θ,
√
β2 − (s− L)2}

}
.

θ

−β
−η

β

η

0
L

P1

Φe
Γ

P1(Γ , p)p

1

Figure 2: The 1-sided pencil-like neighbourhood P1(Γ , p) for a curve Γ ∈ Rη .

Remark 3.3. With abuse of terminology, we use the name neighbourhood for the
open sets P1 and P2 . They are not neighbourhoods of Γ , but only of Γ \ {p0, p1}
in case of P2(Γ ) and of Γ \{p0} in case of P1(Γ , p0), where p0, p1 are the endpoints
of Γ . In particular, the following holds: if P2(Γ1)∩ Γ2 = Ø and Γ1 ∩ Γ2 6= Ø, then
they intersect in (one of or both) their endpoints. Similarly, if P1(Γ1, p0) ∩ Γ2 = Ø
and Γ1 ∩ Γ2 6= Ø, then they intersect in p0 .

We consider finite unions of curves in Rη satisfying the following properties:

K =
m⋃

j=1

K̃j (3.3)

such that
(i) K is connected;
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(ii) K̃j ∈ Rη for any j ;
(iii) if K̃j ∩ K̃l 6= Ø for j 6= l , then they intersect in (one of or both) their

endpoints;
(iv) if K̃i∪ K̃j ∈ Rη , then there exists K̃l , l 6= i, j , such that K̃i∩ K̃j ∩ K̃l 6= Ø.
(v) let p0, p1 be the endpoints of K̃j . Assume that p0 ∈ K̃j ∩ K̃l0 and p1 ∈

K̃j ∩ K̃l1 for some l0, l1 6= j . Then

P2(K̃j) ∩ K̃l = Ø

for every l 6= j ;
(vi) let p0, p1 be the endpoints of K̃j . Assume that p0 ∈ K̃j ∩ K̃l0 for some

l0 6= j and p1 /∈ K̃l for any l 6= j . Then

P1(K̃j , p0) ∩ K̃l = Ø

for every l 6= j .

Each K̃j is called a branch of K .

Definition 3.4. We divide the points of a set K as in (3.3) in three groups:
• the set TK of crack tip points: x ∈ K belongs to TK if there exists r > 0 such
that K ∩Br(x) is an element of Rη with endpoint x .
• The set SK of singular points: x ∈ K belongs to SK if there exist two unit
vectors v1, v2 ∈ R2 tangent to K at x such that v1 · v2 6= ±1.
• The set RK of regular points: x ∈ K belongs to RK if there exists r > 0 such
that K ∩Br(x) is an element of Rη and x in the relative interior of K .

Remark 3.5. Conditions (3.3).(iii) and (3.3).(iv) represent a sort of “maximality”
condition of each branch in the class Rη with respect to inclusion.

Conditions (3.3).(v) and (3.3).(vi) are mathematical restrictions, which will be
necessary to prove compactness of a suitable class of crack sets. We require that
each branch is surrounded by an off-limit zone for other branches; it is represented by
the pencil-like neighbourhoods. Around one of (both) the tips, the 1-sided (2-sided)
pencil-like neighbourhoods have the shape of a curvilinear triangle with vertex at the
tip and vertex angle of 2θ . The triangular shape is necessary in order to permit the
branching phenomenon at the tip; the condition on the angle bounds the number of
branches that can develop from each singular point, as proved in Lemma 3.9 below.

For any K of this form we can define the sets I1(K) and I2(K) such that

K̃j ∈ I1(K) if and only if K̃j satisfies the assumption in (3.3).(vi)
K̃l ∈ I2(K) if and only if K̃l satisfies the assumption in (3.3).(v).

(3.4)

It is:
• TΓ is the set of endpoints p1 of K̃j , for some j ∈ I1(Kl);
• SΓ is the set of endpoints p0, p1 of K̃j , for some j ∈ I2(Kl);
• RΓ is the set Γ \ (TΓ ∪ SΓ ).

Definition 3.6. Let δ, λ be positive constants, with

δ ≥ β
( 2

tan θ
+ 1
)

and λ ≥ β

tan θ
. (3.5)
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We define the class S of admissible cracks as the set of curves Γ of the form

Γ =
N⋃

j=1

Kj (3.6)

such that N ∈ N and
(i) each Kj is of the form (3.3) and verifies Conditions (3.3).(i)-(3.3).(vi);
(ii) it is

Kj ∩ P1(K̃l, p0) = Ø for every K̃l ∈ I1(Km) and m 6= j

Kj ∩ P2(K̃l) = Ø for every K̃l ∈ I2(Km) and m 6= j;

(iii) H1(Kj) ≥ λ for every j ;
(iv) defined SΓ :=

⋃N
j=1 SKj , for every x1, x2 ∈ SΓ with x1 6= x2 it is

|x1 − x2| ≥ δ. (3.7)

An example of an element Γ ∈ S is showed in Fig. 3.

K1

K2

K3

K̃j

Ω

1

Figure 3: A domain Ω ⊂ R2 with crack set Γ ∈ S of the form Γ = K1 ∪K2 ∪K3 .
The dotted curve K̃j is a branch of K2 .

Remark 3.7. Let us comment immediately on the assumptions (3.5). Notice that,
if K̃ ∈ Rη , γ is its arc-length parametrization and H1(K̃) ≥ β(1 + 1/ tan θ), then
for every s ≥ β(1 + 1/ tan θ) it is

Bβ(γ(s)) ⊂ P1(K̃, γ(0)).

If H1(K̃) ≥ δ , then there exists x ∈ ∂P2(K̃) with dist(x, K̃) = β . Indeed, this is
true for

x = γ(s) + zγ̇(s)⊥

with β/ tan θ ≤ s ≤ β/ tan θ + β , for which z = ±β .
The constraint (3.5) on λ and Condition 3.6.(iii) assure that, if a connected

component K contains only one branch, i.e. K ∈ Rη , then at each tip of K the
1-sided pencil-like neighbourhood contains a half-ball of radius β .

The main result of the section is the following theorem. Its proof is achieved after
several lemmas, which will clarify the geometric meaning of the parameters and of
the objects introduced for the definition of the class S .
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Theorem 3.8. The class S is compact with respect to the Hausdorff convergence.

Lemma 3.9. There exists a constant M ∈ N such that every Γ ∈ S has at most M
branches. In addition, also the number of singular points and tip points is uniformly
bounded.

Proof. By (3.7), in Ω there can be at most

1
√

3
4 δ

2
|Ω|

singular points, where
√

3 δ2/4 is the area of an equilateral triangle of side δ .
By Conditions (3.3).(v) and (3.3).(vi) on the 1-sided and 2-sided pencil-like neigh-

bourhoods, from each singular point at most 2π/θ branches can develop.
Therefore, 2π

θ

√
3

4δ2 |Ω| is the maximum number of branches for an element Γ ∈ S .
The final statement is an easy consequence of the previous part: the number of

singular points and tip points is bounded by the number of equilateral triangles of
side δ and by the number of branches, respectively. �

Lemma 3.10. There exists a positive constant C such that H1(Γ ) ≤ C for every
Γ ∈ S .

Proof. Apply Proposition 3.2.(iv) and Lemma 3.9. �

Lemma 3.11. There exists an increasing function ρ : (0,+∞) → (0, β] satisfying
the following property: if K ∈ Rη and γ is its arc-length parametrization, then

Bρ(s)(γ(s)) ⊂ P1(K, γ(0)),

for every s ∈ (0,H1(K)].

Proof. By elementary geometrical arguments, it is not difficult to observe that the
bound on the curvature in the class Rη implies that

ρ(s) =
tan θ

2
s

satisfies the above property. �

Lemma 3.12. Let (Γk)k ⊂ Rη be such that Γk
H−→ Γ and H1(Γ ) > 0. Then

∂P2(Γk) H−→ ∂P2(Γ ) and P2(Γk) H−→ P2(Γ ).

If p0
k → p0 , then

∂P1(Γk, p
0
k) H−→ ∂P1(Γ , p0) and P1(Γk, p

0
k) H−→ P1(Γ , p0).

Proof. By the compactness property for Rη , Γ belongs to Rη . We now adopt the
notation of Proposition 3.2.

We consider first the case of ∂P2 . In terms of the parametrization γ̃k , it is

P2(Γk) =
{
γ̃k(s) +

L

Lk
z ˙̃γk(s)⊥ : 0 < s < L, |z| < min

{
Lk

L
s tan θ, β,

Lk

L
(L− s) tan θ

}}
To obtain the claim, we verify the Kuratowski convergence, which in our setting

is equivalent to the Hausdorff convergence (see for example [5]).
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• First we show that, given a sequence yj ∈ ∂P2(Γkj
) with yj → y as j → +∞ ,

then y ∈ ∂P2(Γ ). By definition of P2 ,

yj = γ̃kj
(sj) +

L

Lkj

zj ˙̃γkj
(sj).

Up to subsequences, sj → s ∈ [0, L] . By the bound ‖γ̃kj
‖W 2,∞((0,L);R2) ≤ C , (3.1),

and (3.2), we have

γ̃kj
(sj) → γ(s) and ˙̃γkj

(sj) → γ̇(s). (3.8)

In order to conclude, we should consider different scenarios:

β < min{s tan θ, (L− s) tan θ}
s tan θ ≤ β ≤ (L− s) tan θ
(L− s) tan θ ≤ β ≤ s tan θ.

We only consider the first case, for the others it is enough to argue similarly. Since
Lkj

/L → 1 and sj → s , it is β < min
{

Lkj

L sj tan θ,
Lkj

L (L− sj) tan θ
}

for j suffi-
ciently large, so that zj = β . Then, by (3.8), we obtain that y = γ(s) + β γ̇(s),
which belongs to ∂P2(Γ ).
• Given y = γ(s) + zγ̇(s) ∈ ∂P2(Γ ), we have to construct a sequence yk ∈ ∂P2(Γk)
converging to y . Define

yk := γ̃k(s) +
L

Lk
zk ˙̃γk(s) ∈ ∂P2(Γk)

where, for k large we set

∗ if β < min
{

Lk
L s tan θ, Lk

L (L− s) tan θ
}

, then zk = β ;

∗ if Lk
L s tan θ ≤ β ≤ Lk

L (L− s) tan θ , then zk = min
{
β, Lk

L s tan θ
}

;

∗ if Lk
L (L− s) tan θ ≤ β ≤ Lk

L s tan θ , then zk = min
{
β, Lk

L (L− s) tan θ
}

.

Using the pointwise convergence of γ̃k and ˙̃γk , it is easy to verify that yk → y .

For the case of ∂P1 , in terms of γ̃k , with γ̃k(0) = p0
k , the set P1(Γk, p

0
k) is

P1(Γk, pk) =
{
γ̃k(s) +

L

Lk
z ˙̃γk(s)⊥ : 0 < s < L, |z| < min{Lk

L
s tan θ, β}

}
∪
{
γ̃k(L) + (s− L) ˙̃γk(L) +

L

Lk
z ˙̃γk(L)⊥ : L < s < L+

L

Lk
β

and |z| < min

Lk

L
s tan θ,

√
β2 −

L2
k

L2
(s− L)2


 .

The proof follows the steps of the previous one, with the following differences.
• Let yj ∈ ∂P1(Γ , p0

kj
) be such that yj → y . It is yj = γkj

(sj) + xj and, up to
subsequences, sj → s , where

∗ if 0 ≤ s < L , then for j large

xj =
L

Lkj

zj ˙̃γkj
(sj)⊥; (3.9)
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∗ if L < s ≤ L+ β , then for j large

xj = (sj − L) ˙̃γkj
(L) +

L

Lkj

zj ˙̃γkj
(L)⊥; (3.10)

∗ if s = L , then there exists a further subsequence such that either (3.9) or
(3.10) hold for every term of the subsequence.

• Given y ∈ ∂P1(Γ , p0), we write y = γ(s) + x , with

x = zγ̇(s)⊥ if 0 ≤ s ≤ L
x = (s− L)γ̇(L) + zγ̇(L)⊥ if L ≤ s ≤ L+ β.

Then one defines yk ∈ ∂P1(Γk, p
0
k) by considering γ̃k(s), ˙̃γk(s) and arguing similarly

as for P2 in order to choose zk appropriately.

Similar arguments hold for the closed sets P2(Γk) and P1(Γk, p
0
k). �

Lemma 3.13. Let (Γ 1
k )k, (Γ 2

k )k ⊂ Rη be two sequences such that

Γ 1
k
H−→ Γ 1 and Γ 2

k
H−→ Γ 2 (3.11)

and assume that H1(Γ 1) > 0. The following properties hold:
• if for every k

P1(Γ 1
k , pk) ∩ Γ 2

k = Ø (3.12)
pk → p with pk ∈ TΓ1

k
,

then p ∈ TΓ1 and P1(Γ 1, p) ∩ Γ 2 = Ø;
• if P2(Γ 1

k ) ∩ Γ 2
k = Ø for every k , then P2(Γ 1) ∩ Γ 2 = Ø.

Proof. Being pk ∈ TΓ1
k

, it is pk = γ̃k(0) for the arc-length parametrization γk . Since
γ̃k(0) → γ(0) by Proposition 3.2, it is p ∈ TΓ1 .

By contradiction, assume that there exists x ∈ P1(Γ 1, p1) ∩ Γ 2 . Let r > 0 be
such that dist(x, ∂P1(Γ 1, p1)) = 4r . By (3.11), there exists a sequence xk ∈ Γ 2

k
converging to x ; in particular xk ∈ Br(x) for k large. By Lemma 3.12, for k large
enough we have Br(x) ⊂ P1(Γ 1

k , p
1
k), so that

xk ∈ Γ 2
k ∩Br(x) ⊂ Γ 2

k ∩ P1(Γ 1
k , p

1
k),

in contradiction to (3.12).
The second property can be proved in a similar manner. �

Lemma 3.14. Let Γk ∈ S be a sequence converging to Γ in the Hausdorff metric.
Then H1(Γk) → H1(Γ ).

Proof. Without loss of generality, we can assume that

Γk =
N⋃

i=1

K̃i
k (3.13)

with K̃i
k branches of Γk and

K̃i
k
H−→ K̂i, (3.14)

for some N ≤M (M given in Lemma 3.9). Indeed, if this is not the case, for every
N ≤M we consider the subsequence ΓN,k of elements having N branches and, up
to relabeling, we can assume that (3.14) holds.
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Firstly notice that, having Γk a uniformly bounded number of connected compo-
nents, by Go lab’s Theorem [5, Theorem 4.4.17] we obtain immediately

H1(Γ ) ≤ lim inf
k→+∞

H1(Γk). (3.15)

If H1(K̂i) = 0, then K̂i = {xi} . We argue as in the proof of 3.2.(v) of Proposi-
tion 3.2: the bound on the curvature for K̃i

k ∈ Rη and (3.14) imply that H1(K̃i
k) →

0.
If for i 6= l it is H1(K̂i),H1(K̂ l) > 0, then Lemma 3.13 and Remark 3.3 imply

that
K̂i ∩ K̂ l ⊂ {pi

0, p
i
1}

with pi
0, p

i
1 endpoints of K̂i . Hence H1(K̂i ∪ K̂ l) = H1(K̂i) + H1(K̂ l). Applying

Proposition 3.2.(v),

H1(K̂i) = lim
k→+∞

H1(K̃i
k), (3.16)

for every i . Considering (3.15), we have

H1(Γ ) ≤ lim inf
k→+∞

H1(Γk) = lim inf
k→+∞

N∑
i=1

H1(K̂i)=0

H1(K̃i
k) =

N∑
i=1

H1(K̂i) = H1(Γ ).

Since (3.16) holds, in the above relation all lim inf are actually limits, so that we
obtain the thesis. �

Proof of Theorem 3.8. Let (Γk)k be a sequence in S .
We assume that for each k the set Γk is connected; the general case can be

obtained with similar arguments. Hence Γk has the form (3.3):

Γk =
Nk⋃
j=1

K̃j
k.

Being Nk ≤ M for every k (see Lemma 3.9), without loss of generality we can
assume that Nk = N ′ for all k . By Blaschke compactness Theorem (see [5, Theorem
4.4.15], up to subsequences Γk

H−→ Γ for a compact connected set Γ . It remains to
prove that Γ ∈ S .

Lemma 3.14 and Condition 3.6.(iii) imply that H1(Γk) → H1(Γ ); therefore λ ≤
H1(Γ ) < +∞ , i.e. Condition 3.6.(iii) for Γ .

Applying again Blaschke’s Theorem, up to relabeling the K̃j
k , we can assume

K̃j
k
H−→ K̂j for some compact set K̂j , for j = 1, . . . , N ′ ; of course, Γ = K̂1 ∪ . . . ∪

K̂N ′
. By Proposition 3.2.(v)

H1(K̂j) = lim
k→+∞

H1(K̃j
k)

and we relabel the sets K̂j so that H1(K̂j) > 0 for j = 1, . . . , N ′′ for some N ′′ ≤ N ′

and H1(K̂j) = 0 for j = N ′′ + 1, . . . , N ′ (in this case K̂j = {xj}). Proposition 3.2
implies also that

K̂j ∈ Rη (3.17)
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for j = 1, . . . , N ′′ . Being Γ and K̂j connected,

Γ =
N ′′⋃
j=1

K̂j . (3.18)

Thanks to (3.17) and (3.18), Γ can be described as a finite union of C1,1 curves
in Rη . We write

Γ =
N⋃

i=1

K̃i

is such a way that Conditions (3.3).(i)-(3.3).(iv) in (3.3) are satisfied. We are left to
check Conditions (3.3).(v) and (3.3).(vi). Firstly we remark that, by Lemma 3.13
and Remark 3.3, if K̂j ∩ K̂ l 6= Ø, then they intersect at most in their endpoints.
Hence for every i = 1, . . . , N it is

K̃i =
⋃
j∈Ii

K̂j

for a set of indices Ii ⊂ {1, . . . , N ′} .
Assume that K̃1 satisfies the assumptions in (3.3).(v). If K̃1 = K̂j for some j ,

then Lemma 3.13 implies that P2(K̃1) ∩ K̂ l = P2(K̂j) ∩ K̂ l = Ø for every l 6= j .
Therefore P2(K̃1)∩K̃h = Ø for all h = 2, . . . N , which is exactly condition (3.3).(v).

Assume now that, up to relabel the K̂j , it is

K̃1 = K̂1 ∪ . . . ∪ K̂ l

with K̂j ∩ K̂j+1 = {yj} , and that for the remaining K̂j it is

N ′′⋃
j=l+1

K̂j =
N⋃

i=2

K̃i.

Necessarily, for every k large enough the set K̃1
k ∪ . . . ∪ K̃ l

k is connected and K̃j
k ∩

K̃j+1
k = {yj

k} , with

K̃1
k , . . . , K̃

l
k ∈ I2(Γk), (3.19)

and I2(Γk) defined in (3.4). This claim is consequence of Lemma 3.11 and the
fact that H1(K̃j

k) ≥ 1
2H

1(K̂j) > 0 for k large: by contradiction, if one of the
K̃j

k belongs to I1(Γk), then Lemma 3.11 implies that a tip remains at a positive
distance (independent of k ) from all the other branches, so that the same holds for
its Hausdorff limit; as a consequence, K̃1 cannot belong to I2(Γ ).

Call y0 the endpoint of K̂1 not belonging to K̂2 , and yl the endpoint of K̂ l

not belonging to K̂ l−1 . We have H1(K̂j) ≥ |yj−1 − yj | ≥ δ for j = 1, . . . , l , since
yi

k → yi and |yi
k − yh

k | ≥ δ for 0 ≤ i < h ≤ l . This remark on the lengths, the
assumption (3.5) on δ and the comments in Remark 3.7 imply

P2(K̃1) = P1(K̂1, y0) ∪ (K̂2)β ∪ . . . (K̂ l−1)β ∪ P1(K̂ l, yl) , (3.20)

where (K̂j)β = {x ∈ Ω : dist(x, K̂j) < β} . In particular P2(K̃1) ⊃ P2(K̂1) ∪ . . . ∪
P2(K̂ l).
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To prove condition (3.3).(v) we argue by contradiction. Assume that P2(K̃1) ∩
K̃i 6= Ø for some i ∈ {2, . . . , N} ; since by Lemma 3.13 and (3.19) it is P2(K̂h) ∩
K̂m = Ø for all h = 1, . . . l and m 6= l , there exists

x ∈ K̃i ∩ P2(K̃1) \
(
P2(K̂1) ∪ . . . ∪ P2(K̂ l)

)
.

More precisely,
x ∈ (K̂j)β \ P2(K̂j) (3.21)

for some j ∈ {1 . . . , l} and x ∈ K̂m for some m > l , with K̂m having endpoints
ym−1, ym . Let γj be the arc-length parametrization of K̂j ; then

x = γj(s) + zγ̇j(s)⊥ (3.22)

for some |z| < β and, because of (3.21),

either s ∈ [0, β/ tan θ) or s ∈ (H1(K̂j)− β/ tan θ,H1(K̂j)]. (3.23)

Assume (3.23)1 and remember that ym−1 = γj(0) and yj = γj(H1(Γ̂ j)). Then

min
{
|x− ym−1|, |x− ym|

}
≥min

{
|ym−1 − yj−1|, |ym − yj−1|

}
− |yj−1 − x|

= min
{
|ym−1 − yj−1|, |ym − yj−1|

}
− |γj(0)− γj(s) + zγ̇j(s)⊥|

≥δ − (|z|+ s) ≥ δ − β − β

tan θ

≥β
( 2

tan θ
− 1
)
− β − β

tan θ
=

β

tan θ
.

If (3.23)2 holds, then by substituting yj−1 with yj in the above chain of inequal-
ities we get

min
{
|x− ym−1|, |x− ym|

}
≥ β

tan θ
.

Hence x = γm(s) with s ∈ [β/ tan θ,H1(Γ̂m) − β/ tan θ] ; then, by choice of δ
(see Remark 3.7), this condition implies that dist(x, K̂i) ≥ β for every i 6= m , in
contradiction to (3.22), since |z| < β .

In order to check Condition (3.3) (vi) one argues similarly. Instead of (3.20), one
has to observe that

P1(K̃1, y0) = P1(K̂1, y0) ∪ (K̂2)β ∪ . . . ∪ (K̂ l)β.

This concludes the proof when the sets Γk are connected. �

In conclusion, we prove some further geometrical results which will be useful in
the following sections.

Lemma 3.15. Let Γk,Γ ∈ S and Γk
H−→ Γ . Then for every p ∈ TΓ there exists a

sequence (pk)k , with pk ∈ TΓk
, such that pk → p.

Proof. By contradiction, assume that there exists r > 0 such that

dist(p, TΓk
) ≥ r (3.24)

for every k . Without loss of generality, we can assume that r ∈ (0, η) and r satisfies
the properties defining a crack tip. Define K := Γ ∩ Br(p) ∈ Rη and notice that
K ∩ ∂Br(p) = {y} .
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Two cases are possible: either

dist(p, SΓk
) ≥ r (3.25)

for every k (possibly by replacing the previous r with a smaller one), or there exists
a sequence xk ∈ SΓk

such that
xk → p. (3.26)

If (3.25) holds, by Hausdorff convergence there exists xk → p with xk ∈ Γk\(SΓk
∪

TΓk
). Let Kk be the branch of Γk containing xk ; Kk ∈ Rη . Set K̃k := Kk ∩Br(p),

then K̃k ∈ Rη . Fix ε ∈ (0, η/2); by Hausdorff convergence, for k sufficiently large
K̃k := Kk ∩ Br(p) ⊂ (K)ε := {x ∈ Ω : dist(x,K) < ε} , hence Condition 3.1.(ii) in
Definition 3.1 is not satisfied, in contradiction to the fact that K̃k ∈ Rη .

If (3.26) is the case, then there exist at least two branches K1
k and K2

k of Γk

containing xk and such that Ki
k \Br(p) 6= Ø (because we are assuming (3.24)); let

yi
k ∈ Ki

k ∩ ∂Br(p). For k sufficiently large we can assume that |xk − p| < r/2, so
that

H1
(
Ki

k ∩ ∂Br(p)
)
≥ |xk − yi

k| ≥ r/2.
By Lemma 3.11, it must be

|y1
k − y2

k| ≥ ρ(r/2). (3.27)
Taken ε < 1

2 min{ρ(r/2), r/2} , by Hausdorff convergence we have

Ki
k ∩Br(p) ⊂ (K)ε and |yi

k − y| < ε,

which imply that |y1
k − y2

k| < 2ε < ρ(r/2), in contradiction to (3.27). �

Lemma 3.16. Let Γ ,Γk ∈ S and Γk
H−→ Γ . Assume that for a tip p ∈ TΓ there

exist p1
k, p

2
k ∈ TΓk

, p1
k 6= p2

k , converging to p. Then there exists yk ∈ SΓk
converging

to p.

Proof. We argue by contradiction. Assume that

dist(p, SΓk
) ≥ r

for some r > 0. As in Lemma 3.15, without loss of generality, we can assume that
r ∈ (0, η) and r satisfies the properties defining a crack tip. Define K := Γ∩Br(p) ∈
Rη .

For k sufficiently large, |pi
k − p| < r/2, so that the connected components Ki

k

containing pi
k , for i = 1, 2, satisfy the bound from below

H1(Ki
k) ≥ r/2.

Then, by Lemma 3.11, it has to be |p1
k − p2

k| ≥ ρ(r/2), in contradiction to the fact
that p1

k and p2
k converge both to p . �

4. The time-incremental problem

This section is devoted to the study of the discrete-time approximation of the
quasistatic evolution. At each incremental step, the fracture is permitted to grow
simultaneously at many tips and to develop new branches. In order to avoid non-
physical interactions between them, we need to perform a sort of localization argu-
ment to treat each tip separately. This is obtained by keeping trace of the fracture
increments at each step in the discrete-time approach. At the end of the section, we
establish some a priori estimates and properties of the discrete-time evolutions.
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In the following, given Γ1,Γ2 ∈ S with Γ1 ⊂ Γ2 , let

C(Γ1,Γ2)

be the set of connected components of Γ2 \ Γ1 . Notice that every element c ∈
C(Γ1,Γ2) is a finite union of C1,1 curves. In particular, c satisfies Conditions
(3.3).(i)-(3.3).(vi) in (3.3) and

c = c \ Γ1. (4.1)
In addition, if c′ ∩ c′′ 6= Ø for two distinct components c′, c′′ ∈ C(Γ1,Γ2), then

c′ ∩ c′′ ⊂ SΓ2 ∩ Γ1. (4.2)

We now construct the discrete-time evolution with time incremental step τ > 0
and initial datum (u0,Γ0) satisfying (2.1). Define

• u0
τ := u0 and Γ 0

τ := Γ0 ;
• recursively ui

τ and Γ i
τ as minimizers of

‖∇u‖2 +H1(Γ ) +
1
τ

∑
c∈C(Γ i−1

τ ,Γ )

(
H1(c)

)2 (4.3)

under the constraints Γ ∈ S , Γ i−1
τ ⊂ Γ , u ∈ H1(Ω \ Γ ) and u = w(iτ) on

∂DΩ.

Proposition 4.1. The minimum problem (4.3) has a solution.

For its proof we need the following lower semicontinuity result and the next sta-
bility result about elliptic problems on varying domains.

Lemma 4.2. Consider Γ̂ ,Γ ∈ S and a sequence (Γk)k ⊂ S such that

Γ̂ ⊂ Γk for any k and Γk
H−→ Γ . (4.4)

Then Γ̂ ⊂ Γ and ∑
c∈C(Γ̂ ,Γ )

(
H1(c)

)2 ≤ lim inf
k→+∞

∑
c∈C(Γ̂ ,Γk)

(
H1(c)

)2
.

Proof. The fact that Γ̂ ⊂ Γ is a direct consequence of (4.4).
We claim that for every c ∈ C(Γ̂ ,Γ ) there exists a sequence ck ∈ C(Γ̂ ,Γk) such

that ck
H−→ c .

By contradiction, assume that the claim does not hold for some c ∈ C(Γ̂ ,Γ ). By
(4.4), there exist c1k, c

2
k ∈ C(Γ̂ ,Γk) such that

c1k
H−→ c1 c2k

H−→ c2

with H1(c1) > 0, H1(c2) > 0, c1 ∪ c2 ⊂ c and c1 ∪ c2 connected. The set c1 ∩ c2

contains finitely many points. Notice that, being c1∪c2 connected and
(
c1 ∪ c2

)
∩Γ̂ =

Ø, there exists x ∈
(
c1 ∩ c2

)
\ Γ̂ . In particular, by (4.1) it is x ∈ c1 ∩ c2 .

By Hausdorff convergence, there exist x1
k ∈ c1k , x2

k ∈ c2k with

x1
k, x

2
k → x. (4.5)

By assumption (3.7) for the singular points of sets in S , up to subsequences we can
assume that either

x1
k ∈ Γk \ SΓk

(4.6)
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for every k and there exists C > 0 such that

dist(x1
k, SΓk

∩ c1k) ≥ C, (4.7)

or the analogous properties hold true for x2
k and c2k . Indeed,

• if both x1
k, x

2
k ∈ SΓk

, then (3.7) is contradicted, because x1
k 6= x2

k and |x1
k −

x2
k| → 0.

• If both
dist(x1

k, SΓk
∩ c1k),dist(x2

k, SΓk
∩ c2k) → 0,

let y1
k ∈ SΓk

∩ c1k with |x1
k − y1

k| = dist(x1
k, SΓk

∩ c1k), and the same for y2
k .

Notice that y1
k, y

2
k → x .

If y1
k = y2

k =: yk , then yk ∈ c1k ∩ c2k and, by (4.2) with Γ1 = Γ̂ , it is
yk ∈ Γ̂ . Hence x ∈ Γ̂ , in contradiction to the choice of x .

If y1
k 6= y2

k , then (3.7) is contradicted by the fact that |y1
k − y2

k| → 0.

Assume (4.6) and (4.7). Let K̃k be the branch in Γk containing x1
k and γk its

arc-length parametrization. Then x1
k = γk(sk) for some sk ∈ (0,H1(K̃k)); by (4.7),

necessarily sk ≥ C . Hence Lemma 3.11 implies that

dist(x1
k, K̃

′
k) ≥ ρ(C)

for all branches K̃ ′
k different than K̃k . In particular,

|x1
k − x2

k| ≥ ρ(C)

for every k , in contradiction to (4.5).

To conclude, let C(Γ̂ ,Γ ) =
{
c1, . . . , cm

}
and consider ci

k ∈ C(Γ̂ ,Γk) such that

ci
k
H−→ ci , which exist for what we just proved. Then, by the fact that all compo-

nents ci, ci
k satisfy Conditions (3.3).(i)-(3.3).(vi), we can apply Lemma 3.14 to get

H1(ci
k) → H1(ci) for i = 1, . . . ,m . Finally∑

c∈C(Γ̂ ,Γ )

(
H1(c)

)2 =
m∑

i=1

(
H1(ci)

)2 = lim
k→+∞

m∑
i=1

(
H1(ci

k)
)2

≤ lim inf
k→+∞

∑
c∈C(Γ̂ ,Γk)

(
H1(c)

)2
.

�

The following stability result has been proved by several authors in different set-
tings: for Dirichlet problems [33], for Neumann problems [8, 9, 7], in the mixed case
[17, Theorem 5.1] (as reported below).

Lemma 4.3. Let (Γk)k ⊂ S be a sequence converging to Γ in the Hausdorff metric.
Let (gk)k ⊂ H1(Ω) be a sequence converging to g ∈ H1(Ω) strongly in H1(Ω). Let
uk ∈ H1(Ω \ Γk) and û ∈ H1(Ω \ Γ ) be the solutions to the elliptic problems

∆uk = 0 in Ω \ Γk
∂uk
∂ν = 0 on Γk ∪ ∂Ω \ ∂DΩ
uk = gk on ∂DΩ

and


∆û = 0 in Ω \ Γ
∂û
∂ν = 0 on Γ ∪ ∂Ω \ ∂DΩ
û = g on ∂DΩ

respectively. Then ∇uk → ∇û strongly in L2(Ω; R2).
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Proof of Proposition 4.1. Fix i ∈ {1, . . . , Nτ} . For any Γ ∈ S let uΓ be the mini-
mizer of

min
{
‖∇v‖2 : v ∈ H1(Ω \ Γ ) with v = w(iτ) on ∂DΩ

}
.

Consider a minimizing sequence Γk ∈ S for (4.3). By compactness of the class S ,
there exist a subsequence, not relabelled, and an element Γ̃ ∈ S such that Γk

H−→ Γ̃ .
Lemma 3.14 implies that

H1(Γk) → H1(Γ̃ ) . (4.8)

Since Γ i−1
τ ⊂ Γk for every k and Lemma 4.2 holds, it follows that Γ i−1

τ ⊂ Γ̃ and∑
c∈C(Γ i−1

τ ,eΓ )

(
H1(c)

)2 ≤ lim inf
k→+∞

∑
c∈C(Γ i−1

τ ,Γk)

(
H1(c)

)2
. (4.9)

Applying Lemma 4.3 we obtain that ∇uΓk
→ ∇ueΓ strongly in L2(Ω; R2).

Collecting together (4.8), (4.9) and the last fact, we obtain

‖∇ueΓ‖2 +H1(Γ̃ ) +
1
τ

∑
c∈C(Γ i−1

τ ,eΓ )

(
H1(c)

)2
≤ lim

k→+∞

(
‖∇uΓk

‖2 +H1(Γk)
)

+
1
τ

lim inf
k→+∞

∑
c∈C(Γ i−1

τ ,Γk)

(
H1(c)

)2

≤ inf

‖∇u‖2 +H1(Γ ) +
1
τ

∑
c∈C(Γ i−1

τ ,Γ )

(
H1(c)

)2 ,

i.e. the couple (ueΓ , Γ̃ ) minimizes (4.3) (notice that, by definition of ueΓ , it is
ueΓ = w(iτ) on ∂DΩ). �

We introduce the following functions:
• the piecewise-constant interpolant for the displacement uτ : [0, 1] → L2(Ω)

as
uτ (t) := ui

τ

for iτ ≤ t < (i+ 1)τ, i = 0, . . . , Nτ − 1, and uτ (t) := uNτ
τ for τNτ ≤ t ≤ 1;

• the piecewise-constant interpolant for the crack set Γτ : [0, 1] → S as

Γτ (t) := Γ i
τ

for iτ ≤ t < (i+ 1)τ, i = 0, . . . , Nτ , and Γτ (t) := ΓNτ
τ for τNτ ≤ t ≤ 1;

• the piecewise-constant and piecewise-affine interpolants of the fracture length
`τ , ˜̀

τ : [0, 1] → R as

`τ (t) := H1(Γ i
τ ) and ˜̀

τ (t) := H1(Γ i
τ ) +

t− iτ

τ
H1(Γ i+1

τ \ Γ i
τ )

for iτ ≤ t < (i + 1)τ, i = 0, . . . , Nτ , and `τ (t) = ˜̀
τ (t) := H1(ΓNτ

τ ) for
τNτ ≤ t ≤ 1.

Notice that uτ (t) solves the problem
∆uτ (t) = 0 in Ω \ Γτ (t)
∂uτ (t)

∂ν = 0 on Γτ (t) ∪ ∂Ω \ ∂DΩ
uτ (t) = wτ (t) on ∂DΩ

(4.10)
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with wτ (t) := w(iτ) for iτ ≤ t < (i+ 1)τ , and

˜̀
τ (t) := H1(Γ i

τ ) +
t− iτ

τ

∑
c∈C(Γ i

τ ,Γ i+1
τ )

H1(c).

Remark 4.4. To be precise, by construction uτ (t) ∈ H1(Ω\Γτ (t)). Since L2(Γτ (t)) =
0, sometimes we will consider uτ as a map in L2(Ω). Similarly, we will write
∇uτ (t) ∈ L2(Ω; R2); notice that ∇uτ (t) is the distributional gradient of uτ (t) only
on Ω \ Γτ (t) but, in general, it does not coincide in Ω with the gradient of an
extension of uτ (t).

Since w ∈ H1(0, 1;H1(Ω)), for any 0 ≤ a < b ≤ 1 it is

w(b)− w(a) =
∫ b

a
ẇ(t) dt and ∇w(b)−∇w(a) =

∫ b

a
∇ẇ(t) dt ,

where the integrals are Bochner integrals (see [1]). It is also true that

‖
∫ b

a
ẇ(t) dt ‖ ≤

∫ b

a
‖ẇ(t)‖ dt and ‖

∫ b

a
∇ẇ(t) dt ‖ ≤

∫ b

a
‖∇ẇ(t)‖ dt ,

which will be used below.

Proposition 4.5. There exists a bounded non-negative function $ : (0, 1) →
[0,+∞) such that $(τ) → 0 as τ → 0 and for any 0 ≤ i < j ≤ Nτ the fol-
lowing inequality holds:

‖∇uj
τ‖2 +H1(Γ j

τ ) +
1
τ

j−1∑
h=i

∑
c∈C(Γh

τ ,Γh+1
τ )

(
H1(c)

)2
≤ ‖∇ui

τ‖2 +H1(Γ i
τ ) + 2

∫ jτ

iτ
〈∇uτ (t),∇ẇ(t)〉 dt+$(τ).

(4.11)

Proof. Consider the function u = uh
τ +w((h+ 1)τ)−w(hτ). Since u ∈ H1(Ω \ Γh

τ )
and u = w((h+ 1)τ) on ∂DΩ, the couple (u,Γh

τ ) can be used as competitor in (4.3)
at the h+ 1 step. Then

‖∇uh+1
τ ‖2 +H1(Γh+1

τ ) +
1
τ

∑
c∈C(Γh

τ ,Γh+1
τ )

(
H1(c)

)2
≤‖∇uh

τ +∇w((h+ 1)τ)−∇w(hτ)‖2 +H1(Γh
τ )

=‖∇uh
τ‖2 + 2〈∇uτ (t),∇w((h+ 1)τ)−∇w(hτ)〉

+ ‖∇w((h+ 1)τ)−∇w(hτ)‖2 +H1(Γh
τ )

≤‖∇uh
τ‖2 +H1(Γh

τ ) + 2
∫ (h+1)τ

hτ
〈∇uτ (t),∇ẇ(t)〉 dt

+

(
max

0≤n<Nτ

∫ (n+1)τ

nτ
‖∇ẇ(t)‖ dt

)∫ (h+1)τ

hτ
‖∇ẇ(t)‖ dt.

Iterating over h = i, . . . , j − 1 and defining

$(τ) :=

(
max

0≤n<Nτ

∫ (n+1)τ

nτ
‖∇ẇ(t)‖ dt

)∫ 1

0
‖∇ẇ(t)‖ dt,

we obtain the thesis. �
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Lemma 4.6. There exists a constant C > 0, independent of τ and t, such that the
following estimates hold true for every τ ∈ (0, 1) and t ∈ [0, 1]:

‖∇uτ (t)‖ ≤ C (4.12)

1
τ

Nτ−1∑
i=0

∑
c∈C(Γ i

τ ,Γ i+1
τ )

(
H1(c)

)2 ≤ C (4.13)

H1(Γτ (t)) ≤ C. (4.14)

Proof. Fix t ∈ [0, 1] and let j = j(t) ∈ 0, . . . , Nτ − 1 be such that it satisfies
jτ ≤ t < (j + 1)τ . By the inequality in Proposition 4.5 for i = 0, we obtain

‖∇uj
τ‖2 +

1
τ

j−1∑
i=0

∑
c∈C(Γ i

τ ,Γ i+1
τ )

(
H1(c)

)2 ≤ ‖∇u0‖2 +
∫ jτ

0
〈∇uτ (ξ),∇ẇ(ξ)〉 dξ +$(τ).

(4.15)
Hölder’s inequality and (4.15) imply

1
τ

j∑
i=0

∑
c∈C(Γ i

τ ,Γ i+1
τ )

(
H1(c)

)2 ≤ C +
(∫ t

0
‖∇uτ (ξ)‖2 dξ

)1/2(∫ t

0
‖∇ẇ(ξ)‖2 dξ

)1/2

(4.16)
and

‖∇uτ (t)‖2 ≤ C +
(∫ t

0
‖∇uτ (ξ)‖2 dξ

)1/2(∫ t

0
‖∇ẇ(ξ)‖2 dξ

)1/2

,

where C > 0 is independent of τ and t .
By a refined version of the Gronwall lemma (see [4, Lemma 4.1.8]), we deduce

that for every t ∈ [0, 1](∫ t

0
‖∇uτ (ξ)‖2 dξ

)1/2

≤ (C)1/2 + 2‖∇ẇ‖L2(0,1;L2(Ω;R2)).

The last two inequalities imply that ∇uτ (t) is bounded in L2(Ω; R2) uniformly with
respect to τ, t , i.e. (4.12). Then, considering (4.16) and (4.12), the estimate (4.13)
follows.

Finally, Lemma 3.10 implies (4.14). �

Lemma 4.7. It is ˜̀
τ ∈ H1(0, 1) and

‖˜̀
τ‖H1(0,1) ≤ C

for every τ , with C independent of τ .

Proof. By Lemma 3.10, H1(Γ ) ≤ C for any Γ ∈ S . Then

0 ≤ ˜̀
τ (t) ≤ H1(Γ i

τ ) +H1(Γ i+1
τ ) ≤ 2C

for any t and τ .
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Observe that Lemma 3.9 implies that at each step the set C(Γ i
τ ,Γ

i+1
τ ) contains

at most M elements. Then∫ 1

0
| ˙̃lτ (t)|2 dt =

Nτ−1∑
i=0

∫ (i+1)τ

iτ
|1
τ

∑
c∈C(Γ i

τ ,Γ i+1
τ )

H1(c)|2 dt

≤2M
Nτ−1∑
i=0

1
τ

∑
c∈C(Γ i

τ ,Γ i+1
τ )

(
H1(c)

)2 ≤ 2MC

where the last inequality is consequence of (4.13). �

5. The continuous-time evolution

In this section we select a continuous-time evolution t 7→ (u(t),Γ (t)) as limit
of discrete-time ones, esploiting the a priori estimates of the previous section and
compactness results. Among all evolutions t 7→ (ũ(t), Γ̃ (t)) ∈ L2(Ω) × S with
t 7→ Γ̃ (t) monotone and ũ(t) ∈ H1(Ω\Γ̃ (t)) in static equilibrium with respect to the
boundary datum w(t), the above selection provides the evolution t 7→ (u(t),Γ (t))
with additional properties, as explained in Section 6.

By construction, the set functions Γτ : [0, 1] → S are monotone increasing (with
respect to the inclusion ordering). Considering the version of the Helly’s theorem
proved in [17, Theorem 6.3], there exists a subsequence (not relabelled) Γτ and a
function Γ : [0, 1] → 2Ω such that

Γτ (t) H−→ Γ (t) (5.1)

for every t ∈ [0, 1]. By the compactness result in Theorem 3.8, it is Γ : [0, 1] → S .
Concerning the displacements uτ , the following convergence result holds. Let

u(t) ∈ H1(Ω \ Γ (t)) be the solution to
∆u(t) = 0 in Ω \ Γ (t)
∂u(t)
∂ν = 0 on Γ (t) ∪ ∂Ω \ ∂DΩ
u(t) = w(t) on ∂DΩ .

(5.2)

Since Γτ (t) H−→ Γ (t), wτ (t) → w(t) strongly in H1(Ω), and (4.10) and (5.2) hold,
by applying Lemma 4.3 we conclude that

∇uτ (t) → ∇u(t) (5.3)

strongly in L2(Ω; R2) for every t . Furthermore the bound (4.12) implies

‖∇u(t)‖ ≤ C , (5.4)

with C independent of t .

Now we analize the approximation process, in order to obtain the growth prop-
erties of the evolution t 7→ (u(t),Γ (t)) announced at the beginning of the section.

Applying the classical Helly’s theorem, there exists a subsequence (not relabelled)
`τ and a function ` : [0, 1] → R such that

`τ (t) → `(t) (5.5)

for every t ∈ [0, 1]. By Lemma 3.14 and (5.1), it is `(t) = H1(Γ (t)).
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Proposition 5.1. The function ` obtained in (5.5) belongs to H1(0, 1). In partic-
ular, ˜̀

τ (t) → `(t) for t ∈ [0, 1] and ˜̀
τ ⇀ ` weakly in H1(0, 1).

Proof. By the uniform bound proved in Lemma 4.7, up to subsequences it is
˜̀
τ ⇀ ˜̀ (5.6)

weakly in H1(0, 1) for some ˜̀∈ H1(0, 1), and

‖˜̀‖H1(0,1) ≤ lim inf
τ→0

‖˜̀
τ‖H1(0,1) ≤ C.

By definition of ˜̀
τ and `τ , we have

0 ≤ ˜̀
τ (t)− `τ (t) =

t− iτ

τ
H1(Γ i+1

τ \ Γ i
τ ) ≤ τ

˙̀̃
τ (t)

=
∫ (i+1)τ

iτ

˙̀̃
τ (ξ) dξ ≤ τ1/2

(∫ (i+1)τ

iτ
| ˙̀̃τ (ξ)|2 dξ

)1/2

≤ τ1/2C,

where the last inequality is due to Lemma 4.7 and i is such that iτ ≤ t < (i+ 1)τ .
Then, considering (5.5), as τ → 0 we obtain that ˜̀

τ (t) → `(t) for t ∈ [0, 1]. Finally,
by uniqueness of the limit, it is ˜̀= ` a.e. in [0, 1], so that by (5.6) we conclude. �

Corollary 5.2. The set function

Γ : [0, 1] → S

is continuous with respect to the Hausdorff convergence.

Proof. For any t ∈ (0, 1) define the left- and right-limit of Γ (·) at t as

Γ−(t) :=
⋃
t′<t

Γ (t′) and Γ+(t) :=
⋂
t′>t

Γ (t′).

By compactness of S , both limits belong to S and it is easy to check that Γ−(t) ⊂
Γ+(t). Let t′n < t < t′′n be sequences converging to t ; then, by monotonicity of
Γ (·), we have

0 ≤ H1(Γ+(t) \ Γ−(t)) ≤ H1(Γ (t′′n) \ Γ (t′n)) = `(t′′n)− `(t′n) → 0,

where the last limit is due to the continuity of ` , as consequence of Proposition 5.1.
If, by contradiction, it is Γ−(t) 6= Γ+(t), the above discussion implies that

Γ+(t) = Γ−(t) ∪A(t)

with A(t) totally disconneted (since H1(A(t)) = 0; see [19, Proposition 2.5]). This
contradicts the fact that each connected component of Γ+(t) has length at least λ
(as requested by Definition 3.6.(iii)). �

We look at the approximation process in correspondence of the tips of the crack
Γ (t); the presence of several branches makes the scenario richer.

For simplicity of notation, set

T (t) := TΓ (t) and S(t) := SΓ (t)

and
Tτ (t) := TΓτ (t) and Sτ (t) := SΓτ (t).
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For every t ∈ (0, 1] we define

MT (t) := Γ (t) \
⋃
t′<t

Γ (t′) ;

by Corollary 5.2 and the geometric properties of the class S , it is not difficult to
prove that

MT (t) = T (t) \
⋃
t′<t

T (t′) ,

motivating the notation MT which stands for “moving tips”. We call

A0 := {t ∈ (0, 1] : MT (t) 6= Ø} (5.7)

the set of instants when the fracture has really grown, at least at one tip.
We cannot exclude a priori that a tip of the continuous-time evolution is the

limit point of (finitely) many tips of the approximating discrete-time evolutions. If
this happens, we have some difficulties in characterizing the exact behaviour of the
continuous-time process (see the end of Subsection 6.2). Hence below we introduce
and describe the properties of a subset A of A0 , containing the instants t such
that every moving tip at t ∈ A is approximated exactly by one tip of each discrete-
time evolution. The set A will play an important role later, in the description of a
stability criterion for the continuous-time evolution.

Lemma 5.3. Let A be the set of instants t ∈ A0 such that for every p ∈ MT (t)
there exist a neighbourhood U of p and a value ν(t, p) > 0 such that for every
τ ≤ ν(t, p) the following two conditions hold:

• Tτ (t) ∩ U contains one and only one element, denoted pτ (t);
• Sτ (t) ∩ U = Ø.

Then A0 \ A is finite.

Proof. By definition of the class S and Lemma 3.9, the cardinality of Sτ (1) is
uniformly bounded with respect to τ . Up to considering a subsequence, we can
assume that

Sτ (1) = {x1
τ , . . . , x

M
τ }

and xj
τ → xj as τ → 0, for j = 1, . . . ,M . Notice that |xj − xl| ≥ δ if j 6= l , since

the same holds for xj
τ and xl

τ (see Condition 3.6.(iv)).
By Proposition 3.15 and since T (t) contains finitely many points (see again

Lemma 3.9), for every t ∈ [0, 1] and r > 0 there exists ν̃(t, r) > 0 such that

Br(p) ∩ Tτ (t) 6= Ø

for every p ∈ T (t) and τ < ν̃(t, r).
Let t ∈ A0 \ A . Then there exists p ∈ MT (t) such that for every r > 0 and

every ν ∈ (0, ν̃(t, r)) there exists τν < ν such that Tτν (t) ∩ Br(p) has at least two
elements or Sτν (t) ∩Br(p) 6= Ø.

In the first case, by Lemma 3.16 there exists yτν ∈ Sτν (t) such that yτν → p

as ν → 0 (so τν → 0). Being Sτν (t) ⊂ Sτν (1), then yτν = xjν
τν for some jν ∈

{1, . . . ,M} ; it follows that p = xj for some j .
Similarly, if Sτν (t) ∩Br(p) 6= Ø then p = xj for some j .
Since p(= xj) /∈ MT (t′) for every t′ ∈ A0 \ {t} (being MT (t′) 6= MT (t′′) for

any distinct t′, t′′ ∈ A0 ) and the points xj are a finite number, then also A0 \ A is
finite. �
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By definition of crack tip, for any fixed t̂ ∈ (0, 1] there exists r1(t̂) ∈ (0, η) such
that

Br1(t̂)(p) ∩ Γ (t̂)

is a curve in Rη for every p ∈ T (t̂). In addition, r1(t̂) can be chosen so that

∂Br1(t̂)(p) ∩ Γ (t̂) = {x(t̂, p)}

H1(Br1(t̂)(p) ∩ Γ (t̂)) ≤ λ (5.8)

Br1(t̂)(p) ∩ S(t̂) = Ø.

It results that the points p and x(t̂, p) belong to the same branch of Γ (t̂) and
x(t̂, p) /∈ S(t̂). Since the function Γ : [0, 1] → S is monotone and continuous with
respect to the Hausdorff convergence (see Corollary 5.2), and (5.8) holds, for instants
t in a left neighbourhood of t̂ and for each p ∈ T (t̂) the set Br1(t̂)(p) ∩ T (t) has
exactly one element, labelled p(t), i.e.

Br1(t̂)(p) ∩ T (t) = {p(t)}, (5.9)

and
T (t) =

{
p(t) : p ∈ T (t̂)

}
. (5.10)

We are able to estimate the size of the left neighbourhood of t̂ in which the above
conditions hold. Indeed, define

α1(t̂, p) := inf
{
t ∈ [0, t̂) : x(t̂, p) ∈ Γ (t)

}
,

where x(t̂, p) has been introduced in (5.8). Then we have

r1(t̂) ≤H1(Br1(t̂)(p) ∩ Γ (t̂)) ≤
∫ t̂

α1(t̂,p)

˙̀(t) dt

≤
(
t̂− α1(t̂, p)

)1/2

(∫ t̂

α1(t̂,p)
| ˙̀(t)|2 dt

)1/2

≤ C
(
t̂− α1(t̂, p)

)1/2
,

so that
t̂− α1(t̂, p) ≥ C r1(t̂)2

with C independent of t̂ and p .
Since T (t̂) contains finitely many points, if we set

α1(t̂) := max{α1(t̂, p) : p ∈ T (t̂)}, (5.11)

then (5.9) and (5.10) hold for every t ∈ (α1(t̂), t̂] .

Remark 5.4. Notice that we cannot infer anything about the local behaviour of Γ (·)
at the instants after t̂ , since new branches might spring out at some tip p ∈ T (t̂).

Lemma 5.5. For every t̂ ∈ (0, 1]\A0 there exists α(t̂) ∈ [α1(t̂), t̂) such that Γ (t) =
Γ (t̂) for every t ∈ (α(t̂), t̂]. In particular T (t) = T (t̂) for every t ∈ (α(t̂), t̂].

Proof. It is a straightforward consequence of the definition of MT . �
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By definition of A , at instants t ∈ A each crack tip is locally approximated by
exactly one tip, while singular points of the approximating sequence remain “distant”
(see Fig. 4). The following lemma shows that these properties are preserved locally
in a left neighbourhood of every instant in A . The importance of this result lies in
the fact that this left neighbourhood is not necessarily entirely contained in A .

p1τ (t0)

p2τ (t0)

p2(t0)

p2(t)

p1(t0)

Γ(t0)

Γτ (t0)

p1(t)

1

Figure 4: The crack set Γ (t0) and, dotted, a discrete-time approximating crack set
Γτ (t0) at an instant t0 ∈ A , in correspondence of two tips p1(t0), p2(t0) ∈MT (t0).

Lemma 5.6. Let t̂ ∈ A . Then there exist α(t̂) ∈ [α1(t̂), t̂), ν(t̂) > 0 and r(t̂) ∈
(0, η) such that the following facts hold for every t ∈ (α(t̂), t̂]:

(i) if p ∈ T (t̂) \MT (t̂), then p ∈ T (t);
(ii) if p ∈ MT (t̂), then for every τ < ν(t̂) the set Br(t̂)(p) ∩ Tτ (t) has exactly

one element, that we label pτ (t).

Proof. If p ∈ T (t̂) \MT (t̂), then argue as in Lemma 5.5 and call β1(t̂) what therein
is α(t̂).

Consider now p ∈MT (t̂). By definition of A , there exist r(t̂) > 0 and ν1(t̂) > 0
such that

Tτ (t̂) ∩Br(t̂)(p) = {pτ (t̂)} and Sτ (t̂) ∩Br(t̂)(p) = Ø (5.12)

for every p ∈MT (t̂). In particular, we can choose r(t̂) ∈ (0, r1(t̂)], where r1(t̂) was
introduced in (5.8), and such that

sup
{
H1(K) : K ∈ Rη,K ⊂ Br(t̂)(0)

}
< λ. (5.13)

The above conditions on r(t̂) imply that

Γτ (t̂) ∩Br(t̂)(p) ∈ Rη

and every connected component of Γτ (t̂) is not completely contained in Br(t̂)(p),
because of (5.13) and of the constraint given by Condition 3.6.(iii).

For simplicity of notation, in the remaining of the proof we write

r = r(t̂) and ν1 = ν1(t̂).

Fix p ∈ MT (t̂). Let ν = ν(t̂) ∈ (0, ν1) be such that pτ (t̂) ∈ Br/2(p) for every
τ < ν (such ν exists since, by Proposition 3.15, it is pτ (t̂) → p as τ → 0); if
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necessary, later we will replace ν with a smaller one. By (5.12) and (5.13), it follows
that

H1(Γτ (t̂) ∩Br(p)) ≥ r

2
(5.14)

for every τ < ν .
Define

tτ := inf{t ∈ [0, t̂) : Γτ (t′) ∩Br(p) 6= Ø for every t′ ∈ (t, t̂)}.

If tτ = 0 for any τ < ν , set β2(t̂) := α1(t̂), where α1(t̂) was defined in (5.11). If
tτ > 0 for some τ < ν , we argue in the following way: for any τ let iτ , jτ ∈ N be
such that

iτ ≤ tτ < (iτ + 1)τ and jτ ≤ t̂ < (jτ + 1)τ.
By (5.14), Lemma 4.7 and Hölder inequality, we have

r

2
≤H1(Γτ (t̂) \ Γτ (tτ )) =

jτ∑
h=iτ

∑
C∈C(Γh

τ ,Γh+1
τ )

H1(C) =
∫ (jτ+1)τ

iτ τ

˙̀̃
τ (t) dt (5.15)

≤
∫ t̂+τ

tτ−τ

˙̀̃
τ (t) dt ≤ (t̂− tτ + 2τ)1/2

(∫ 1

0
| ˙̀̃τ (t)|2 dt

)1/2

≤ C(t̂− tτ + 2τ)1/2

with C > 0 independent of τ and t̂ . Define

β2(t̂) := max
{
α1(t̂), t̂+ ν(t̂)− r2

4C2

}
and choose ν(t̂) such that, in addition to being smaller than ν1 , it satifies

ν(t̂) ≤ 1
4
r2

4C2
.

Then β2(t̂) < t̂ and, taking into account (5.15), for every τ < ν(t̂) it is

tτ ≤ t̂+ τ − r2

4C2
≤ t̂+ ν(t̂)− r2

4C2
≤ β2(t̂).

Summarizing, we have shown that for every τ < ν(t̂) and t ∈ (β2(t̂), t̂]

Γτ (t) ∩Br(t̂)(p) 6= Ø and Γτ (t) ∩Br(t̂)(p) ∈ Rη.

Then we can conclude that Tτ (t)∩Br(t̂)(p) has only one element, denoted by pτ (t).
Since MT (t̂) contains finitely many points, we can choose r(t̂), β2(t̂) and ν(t̂)

such that the above property holds for every p ∈MT (t̂).

Finally, define α(t̂) := max{β1(t̂), β2(t̂)} , so that both (i) and (ii) are valid for
t ∈ (α(t̂), t̂] . �

5.1. Velocity of the crack tips. In this subsection we introduce the notion of
velocity of the front T (t) of the fracture. It will play a role in the dissipative term
of the energy and for a Griffith-like stability criterion for the crack growth. We
provide two equivalent descriptions, both interesting for different reasons. Firstly
we introduce the velocity by means of a distributional approach, based on the theory
of absolutely continuous maps with values in the space of bounded measures. This
point of view gives a picture of the situation in the whole of Ω, and it somehow
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reminds the approach suggested by [26]. Instead, the second description is local and
is based on the parametrization of the branches of the crack.

At the very beginning, we summarize what we know so far about the crack growth
t 7→ Γ (t). As observed in Corollary 5.2, the set function Γ (·) : [0, 1] → S is
continuous with respect to the Hausdorff convergence. By construction of the class
S , it is card(S(1)) ≤ M for some M ∈ N . Since the map t 7→ S(t) is monotone
increasing with respect to inclusion, there exists a partition of the interval [0, 1]

0 = a0 < a1 < . . . < an = 1 (5.16)

such that
• S(t) = S(t′) for every t, t′ ∈ (ai, ai+1] ;
• card(S(t)) < card(S(t′)) for any t ≤ ai < t′ .

In the time intervals (ai, ai+1] new branches of the fracture can appear; being S(·)
constant, they necessarily originate at some point in S(t), for t ∈ (ai, ai+1] . To-
gether with any new branch, also a new tip appears; by monotonicity of Γ (·), for
any t, t′ ∈ (ai, ai+1] with t′ < t , it has to be card(T (t′)) ≤ card(T (t)).

We can again establish a sort of stability from the left: as seen in the discussion
in Section 5, for every t ∈ (ai, ai+1] there exists α1(t) < t (defined in (5.11)) such
that (5.10) holds, i.e.

card(T (t)) = card(T (t′)) (5.17)
for every t′ ∈ (α1(t), t] ; by (5.10), notice that α1(t) ≥ ai . Hence we can further
subdivide each interval (ai, ai+1] with a partition ai = b0i < b1i < . . . < bni

i = ai+1

such that
• card(T (t)) = card(T (t′)) if t, t′ ∈ (bki , b

k+1
i ] ;

• card(T (t)) < card(T (t′)) if ai < t ≤ bki < t′ < ai+1 .
Actually, above we have proved the following fact.

Lemma 5.7. There exists a partition

0 = t0 < t1 < . . . < tN+1 = 1

of the interval [0, 1] such that one of the following alternatives holds:
(i) if t, t′ ∈ (ti, ti+1], then S(t) = S(t′) and card(T (t)) = card(T (t′));
(ii) if t ≤ ti < t′ , then either S(t) = S(t′) and card(T (t)) < card(T (t′)), or

S(t) 6= S(t′).

Lemma 5.8. Consider a sequence (Γk)k ⊂ S such that Γk
H−→ Γ̂ . Then for every

ψ ∈ Cb(Ω) ∫
Γk

ψ dH1 →
∫

bΓ ψ dH1. (5.18)

In other words, the sequence of measures µk := H1xΓk converges to µ̂ := H1xΓ̂
weakly∗ in Mb(Ω).

Proof. It is enough to use the regularity of the curves in Rη , in particular the
parametrization provided by Proposition 3.2.(vi). �

Let µ : [0, 1] →Mb(Ω) be the map defined as

µ(t) := H1xΓ (t). (5.19)
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Proposition 5.9. The map µ : [0, 1] →Mb(Ω) belongs to the space AC([0, 1];Mb(Ω)).

Proof. By definition of µ , it results that

|µ(t)|(Ω) = H1(Γ (t)) = `(t),

where ` was introduced in (5.5) and ` ∈ H1(0, 1) by Proposition 5.1.
Let ψ ∈ C0(Ω). Then for every 0 ≤ a < b ≤ 1 it is

|〈ψ, µ(b)− µ(a)〉| =
∣∣∣∣∫

Ω
ψ d(µ(b)− µ(a))

∣∣∣∣ =

∣∣∣∣∣
∫
Γ (b)\Γ (a)

ψ dH1

∣∣∣∣∣
≤‖ψ‖∞ H1(Γ (b) \ Γ (a)) = ‖ψ‖∞

(
H1(Γ (b))−H1(Γ (a))

)
=‖ψ‖∞

∫ b

a

˙̀(ξ) dξ.

Taking the supremum over all ψ ∈ C0(Ω) with ‖ψ‖∞ ≤ 1, we obtain

|µ(b)− µ(a)|(Ω) ≤
∫ b

a

˙̀(t) dt.

Since ` ∈ H1(0, 1), by the absolute continuity of the integral with respect to the
integration domain, we obtain the thesis. �

In accordance with the results in [13, Appendix], for a.e. t ∈ [0, 1] there exists

µ̇(t) := w∗ − lim
s→t

µ(s)− µ(t)
s− t

,

and µ̇(t) ∈ Mb(Ω). We mean that for a.e. t ∈ [0, 1] there exists a Radon measure
µ̇(t) ∈Mb(Ω) such that

〈ψ, µ̇(t)〉 = lim
s→t

〈ψ, µ(s)− µ(t)
s− t

〉

for every ψ ∈ C0(Ω).
We describe the “structure” of these measures, in order to introduce a distribu-

tional notion of velocity.

Proposition 5.10. For a.e. t ∈ [0, 1]

supp µ̇(t) ⊂ T (t).

Proof. Consider t̂ ∈ [0, 1] \ {t1, . . . , tN} for which µ̇(t̂) exists, where t1, . . . , tN are
given in Lemma 5.7. Fix ψ ∈ C0(Ω) such that supp ψ ⊂ Ω \ T (t̂). Taken r1(t̂) and
α1(t̂) as in (5.8) and (5.11) respectively, for every t ∈ (α1(t̂), t̂] it is

Γ (t) \
⋃

p∈T (t̂)

Br1(t̂)(p) = Γ (t̂) \
⋃

p∈T (t̂)

Br1(t̂)(p) .

Let r ∈ (0, r1(t̂)) be such that

supp ψ ⊂ Ω \
⋃

p∈T (t̂)

Br(p) .
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By continuity of the set function Γ (·) with respect to the Hausdorff converge, if we
repeat for r the discussion done for r1(t̂) and α1(t̂), we obtain that there exists
tr < t̂ such that

Γ (t) \
⋃

p∈T (t̂)

Br(p) = Γ (t̂) \
⋃

p∈T (t̂)

Br(p)

for every t ∈ (tr, t̂] . Therefore

〈ψ, µ(t)− µ(t̂)
t− t̂

〉 =
1

t̂− t

∫
Γ (t̂)\Γ (t)

ψ dx = 0

for every t ∈ (tr, t̂). Taking the limit as t→ t̂− , since µ̇(t̂) exists we get 〈ψ, µ̇(t̂)〉 =
0.

We have shown that, for every t ∈ (0, 1) for which µ̇(t) exists, if ψ ∈ C0(Ω) with
supp ψ ⊂ Ω \ T (t) then 〈ψ, µ̇(t)〉 = 0. Therefore supp µ̇(t) ⊂ T (t). �

As a consequence of Proposition 5.10, for a.e. t ∈ (0, 1)

µ̇(t) � H0xT (t).

Definition 5.11. We call (distributional) velocity of the crack tip p ∈ T (t) the
value v(t, p), where

µ̇(t) =
∑

p∈T (t)

v(t, p) δp (5.20)

and δx is the Dirac measure concentrated at x ∈ R2 .

Now we pass to the second approach for the description of the front velocity,
which will lead to an equivalent definition.

Consider t̂ ∈ (ti, ti+1), with ti introduced in Lemma 5.7, and r1(t̂), α1(t̂) as in
(5.8) and (5.11). Fixed p ∈ T (t̂), we can describe the curve

Γ (t̂) ∩Br1(t̂)(p) ∈ Rη

by means of an arc-length parametrization γ : [0, Lt̂,p] → R2 (here Lt̂,p := H1(Γ (t̂)∩
Br1(t̂)(p))) and an increasing function σ : [α1(t̂), t̂] → [0, Lt̂,p] such that for every
t ∈ (α1(t̂), t̂] it is

σ(t) = H1(Γ (t) ∩Br1(t̂)(p)) and γ(σ(t)) = p(t) ,

where p(t) is the unique element in T (t)∩Br1(t̂)(p). Since the curves in Rη belong
to W 2,∞ and `(·) = H1(Γ (·)) is in H1(0, 1), it results that γ ∈ W 2,∞ and σ ∈
H1(α1(t̂), t̂), hence

γ(σ(·)) ∈ H1((α1(t̂), t̂); R2).
Then, for a.e. t ∈ (α1(t̂), t̂), we define the velocity of the crack tip p(t) as

v(t, p(t)) := σ̇(t) γ̇(σ(t))

and
ṽ(t, p(t)) := |v(t, p(t))| = σ̇(t). (5.21)

It is not difficult to see that the two notions (5.20) and (5.21) coincide, i.e.

v(t, p(t)) = ṽ(t, p(t)) (5.22)
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for a.e. t ∈ [0, 1]. Indeed, assume that µ̇(t) and σ̇(t) exist for some t ∈ [0, 1] \
{t1, . . . , tN} , with ti as in Lemma 5.7. For s ∈ (α1(t), t) it is Γ (t) \ Γ (s) =
γ(σ((s, t])). Fixed p(t) ∈ T (t), for ψ ∈ Cb(Ω) with supp ψ ⊂ Br1(t)(p(t)) and
ψ(p(t)) = 1 it is

1
t− s

∫
Γ (t)\Γ (s)

ψ dH1 =
1

t− s

∫ t

s
ψ(γ(σ(ξ))) | d

dξ
(γ(σ(ξ))) | dξ

=
1

t− s

∫ t

s
ψ(γ(σ(ξ))) σ̇(ξ) dξ.

As s↗ t , the left-hand side converges to

〈ψ, µ̇(t)〉 = 〈ψ,
∑

p∈T (t)

v(t, p)δp〉 = ψ(p(t)) v(t, p(t)) = v(t, p(t)), (5.23)

while the right-hand side to

ψ(γ(σ(t))) σ̇(t) = ψ(p(t)) ṽ(t, p(t)) = ṽ(t, p(t)).

Hence (5.22) is proved.

Similarly to the map µ : [0, 1] → Mb(Ω) defined in (5.19), we introduce µτ :
[0, 1] →Mb(Ω) as

µτ (t) := H1xΓτ (t) .
Lemma 5.8 and (5.1) imply that

µτ (t) ⇀ µ(t) (5.24)

weakly∗ in Mb(Ω), for every t ∈ [0, 1]. Observe that if r ∈ (0, η), then for every
x ∈ Ω

µ(t)(∂Br(x)) = 0. (5.25)
Indeed, being r < η , the constraint on the curvature of the curves K ∈ Rη implies
that the set K ∩ ∂Br(x) contains finitely many points, and consequently the same
holds for the set Γ ∩∂Br(x) for every Γ ∈ S . Then, by (5.24) and (5.25), we obtain
that

µτ (t)(Br(x)) → µ(t)(Br(x))
for every r ∈ (0, η) and x ∈ Ω.

Lemma 5.12. Let t̂ ∈ A, r(t̂) given by Lemma 5.6 and p ∈ MT (t̂). For every
t ∈ (α(t̂), t̂) and τ such that t+ τ ∈ (α(t̂), t̂], the set

(Γτ (t+ τ) \ Γτ (t)) ∩Br(t̂)(p) (5.26)

is either empty or connected.

Proof. Assume that the set is not empty. By choice of t̂ , it is Γτ (t̂) ∩Br(t̂)(p) ∈ Rη

and Tτ (t̂) ∩ Br(t̂)(p) = {pτ (t̂)} . If for some t and τ the set in (5.26) has two or
more connected components, then they must be separated by points or arcs of curve
contained in Γτ (t): there exists c connected component of Γτ (t) with c strictly
contained in Br(t̂)(p) and c ∈ Rη (because c ⊂ Γτ (t̂) ∩ Br(t̂)(p) ∈ Rη ). By the
fact that (5.13) is verified for our choice of r(t̂), it is H1(c) < λ . However this is
impossible, since Γτ (t) ∈ S and all its connected components must have length at
least λ . �
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Hence, by the previous lemma we conclude that, for τ sufficiently small and
t ∈ (α(t̂), t̂] , it is

(Γτ (t+ τ) \ Γτ (t)) ∩Br(t̂)(p) = cpτ (t)
τ

for the connected component c
pτ (t)
τ ∈ C(Γτ (t),Γτ (t+ τ)) with pτ (t) ∈ c

pτ (t)
τ .

We introduce the following notion of discrete velocity. For any p ∈ TΓτ (t+τ)\TΓτ (t)

set

vτ (t, p) :=
1
τ
H1(cp

τ ) (5.27)

where, as above, c
p
τ is the connected component in C(Γτ (t),Γτ (t+ τ)) containing p .

If p ∈ TΓτ (t+τ) ∩ TΓτ (t) , simply set vτ (t, p) := 0.

Remark 5.13. Let us underline once more that the connected components c
p
τ above

might not be C1,1 arcs of curve, but they might kink or contain several branches.

In conclusion of the section, we establish a result which relates vτ and v in small
time intervals.

Proposition 5.14. For every t̂ ∈ [0, 1] \ (A0 \ A) let α(t̂) be as in Lemmas 5.5
or 5.6. Then for every interval (a, b) ⊂ (α(t̂), t̂) it holds∫ b

a
v(t, p(t))2 dt ≤ lim inf

τ→0

∫ b

a
vτ (t, pτ (t))2 dt,

where, if t ∈ A , then p(t) and pτ (t) are as in Lemma 5.6.

Proof. Fixed t̂ ∈ [0, 1]\(A0\A), consider p ∈ T (t̂)\MT (t̂) (if this set is not empty).
Let α(t̂) be as Lemma 5.5 or Lemma 5.6:

Γ (t) ∩Br1(t̂)(p) = Γ (t̂) ∩Br1(t̂)(p)

for all t ∈ (α(t̂), t̂] . Using the definition (5.21) of ṽ and the notation introduced
therein, it results that ṽ(t, p(t)) = ṽ(t, p) = 0. Since (5.22) holds true, it is

v(t, p(t)) = ṽ(t, p(t)) = 0

for a.e. t ∈ (α(t̂), t̂] . Therefore for any (a, b) ⊂ (α(t̂), t̂) it is

0 =
∫ b

a
v(t, p(t))2 dt ≤

∫ b

a
vτ (t, pτ (t))2 dt. (5.28)

If t̂ ∈ A and p ∈MT (t̂), let α(t̂), ν(t̂), r(t̂), p(t), pτ (t) be as in Lemma 5.6. For
t ∈ (α(t̂), t̂), by Lemma 5.6 and Lemma 5.12 it results that it is either vτ (t, pτ (t)) = 0
or vτ (t, pτ (t)) = 1

τH
1(cpτ (t)

τ ), where c
pτ (t)
τ is the connected component in C(Γτ (t),Γτ (t+

τ)) containing pτ (t). Set

˜̀p,r(t̂)
τ (t) := H1

(
Γτ (t) ∩Br(t̂)(p)

)
+
t− iτ

τ
H1
(
(Γτ (t+ τ) \ Γτ (t)) ∩Br(t̂)(p)

)
`p,r(t̂)(t) := H1

(
Γ (t) ∩Br(t̂)(p)

)
= µ(t)

(
Br(t̂)(p)

)
.

Arguing as in Proposition 5.1, it results that `p,r(t̂) ∈ H1(0, 1) and

˜̀p,r(t̂)
τ (·) ⇀ `p,r(t̂)(·) (5.29)

weakly in H1(0, 1).
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For τ small enough c
pτ (t)
τ ⊂ Br(t̂)(p), so that

˙̀̃p,r(t̂)
τ (t) =

1
τ
H1
(
cpτ (t)
τ ∩Br(t̂)(p)

)
=

1
τ
H1
(
cpτ (t)
τ

)
= vτ (t, pτ (t)) .

By definition of `p,r(t̂) , for a.e. t ∈ (α(t̂), t̂) we have

˙̀p,r(t̂)(t) = µ̇(t)(Br(t̂)p) =
∑

q∈T (t)

v(t, q) δq
(
Br(t̂)(p)

)
= v(t, p(t)) ,

where the last equality is due to the fact that T (t)∩Br(t̂)(p) = {p(t)} for t ∈ (α(t), t)
(see Lemma 5.6). By (5.29), in particular it is

vτ (·, pτ (·)) ⇀ v(·, p(·)) (5.30)

weakly in L2(α(t̂), t̂). Hence, by (5.29) for every (a, b) ⊂ (α(t̂), t̂) it is∫ b

a
v(t, p(t))2 dt =

∫ b

a
| ˙̀p,r(t)|2 dt ≤ lim inf

τ→0

∫ b

a
| ˙̀̃p,r

τ (t)|2 dt

= lim inf
τ→0

∫ b

a
vτ (t, pτ (t))2 dt .

�

6. Properties of the continuous-time evolution

In this section we give a characterization of the evolution t 7→ (u(t),Γ (t)) selected
in Section 5. Indeed, the approximation by means of the discrete-time evolutions
obtained in Section 4 provides (u(t),Γ (t)) with further interesting properties.

In the following, Γ (t) is the family of sets obtained in (5.1), and u(t) is the
solution to the problem (5.2).

6.1. Energy inequality. We want to obtain an energy inequality for the continuous-
time evolution (see Proposition 6.4). The presence of several branches of the fracture
requires a careful control of the approximation process by the discrete-time evolu-
tions, in order to obtain the proper dissipation energy due to the crack increase
rate.

Rewritten with the notations introduced in Section 5, the inequality (4.11) has
the form

‖∇uτ (b)‖2 +H1(Γτ (b)) +
∫ kτ

iτ

∑
p∈Tτ (t)

vτ (t, p)2 dt

≤ ‖∇uτ (a)‖2 +H1(Γτ (a)) + 2
∫ kτ

iτ
〈∇uτ (t),∇ẇ(t)〉 dt+$(τ),

(6.1)

where a < b , 0 ≤ iτ ≤ a < (i + 1)τ and kτ ≤ b < (k + 1)τ ≤ T for some
i, k ∈ {0, . . . , Nτ} , i ≤ k .

Lemma 6.1. For every t ∈ [0, 1) it is Γτ (t+ τ) H−→ Γ (t) as τ → 0.

Proof. Fix t ∈ [0, 1) and let i ∈ {0, . . . , Nτ} be such that iτ ≤ t < (i+ 1)τ . Set

Γ̃ (t) := H− lim
τ→0

Γτ (t+ τ), (6.2)
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which exists (up to subsequences) and belongs to the family S by compactness of
this class (see Theorem 3.8).

By contradiction, assume Γ̃ (t) \ Γ (t) 6= Ø. Being Γτ (t) ⊂ Γτ (t + τ), the limit
sets verify the same inclusion, i.e. Γ (t) ⊂ Γ̃ (t). By continuity (with respect to the
Hausdorff convergence) of the measure H1 restricted to sets in S (see Lemma 3.14),
we have

0 ≤H1(Γ̃ (t) \ Γ (t)) = H1(Γ̃ (t))−H1 (Γ (t))

= lim
τ→0

H1 (Γτ (t+ τ))− lim
τ→0

H1 (Γτ (t)) = lim
τ→0

H1 (Γτ (t+ τ) \ Γτ (t))

= lim
τ→0

H1
(
Γ i+1

τ \ Γ i
τ

)
= lim

τ→0

∑
c∈C(Γ i

τ ,Γ i+1
τ )

H1(c) = lim
τ→0

∫ (i+1)τ

iτ

˙̀̃
τ (ξ) dξ

≤ lim
τ→0

τ1/2

(∫ (i+1)τ

iτ
| ˙̀̃τ (ξ)|2 dξ

)1/2

≤ C lim
τ→0

τ1/2 = 0,

where the last inequality is due to Lemma 4.7.
Hence the set Γ̃ (t) \ Γ (t) is composed by isolated points, which contradicts the

fact that Γ̃ (t) ∈ S (Condition 3.6.(iii) is not satisfied). Therefore Γ̃ (t) = Γ (t),
which, taking into account (6.2), concludes the proof. �

Lemma 6.2. For any t ∈ [0, 1) the functions ∇uτ (t) and ∇uτ (t + τ) converge to
∇u(t) strongly in L2(Ω; R2) as τ → 0.

Proof. Fix t ∈ [0, 1) and for every τ let i ∈ {0, . . . , Nτ} be such that iτ ≤ t <
(i+ 1)τ . We already proved in (5.3) that ∇uτ (t) → ∇u(t) strongly in L2(Ω; R2).

Concerning the other claim, we argue as for (5.3): u(t + τ) is solution to the
problem 

∆v = 0 in Ω \ Γ i+1
τ

v = w((i+ 1)τ) on ∂DΩ
∂v
∂ν = 0 on Γ i+1

τ .

Then, in order to consider again Lemma 4.3, we notice that w((i + 1)τ) → w(t)
strongly in H1(Ω) and, by Lemma 6.1, Γ i+1

τ = Γτ (t+ τ) H−→ Γ (t). �

The only remaining term to analyze is the dissipation energy due to the crack
growth rate. Then we will have all the tiles to recompose the mosaic. In the
following we apply the results at the end of Subsection 5.1.

Let ti be defined as in Lemma 5.16. The set

F := {t0, · · · , tN} ∪ (A0 \ A)

is finite (see Lemma 5.3). We write F = {t′0, . . . , t′N1
} with t′i < t′i+1 and for

t ∈ (t′i, t
′
i+1) we define

I(t) = (α(t), t] ∩ (t′i, t
′
i+1) ,

where α(t) is given by Lemma 5.5 if t /∈ A0 and by Lemma 5.6 if t ∈ A . The
following fact holds:
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Lemma 6.3. For every t̃ ∈ (t′i, t
′
i+1) there exists a countable set A(t̃) ⊂ (t′i, t

′
i+1)

such that

(t′i, t̃] =
⋃

t∈A(t̃)

I(t)

and I(t) ∩ I(t′) = Ø for every t, t′ ∈ A(t̃), t 6= t′ .

Proof. Fix t̃ ∈ (t′i, t
′
i+1) and define

ιt̃ := inf
{
t ∈ [t′i, t̃] : (t, t̃] can be covered by countably many disjoint I(·)

}
. (6.3)

Of course ιt̃ < t̃ since it is enough to consider I(t̃) to obtain that ιt̃ ≤ inf I(t̃).
By contradiction, assume that ιt̃ > t′i . Then the set I(ιt̃)∪ (ιt̃, t̃] is an interval of

the form (a, t̃] , is covered by (at most) countably many disjoint intervals I(t) and

inf
(
I(ιt̃) ∪ (ιt̃, t̃]

)
= inf I(ιt̃) < ιt̃,

in contradiction to the definition (6.3). Therefore ιt̃ = t′i . �

We want to establish the following lower semicontinuity result about the dissipa-
tion at the crack front: for (a, b) ⊂ (0, 1)

∫ b

a

∑
p∈T (t)

v(t, p)2 dt ≤ lim inf
τ→0

∫ b

a

∑
p∈Tτ (t)

vτ (t, p)2 dt . (6.4)

We first prove it in a time interval (a, b) ⊂ I(t̂) for any t̂ ∈ (0, 1)\F , then we extend
it to the case (a, b) ⊂ (t′i, t

′
i+1) and finally to (a, b) ⊂ (0, 1).

If t̂ ∈ (0, 1) \ A0 , then Proposition 5.14, and in particular (5.28), provides the
inequality in I(t̂) ∩ (a, b):

0 =
∫

I(t̂)∩(a,b)

∑
p∈T (t)

v(t, p)2 dt ≤
∫

I(t̂)∩(a,b)

∑
p∈Tτ (t)

vτ (t, p)2 dt.
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If t̂ ∈ A , then applying again Proposition 5.14 we obtain:∫
I(t̂)∩(a,b)

∑
p∈T (t)

v(t, p)2 dt =
∫

I(t̂)∩(a,b)

∑
p∈MT (t)

v(t, p)2 dt

+
∫

I(t̂)∩(a,b)

∑
p∈T (t)\MT (t)

v(t, p)2 dt

=
∫

I(t̂)∩(a,b)

∑
p∈MT (t̂)

v(t, p(t))2 dt

+
∫

I(t̂)∩(a,b)

∑
p∈T (t̂)\MT (t̂)

v(t, p(t))2 dt

=
∑

p∈MT (t̂)

∫
I(t̂)∩(a,b)

v(t, p(t))2 dt+ 0

≤
∑

p∈MT (t̂)

lim inf
τ→0

∫
I(t̂)∩(a,b)

vτ (t, pτ (t))2 dt

≤ lim inf
τ→0

∑
p∈MT (t̂)

∫
I(t̂)∩(a,b)

vτ (t, pτ (t))2 dt

≤ lim inf
τ→0

∫
I(t̂)∩(a,b)

∑
p∈Tτ (t)

vτ (t, p)2 dt.

Assume now that (a, b) ⊂ (t′i, t
′
i+1) and consider a sequence t̂k ↗ b . Using the

two inequalities above, the countable additivity of the integral and Lemma 6.3, we
have ∫ t̂k

a

∑
p∈T (t)

v(t, p)2 dt =
∑

t̂∈A(t̂k)

∫
I(t̂)∩(a,b)

∑
p∈T (t)

v(t, p)2 dt

≤
∑

t̂∈A(t̂k)

lim inf
τ→0

∫
I(t̂)∩(a,b)

∑
p∈Tτ (t)

vτ (t, p)2 dt


≤ lim inf

τ→0

 ∑
t̂∈A(t̂k)

∫
I(t̂)∩(a,b)

∑
p∈Tτ (t)

vτ (t, p)2 dt


= lim inf

τ→0

∫ t̂k

a

∑
p∈Tτ (t)

vτ (t, p)2 dt

≤ lim inf
τ→0

∫ b

a

∑
p∈Tτ (t)

vτ (t, p)2 dt.

As k → +∞ , we get (6.4) when (a, b) ⊂ (t′i, t
′
i+1).

Finally, if (a, b) ⊂ (0, 1), then it is enough to argue as above in (a, b) ∩ (t′i, t
′
i+1)

and then sum over i , in order to obtain that (6.4) holds.
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Proposition 6.4. For all 0 ≤ a < b ≤ 1, the couple (u,Γ ) defined by (5.1) and
(5.2) satisfies the following energy inequality:

‖∇u(b)‖2 +H1(Γ (b)) +
∫ b

a

∑
p∈T (t)

v(t, p)2 dt

≤ ‖∇u(a)‖2 +H1(Γ (a)) + 2
∫ b

a
〈∇u(t),∇ẇ(t)〉 dt.

Proof. We choose i and k as in (6.1). In the following series of inequalities, we
apply in sequence: Lemma 6.2 and Lemma 6.1, together with Lemma 3.14 and the
inequality (6.4); the inequality (6.1) (or, equivalently, (4.11) with j = k + 1); again
Lemma 6.2 and Lemma 3.14.

‖∇u(b)‖2 +H1(Γ (b)) +
∫ b

a

∑
p∈T (t)

v(t, p)2 dt

≤ lim inf
τ→0

‖∇uτ (b+ τ)‖2 +H1(Γτ (b+ τ)) +
∫ b

a

∑
p∈Tτ (t)

vτ (t, p)2 dt


≤ lim inf

τ→0

‖∇uτ (b+ τ)‖2 +H1(Γτ (b+ τ)) +
∫ (k+1)τ

iτ

∑
p∈Tτ (t)

vτ (t, p)2 dt


≤ lim inf

τ→0

(
‖∇uτ (a)‖2 +H1(Γτ (a)) + 2

∫ (k+1)τ

iτ
〈∇uτ (t),∇ẇ(t)〉 dt+$(τ)

)

= ‖∇u(a)‖2 +H1(Γ (a)) + 2
∫ b

a
〈∇u(t),∇ẇ(t)〉 dt.

�

6.2. Energy release rate and Griffith’s principle. In order to complete the
characterization of the evolution process (u(t),Γ (t)), we aim at obtaining a descrip-
tion in terms of Griffith’s theory. In our framework we are able to achieve this goal
as long as the crack set does not change direction abruptly, does not bifurcate and
does not stay still (see Theorem 6.8). In those situations it is not even clear what
would be the proper choice for predicting the direction in which the fracture is more
likely to grow (see [11, 12]).

The key functional is the energy release rate, introduced here below. For any
Γ ∈ S and any function g ∈ H1(Ω), we consider the elastic energy related to the
body Ω \ Γ and the boundary displacement g , given by

E(g,Γ ) := inf
{
‖∇u‖2 : u ∈ H1(Ω \ Γ ), u = g on ∂DΩ

}
. (6.5)

For a tip p ∈ TΓ , we say that Γ̃ is an extension of Γ at p if Γ ⊂ Γ̃ , Γ̃ \ Γ
is connected and there exists r > 0 as in the definition of crack tip such that
Γ̃ \ Γ ⊂⊂ Br(p) and Γ̃ ∩Br(p) ∈ Rη .

Remark 6.5. Notice that any estension Γ̃ belongs to S , at least when H1(Γ̃ \ Γ )
is small.
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In order to compute the energy release rate at a fixed p ∈ TΓ , fix an extension
Γ̃ p of Γ at p and consider the family (Γ̃ p

s )s of extensions of Γ at p such that

Γ̃ p
s ⊂ Γ̃ p and H1(Γ̃ p

s \ Γ ) = s .

According to the results in [28], we define the energy release rate at p as

G(g,Γ , p) := − lim
s→0+

E(g, Γ̃ p
s )− E(g,Γ )
s

. (6.6)

As proved in [28], this limit exists and is independent of the chosen extension Γ̃ p .

Fix i ∈ {1, . . . , Nτ} and p ∈ TΓ i
τ

. Consider a family of extensions Γ̃ p
s of Γ i

τ at p ,
as above. By the minimality property of Γ i

τ and ui
τ , we obtain

‖∇ui
τ‖2 +H1(Γ i

τ ) +
1
τ

∑
C∈C(Γ i−1

τ ,Γ i
τ )

(
H1(c)

)2
≤ ‖∇ueΓp

s
‖2 +H1(Γ̃ p

s ) +
1
τ

∑
c∈C(eΓ i−1

τ ,eΓp
s )

(
H1(c)

)2
,

(6.7)

where ueΓp
s

is the minimizer of the problem (6.5) with g = w(iτ) and Γ = Γ̃ p
s . Set

cp
s := Γ̃ p

s \ Γ i
τ .

If p ∈ TΓ i
τ
∩ TΓ i−1

τ
, then Γ̃ p

s \ Γ i−1
τ = c

p
s ∪
(
Γ i

τ \ Γ i−1
τ

)
and∑

c∈C(Γ i−1
τ ,eΓp

s )

(
H1(c)

)2 =
(
H1(cp

s)
)2 +

∑
c∈C(Γ i−1

τ ,Γ i
τ )

(
H1(c)

)2
.

Since H1(cp
s) = s , by the above relation and (6.7) we obtain

−
‖∇ueΓp

s
‖2 − ‖∇ui

τ‖2

s
≤ 1 +

1
τ
s.

Therefore, recalling the definition (6.6) of G , as s→ 0+ we get

G(w(iτ),Γ i
τ , p) ≤ 1.

Assume now that
p ∈ TΓ i

τ
\ TΓ i−1

τ
. (6.8)

Then p ∈ cp for (only) one cp ∈ C(Γ i−1
τ ,Γ i

τ ). It results that cp ∪ c
p
s is connected,

Γ̃ p
s \ Γ i−1

τ = (cp ∪ cp
s) ∪

(
Γ i

τ \ (Γ i−1
τ ∪ cp)

)
and ∑

c∈C(Γ i−1
τ ,eΓp

s )

(
H1(c)

)2 =
(
H1(cp ∪ cp

s)
)2 +

∑
c∈C(Γi−1

τ ,Γi
τ )

c 6=cp

(
H1(c)

)2
.

It follows that

−
‖∇ueΓp

s
‖2 − ‖∇ui

τ‖2

s
≤1 +

1
τ

(
H1(cp ∪ c

p
s)
)2 − (H1(cp)

)2
s

=1 +
1
τ

s2 + 2sH1(cp)
s

,
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−
‖∇ueΓp

s
‖2 − ‖∇ui

τ‖2

s
≤ 1 +

1
τ

(
H1(cp ∪ c

p
s)
)2 − (H1(cp)

)2
s

= 1 +
1
τ

s2 + 2sH1(cp)
s

,

and, as s→ 0+ , we get

G(w(iτ),Γ i
τ , p) ≤ 1 +

2
τ
H1(cp).

If (6.8) is the case, then also the following sets can be considered in the mini-
mization problem (4.3): Γ̂ p

s ∈ S such that Γ i−1
τ ⊂ Γ̂ p

s ⊂ Γ i
τ , the set Γ i

τ \ Γ̂ p
s is

connected, p ∈ Γ i
τ \ Γ̂ p

s and H1(Γ i
τ \ Γ̂ p

s ) = s . In this case we have that

Γ̂ p
s \ Γ i−1

τ =
(
cp ∩ (Γ̂ p

s \ Γ i−1
τ )

)
∪
(
Γ i

τ \ (Γ i−1
τ ∪ cp)

)
and ∑

c∈C(Γ i−1
τ ,bΓp

s )

(
H1(c)

)2 =
(
H1
(
cp ∩ (Γ̂ p

s \ Γ i−1
τ )

))2
+

∑
c∈C(Γi−1

τ ,Γi
τ )

c 6=cp

(
H1(c)

)2
.

Inequality (6.7) holds even in this case, with Γ̂ p
s instead of Γ̃ p

s , and we obtain

−
(
‖∇ubΓp

s
‖2 − ‖∇ui

τ‖2
)
≤H1(Γ̂ p

s )−H1(Γ i
τ )

+
1
τ

((
H1(cp ∩ (Γ̂ p

s \ Γ i−1
τ ))

)2
−
(
H1(cp)

)2)
=− s+

1
τ

(
s2 − 2sH1(cp ∩ (Γ̂ p

s \ Γ i−1
τ ))

)
.

Dividing by −s and letting s→ 0+ , since

H1(cp ∩ (Γ̂ p
s \ Γ i−1

τ )) → H1(cp)

we obtain the reverse inequality

G(w(iτ),Γ i
τ , p) ≥ 1 +

2
τ
H1(cp).

Using the definition of discrete velocity introduced in (5.27), we can restate the
above discussion in terms of a discrete Griffith’s principle: for every t ∈ (0, 1) and
pτ (t) ∈ Tτ (t)

vτ (t, pτ (t)) ≥ 0 (6.9)

G(wτ (t),Γτ (t), pτ (t)) ≤ 1 + vτ (t, pτ (t)) (6.10)

[−G(wτ (t),Γτ (t), pτ (t)) + 1 + vτ (t, pτ (t))] vτ (t, pτ (t)) = 0. (6.11)

We now look for a similar stability criterion for the continuous-time evolution.
We will see that, in the case of moving tips, this is achievable. On the other hand,
when dealing with static tips a number of problematic issues might appear.

In [28, Remark 2.5], the following integral formula for the energy release rate is
proved. Let K ∈ Rη and γ be its arc-length parametrization. Consider p ∈ TK ,
p = γ(H1(K)). Then

G(g,K, p) =
∫

Ω\K

[
(D1uK)2 − (D2uK)2

2
(D1V

1 −D2V
2) (6.12)

+D1uKD2uK(D2V
1 +D1V

2)
]
dx
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where uK minimizes E(g,K), ∇uK = (D1uK , D2uK), and V = (V1, V2) is any
vector field of class C0,1 with compact support in Ω such that V (γ(s)) = γ̇(s) for
s in a neighbourhood of H1(K) (recall that p = γ(H1(K))). This explicit formula
will be useful in the sequel.

For the sake of clarity, in the following lemma we report the proof of [28, Theo-
rem 2.12] with slight modifications. We remind that the set A was introduced in
Lemma 5.3.

Lemma 6.6. Fix t̂ ∈ A and let α(t̂), ν(t̂), r(t̂) and pτ (t) be as in Lemma 5.6,
and p(t) as in (5.10). Then, for every p ∈MT (t̂),

G(wτ (t),Γτ (t), pτ (t)) → G(w(t),Γ (t), p(t)) (6.13)

for every t ∈ (α(t̂), t̂].

Proof. The strategy is to apply the continuity result about the energy release rate
proved in [28]. We set

Kp
τ (t) := Γτ (t) ∩Br(t̂)(p) and Kp(t) := Γ (t) ∩Br(t̂)(p)

for any t ∈ (α(t̂), t̂] . As seen in Lemma 5.6, Kp
τ (t) ∈ Rη and Kp

τ (t) H−→ Kp(t).
Consider γτ and γ arc-length parametrizations of Kp

τ (t̂) and Kp(t̂), respectively,
with γτ (0), γ(0) ∈ ∂Br(t̂)(p). Set L := H1(Kp(t̂)), it is p = γ(L). Using the nota-
tion of Proposition 3.2, γ̃τ converges to γ in the weak∗ topology of W 2,∞([0, L]; R2).
We extend each Kp

τ (t̂) adding a segment along the tangent direction to the tip
pτ (t̂) = γ̃τ (L) and the same for Kp(t̂) at p = γ(L). Using the Implicit Function
Theorem, the bound on the curvature in Definition 3.1.(ii) and the choice of r(t̂),
these extended curves are graphs of some C1,1 scalar functions ϕτ , ϕ . We fix
two coordinate axes such that the extension of Kp

τ (t̂) is described by (x1, ϕτ (x1))
and the extension of Kp(t̂) is described by (x1, ϕ(x1)). Fix a cut-off function ζ
supported in Br(t̂)(p). Given a point x = (x1, x2) ∈ Br(t̂)(p), define the vector
fields Vτ (x) := ζ(x) (1, d

dx1
ϕτ (x1)); similarly we define a vector field V related to

ϕ . By the weak∗ convergence of γ̃τ to γ in W 2,∞([0, L]; R2), we obtain that ∇Vτ

converges to ∇V weakly∗ in L∞(Ω; R4).
Observe that, according to the formula (6.12), the vector fields introduced above

are suitable for the integral representation of the energy release rate for the curves
Kp

τ (t) and Kp(t) for every t ∈ (α(t̂), t̂] (and not only for t = t̂). That is, we have
the following equality:

G(wτ (t),Γτ (t), pτ (t)) =
∫

Ω\Γτ (t)

[
(D1uτ (t))2 − (D2uτ (t))2

2
(D1V

1
τ −D2V

2
τ )

+D1uτ (t)D2uτ (t)(D2V
1
τ +D1V

2
τ )
]
dx (6.14)

and similarly for G(w(t),Γ (t), p(t)).
Since ∇Vτ converges to ∇V weakly∗ in L∞(Ω; R4) and, as proved in (5.3),

∇uτ (t) → ∇u(t) strongly in L2(Ω; R2) for all t ∈ (α(t̂), t̂] , we obtain the claimed
pointwise convergence. �

Lemma 6.7. Assume the same hypotheses as in Lemma 6.6. Then, for every 1 ≤
q <∞,

G(w(·),Γ (·), p(·)) ∈ Lq(α(t̂), t̂)
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and
G(wτ (·),Γτ (·), pτ (·)) → G(w(·),Γ (·), p(·))

in Lq(α(t̂), t̂).

Proof. By means of the Dunford-Pettis Theorem (see [3]) and (5.30), we obtain that
the functions vτ (·, pτ (·)) are equiintegrable in (α(t̂), t̂). Being

0 ≤ G(wτ (t),Γτ (t), pτ (t)) ≤ 1 + vτ (t, pτ (t)),

the sequence G(wτ (·),Γτ (·), pτ (·)) is equiintegrable too. Then, considering Lemma 6.6,
by Vitali’s Theorem (see [32, Chapter 6, Exercise 9]) we have that G(w(·),Γ (·), p(·)) ∈
L1(α(t̂), t̂) and∫ t̂

α(t̂)
G(wτ (t),Γτ (t), pτ (t)) dt→

∫ t̂

α(t̂)
G(w(t),Γ (t), p(t)) dt

Since G is non-negative, the last limit means that

‖G(wτ (·),Γτ (·), pτ (·))‖L1(α(t̂),t̂) → ‖G(w(·),Γ (·), p(·))‖L1(α(t̂),t̂).

Then, applying [3, Proposition 1.33] and the pointwise convergence (6.13), we obtain
that

G(wτ (·),Γτ (·), pτ (·)) → G(w(·),Γ (·), p(·))
in L1(α(t̂), t̂).

Finally, observe that, by the integral formula (6.14) for the energy release rate, it
results

G(wτ (·),Γτ (·), pτ (·)), G(w(·),Γ (·), p(·)) ∈ L∞(α(t̂), t̂).
Indeed, the maps ∇Vτ and ∇V are uniformly bounded in L∞ by the W 2,∞ norms
of γτ and γ introduced in Lemma 6.6; for ∇uτ (t) and ∇u(t) we use (4.12) and
(5.4) to have a uniform bound.

The L∞ bound uniform in τ and the L1 convergence proved above are sufficient
to conclude. �

The concluding main result of this section is proved in the following theorem.

Theorem 6.8. Fix t̂ ∈ A and let α(t̂), ν(t̂), r(t̂) be as in Lemma 5.6, and p(t)
as in (5.10). Then, for every p ∈ MT (t̂), the following conditions hold for a.e.
t ∈ (α(t̂), t̂):

v(t, p(t)) ≥ 0 (6.15)

G(w(t),Γ (t), p(t)) ≤ 1 + v(t, p(t)) (6.16)

[−G(w(t),Γ (t), p(t)) + 1 + v(t, p(t))] v(t, p(t)) = 0. (6.17)

Proof. Fix t such that µ̇(t) exists. Consider ψ ∈ Cb(Ω) with suppψ ⊂ Br1(t)(p(t)),
ψ ≥ 0 and ψ(p(t)) = 1. Then, by (5.23), it is

v(t, p(t)) = 〈ψ, µ̇(t)〉 = lim
s↗t

1
t− s

∫
Γ (t)\Γ (s)

ψ dH1 ≥ 0 ,

hence (6.15) holds.
Let (a, b) ⊂ (α(t̂), t̂). By the weak convergence (5.30), Lemma 6.7 and (6.10), we

obtain ∫ b

a
G(w(t),Γ (t), p(t)) dt ≤

∫ b

a
[1 + v(t, p(t))] dt.
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If t′ ∈ (α(t̂), t̂) is a Lebesgue point of the function −G(w(·),Γ (·), p(·))+1+v(·, p(·)),
by the inequality above we obtain

0 ≤ lim
ε→0+

1
ε

∫ t′

t′−ε
[−G(w(t),Γ (t), p(t)) + 1 + v(t, p(t))] dt

=− G(w(t′),Γ (t′), p(t′)) + 1 + v(t′, p(t′)).

Therefore (6.16) holds true a.e. in (α(t̂), t̂).
The inequalities (6.15) and (6.16) trivially imply

[−G(w(t),Γ (t), p(t)) + 1 + v(t, p(t))] v(t, p(t)) ≥ 0. (6.18)

Then, considering (6.11), the weak convergence (5.30) and Lemma 6.7, we have the
following chain of inequalities

0 ≤
∫ t̂

α(t̂)
[−G(w(t),Γ (t), p(t)) + 1 + v(t, p(t))] v(t, p(t)) dt

≤ lim
τ→0

∫ t̂

α(t̂)
[−G(wτ (·),Γτ (·), pτ (·)) vτ (t, pτ (t)) + vτ (t, pτ (t))] dt

+ lim inf
τ→0

∫ t̂

α(t̂)
vτ (t, pτ (t))2 dt

≤ lim inf
τ→0

∫ t̂

α(t̂)
[−G(wτ (t),Γτ (t), pτ (t)) + 1 + vτ (t, pτ (t))] vτ (t, pτ (t)) = 0,

i.e. ∫ t̂

α(t̂)
[−G(w(t),Γ (t), p(t)) + 1 + v(t, p(t))] v(t, p(t)) dt = 0.

Together with (6.18), this equality implies (6.17) for a.e. t ∈ (α(t̂), t̂). �

In conclusion, we would like to explain some of the difficulties that arise in the
characterization of the behaviour of points in T (t̂) \MT (t̂). In general, our method
does not provide information about unilateral minimality properties for the contin-
uous time evolution, therefore any property concerning it needs to be derived by the
limit behaviour of the discrete-time evolutions.

In case of static tips, we are not able to prove a result as Lemma 5.6, which plays
a key role in the proof of the subsequent results. For example, a static tip might
be approximated by a discrete-time sequence of cracks that kink near the tip. The
approximation procedure suggests that, in this situation, many direction of growth
for the crack tip (of the continuous-time evolution) are possible: which would be
the preferred one? How to deal with the energy release rate G , which, as proved by
Negri [30], depends on the kinking angle?

Unfortunately, in the mathematical setting we proposed it is not possible to avoid
this kind of situations and the complete description of the growth process remains
an open problem. Anyway, it is not a simple task to introduce further restrictions
on the geometrical properties of the crack sets in the class S , without finding some
geometrical setting already discussed in the literature (see for example [27, 25]). On
the other hand, our geometrical constraints are necessary in order to avoid some
mathematical “pathologies” that would arise if branching is admissible and those
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constraints were absent. To our knowledge, this is a first attempt to consider kinking
and branching in the framework of Griffith’s theory, and much work needs to be done.
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