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Abstract

We study, by means of Γ-convergence, the asymptotic behaviour of a variational problem
modeling a dislocation ensemble moving on a slip plane through a discrete array of obstacles.
The variational problem is a two dimensional phase transition type energy given by a non local
term and a non linear potential which penalizes non integer values. In this paper we consider
a regime corresponding to a diluted distribution of obstacles. In this case the leading term
of the energy can be described by means of a cell problem formula defining an appropriate
notion of capacity (that we call dislocation capacity).
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1 Introduction

1.1 Formulation of the problem

In this paper we begin the study of the large body limit of a phase-field model for dislocations,
recently introduced by Koslowski, Cuitino and Ortiz [5]. This model studies a dislocation ensemble
moving within a single slip plane through an array of discrete obstacles (e.g. forest dislocations)
under the action of an applied shear stress. In this theory, after a suitable rescaling, the slip
(measured in units of the Burgers vectors) on the slip plane is represented by a scalar phase field
u, which prefers to take integer values. We will consider a periodic setting, i.e. u will be a periodic
scalar valued function defined on the slip plane which is chosen as T 2×{0}. The first contribution
to the energy, the so called Peierls potential, penalizes non-integer values of the slip distribution
u and is given by

1
2ε

∫
T 2

dist2(u,Z) dx . (1.1)

Here T 2 = R2/Z2 denotes the standard torus, i.e. functions on T 2 are periodic with period one.
The small parameter ε is proportional to the ratio between the Burgers vector (or equivalently the
lattice spacing) and the physical size of the (periodic) domain under consideration. In particular
the large body limit is characterized by the limit ε → 0. The arguments in this paper do not
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require the special form of (1.1). Instead of the special integrand dist2(u,Z) we could consider a
general integrand W (u), where W is a Z periodic C1 functions satisfying W (u) ≥ cdist2(u,Z),
c > 0.

The second term in the energy represents the long-range elastic interaction induced by the
slip. This can be obtained by considering a field ũ on T 2 ×R which has a jump of size u across
{x3 = 0}, and its elastic energy

1
2

∫
T 2×R

|∇ũ|2 dx .

One can easily verify that the optimal ũ (for a given jump u) is antisymmetric in x3 (up to an
irrelevant constant) and the elastic energy is given by the minimizer of the expression∫

T 2×(0,+∞)

|∇ũ|2 dx

subject to the boundary condition ũ(x′, 0) = 1
2u(x

′). This energy is nothing but the square of the
H

1
2 seminorm of 1

2u which in the Fourier representation is given by

1
4
[u]2

H
1
2 (T 2)

=
1
4

∑
k∈(2πZ)2

|k||û(k)|2 , (1.2)

where
û(k) =

∫
T 2

e−ikxu(x) dx .

In real space the energy can be written as

1
4
[u]2

H
1
2 (T 2)

=
1
2

∫ ∫
T 2×T 2

K(x− y)|u(x)− u(y)|2 dx dy , (1.3)

where the kernel K(t) has the following properties:

i) K(t) = O(|t|−3) as |t| → 0

ii) K(t) is periodic, i.e. is defined in T 2.

In fact the Fourier coefficients of K are given by K̂(k) = − 1
4 |k|, so that K(t) ∼ 1

8π t
−3 as t→ 0.

The energy we are really looking at is the isotropic elastic bulk energy given in terms of the
symmetrized deformation gradient e(U) = 1

2 (∇U +∇UT ) as∫
T 2×R

µ |e(U)|2 +
λ

2
|tr e(U)|2 dx′ ,

where U is the vector displacement and the jump of U across {x3 = 0} is given by ue1. Using
Fourier variables this leads to the following H

1
2 like energy

µ

4

∑
k∈(2πZ)2

mν(k)|û(k)|2. (1.4)
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here the weight mν(k) is homogeneous of degree 1 and it is explicitly given by

mν(k) =
k2
1√

k2
1 + k2

2

+
1

1− ν

k2
2√

k2
1 + k2

2

,

where ν < 1
2 is the Poisson ratio (see [5] for a detailed derivation of the above formula). If ν = 0

then mν(k) = |k| and (1.4) reduces to (1.2); we call this the isotropic case.
One can also compute the real space version of the energy in (1.4) and this gives the following

representation of the elastic energy

µ

2

∫ ∫
T 2×T 2

Kν(x− y)|u(x)− u(y)|2 dx dy , (1.5)

where the kernel Kν(t) satisfies conditions (i) and (ii). In fact Kν is the Fourier series of − 1
4mν(k)

and a more explicit formula is given in (2.12) below. It is also clear that this non local energy is
controlled from above and below by the H

1
2 periodic seminorm introduce above; more precisely,

[u]2
H

1
2 (T 2)

≤ 1
4

∑
k∈(2πZ)2

Kν(k)|û(k)|2 ≤ 1
1− ν

[u]2
H

1
2 (T 2)

(1.6)

We now take µ = 1. Then the total energy is thus given by

1
2ε

∫
T 2

dist2(u,Z) dx+
1
2

∫ ∫
T 2×T 2

Kν(x− y)|u(x)− u(y)|2 dx dy −
∫

T 2
Sεu dx. (1.7)

The last term of the energy takes into account the interaction with the (non-dimensionalized)
resolved shear stress Sε. In this paper we will consider the case that Sε is of order one, more
precisely that it converges weakly in L2 as ε → 0. To study the Γ-limit of the above energy it
thus suffices to consider only the first two terms and to regard the third term as a continuous
perturbation. We shall study this energy subject to a pinning condition in order to model, e.g., a
forest hardening mechanism by secondary dislocation. For definiteness we focus on the idealization
of obstacles with infinitely strong pinning, i.e. we require that u vanishes on the union of discs
B(xε

i , Rε) = Bi
Rε of radius Rε and centers xε

i , i = 1, ..., Nε (the effect of a finite pinning strength
are discussed in the appendix).

To summarize, we will study the asymptotic behaviour, in terms of Γ-convergence, of the
following functional

Eε(u) =


1
ε

∫
T 2

dist2(u,Z) dx+
∫ ∫

T 2×T 2
Kν(x− y)|u(x)− u(y)|2 dx dy if u ∈ H 1

2 (T 2) ,

u = 0 on
⋃

iB
i
Rε

+∞ otherwise .

(1.8)
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1.2 Mathematical context and scaling regimes for Nε

From a mathematical point of view the functional Eε combines two features: a singular perturba-
tion of Modica-Mortola type and a boundary condition on perforated domains, i.e. domains with
a many small holes.

If we ignore the boundary condition and also replace the H
1
2 seminorm by the Dirichlet

integral we obtain exactly a version of the Modica-Mortola problem for a potential with infinitely
many wells [11, 12]. In this case the typical scaling of the energy is proportional to 1/

√
ε. The

situation for the H
1
2 seminorm is more delicate and Alberti, Bouchitté and Seppecher [2] showed

(for the case of two wells) that the natural scaling for the energy is ln 1/ε and after rescaling by
1/ ln(1/ε) the Γ-limit of the energy is proportional to the BV-norm

∫
|∇u|, i.e. to the length of

the jump set of u (the limiting energy is finite only on functions which take values in the wells).
If we ignore instead the singular Peierls energy then our functional falls in the class of

variational problems in perforated domains. Again for the Dirichlet integral (and many other
local functionals) a large literature is available (see e.g. [10] and [4], or [6] for a more general
approach). The general idea is that in the limit a violation of the boundary condition carries no
longer an infinite cost but only a finite cost computed by the integration of a suitable function of
u against a suitable measure which captures the local density of holes (in the sense of capacity).
At least in terms of scaling, our problem (without the Peierls term) can be reduced to that setting
by working with the harmonic extension ũ of u. This shows that without Peierls energy Eε should
scale like the ‘capacity density’ εNε. Combining these two results we expect two standard scaling
regimes.

1. εNε → 1. In this case we expect that Eε is of order one and that the limiting energy can
be obtained by solving a suitable cell problem which involves one obstacle in an infinite
medium with boundary conditions at the obstacle and at infinity. In view of the results of
[2] we expect also that the limit energy functional is finite only on constant, integer-valued
functions, since a jump would result in an energy cost of order ln 1/ε. A typical minimizer
uε of (1.8) looks almost constant with small perturbations (on a length scale ε) near the
holes. The shape of these perturbations is essentially determined by the cell problem.

2. εNε/ ln(1/ε) → 1. In this case the contributions of the pinning energy discussed above
and the Modica-Mortola like energy are of the same order. After rescaling by 1/ ln(1/ε) we
expect a limiting energy of the form

∫
|∇u| +

∫
D(u) (subject to the constraint u(x) ∈ Z

almost everywhere) were, as before, the function D(a) is computed from a cell problem with
boundary condition a at infinity. In the physics literature this functional is referred to as a
line-tension model because the first terms penalizes the length of the jump set of u. In fact,
for the anisotropic kernel Kν above, the term |∇u| has to be replaced by an anisotropic line
energy of the type γ( ∇u

|∇u| )|∇u|.

In this paper we investigate the first regime εNε ∼ 1 (see Theorem 13 below for a precise
statement). In fact, it turns out that the regime εNε → 0 can be handled in exactly the same
way if we scale the energy by 1/(εNε) (see also Theorem 13). Going back to (1.8) the natural
scaling of the resolved shear stress in this regime is Sε ∼ εNε. The regimes εNε ∼ ln 1/ε and
εNε � ln 1/ε will be discussed in a forthcoming paper.



Garroni, Müller 5

2 The nonlocal energy

This section will be devoted to recalling some basic properties of the non local part of the energy.
By minimizing an elastic energy on R3

+ we get, as in the periodic case, a non local energy
equivalent to the H

1
2 (R2) seminorm. Indeed as above similar considerations give an energy of the

form ∫
R2

(
λ2

1

|λ|
+

1
1− ν

λ2
2

|λ|

)
|û(λ)|2dλ

which can be written in spatial variables as

1
2

∫ ∫
R2×R2

Γν(x− y)|u(x)− u(y)|2 dx dy , (2.9)

where the kernel Γν(t), with t ∈ R2, is the Fourier inverse transform in R2 of λ2
1
|λ| +

1
1−ν

λ2
2
|λ| and it

can be computed explicitly, i.e.

Γν(t) =
1

2π(1− ν)|t|3

(
ν + 1− 3ν

t21
|t|2

)
. (2.10)

In particular it is homogeneous of degree −3 and is positive if ν < 1
2 . Clearly we also have

[u]2
H

1
2 (R2)

≤ 1
2

∫ ∫
R2×R2

Γν(x− y)|u(x)− u(y)|2 dx dy ≤ 1
1− ν

[u]2
H

1
2 (R2)

, (2.11)

where

[u]
H

1
2 (R2)

:=
(

1
4π

∫ ∫
R2×R2

|u(x)− u(y)|2

|x− y|3
dx dy

) 1
2

=
(∫

R2
|λ||û(λ)|2 dλ

) 1
2

.

Proposition 1 Let Kν(t) be the anisotropic kernel defined above for the periodic case and let
Γν(t) be the corresponding kernel in R2. Then there exists a constant C > 0 such that

|Γν(t)−Kν(t)| ≤ C

on {t ∈ R2 : |ti| ≤ 3/4}.

Proof. By the Poisson summation formula (see e.g. Stein and Weiss [13], Corollary 2.6) we have

Kν(t) =
∑
z∈Z2

Γν(t+ z) . (2.12)

In particular for any t ∈ R2 such that |ti| ≤ 3/4 we get

|Kν(t)− Γν(t)| =
∑

z∈Z2\{0}

Γν(t+ z) ≤
∑

z∈Z2\{0}

c

|z|3
≤ C .
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Remark 2 By Proposition 1 using the homogeneity of Γν we deduce that for every δ > 0

lim
ε→0

ε3Kν(εt) = Γν(t)

uniformly on {t ∈ R2 : |t| ≤ δ}.

From the definition of [·]
H

1
2

as a trace seminorm we can deduce a Poincaré type inequality

for functions in H
1
2 (T 2). For a given bounded domain D ⊆ R3 a refinement of the classical

Poincaré inequality permits to estimate the L2 norm of a function in H1(D) with the L2 norm of
its gradient as long as the set where the function is zero is not too small. There exists a constant
C such that for every w ∈ H1(D)∫

D

|w|2dx′ ≤ C

Cap(N(w))

∫
D

|∇w|2dx′ , (2.13)

where Cap(N(w)) denote the harmonic capacity (with respect to R3) of the set N(w) = {x′ ∈
D : w(x) = 0} (see [14], Corollary 4.5.2, or [7] Theorem 2.9) (note that in view of (2.13) the set
N(w) is well defined since the pointwise value of w can be specified up to a set of zero harmonic
capacity using its quasi continuous representative).

Proposition 3 There exists a constant C0 such that for every u ∈ H
1
2 (T 2), with u = 0 on

E ⊆ T 2, we have ∫
T 2
|u|2dx ≤ C0

(
1 +

1
Cap(E × {0})

)
[u]2

H
1
2 (T 2)

, (2.14)

where Cap(E × {0}) denote the harmonic capacity of E × {0} as a subset of R3.

Proof. The proof follows immediately applying (2.13) to the harmonic extension ũ of u in D =
(0, 1)3 and by the fact that ∫

T 2
|u|2dx ≤ c ‖ũ‖2H1(D) .

3 The cell problem

In this section we will define a suitable notion of capacity which will be the natural tool in order
to study the asymptotics of our problem. We call the following set function the “H

1
2 dislocation

capacity of an open set E with respect to Ω at the integer level a ∈ Z”

Dν
1
2
(a,E,Ω) := inf

{∫
R2

dist2(ζ,Z) dx+
∫ ∫

R2×R2
Γν(x− y)|ζ(x)− ζ(y)|2 dx dy : (3.15)

ζ = a on E , ζ = 0 on R2 \ Ω

}



Garroni, Müller 7

We denote by Dν
1
2
(a,E) the “H

1
2 dislocation capacity of an open set E with respect to R2 at the

integer level a ∈ Z”, namely

Dν
1
2
(a,E) := inf

{∫
R2

dist2(ζ,Z) dx+
∫ ∫

R2×R2
Γν(x− y)|ζ(x)− ζ(y)|2 dx dy : (3.16)

ζ = a on E , ζ ∈ L4(R2)

}

The condition ζ ∈ L4(R2) is the natural condition at∞ in view of the following Sobolev inequality

‖u‖L4(R2) ≤ C∗[u]
H

1
2 (R2)

∀ u ∈ C∞0 (R2) . (3.17)

Remark 4 Denote

I(ζ) :=
∫
R2

dist2(ζ,Z) dx+
∫ ∫

R2×R2
Γν(x− y)|ζ(x)− ζ(y)|2 dx dy . (3.18)

Using the fact that the kernel Γν is positive (under the assumption ν < 1
2 ), it is easy to check

that both terms in the energy are decreasing under truncations by integers. For every a, b ∈ R
we set a∧ b = min(a, b) and a∨ b = max(a, b). Then for every t ∈ Z, we have I(ζ ∧ t) ≤ I(ζ) (and
I(ζ ∨ t) ≤ I(ζ)). Moreover I(ζ ∧ t) < I(ζ) (and I(ζ ∨ t) < I(ζ)) unless ζ ∧ t = ζ a.e. (or ζ ∨ t = ζ
a.e.).

Proposition 5 Let Ω be a bounded open subset of R2 and let E ⊆ Ω be an open set such that
Dν

1
2
(a,E,Ω) < +∞, with a ∈ Z. Then there exists a minimum point ζ ∈ H 1

2 (Ω) for (3.15) and it
satisfies 0 ≤ ζ ≤ a. We will call each minimum point a Dν

1
2
-capacitary potential of E with respect

to Ω.

Proof. In order to obtain the existence let ζk be a minimizing sequence for (3.15). By Remark 4
we may assume that 0 ≤ ζk ≤ a. Now let ξk : R2 → Z such that∫

R2
dist2(ζk,Z) dx =

∫
R2
|ζk − ξk|2dx ,

i.e. ξk = PZζk. Clearly ξk = 0 on R2 \ Ω and

lim
k→∞

∫
R2
|ζk − ξk|2 dx+

∫ ∫
R2×R2

Γν(x− y)|ζk(x)− ζk(y)|2 dx dy = Dν
1
2
(a,E,Ω) .

By (2.11) and the assumptionDν
1
2
(a,E,Ω) < +∞, the sequence {(ζk, ξk)} is bounded inH

1
2 (R2)×

L2(Ω,Z) and we may assume that ζk and ξk converge weakly to a pair (ζ, ξ). By lower semiconti-
nuity the limiting pair minimizes the energy and clearly satisfies 0 ≤ ζ ≤ a and ζ = 0 on R2 \Ω.
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Remark 6 If Ω = BR, E = Br and ν = 0 (in the “isotropic case”) the capacitary potential
is unique and radially symmetric. This follows immediately by the fact that both terms of the
energy defining D 1

2
(a,Br, BR) are rotation invariant and the H

1
2 seminorm is strictly decreasing

under radial rearrangements (for results on rearrangements for non local energies see e.g. [8] or
the review paper [3]).

Proposition 7 There exists a minimizer for problem (3.16), the Dν
1
2
-capacitary potential of E

with respect to R2. If, moreover, E is bounded, then every minimizer converges to zero uniformly
at infinity.

Proof. As above the existence follows by considering a minimizing sequence and remarking that
the “boundary condition” ζ − a ∈ L4(R2) is preserved in view of (3.17).

Let now ζ be a potential of a bounded set E with respect to R2. In the case ν = 0 the decay
at infinity follows by a comparison argument with the radially symmetric case (see Remark 6
above). Let us consider now the general case. Let L be the linear operator representing the
quadratic form defined by (2.9), so that

I(ζ) = 〈Lζ, ζ〉+
∫
R2

dist2(ζ,Z) dx .

We will see that there exist a function ψ ∈ L4(R2) and a measure µ supported on E such that ζ
is the solution in the sense of distribution of

Lζ = µ+ ψ . (3.19)

This would follow immediately from the Euler-Lagrange equation if dist2(·,Z2) was a C1 function.
For the case at hand we can argue as follows.

Fix η ∈ C∞0 (R2), with η ≥ 0 on E, and compute the variation of I(ζ) in direction η. We
have

2〈Lζ, η〉+ t〈Lη, η〉+
∫
R2

dist2(ζ + tη,Z)− dist2(ζ,Z)
t

dx ≥ 0 . (3.20)

Since dist(·,Z) is a Lipschitz function

lim sup
t→0

dist2(ζ(x) + tη(x),Z)− dist2(ζ(x),Z)
t

≤ 2dist(ζ(x),Z) η(x) a.e. x ∈ R2

and hence, by Fatou’s Lemma, we get

〈Lζ, η〉+
∫
R2

dist(ζ,Z) η dx ≥ 0 ∀ η ∈ C∞0 (R2) , η ≥ 0 .

Thus there exists a positive measure µ̃ such that

Lζ = µ̃− dist(ζ,Z) (3.21)
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in the sense of distributions. Now consider η ∈ C∞0 (R2) with η = 0 on E. We can apply the above
argument to η and −η and we get

|〈Lζ, η〉| ≤
∫
R2

dist(ζ,Z)|η| dx ∀η ∈ C∞0 (R2 \ E) .

By density this holds also for η ∈ C0
0 (R2 \ E) and since dist(ζ,Z) ∈ L4(R2) we deduce that the

restriction of µ̃ to R2 \ E is absolutely continuous with respect to the Lebesgue measure and its
density is a L4 function. Thus µ̃ can be written as the sum of a measure µ supported on E and
a function belonging to L4(R2) which together with (3.21) gives (3.19).

Now let Gν be the Green function of the operator L + I. We will need only rather mild
decay properties of Gν at ∞. To verify these it suffices to note that the Fourier transform of Gν

is given by

Ĝν(λ) =
1

1 + λ2
1
|λ| + 1

1−ν

λ2
2
|λ|

,

since L̂ζ(λ) =
(

λ2
1
|λ| + 1

1−ν
λ2

2
|λ|

)
ζ̂(λ). One easily sees that Ĝν and its first two derivatives are in

L1(R2). Hence Gν is continuous and Gν(x) ≤ C/(1 + |x|2). In particular Gν ∈ L4/3(R2).
Since ψ and ζ belong to L4(R2), for every ε > 0 we can write ψ + ζ = ψ1 + ψ2, where ψ1

has compact support and ‖ψ2‖4 ≤ ε. Thus we have

ζ(x) = Gν ∗ µ(x) +Gν ∗ ψ1(x) +Gν ∗ ψ2(x) a.e. R2 .

We can estimate the L∞ norm of the last term of the right hand side using the Hölder inequality
and we get

‖Gν ∗ ψ2‖L∞(R2) ≤ ‖Gν‖
L

4
3 (R2)

‖ψ2‖L4(R2) ≤ Cε .

On the other hand the decay of Gν and the fact that µ and ψ1 have compact support guarantee
that for |x| big enough ζ is uniformly small. This concludes the proof.

The following proposition shows that as a→∞ the Peierls potential term becomes negligible
and the dislocation capacity converges to the H

1
2 -capacity, defined for any open set E ⊆ R2 as

Capν

H
1
2
(E) = inf

{∫ ∫
R2×R2

Γν(x− y)|η(x)− η(y)|2 dx dy : η = 1 on E , η ∈ L4(R2)

}
(3.22)

(see for instance [1]).

Proposition 8 For any bounded open set E ⊆ R2 there exists a positive constant CE such that

a2Capν

H
1
2
(E) ≤ Dν

1
2
(a,E) ≤ a2Capν

H
1
2
(E) + 2a3/2Capν

H
1
2
(E) + CEa (3.23)

for every a ∈ IN . In particular

lim
a→∞

Dν
1
2
(a,E)

a2
= Capν

H
1
2
(E) . (3.24)
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Proof. The first inequality in (3.23) is trivial. In order to prove the estimate from above let
ηE be the H

1
2 -potential of E, i.e. the minimum point for (3.22). Using the fact that Γ̂ν(λ) is

homogeneous of degree 1, non-vanishing and smooth on the unit sphere, one can easily check that
ηE decays at infinity as 1/|x|. Fix a ∈ IN and define the function

va(x) =
{

a
a−
√

a
(aηE(x)−

√
a) if x ∈ Ea = {ηE > 1/

√
a}

0 otherwise
.

The function va is admissible in the definition of Dν
1
2
(a,E), thus

Dν
1
2
(a,E) ≤

∫
Ea

dist2( a
a−
√

a
(aηE −

√
a),Z) dx+

∫ ∫
R2×R2

Γν(x− y)|va(x)− va(y)|2dx dy . (3.25)

By the decay of ηE at infinity we have that there exists a constant CE such that |Ea| ≤ CEa.
Thus ∫

Ea

dist2( a
a−
√

a
(aηE −

√
a),Z) dx ≤ CEa .

Moreover∫ ∫
R2×R2

Γν(x− y)|va(x)− va(y)|2dx dy ≤ a2

(1− 1√
a
)2

∫ ∫
R2×R2

Γν(x− y)|ηE(x)− ηE(y)|2dx dy

=
a2

(1− 1√
a
)2

Capν

H
1
2
(E) .

After possibly modifying the value of CE this yields (3.22).

We can extend the dislocation capacity to the class of all subset of Ω by setting

Dν
1
2
(a,E,Ω) = inf{Dν

1
2
(a,A,Ω) : A open , A ⊇ E} (3.26)

for any set E ⊆ Ω.

Proposition 9 The dislocation capacity satisfies the following properties:

1) Dν
1
2
(a,E,Ω) ≤ Dν

1
2
(a, F,Ω) if E ⊆ F ⊆ Ω;

2) Dν
1
2
(a,E,Ω) ≤ Dν

1
2
(a,E,Ω′) if E ⊆ Ω′ ⊆ Ω;

3) Dν
1
2
(a,E,Ω) = Dν

1
2
(−a,E,Ω) for every a ∈ Z;

4) If 0 ≤ a ≤ b, a, b ∈ Z, then Dν
1
2
(a,E,Ω) ≤ Dν

1
2
(b, E,Ω);

5) (Sub-additivity) Given two open subsets of Ω, E1 and E2,

Dν
1
2
(a,E1 ∪ E2,Ω) ≤ Dν

1
2
(a,E1,Ω) +Dν

1
2
(a,E2,Ω)

for every a ∈ Z;
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6) (Continuity on increasing sequences of sets) Given a sequence of subsets En ⊆ Ω, such that
En ⊆ En+1, and let E =

⋃
nEn, we have

lim
n→∞

Dν
1
2
(a,En,Ω) = Dν

1
2
(a,E,Ω)

for every a ∈ Z;

7) (Continuity on decreasing sequences of compact sets) Given a sequence of compact subsets
of Ω, Kn, such that Kn ⊇ Kn+1, and let K =

⋂
nKn, we have

lim
n→∞

Dν
1
2
(a,Kn,Ω) = Dν

1
2
(a,K,Ω)

for every a ∈ Z.

Proof. The monotonicity properties 1)–4) can be checked directly by the definition. In order to
prove property 5) let ζ1 and ζ2 be capacitary potentials of E1 and E2 respectively. Clearly the
function ζ1 ∨ ζ2 is a good competitor for the Dν

1
2
-capacity of E1 ∪ E2. The conclusion follows by

the explicit computation of the energy remarking that

|ζ1(x)− ζ2(y)|2 ≤ |ζ1(x)− ζ1(y)|2 ∨ |ζ2(x)− ζ2(y)|2

if ζ1(x) ≥ ζ2(x) and ζ2(y) ≥ ζ1(y).
Let us prove property 6). By 1) we have

lim
n→∞

Dν
1
2
(a,En,Ω) ≤ Dν

1
2
(a,E,Ω) .

For the reverse inequality it is enough to consider the case of open sets. Let ζn ∈ H
1
2 (R2) be a

sequence of capacitary potentials, i.e. ζn = a a.e. on En and

I(ζn) = Dν
1
2
(a,En,Ω) ≤ Dν

1
2
(a,E,Ω) .

Thus the H
1
2 seminorm of ζn is bounded. In view of (3.17) ζn is bounded in L4 and hence in

H
1
2
loc(R

2). Thus (a subsequence of) ζn converges strongly in L2
loc(R

2). By the lower semicontinuity
of I(·) we get

I(ζ) ≤ lim inf
n→∞

I(ζn) = lim inf
n→∞

Dν
1
2
(a,En,Ω) .

Since E =
⋃

nEn is also open, ζ = a a.e. in E and hence is a good competitor for the definition
of Dν

1
2
(a,E,Ω). Thus

Dν
1
2
(a,E,Ω) ≤ I(ζ) ≤ lim inf

n→∞
Dν

1
2
(a,En,Ω)

which concludes the proof.
Finally, the proof of property 7) follows directly from the definition. In fact for any fixed

ε > 0 there exists an open set A ⊇ K such that Dν
1
2
(a,A,Ω) ≤ Dν

1
2
(a,K,Ω)+ ε. Since the sets Kn

are decreasing and compact, there exists an index n0 such that Kn ⊆ A for every n ≥ n0. The
conclusion follows by the monotonicity of the dislocation capacity.
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Remark 10 The properties proved above show that the dislocation capacity is a Choquet ca-
pacity (see for instance [1] or [9] for a general capacity theory). Note, however, that we define the
dislocation capacity starting from open sets instead of compact sets, since this is more convenient
for the present purpose.

In the following we will mostly consider the dislocation capacity of a ball with respect to
either a concentric ball or R2. In order to simplify the notation we will state and prove some
properties of the capacity in this particular case although most of them hold in a more general
situation.

Proposition 11 Let a ∈ Z and r > 0. Then

lim
R→∞

Dν
1
2
(a,Br, BR) = Dν

1
2
(a,Br) .

Proof. By Proposition 9 we know that Dν
1
2
(a,Br, BR) is decreasing in R. Thus the limit always

exists and
lim

R→∞
Dν

1
2
(a,Br, BR) ≥ Dν

1
2
(a,Br) .

In order to prove the reverse inequality fix a ∈ Z positive and let ζ be a capacitary potential
of Br with respect to R2. We may assume that 0 ≤ ζ ≤ a and by Proposition 7 we know that ζ
decays to zero uniformly at infinity, i.e. for every ε > 0 there exists R0 > 0 such that

|ζ(x)| < ε if |x| ≥ R0 .

Fix ε > 0 and let us define the function ζε as follows

ζε(x) =


ζ(x) if x ∈ {ζ ≥ 1}

ζ(x)− ε

1− ε
if x ∈ {ε ≤ ζ < 1}

0 if x ∈ {ζ < ε},

We can write ζε as ζε(x) = max{min{ζ(x), ζ(x)−ε
1−ε }, 0} and hence ζε ∈ H

1
2 (R2). Moreover ζε(x) =

a on Br and ζε(x) = 0 in R2 \BR0 . This implies that ζε is an admissible function in the definition
of Dν

1
2

and

Dν
1
2
(a,Br, BR) ≤

∫
R2

dist2(ζε,Z) dx+
∫ ∫

R2×R2
Γν(x− y)|ζε(x)− ζε(y)|2 dx dy = I(ζε) , (3.27)

for every R ≥ R0. Let us compute I(ζε) and show that I(ζε) ≤ I(ζ) + o(1), as ε→ 0. Denote by
Et the level set {ζ ≤ t} and let us first estimate the dislocation part of the energy∫

R2
dist2(ζε,Z) dx =

∫
R2\E1

dist2(ζ,Z) dx+
1

(1− ε)2

∫
E1\Eε

dist2(ζ − ε, (1− ε)Z) dx

=
∫
R2\E1

dist2(ζ,Z) dx+
1

(1− ε)2

∫
E1\E 1+ε

2

|ζ − 1|2dx+
1

(1− ε)2

∫
E 1+ε

2
\Eε

|ζ − ε|2dx .
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Since ∫
E 1+ε

2
\Eε

|ζ − ε|2dx ≤
∫

E 1+ε
2
\Eε

|ζ|2dx

we have
lim sup

ε→0

∫
R2

dist2(ζε,Z) dx ≤
∫
R2

dist2(ζ,Z) dx .

To estimate the non local term in I(ζε) it suffices to note that ζε = ψε ◦ ζ with Lipψε ≤ 1
1−ε .

Hence |ζε(x)− ζε(y)|2 ≤ (1− ε)−2|ζ(x)− ζ(y)|2 and we get

lim sup
ε→0

∫ ∫
Rn×Rn

Γν(x− y)|ζε(x)− ζε(y)|2 dx dy ≤
∫ ∫

Rn×Rn

Γν(x− y)|ζ(x)− ζ(y)|2 dx dy .

Thus the conclusion follows from (3.27).

4 Compactness and Γ-convergence result

In this section we will study the Γ-convergence of the functional Eε defined in (1.8) with a pinning
condition on Nε balls of radius εR and centered in uniformly distributed and well separated points
xε

i , i ∈ Iε ⊂ IN , in the regime where Nεε is bounded.
For every i ∈ Iε and r > 0 we denote by Bi

r the ball in R2 of radius r and center xε
i (Br

always denotes the ball of radius r centered at 0).
In order to get a non trivial result we rescale the function Eε and we prove that the functional

Fε(u) := Eε(u)/Nεε, i.e.

Fε(u) =


1

Nεε2

∫
T 2
dist2(u,Z) dx+

1
Nεε

∫ ∫
T 2×T 2
Kν(x− y)|u(x)− u(y)|2 dx dy if u ∈ H 1

2 (T 2) ,

u = 0 on
⋃

iB
i
Rε

+∞ otherwise ,

Γ-converges, with respect to the strong L2 topology, to the functional

F (u) =


Dν

1
2
(u,BR) if u = const. ∈ Z ,

+∞ otherwise .
(4.28)

For every subset E of (0, 1)2 we denote by Iε(E) := {i ∈ Iε : xε
i ∈ E}. For the centers of the

balls we assume the following conditions:

• (Uniformly distributed) There exists a constant L > 0 such that

|#(Iε(Q))−Nε|Q|| ≤ L (4.29)

for every open square Q ⊂ (0, 1)2;
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• (Well separated) There exists β < 1 such that

dist(xε
i , x

ε
j) > 6εβ (4.30)

for every i, j ∈ Iε, i 6= j, and for every ε ∈ (0, ε0);

• (Finite capacity density) There exists a constant Λ ≥ 0 (possibly zero) such that Nεε→ Λ.

Remark 12 For brevity we refer to the constant Λ as the capacity density of the obstacles
(more correctly ΛCapν

H
1
2
(BR) ∼ ΛR is the capacity density). Note that in order to get a Γ-

convergence result the capacity density does not need to be constant. One could also consider
either a case where the obstacles are not uniformly distributed in space or the case where the
radii of the obstacles are varying (i.e. Bi

ε = B(xi
ε, R

i
εε)). This would lead in general to a non

constant capacity density Λ(x). In this case condition (4.29) should be replaced by∣∣∣∣∣∣
∑

xi
ε∈Q

Ri
ε −

1
ε

∫
Q

Λ(x) dx

∣∣∣∣∣∣ ≤ L (4.31)

with Λ ∈ L∞.

Theorem 13 Assume Nε → +∞ and that the balls Bi
Rε are uniformly distributed, well separated,

with finite capacity density. Then

i) Every sequence {uε} such that supε Fε(uε) < ∞ is pre-compact in L2 and every cluster
point is an integer constant;

ii) For every u ∈ L2(R2) there exists a sequence {uε} strongly converging in L2 to u such that

lim
ε→0

Fε(uε) = F (u) ;

iii) Every sequence {uε} strongly converging in L2 to some function u satisfies

lim inf
ε→0

Fε(uε) ≥ F (u) .

Proof of (i) (Compactness). Since supε Fε(uε) ≤ C < +∞, by (1.6) we have

[uε]
H

1
2 (T 2)

≤ CNεε . (4.32)

Moreover uε = 0 on
⋃

iB
i
Rε = Eε. This obstacle condition is enough to deduce an L2 estimate via

Poincaré’s inequality (2.14). Roughly speaking the idea is the standard fact that the capacity is
almost additive on a union of small well separated sets and the 3-dimensional harmonic capacity
of a disc is proportional to its radius, i.e.

Cap(Eε × {0}) ≈
∑

i

Cap(Bi
Rε × {0}) ≈ Nεε .
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In order to carry out this argument rigourously we cover the unit square with a lattice of small
squares and apply the Poincaré inequality to each of them. The right estimate follows if we choose
the side of each square small, but big enough in order to contain at least one obstacle.

Fix rε =
√

L+1
Nε

(L is the constant given by (4.29)). With a little abuse of notation we

denote by Qrε
j the squares of a lattice on (0, 1)2 of size approximatively rε. Applying the Poincaré

inequality (2.14), scaled to the square Qrε
j , we get

∫
Qrε

j

|uε|2dx ≤ C0rε

(
1 +

rε
Cap(({uε = 0} ∩Qrε

j )× {0})

)
[u]2

H
1
2 (Qrε

j
)
. (4.33)

By our choice of rε and assumption (4.29) we have

1 ≤ #(Iε(Qrε
j )) ≤ 2L+ 1

and thus Cap(({uε = 0} ∩Qrε
j )× {0}) > CRε. Taking the sum over all j in (4.33), by (4.32), we

get ∫
T 2
|uε|2dx ≤

∑
j

C0rε

(
1 +

rε
CRε

)
[u]2

H
1
2 (Qrε

j
)
≤ Crε

(
1 +

rε
CRε

)
Nεε ≤ C .

Thus uε is precompact in the weak topology of H
1
2 and, by the compact embedding, in the strong

topology of L2.
Finally let u be a cluster point. Assume for simplicity that the whole sequence uε converges

to u. In particular, since supε Fε(uε) ≤ C, we have

lim
ε→0

∫
T 2

dist2(uε,Z) dx = 0 .

This implies that u ∈ H
1
2 (T 2,Z). Then u must be constant. This is obvious in the case when

Nεε→ 0, but is true in general for any function in H
1
2 taking values in Z (this fact can be easily

checked in one dimension, where jumps are not permitted, and then extended to any dimension
by slicing).

Proof of (ii) (The upper bound). It is clearly enough to prove the result for any constant
function u = a ∈ Z (otherwise the upper bound is trivial). In order to construct a sequence {uε}
which converges strongly to a in L2 and satisfies

lim
ε→0

Fε(uε) = Dν
1
2
(a,BR)

fix ρε > 0 such that ε ≤ ρε � ε(β+1)/2 and let ζε be a H
1
2 -dislocation capacitary potential of BR

with respect to B ρε
ε

at level a. Define

ui
ε(x) = a− ζε

(
x− xi

ε

ε

)
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and

uε(x) =
{∑

i u
i
ε(x)χBi

εβ
(x) if x ∈

⋃
iB

i
εβ

a otherwise.
It is easy to check that the sequence uε converges to a in L2. In order to control the non local
term in the energy let us first show that long range interactions are negligible. Indeed using the
fact that ui

ε = a outside Bi
ρε

and the properties of the kernel Kν we have∫ ∫
T2×T2

|x−y|>εβ

Kν(x− y) |uε(x)− uε(y)|2dx dy

≤ 2
∑

i

∫
Bi

ρε

∫
T 2
χ
|x−y|>εβ

Kν(x− y) |ui
ε(x)− uε(y)|2dx dy

≤ 2a2Nε

∫
Bρε

∫
T 2
χ
|y|>εβ

Kν(y) dy dx ≤ C
ρ2

εNε

εβ
.

The constant C depend on a, but since a is fixed we suppress this dependence in the following.
Since (T 2 \∪iB

i
2εβ )×T 2 ⊆

[
(T 2 \ ∪iB

i
εβ )× (T 2 \ ∪iB

i
εβ )
]
∪{|x− y| > εβ} and uε(x) = a outside

∪iB
i
εβ , by our choice of ρε and (4.30) we have

Fε(uε) ≤
∑

i

1
Nεε

(
1
ε

∫
Bi

εβ

dist2(ui
ε,Z) dx+

∫ ∫
Bi

3εβ
×Bi

3εβ

Kν(x− y) |ui
ε(x)− ui

ε(y)|2dx dy

)
+ o(1)

=
1
ε2

∫
B

εβ

dist2(ζε
(x
ε

)
,Z) dx+

1
ε

∫ ∫
B3εβ×B3εβ

Kν(x− y)
∣∣∣ζε (x

ε

)
− ζε

(y
ε

)∣∣∣2 dx dy + o(1)

=
∫

B
εβ−1

dist2(ζε(x),Z) dx+
∫ ∫

B3εβ−1×B3εβ−1

ε3Kν(ε(x− y)) |ζε(x)− ζε(y)|2 dx dy + o(1)

(4.34)

Now, by Proposition 1, for ε small enough we have

|ε3Kν(ε(x− y))− Γν(x− y)| ≤ Cε3 ∀ x , y ∈ B3εβ−1

and hence∫ ∫
B3εβ−1×B3εβ−1

ε3 Kν(ε(x− y)) |ζε(x)− ζε(y)|2 dx dy (4.35)

≤
∫ ∫

B3εβ−1×B3εβ−1

Γν(x− y) |ζε(x)− ζε(y)|2 dx dy + Cε3ε4(β−1) .

Thus by the definition of ζε we have

Fε(uε) ≤ D
1
2
ν (a,BR, B ρε

ε
) + Cε4β−1

which for the choice of β > 1
4 together with Proposition 11 gives

lim sup
ε→0

Fε(uε) ≤ D
1
2
ν (a,BR)
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(note that if (4.30) holds for some β it also holds for all larger β).

The proof of the lower bound is based on the following key lemma.

Lemma 14 Given R : R+ → R+, with R(ε) → ∞ as ε → 0, there exists a function ω :
R+ ×R+ → R+, with ω(ε, δ) → 0 as (ε, δ) → (0, 0), such that the following statement holds. Let
a ∈ Z. If u ∈ H 1

2 (BR(ε)) satisfies

−
∫

BR(ε)

|ζ − a|dx ≤ δ (4.36)

and u = 0 on BR, then

Jε(ζ) :=
∫

BR(ε)

dist2(ζ,Z) dx+
∫ ∫

BR(ε)×BR(ε)

Kε(x− y)|ζ(x)− ζ(y)|2 dx dy ≥ Dν
1
2
(a,BR)− ω(ε, δ) , (4.37)

where Kε(t) = ε3Kν(εt).

Proof. Assume for a contradiction that there exist (εk, δk) → (0, 0), η > 0, and ζk ∈ H
1
2 (BR(εk)),

with ζk = 0 on BR such that
Jεk

(ζk) ≤ Dν
1
2
(a,BR)− η

and

−
∫

BR(εk)

|ζk − a|dx→ 0 as k →∞ . (4.38)

Denote Bk = BR(εk). By the Sobolev embedding there exists a sequence of real numbers ak such
that (∫

Bk

|ζk − ak|4dx
) 1

2

≤ C

∫ ∫
Bk×Bk

Kεk(x− y)|ζk(x)− ζk(y)|2 dx dy ≤ C .

Hence by Hölder inequality we have

−
∫

Bk

|ζk − ak|dx ≤
(
−
∫

Bk

|ζk − ak|4dx
) 1

4

→ 0

and thus we deduce that ak → a as k → ∞. In conclusion there exists a function ζ such that
for every r > 0 we have that ζk converge weakly to ζ in H

1
2 (Br) and in L4(Br) and strongly in

L2(Br). Moreover∫
Br

|ζ − a|4dx ≤ lim inf
k→∞

∫
Br

|ζk − ak|4dx ≤ lim inf
k→∞

∫
Bk

|ζk − ak|4dx ≤ C , (4.39)

i.e. ζ is a good competitor for the definition of Dν
1
2
(a,BR). In addition we have

lim
k→∞

∫
Br

dist2(ζk,Z) dx =
∫

Br

dist2(ζ,Z) dx
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and

lim
k→∞

∫ ∫
Br×Br

Γν(x− y)|ζk(x)− ζk(y)|2 dx dy =
∫ ∫

Br×Br

Γν(x− y)|ζ(x)− ζ(y)|2 dx dy .

Finally by Proposition 1 and the homogeneity of Γν we have

|Kε(x− y)− Γν(x− y)| ≤ Cr
ε3

|x− y|3
if |x− y| ≤ 3

4ε

and hence ∣∣∣∣∫ ∫
Br×Br

(Kεk(x− y)− Γν(x− y)) |ζk(x)− ζk(y)|2 dx dy
∣∣∣∣ ≤ Crε

3
k‖ζk‖H

1
2 (Br)

.

Thus for every r > 0 we get

Dν
1
2
(a,BR)− η ≥ lim sup

k→∞
Jεk

(ζk) ≥
∫

Br

dist2(ζ,Z) dx+
∫ ∫

Br×Br

Γν(x− y)|ζ(x)− ζ(y)|2 dx dy

so that

Dν
1
2
(a,BR)− η ≥

∫
R2

dist2(ζ,Z) dx+
∫ ∫

R2×R2
Γν(x− y)|ζ(x)− ζ(y)|2 dx dy .

This is a contradiction in view of the fact that ζ is a good test function in the definition of
Dν

1
2
(a,BR) and the proof is complete.

A second key point for the proof of the lower bound is to show that if the sequence uε−a is
close to zero in some ball Br then it is close to zero also at a smaller scale. This is a consequence
of the following Proposition.

Proposition 15 There exists a positive constant C such that for every 0 < ρ < r the following
inequality holds

−
∫

Bρ

|u| dx ≤ −
∫

Br

|u| dx+
C
√
ρ
[u]

H
1
2 (Br)

(4.40)

for all u ∈ H 1
2 (Br).

Proof. Let us first show that there exists a constant C such that for any u ∈ H 1
2 (B1)

−
∫

Bθ

|u| dx ≤ −
∫

B1

|u| dx+ C [u]
H

1
2 (B1)

(4.41)

for every θ ∈ [ 12 , 1]. By the Hölder inequality and the Sobolev embedding there exists a constant
c such that

‖u− c‖L1(Bθ) ≤ ‖u− c‖L1(B1) ≤ C [u]
H

1
2 (B1)

. (4.42)
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Moreover the constant c can be estimate as follows

c = −
∫

B1

c ≤ −
∫

B1

|u| dx+−
∫

B1

|u− c| dx ≤ −
∫

B1

|u| dx+ C [u]
H

1
2 (B1)

,

and hence (4.41) follows by (4.42). By a scaling argument we obtain

−
∫

Bθr

|u| dx ≤ −
∫

Br

|u| dx+
C√
r
[u]

H
1
2 (Br)

,

for every r > 0, θ ∈ [ 12 , 1] and u ∈ H
1
2 (Br). Finally any ρ < r can be written as ρ = θ2−kr for

some θ ∈ ( 1
2 , 1) and k ∈ IN ∪ {0}, so that the conclusion follows by an iteration procedure, with

a slightly modified constant C.

Proof of (iii) (Lower bound). Let uε be a sequence in H
1
2 (T 2) and assume that uε converges

to u strongly in L2. In order to prove the lower bound we may assume that lim infε Fε(uε) =
limε Fε(uε) < +∞. Thus by (i) (compactness) we have that u = a ∈ Z. Since the energy decreases
under truncation we may assume that 0 ≤ uε ≤ a.

Consider a lattice of squares Qε
j of size approximatively 1/

√
Nε. Let Q̃ε

j and Q̂ε
j concentric

squares of twice and three times the size respectively. Since each point is contained at most in 9
of the squares Q̂ε

j we have

∑
j

∫ ∫
Q̂ε

j
×Q̂ε

j

|uε(x)− uε(y)|2

|x− y|3
dx dy ≤ CNεε

and ∑
j

∫
Q̂ε

j

|uε − a|dx ≤ ωε ,

where ωε → 0 as ε→ 0. Let θ > 0. Then there exist a set of indices Jε such that 1
Nε

#(Jε) ≥ 1−θ
and a constant Cθ such that∫ ∫

Q̂ε
j
×Q̂ε

j

|uε(x)− uε(y)|2

|x− y|3
dx dy ≤ Cθε (4.43)

and

−
∫

Q̂ε
j

|uε − a|dx ≤ Cθωε (4.44)

for all j ∈ Jε. Let 0 < δ < 1. By applying Proposition 15 with ρ = εβ , with 1
2 < β < 1, and

r = 1√
Nε

, for each xi
ε ∈ Qε

j we also have

−
∫

Bi

εβ

|uε − a|2dx ≤ δ if ε ≤ ε0(δ, θ) . (4.45)
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Then by Lemma 14 and the assumption that dist(xε
i , x

ε
j) > 6εβ

Fε(uε) ≥
1
Nε

∑
j∈Jε

#(Iε(Qε
j))

(D 1
2
ν (a,BR)− ω(ε, δ)

)
(4.46)

The uniform distribution of the obstacles (see condition (4.29)) implies that∑
j∈Jε

#(Iε(Qε
j)) = Nε −

∑
j 6∈Jε

#(Iε(Qε
j)) ≥ Nε −

∑
j 6∈Jε

(Nε|Qε
j |+L) = Nε − (L+ 1)#({j : j 6∈ Jε}) .

Since #({j : j 6∈ Jε}) ≤ Nεθ, we get

Fε(uε) ≥ (1− θ(L+ 1))
(
D

1
2
ν (a,BR)− ω(ε, δ)

)
and this yields the required lower bound taking the limit as ε→ 0, then δ → 0 and finally θ → 0.

Appendix: Finite pinning condition

We can model the hardening mechanism due to obstacles such as secondary dislocations by
assuming a weaker pinning condition given by a concentrated force. Namely we assume that a
crossing of an obstacle by a dislocation costs a finite amount of energy, i.e.

λ0

∫
Bi

Rε

εψi
ε|u| dx ,

where ψi
ε(x) = ε−2ψ(x−xi

ε

ε ), with suppψ ⊆ BR(0) and
∫

BR
ψ dx = 1, and λ0εψ

i
ε is the force

concentrated on each obstacle Bi
ε. Then we can consider the following functional

F̃ε(u)=



1
ε

∫
T 2

dist2(u,Z) dx+
∫ ∫

T 2×T 2
Kν(x− y)|u(x)− u(y)|2 dx dy +

∑
i

λ0

∫
Bi

Rε

εψi
ε|u| dx

if u ∈ H 1
2 (T 2) ,

+∞ otherwise .

(.47)

With our scaling assumptions the total force due to the obstacles is finite and is given by∑
i

λ0

∫
Bi

Rε

εψi
ε dx = Nεελ0 ≈ Λλ0 .

In order to study the Γ-limit of the functional F̃ε another natural notion of capacity has to be
defined, i.e.
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D̃ν
1
2
(a, λ0, ψ) := inf

{∫
R2

dist2(ζ,Z) dx+
∫ ∫

R2×R2
Γν(x− y)|ζ(x)− ζ(y)|2 dx dy + (.48)

+λ0

∫
R2
ψ|ζ| dx : ζ − a ∈ L4(R2)

}
.

Again one can check that this is a Choquet capacity and satisfies

D̃ν
1
2
(a, λ0, ψ) ≤ Dν

1
2
(a,BR) .

Moreover

lim
λ0→∞

D̃ν
1
2
(a, λ0, ψ) = Dν

1
2
(a,BR) . (.49)

Indeed D̃ν
1
2
(a, λ0, ψ) is increasing in λ0, thus the limit always exists. If ζ̃λ0 is a sequence of

potentials for D̃ν
1
2
(a, λ0, ψ), one can check that, up to a subsequence, it converges weakly in H

1
2

to a function ζ̃ which is a good competitor for Dν
1
2
(a,BR).

Using this notion of capacity we can perform the same analysis as above and prove the
following theorem.

Theorem 16 Assume Nε → +∞ and that the balls Bi
Rε are uniformly distributed, well separated,

with finite capacity density. Denote by F̃ the functional

F̃ (u) =


D̃ν

1
2
(u, λ0ψ) if u = const. ∈ Z ,

+∞ otherwise .
(.50)

Then

i) Every sequence {uε} such that supε F̃ε(uε) < ∞ is pre-compact in L2 and every cluster
point is an integer constant;

ii) For every u ∈ L2(R2) there exists a sequence {uε} strongly converging in L2 to u such that

lim
ε→0

F̃ε(uε) = F̃ (u) ;

iii) Every sequence {uε} strongly converging in L2 to some function u satisfies

lim inf
ε→0

F̃ε(uε) ≥ F̃ (u) .
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Remark 17 The new dislocation capacity for weak pinning condition is linear for a big enough.
In order to see this we can rewrite it for positive a as follows

D̃(a, λ0, ψ) = inf

{∫
R2

dist2(w,Z) dx+
∫ ∫

R2×R2
Γν(x− y)|w(x)− w(y)|2 dx dy + (.51)

+λ0

∫
R2
ψ(w + a) dx : w ∈ L4(R2) and − a ≤ w ≤ 0

}
.

Then consider the following minimum problem

D0(λ0, ψ) := inf

{∫
R2

dist2(w,Z) dx+
∫ ∫

R2×R2
Γν(x− y)|w(x)− w(y)|2 dx dy + (.52)

+λ0

∫
R2
ψw dx : w ∈ L4(R2)

}
.

and let w0 be a minimum point. As in the proof of Proposition 7 one can prove that there exists
an L4 function f0 such that

Lw0 = f0 −
λ0

2
ψ

in the sense of distributions. Using the Green function Gν of L+ I we show that w0 is bounded.
In fact

w0(x) = Gν ∗ f0(x) +Gν ∗ w0(x)−
λ0

2
Gν ∗ ψ(x)

and the conclusion follows by Hölder inequality. Now let a0 the smallest positive integer such that

w0 ≥ −a0 .

Clearly we have
D̃(a, λ0, ψ) = D0(λ0, ψ) + λ0a ∀a ≥ a0 .

In particular if we minimize our energy subject to an external force S, i.e.

min
a∈Z

F̃ (a)− a

∫
T 2
S dx ,

then the minimum exists if and only if |
∫

T 2 S dx| ≤ λ0. If the force S is greater than the total
resistence of the obstacles, then no equilibrium states exist.
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