Luigi Ambrosio and Andrea Braides

Functionals defined on partitions of sets of finite perimeter, II:
semicontinuity, relaxation and homogenization

Introduction.

In many problems of Mathematical Physics we find partitions of sets minimizing some kind of interface
energy. For example, dealing with liquid crystals, we sometimes encounter interfacing small drops with
different orientations ([E]), while, in the theory of Cahn- Hilliard fluids, we find regions corresponding to
different densities of the fluid ([B]).

In a recent paper of ours ([AB]) we have studied a class of integral functionals describing this kind of
phenomena in the framework of the Calculus of Variations, and in particular of I'-convergence theory, proving
integral representation and compactness results. In this paper we carry on this study, dealing with the
problems of lower semicontinuity, relaxation and homogenization.

The functionals we are interested in are defined on partitions {F, ..., Ex} of an open set 2, and their values
depend on an integral on the interfaces between the sets of the partition. Their integrands will depend on
the interfacing sets, their orientation and possibly on a space variable; that is, our functional will be of the

form
k

(0.1) > euea@)dna@

Li=1 9« g,N0* B,
where 9*E;, v; are the boundaries and the inner normals of the sets F;, in a measure theoretic sense.
In Chapter 1 we recall the main definitions about sets of finite perimeter, which are the natural domain of
functionals (0.1), and introduce a class of step functions of bounded variation which enables us to rewrite
integral (0.1) in the more handy form

(0.2) /ap(x,u"’,u_, vy) dHp—1(x)

Su
where S, is the set of jumps of the function w, v, the normal to S,, and u™, u™ are the (approximate) values
of u on the two sides of S,,. We also recall the main notions of I'-convergence and some results of [AB].
Chapter 2 is devoted to the study of the lower semicontinuity of the functional (0.2) with respect to con-
vergence in measure. We prove necessity and sufficiency of an integral condition on the integrand f, BV-
ellipticity, and discuss the conjecture of its equivalence with another algebraic one, bi-convexity. Other
necessary and sufficient conditions, and their relations with the previous two are studied.
In chapter 3 we deal with the problem of relaxation: we give an integral representation of the greatest lower
semicontinuous functional less or equal a given functional (0.2), and an integral formula for its integrand.
Moreover we prove that the I'-limit of Dirichlet type problems is a problem with a penalization on the
boundary. This phenomenon is well known in non parametric area problems ([GI]).
In the last chapter we study the problem of homogenization: the “macroscopical” properties of a functional
whose microscopical behaviour is described by (0.2), with ¢ periodic in the first variable; that is, the
characterization of the I'-limit of functionals

/gp(%, ut(z),u” (), vu(z)) dHp—1 ()
Su
as ¢ — 0. We prove that these functionals I'-converge to a functional
/g(u+, u,vy) dHp—1(x)
S.,
and an integral formula for the integrand ¢ of the I'-limit is given.
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1. Notation and preliminary results.

Let Q C R™ be an open set. We denote by B(Q2) the class of Borel subsets of Q and by A(Q) the class of
open subsets of Q. We denote by |E|, H,—1(E) the Lebesgue n- dimensional measure and the Hausdorff
(n — 1)-dimensional measure of a Borel set E C R™ respectively, and we set

St ={zeR": |z| =1}

Let E C Q be a Borel set. We say that E is a set of finite perimeter in € if

(1.1) P(E,Q) = sup{/divgda: 1g€eCH(LR™), 0<g< 1} < +o00.
E

The real number defined in (1.1) is called perimeter of E in . To every Borel set E we can associate its
essential boundary 0* E, defined by

O*E ={z € R" :limsupp "|B,(z) NE| >0 and limsupp "|B,(z)\ E| > 0}.
p—0+ +

p—0

The essential boundary of sets of finite perimeter is closely related to the perimeter by the relation ([DG2],
[V1], [FE1], [FE2])

Hn-1(ANO*E) = P(E,A) = sup{/divgdx :g€CH(A;R™), 0< g < 1}
B

for every open set A C €). Moreover,
(1.2) Hn-1(0"E\ Ey/2) =0,

where E} 5 is the set of points x € Q where E has density 1/2.

We shall deal with partitions of the set 2 in a fixed number -say k- of sets of finite perimeter. We can index
such a partition with the elements of a fixed finite set T' = {z1,..., 2}, whose nature will depend on the
applications. For example, in the theory of the Cahn- Hilliard fluids T' can be chosen as the set of minimal
densities (see [B]), while dealing with small drops of liquid crystals, it is reasonable to take it as the set
of the orientations of the crystal. To each partition {E.,,..., E,,} we can associate a function v : Q@ — T
setting u(z) = z; on E,,.

The class of Borel functions u : Q — T whose level sets {u = z;} are sets of finite perimeter will be denoted
by BV (Q,T). In some applications the set T is chosen as a subspace of R™. In this case, BV (Q2,T) is a
subset of the space BV (2; R™) of functions u : Q@ — R™ with bounded variation.

We denote by S, the Borel set

(1.3) Su=Jo{u=i}= |J o {u=i}no*{u=j}.

ieT i, GET, i#j
The most natural topology in BV (2, T) is given by (local) convergence in measure, which is induced by the
distance

o0

(1.4) do(u,v) =Y {z € U u(z) # v(2)}|

k=1

(. ={x € Q:|z| <k, dist(z,09) > 27%}). Throughout this paper we shall use the following properties of
BV (9, T), which can be desumed by the corresponding properties of sets of finite perimeter:
(1.5) The set

{ue BV(Q,T) : Hy—1(Su) < C}
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is compact with respect to convergence in measure for every constant C' > 0 ([GI], Theorem 1.19).

(1.6) If u, v € BV(Q,T) and E C 2 is a set of finite perimeter in 2, then the function

u(z) ifx € E;
w(z) =
v(z) ifrxeQ\E,

belongs to BV (2, T) ([V1], Theorem 14.5).

(1.7) Each point x € Q\ S, is by definition a point of density 1 for a unique level set {u =i}. By (1.2) it is
easily seen that in H,,_;-almost every x € S, there exist two different level sets {u = i}, {u = j} which have
density 1/2 at z. We can say more ([V1], [V2]): in H,_1-almost every x € S, there exist a unitary vector
vu(z) € S~ such that

Jim p™"{y € By(z) : (y = @ vul2)) > 0, uly) # 13| = 0,

and
lim o™y € By(a) : {y = 2, 0u(@) <0, uly) # ) = 0.

We set i = u™(x), j = v~ (x). The triplet (u™,u",1v,) is defined H,,_1-almost everywhere on S, and it is
uniquely determined, up to a change of sign of v, and an interchange of u*, uv~. The functional (0.1) can
thus be represented in the form

/go(m,u*,u*,uu) dH,—1 () u € BV(Q,T)
Su

with ¢ : Qx T x T x S"~! — [0, +00] Borel function. We shall always tacitly assume that all the integrands
 satisfy the conditions
oz, u,v,v) = p(z,v,u, —v), o(z,u,u,v) =0.

Moreover, ¢ will be prolonged by homogeneity whenever necessary:

oz, u,v,p) = ¢(z,u, ﬁ)lpl

for all p € R™\ {0}.

(1.8) If @ € R™ is an open set with Lipschitz continuous boundary 952, every function u € BV (€2, T') has a
trace u* on BV (Q,T), i.e., a Borel function u* : 9§ — T such that

[ € By@) N0 uly) # (@)}

p—0F P

=0

for H,—1-almost every x € 92 ([GI], Theorem 2.10).

(1.9) Let © C R™ as above, and assume that H,,_1(9Q) < +oco. If u € BV(Q,T), v € BV(R"\ ;T), then
the function
u(z) ifx e
w(z) =
v(z) ifzeR"\Q,

belongs to BV(R™; T'), and
Sw C(QNS,) U (Sy NR"\ Q) U{z €00 :u*(z) #v*(x)} UN

vy = v Vo € 00\ N,
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for a suitable H,,_1-negligible Borel set N C 99 ([GI], Remark 2.3, Remark 2.14).

Let us recall some basic definitions and results about I'- convergence (we refer to [DF1], [DF2], [DMO] for
the bibliography on the subject). Let (X, d) be a separable metric space, and let (F},) be a sequence of real
extended valued functions defined in X. We set

(1.10) ['(d™) — limsup Fy,(u) = inf {lim sup Fy(up) : (up) C X, up — u},
h—+oco h— 400
(1.11) I'd™) — lﬁgirgcf)Fh(u) = inf{lhigir;oth(uh) (un) C X, up — ul,

for every w € X. The functions in (1.10), (1.11) are both d-lower semicontinuous.
We say that the sequence (F}) I-converges to Fi if

I'd™) - lgm}_anh(u) = Foo(u) =T(d7) — limsup F, (u) Yu € X.
—T 0 h—4o0

The I'-limit if exists is unique; moreover, every sequence (F},) admits a I'-converging subsequence.
The property which motivates the introduction of I'-convergence in Calculus of Variations is the following:
assume that (F},) I'- converges to Fi, and

inf F}, = inf I}, Vh e N
X K

for a suitable compact set K C X. Then

(1.12) hkrfoo 1£1<f Fp =min{F(z) : 2 € X}

and every sequence (zp,) C K such that

lim F; = lim inf F
}L—1>I—|1:loc h(xh) hir-{loolgl( h

admits a subsequence converging to a minimizer of Fi.
If Fy, = F for every h € N, then the I'-limit exists and is equal to

(1.13) v — min{liminf F(up) : (up) C X, up — u}.

h—+oc0

In this case, the I'-limit is called also relaxed functional.

In the following, we are interested in studying I'-convergence of functionals defined on BV (Q2,T"). To deal with
this kind of problems it is convenient to introduce localized functionals F(u, A) depending on v € BV (2, T)
and A € A(Q?). Hence, we set

I'(dy) — limsup Fj(u, A) = inf{limsupfh(uh,A) s(up) C X, daup,u) — O},
h—+o00 h—+o00

F(d;l) — Em-&i-nffh<U7A) = inf{l}jm_"i_nffh(uh,A) s(up) € X, da(up,u) — 0},
for every u € BV(Q,T), A € A(Q2), where d4(u,v) is defined as in (1.4).
We say that F : BV(2,T) x A(Q) — [0, +00[ is a variational functional if the following three conditions are
satisfied:

(1.14) F(u,A) = F(v, A) whenever u, v € BV(Q,T), A€ A(Q) and u = v almost everywhere in A;

(1.15) F(u,-) is the restriction to A(Q2) of a regular Borel measure in BV (Q,T) for every u € BV (Q,T);
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(1.16) F(-,A) is d4 -lower semicontinuous in BV (2, T) for every open set A € A(Q);

The following theorem, which has been proved in [AB], shows that the I'-limit of a sequence of variational
functionals is in many cases a variational functional which admits integral representation.

Theorem 1.1. Let Fj, : BV(Q,T) x A(Q) — [0, 400[ be a sequence of functionals satisfying (1.14), (1.15)
and

(1.17) 0< Fu(u,A) < AHo_1(ANS,)  VYue BV(Q,T), Ae A(Q),

for a suitable constant A > 0 independent of h. Then, there exists a subsequence (Fp, ) and a variational
functional F such that
F(,A) = Dldy) T Fa (-, 4)
for every open set A C Q. Moreover, assume that for every open set A CC () there exists a continuous
function w4 : [0, 4+00[— [0, +00] such that ws(0) =0 and
|F(u, B) = F(v, B+ z)| < wa(|z])Hn—1(B N Sy)

whenever z € R", B, B+ z CC A, and u(z) = v(xz + z) in B . Then, there exists a unique continuous
function ¢ : Q@ x T x T x 8"~ — [0, A] such that

Flu, A) = / oz, ut,u”,vy) dH, 1 () Yu € BV(Q,T), A€ A(Q).
ANS,,

Let Q € R™ be an open set, and let
Q= {z € Q:dist(z,0Q) >t} (t>0).

Arguing as in [AB], Lemma 4.4, it is possible to prove the following joint lemma.

Lemma 1.2. There exists a constant ¢ = ¢(2,t) such that, for every pair of functions u, v € BV (Q,T) we
can find s €0, t[ such that
u(z) ifx e Qs
w(r) =
v(z) ifz e\ Q

belongs to BV (2, T) and
F(w,Q) < Fu, Q) + F(v,Q\ Q) + cAl{z € Q\ Q4 : u(x) # v(x)}]

for every functional F : BV (Q,T) x A(Q2) — [0, 00| satisfying (1.14), (1.15), (1.17).

2. Semicontinuity.

In order to apply the tools and the theorems of the “direct” methods of the Calculus of Variations, we have
first to investigate necessary and sufficient conditions for the lower semicontinuity of the functionals

(2.1) U — /gp(a@u*,uﬂuu) dHp-1(x)
S'(l

with respect to convergence in measure.
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2.1. Necessary and sufficient condition: BV-ellipticity.

In what follows we shall bear in mind the semicontinuity theory for functionals defined in Sobolev spaces.
Lower semicontinuity theorems for functionals of the Calculus of Variations related to the theory of non-
linear elasticity have been proven in a number of papers, among which we recall [MR], [AF]. In these works
it is proved that under suitable growth conditions on the integrand, the lower semicontinuity in the weak*
topology of W1 of functionals of the form

/f(x, u, Vu) dz
Q

(u vector valued function, 2 bounded open set of some R™) is equivalent to the quasi-convexity of the
function f (see [DA]), i.e., the condition

f($7u72)|9‘ < /f(x,u,z + Vw(y)) dy
Q

must hold for all w € C5°(£2).

Dealing with the functionals (2.1), we have been led to considering a condition on the integrand, similar
to quasi-convexity, and closely related to the ellipticity conditions of Geometric Measure Theory (see [FE],
Chapter 5). In the quasi convexity, one requires that the minimum is taken on the affine functions (among
all C§° perturbations of a fixed affine function); here, we require that our functional must take its minimum
on plane surfaces (among all perturbations with the same “ boundary” values).

Let 79 € R", (i,7,v) € T x T x S"! with i # j, and let up : R™ — T be the function defined by

i if (x —xo,v) >0
(2.2) ug(x) =
Jjif (x — a0, v) <0.

Let Q be a set with Lipschitz continuous boundary containing zg. We say that a function ¢ : Tx T x S"~! —
[0, +o0] is BV-elliptic if for every triplet (i, j, ) we have

[ et ) dtaa@) = [ ol g ) i (a)

Qns, Suqg

whenever u € BV (,T) is a function with the same trace as ug on the boundary 9. It is easy to see that the
BV -ellipticity condition does not depend on the choice of £ and x¢. A function ¢ : QxTxTxS" "1 — [0, +00]
is said to be BV -elliptic if the function ¢(z,-, -, -) is BV-elliptic for every = € Q.

The following theorem gives a characterization in terms of BV -ellipticity of a class of lower semicontinuous
integral functionals of the type (2.1).

Theorem 2.1. Let ¢ > 0, and let ¢ : @ x T x T x 8"~ — [c,+0o[ be a continuous function. Then, the
functional (2.1) is lower semicontinuous with respect to convergence in measure if and only if the function
o(x,-, -, ) is BV-elliptic for every z € ().

Proof. Without loss of generality, we can assume that {2 is a bounded open set.

Necessity. Let g € Q, 4,5 € T, i # j, and let v € S"~!. We denote by Q1 an open cube centered at
with sides of length 1, either orthogonal or parallel to v, and we set Q, = aQ1. Let up be as in (2.2), and
let w € BV(Q1;T) be a function with the same trace as up on the boundary 9Q;. We set

Tr — X
uq(z) = u( + o).
Let (v1,...,Vn—1) be the (n — 1) linearly independent edges unitary vectors normal to v and let S be the
set of mappings o : {1,...,n — 1} — {1,...,h}; we consider h"~! open cubes @, centered in

n—1 .
x[,:xo—l—aZVi(%) cesS
i=1
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with sides of length a/h. Then, we set

1 if(x—mo,y>>%;
_ ) if(:v—x07y><—%;
un (@) ug(h(x —xy)) if z € Qy;
Uo otherwise.

By the boundary condition on u, we easily get that

Ule.n (SZ“ +25)] € Su, NQ, € | J Qo N (SZ“ +z,)JUN  VheN,
geS ceS

with H,,—1(N) = 0, hence

_ 1\"* x _
/ oz, u)f  uy v, dHp—1(z) = Z <h> / oz, + E,uj, Uy sV, ) AHp—1(z) Vh € N.

QaNSu, oes QoNSu,

Since we assume that the functional is lower semicontinuous, and since u;, = uo outside @Q),, we obtain

a™! / sup @(y,u, u”,vy) dHp_1(z) = / sup o(y,ul,uy vy, ) dHn—1(z) >
yeQa yEQa
Q1NSy QaNSu,

1 n—1 T .
23 (3) [ et put) @ 2 [ i) dr),

oES QoNSuy QaNSug

Dividing both sides by a"~! and letting a | 0 we get

QO(I07U’+7U77 VU) dHn_l(l') > 90(1‘077;’.].7 V)7
Q1NSy

and this implies the BV -ellipticity of ¢ (zg, -, -, ).

Sufficiency. By Theorem 1.1 and (1.13), there exists a continuous function v : Q@ x T' x S"~! — [c¢, +o0|
such that

ANS. ANS.,
for every open set A C Q and every u € BV (,T). The statement will follow by equality ¢» = ¢. The
inequality ¢ < ¢ is trivial. To prove the opposite inequality, let i, j € T with i # j and let v € S~ 1. Let
@ CC £ be an open cube with sides parallel or orthogonal to v centered in xq € Q, and let (up) C BV(Q,T)
be a sequence converging in measure in @ to the function uy € BV (2, T) defined by (2.2), such that

[ vidmdte) = tim [ o) dH @),

h—+oco

QNSy, QNS

up,

Let
Q= {reQ:dist(z,0Q) >t}  t>0,

and let
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Let ¢, = ¢(Qy,,27%1) be given by joint Lemma 1.2. We can find a subsequence uy, such that

_ 9—Fk
{2 € Qu\ Qs un(x) # uo(2) }| < o

By Lemma 1.2, we can find wy, €]sg, [ such that the functions

up, (x) if x € Quy;

vk(x) = _

ug(z) ifreQ\Q,,

belong to BV (€2, T) and
+ - + - 1—k
/ @(x,vk,vk,uvk)dHn_l(x) < / @(xauhkvuhkvyuhk)dHn—l(x)+2 el oo-
QNS QNS
Since the functions vy have the same trace as ug on the boundary, we get
/ o(xo,1, 4, v) dHp-1(z) < / (w0, v} v s V) dHp—1(2) vk € N.
QNSa, QNS

By letting £ — 400 we obtain

SuszQ |90($7i7j7 V) - @(xm@ja V))
- .

/SD(SEOJ,ij)dHn—l(fC)S / w(xo,iJ,V)dHnﬂfﬂ)(lJr
QNS QNS

Dividing both sides by H,,_1(QNS,,) and letting the diameter of Q go to 0 we get v(xq, 1, j,v) > ¥(xo, i, j, V)
and the statement is proved. q.e.d.

2.2. Algebraic conditions: bi-convexity.

Theorem 2.1 gives a complete characterization of lower semicontinuous functionals (2.1). Unfortunately, as
for the case of quasi-convexity, the BV -ellipticity of the integrands, being an integral condition, is hardly ever
easy to check. We are thus led to considering other kinds of conditions, of algebraic type, on the integrands.

Let L, be the space of linear mappings between R"™ and R*, and let T = {z,...,2;}. We say that
T x T x S" 1 — [0, +00[ is a bi-convex function if there exists a convex and positively 1-homogeneous
function 0 : £, 1, — R such that

(2.3) o(zi, 25, V) :9((ei—ej)®u) Vi,je{l,...,k},ve S”_l\{O},
where a ® b € L,, 1, is the rank 1 mapping
a®b(p) = (b,p)a, p€ER"

for all a € R* b € R®. We want to emphasize that (2.3) is an algebraic condition. In fact, since (2.3)
determines € only on rank 1 mappings, it exists if and only if

N
(24) @(Ziovzjovpo) < Z‘p(zi,\vzj,wp)\)
A=1
whenever
N
(25) (eio - ejo) @ po = Z(ei,\ - ej,\) & pa in Enk

A=1
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This condition resembles the convexity properties of elasticity theory (see [BA], [CA], [DA]). We conjecture
that BV-ellipticity and bi-convexity are equivalent properties.
The “easy” implication is bi-convex functions being BV -elliptic, as the following result shows.

Proposition 2.2. Every biconvex integrand is BV -elliptic.

Proof. Since T is only an index set, we can assume without loss of generality that T is the canonical basis
{e1,...,er} of R¥. Let Q = By be the unit ball in R, let (e;,e;,v) € T x T x S"~1 and let ug as in (2.2)
with zg = 0. Since BV (Q,T) C BV (Q; R¥) the distributional derivative Du is representable as

Du(B) = / (ut —u") ®@ vy dHp—1(2) VB € BV(Q,T).

BNS,

In particular, for every function v € BV (2, T) with the same boundary values as ug we get

/(uJr —u7) Quy dHp_1(z) = / (ug —ug ) ® vy dHp—1(z) = (65 — €;) ® VH,—1 (2N H,),

u Sup

where H,, is the hyperplane normal to v passing by 0. By the Jensen’s inequality we obtain

/cp(u+,u_,uu) dHp—1(x) = /6’((1ﬁr —u") @) dHp—1(z) > 9(/(u+ —uT) @y dHn1> —

Su Su Su

=H,—1(2N HV)Q((ej —e)® I/) = / H(US_,UE,VUO), dHp—1(x),
Sug

and the statement follows. q.e.d.

The inverse problem -whether all BV -elliptic functions are bi-convex or not- is still an open problem. As for
quasi-convexity, it is important to understand for which sets of triplets (ig, jo, o), (ix,4x,Pr), (A =1,...,N)
verifying (2.5) the relation (2.4) holds for all BV-elliptic functions. If (2.4) were proved for all triplets
verifying (2.5), then the equivalence between BV - ellipticity and bi-convexity would be verified.

In some cases (2.4) can be checked, were it is possible to reduce to some geometrical construction of the
triplets above. Let us show now that BV -ellipticity inequality holds for a wider class of functions than those
verifying boundary conditions.

Let v € S*7 1,4, 7 €T, Q, be a unit cube in R™ with center in 0 and one edge parallel to v. We set

i if (z,v) > 0;
(2.6) uy;(x) =

Jjif {x,v) <0.
We define P}; as the subset of BV (Q,;T') of all functions u such that their trace on the two sides orthogonal
to v is equal to the trace as v/, and have equal traces on other opposite sides. By the same argument of

v

the proof of the necessity part of theorem 2.1 it is possible to get the following result.

Proposition 2.3. For every function u € P}; and all BV -elliptic function ¢, we have

(2.7) o(i,j,v) < /QD(’U,+,’LL_,Z/U) dH,—1(x).
Sy

If the function u in Proposition 2.3 has polyhedral level sets, every set 0*{u = I} N9*{u = k} can be divided
into plane surfaces T'}¥, . .. ’Fﬁ(lk)' Let us set

(2.8) Pl =M, 1 (T0) - vl
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where v/* is the inner normal to {u = I}, orthogonal to the hyperplane containing I'’*. From (2.7) we obtain

m(lk)
(2.9). 0, 4,0) < Y ol kv H 1 (TH) = ZZ (1, k,pl¥)
LLEeT m=1 LEET m=1

One possible way of dealing with the equivalence problem could be to investigate whether or not for all sets
of triplets as in (2.5) there exists a polyhedral function u € Py such that every triplet (I, k ,p'%) constructed
as in (2.8) is an element of the considered set (here we take zo =1, jo =4, po = V).

From (2.9) it is easy to get some algebraic conditions that each BV- elliptic function must verify.

Example 2.4. Let us take u € P} defined by

Then we have

(2.10) o(i,4,v) < (i, k,v) + ok, j,v).

Let us remark that (e; —e;) @ v = (e; —ep) Qv+ (er, —e;) @ .

Example 2.5. Assume that v € S"~! is equal to p; +ps. It is possible to find a polyhedral function u € Py,

which takes only the values 4, j, such that each face of the polyhedron {u = i} is normal either to p; or to
p2, obtaining by (2.9) the convexity inequality

(2.11) (i, j,v) < @(i,4,p1) + (4, 7, p2)-

Example 2.6. Let us suppose card(T) > 6, and n = 2 for the sake of simplicity. Define u as in figure 1
(triangles ABC and CDE are equilateral).

Then we have

5 +(h b, =),

. 14 . v 1% 1Z
+L,D(k‘ ]’ )—i—(p(l, h, 5)""@(7’7 l, 7)+90(lvm7 %)-F(P(h, m, ?)

Ik,
5 +(,

e(i, 4, v) < o(m, j, 5 ey

2)

where 11, Vo are the vectors normal to AB and DFE respectively, pointing towards the “I” set. Let us remark
that again we have

14 174 14 14
(2.12) (€i—ej)@v=(em—e;) @5+ (ex—e)) @5+ (ei—en) @5+ (e —er) ® 5+
1% 1% 1% v
et —em) @ 5+ (en —em) ® 5+ (en —e) ® -+ (1 —ex) ®

so that (2.12) is a biconvexity-type inequality.
It is possible to find a function ¢ satisfying (2.10), (2.11), which does not satisfy the inequality corresponding
0 (2.12). Hence, the only conditions (2.10), (2.11) are not sufficient for bi-convexity.
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Example 2.7. Let us consider the equality (here we take T' > {1,2,3,4} and n = 2)
(2.13) (ea—e1)®(2,2) = (e2—€1)®(2,1)+(e3—e1)@(0, 1)+(ea—e3)® (1, 2)+(ea—e2)®(1,0)+(e3—e2)®(1, 1).

Set
(2,2) (2,1) (0,1)

V=141 = , Vg1 = , V31 = e
4,1 22 2,1 22 3,1 22

It does not seem possible to find a polyhedral function uw in P;} such that for all 4, j = 1,...,4 the set
E;; = 0"{u=1i} N0*{u = j} is a segment orthogonal to the vector v;; with the exact length |v;;| in order
to obtain the bi-convexity inequality related to (2.13). It is not clear if u can be chosen so that E;; can be
divided into segments (I'4),, such that each I'% is orthogonal to v;; and > Hi(T%) < |v;].

Similar reasonings in the quasi-convex case can be found in [CA], to whom we refer for further analysis.

Example 2.8. The BV-elliptic integrands of the form

p(i,4,v) = O, 7)Y (v)

with ©(4,j) = ©(j,4) and ¢(v) = ¢¥(—v) can be completely characterized. By (2.10), (2.11) we obtain that
the conditions
©(i,j) <O, k) +O(k,j),  P(p1+p2) < ¥(p1) +¥(p2)

are necessary for semicontinuity; i.e., © must be a pseudo-distance in T" and ¥ must be a convex and positively
1-homogeneous function. Coversely, the above conditions imply (we assume ©(i,i) = 0)

O(i, j)¢(v) = sup sup [O(i, k) — O], k)£, v)

keT EeK

where K C R” is the subdifferentail of ¢ at 0. It is easily seen that each function
[©(i, k) — (), k)|, v)

is bi-convex (equality holds in (2.4)), hence the above conditions imply bi-convexity of ¢ and, a fortiori, its
BV-ellipticity. For this class of integrands BV -ellipticity and bi-convexity are equivalent conditions.

2.3. Physical conditions.

In many situations the semicontinuity of the functional (2.1) assures that its values decrease whenever a
partition u € BV (Q,T) is replaced by some other one ug € BV (Q;T \ {i}) which coincides with u in
O\ {u = i}. Thinking in terms of liquid crystals, we can imagine that if a liquid crystal is taken away,
the other ones will “flow” into the region left empty, reshaping to a configuration with less energy. In [AL]
similar considerations have been made in the case where only one of the remaining regions is asked to fill
the one which has been removed; that is, we pass from a partition E1,..., E} to another one Fy, ..., F} with
F, =0, F; = E; U Ej for some j and all other F}, equal to Ej.

We say that a functional F : BV (Q,T) — [0, +o00[ is (B)-convex if for every function v € BV (2, T') and for
every i € T there exists a function v € BV (Q, T\ {i}) such that F(v) < F(u) and

(2.14). {fu=jtc{v=7r VjieT\{i}

A straightforward consequence of this definition is the following proposition.

Proposition 2.9. If F is (B)-convex, then for every u € BV (Q,T) and every S C T there exists a function
v € BV (Q,S) such that F(v) < F(u) and {u =14} C {v =i} for every index i € S.

Let us remark that if (Fj) is a sequence of (B)-convex functionals, up, — w and |[{u = i}| = 0 for some
i, then by proposition 2.9 there exists a sequence (vp) such that [{v;, = i¢}| = 0 for all h, v, — u and
Fp(v) < Fp(up). Proceeding as in the proof of theorem 3.3 of [AB], this shows that minimizing sequences
of (B)-convex semicontinuous integral functionals can be chosen with the same volume constraints as their
limit (in [AB] theorem 3.3 this result was proven only for strictly positive volume constraints).
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We say that a Borel function ¢ : T x T x S"~! is (B)-convex if
.. D

p - QD(Za J 7) |p|
Pl

is a convex and positively 1-homogeneous function in R" and the associated functional (2.1) is (B)-convex.
(B)-convex integral functionals are lower semicontinuous, as the following proposition shows:

Proposition 2.10. Every (B)-convex integrand ¢ is BV - elliptic.

Proof. Let i,j € T, v € S"1, Q = B1(0), u € BV(2,T) such that u = h on the boundary 952, where
h(z) =1 if (x,v) > 0, h(z) = j otherwise. We define

F(u) = /(p(qu,u*,uu) dH,—1(z).
Sy

By Proposition 2.9, taking S = {3, j}, there exists v € BV (£; {4, j}) such that F(v) < F(u) and satisfies the
same boundary conditions. By the convexity of (i, j,-) and by Jensen’s inequality we get

F(h) < F(v) < F(u).
As (i,j,v) are arbitrary, the proposition is proven. q.e.d.
The inverse of Proposition 2.10 is false. Let us take T = {0,1,2,3,4}, Q = B1(0) C R?,
1 if 4 or j are equal to 0;
o(i,j) = {
2 otherwise,

and
F(u) = /o(u+,u‘)dHn_1(x) uwe BV(Q,T).
Su
By example 2.8, F' is a lower semicontinuous functional. Now, let us define
0 if x| +Jyl < 15

u(z,y) =
i if |z| + |y| > 1 and « lies in the i-th quadrant.

If ¢ = 0, for all functions v € BV (Q, T\ {0}) verifying (2.14) we have
F(v) >8> 4V2 = F(u),

so that, F' is not (B)-convex.

3. Relaxation and I'-convergence of Dirichlet problems.

Let ¢ : T x T x S"~1 — [0, +00[ be a function. We define E) as the greatest BV -elliptic function less than
1. Since BV-elliptic functions are a lattice, the definition makes sense. We claim that

(3.1) EY(i,j,v) = inf{ / Y(ut u”,v) dHy—1(2) :u € BV(Q,T), u* = uf on GQ}

QNS
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where wug is defined as in (2.2) and @ is a unit cube. Inequality < in (3.1) is trivial, because Ev is BV -elliptic.
On the other hand, by Theorem 1.1 and (1.13), the functional

(3.2) inf{hmmf / Y(up vy, v, ) dHn—1(x) tup — u in measure}

h—+oco

“h

admits integral representation by means of a function ¢ which is, by Theorem 2.1, BV -elliptic. By the same
truncation argument of the sufficiency part of Theorem 2.1, we see that

mf{l}zminf Y(ul,uy vy, ) dHn—1(2) t up — u in measure} =

Uh

= inf{llminf / ) uh,uh,l/uh)d’Hn 1(x) : up — u in measure, uy, = u* on 89},
h—+oco
Up

for every function v € BV (Q,T). Applying this equality to the function ug(Z,j,v) in (2.2), we get
inf{ / Y(ut,u”,vy) dHn—1(z) :u € BV(Q,T), u* = ug on 89} < (i, j,v) < EY(i,j,v).
QNS.,

Actually, we have proved (3.1) and also that E1) guarantees representation to the relaxed functional (3.2).
This is true also for integrands ¢(x, 1, j,v), as the following theorem shows.

Theorem 3.1. Let ¢ > 0, and let ¢ : Q x T x T x S~ — [c, 400 be a bounded continuous function. Then,
we have

h—+oco

(3.3) inf{liminf / (@, uf uy, vyy,) dHp—1(z) : up — u in measure} = /Ego(w,u"‘,u_,yu) dHp—1(x)

wn u
where Ep(z,-,+,-) = E[p(z,-,-,-)] for every x € Q.

Proof. By formula (3.1) we easily get that Fy is a continuous function, hence

— /Ecp(x,uﬂu*,uu) dH,—1(x)

is a lower semicontinuous functional. Thus, inequality > in (3.3) is verified. To prove the opposite in-
equality, we recall that by Theorem 1.1 the relaxed functional in the left hand side of (3.3) admits integral
representation by a BV-elliptic continuous integrand ¢. Since

/(b(x,u"',u_,uu)d?-(n,l(m) < /cp(sc,u+,u_,uu) dHp—1(x) Yu € BV (Q,T),
S,

we have in particular ¢ < ¢, so that ¢ < F¢ by the definition of Fp. q.e.d.

Now we investigate the I'-convergence of Dirichlet problems. Let £ C R™ be a bounded open set with C?
boundary. Under these assumptions on €2, there exists to > 0 such that ([GI], Appendix C)
(3.4) {z € Q:dist(x,00) = s} = {z + sva(z) : x € 0Q}

for every s < tg, where vq is the inner normal to ().



L.Ambrosio & A.Braides: Functionals defined on partitions ... II 14

Let C' > ¢ > 0 be constants, and let ¢ : Q x T x T x S"1 — [¢,C], ¢ : Q) — T be Borel functions. We
define

Fi(u) = /(ph(x,uﬂu*,yu) dHp—1(x) Yu € BV(Q,T),
Su

and
Fr(u) fu*=¢ Hp_1-a.e. in 98;
Fi(u) = Yu € BV (Q,T).
400 otherwise,

We shall prove the following result.

Theorem 3.2. Assume that the functions ¢ (-, 1, j, V) are equi-uniformly continuous in €2, and assume that

I'(dg) hlim Fp(u)

— 400

exists for every u € BV (2, T). Then, the T'-limit is representable by integration by a function ¢, and

I'(dg,) hli)r—&r-loo Fi(u) = /(p(x7u+,u_7uu) dHp—1(x) + /np(x,u*,d),ug) dHp—1(x) Yu € BV(Q,T).
S o0

Lemma 3.3. (i) Let ¢ : 9Q — T be a Borel function. There exists uy, € BV (R™;T) such that
(U¢|Q)* = (25 = (U¢|Rn\g)* H,—1-a.e. in o9.
(ii) Let w € BV (Q,T), and let uj be the trace on 0Q; of u|q, for every t < to. Then,

tlirgl+ Hin—1({z € 00 : u*(z + trg(x)) # uf(z)}) = 0.

Proof. (i) Since T is only an index set, we can assume that 7 = {1,...,m} with m € N, m > 2. By [GI],
Theorem 2.16, there exists a function v € W1 (R™) such that

lim p~" / [v(y) — ¢(x)[dy =0
p—0F
By(z)

for H,,—1-almost every x € 0. By Fleming-Rishel formula ([FE1], 4.5.9) we can find real numbers z; €]i—1,14]
such that {u > z;} has finite perimeter in R™ for ¢ = 1,...,m. The function us : R™ — T such that

{u¢ = z} = {zi,l <v < zi}

meets the requirements of the lemma.
(ii) Let S, C R™ be the strip defined by

{x eR":x=(21,...,Tn-1,Tn), [(T1,.. ., Zn-1)| < a, 0< z, < b}.

For every function w € BV (S, ;T it is possible to obtain by [GI] Lemma 2.4 formula (2.8) and Theorem
2.11 the inequality

|{y ceR" 1|yl <a:u(y) #u(y+ ben)}| < 2H;—1(Sap N Su).

Using (3.4) we find that Q\ Q; is locally diffeomorphic to a strip, hence the proof follows by using change of
coordinates. q.e.d.
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Proof of Theorem 3.2. Let uy € BV(R™; T) be given by Lemma 3.3(i) , and let w : [0, +00[— [0, +o0[ be
a bounded continuous function such that w(0) = 0 and

\fu(z,i,4,v) = fuly i 4, v)| <w(z—yl)  Ve,yeQi,jeT,vesS”  heN.
The functions y
fh(xaiajv V) = min{fh(?j,l',j, V) +UJ(|I - y‘) ‘Y e Q}

are equicontinuous extensions of fj, to all R” x T x T x S"~'. By Theorem 1.1, passing eventually to
subsequences, we can assume that the functionals

Frlu, A) = / fr(z,ut u™ v) dHy 1 ()
ANS,

I-converge in BV (R™;T') to the functional

Fu,A) = / Gz, ut,u™, 1) dHy 1 ()
ANS,

for every open set A C R™, for a suitable continuous function ¢ such that @(z,-,-, ) = ¢(z,-,-, ) for every
x € Q.
Let (up) C BV(Q,T) be a sequence converging in measure to u € BV (Q,T), such that u} = ¢ H,,_1-almost
everywhere on 0f). The functions

up(z) fzel
up(x) =

ug(z) otherwise ,

belong to BV(R™;T) by (1.9), and converge in measure to the function

u(z) ifzeqy

[~3}
I

ug(z) otherwise
Moreover, the boundary condition implies H,,_1(Sz, NQ\ Sy, ) = 0, so that

l}}minfﬁ'h(uh) > l}jmJirnf]:h(ﬂh,B) — lellooHn-1(Su, N B\ Q) >

— 400

> F (i1, B) = [[pllocHn—1(Su, N B\ Q) = / p(@,a", 4, va) dHn-1(2) = [@llacHn-1(Su, "B\ Q)
SaNB

for every open set B D Q. By letting B | Q, we get

lgm_"i_nfﬁ‘h(uh) Z/@($,U+,u7,l/u)dHn_1(I‘)+/¢($,U*,¢,VQ)CZH”_1($),
Su o0

because (ut, 1", vz) = (u*, ¢, vq) Hp_1-almost everywhere in 9Q. We have proved that

F(dg)l}jm}rnfﬁ'h(u) > /ap(x,qu,u_,Vu) dHp—1(2) —|—/g0(x7u*,¢>, va)dHn—1(x) Yu e BV(Q,T).
S o9

To prove the inequality

(35) /@(x’ U+a ui» Vu) dHn—l(x) + / QD(I’, U*a ¢a VQ) dHn—l(m) S F(dg_z) lim sup Fh(u)a
h—+o00
Su oN
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we set for every t < ¢
u(z) ifxzeQy
Uy =
ug(z) otherwise.

By the same argument of Theorem 2.1, we get

inf{lim sup Fp(up) : up — v in measure} =
h—+oco

= inf{lim sup Fy,(up) : up, — v in measure, uj, = u* H,_1-a.e. in 89},
h—-+oco
for every u € BV (Q,T), so that

I'(d5) lim sup Fi (uz) < / (@, 4y s vay) dH ()
h—+o0o
Suy

for every t < tg, because u; has trace ¢ on the boundary. Recalling that the I'-limits are lower semicontinuous,
we achieve (3.5) by letting ¢ | 0, using lemma 3.3(ii). q.e.d.

4. Homogenization.

Let o : Qx T x T x S"~! — [0, +00[ be a continuous bounded function. We would give some conditions on
f for the existence of the limit

e—0*t
QNS

I'- lim / f(g,qu,u_,uu) dH,—1(x)
€

for every open set  C R™ and every uw € BV (R™;T). The hypothesis of periodicity in the first variable
does not seem quite natural, for, since we consider (n — 1)-dimensional surfaces, we would like the periodic
structure of f to be mantained on plane (n — 1)-dimensional surfaces. If f is periodic (take for example
f(x) = f(x1,22) = sinz; sinzy on the plane) its restriction can be not periodic (for example in this case on
the line 1 — V2z9 = 0). So we would better take a weaker condition than periodicity: almost periodicity.

Definition.(Besicovitch) A function g : R™ — R is said to be almost periodic if it is the uniform limit of

trigonometric polynomials
mp

pr(z) = Re [Z ank €xp i{Apk, T)
k=1

with apr € R and Ay € R™.

If ¢ is almost periodic, then any restriction to a linear surface of R"™ is almost periodic.
Almost periodic functions can be characterized in a more complicated but also more handy way by the
following theorem of Besicovitch.

Theorem 4.1. Let g : R™ — R be a continuous function. Then g is almost periodic if and only if for every
€ > 0 there exists an inclusion length L. > 0 and a set T, C R™ such that

() (a+[0,LJ")NT. #0  Va€R™

(i1) lg(z+7)—gx)<e VzeR" 7eTl.
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The members of the set T, will be called e-quasi periods of g. We will say that f = f(z,4,7,v) is almost
periodic (in z) if the choice of L. and T, in Theorem 4.1 can be uniformly made with respect to 4, j, v
for every € > 0. Such functions have been studied by Fink in [FI] and can be characterized by means of
trygonometric polynomials depending on parameters.

Let us return to our homogeneization problem. For every € > 0 we set

(4.1) Folu, Q) = / P(% w1 (2)

QNSy,

whenever  C R" is an open set and u € BV(R"™;T), and

(4.2) gclis jov) = inf{ / (Eut umvy) dHo i (2) :u € BY(Q,T), u” = uj on a@},
€
Qnsu

where () is a unitary n—cube with sides either orthogonal or parallel to . We want to show the following
result.

Theorem 4.2. Let ¢ > 0, and let o : R® x T x T x S"1 — [¢, +00[ be a continuous, bounded, almost
periodic function. Then, there exists the limit

e—0t
QNSy, QNS,

Pl [ oGt i) @) = [ vt ) di @)

for every open set Q@ C R™ and every u € BV (Q,T). Moreover, the function ¢ is BV -elliptic and satisfies
the asymptotic formula

(i, j,v) = lim ge(i, j,v)
for every (i,7,v) € T x T x S"~ 1.

To prove Theorem 4.2, we begin with showing that the I'-limit of every I'-converging subsequence of our
sequence (4.1) admits integral representation by an integrand (¢, j,v), which a priori depends on the
subsequence.

Proposition 4.3. Let (¢,) C]0,+oo[ be a sequence converging to 0, such that the functionals Fe, (-, A)
I-converge as h — +oo to a functional F(-, A) for every function u € BV (R™;T). Then, there exists a
BV -elliptic continuous function (i, j,v) such that

F(u,A) = / Yt u, vy) dHpy 1 ()
ANS.,

for every function v € BV (R"™;T) and every open set A C R™.
Proof. By Theorem 1.1, it will be sufficient to show that

(4.3) Flu, A) = F(v,A+ 2)

for every z € R™\ {0} and every pair of functions u, v € BV (R";T) such that u(z) = v(z — z) in A. Let
€ > 0 be given, let

A ={z € A: dist(z,04) > %}

and let 75, be a sequence of e-quasi periods of ¢ such that z, = €7, — z as h — +o00. Let (u,) C BV(R™;T)
be a sequence converging in measure to v in A and such that

hlilil Fe, (up, A) = / Yz, ut u,vy) dHn—1(z).

ANSy
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In particular,

L =limsupH,—1(ANS,,) < +oo.
h——+o00

If h is large enough, Ay 4+ z C 2z, + A, and then we obtain, having set ty(x) = up(z — 21),

T L
> 1 1 —_— + - — €E— =
F(u, A) _lhlgircg go(Eh + Thyup Uy, sV, ) dHp—1 () €

ANS

Uh

Y

x L
= lim inf =G a4, v, ) dH— —€—
it [ o5 -

A+zp ﬂs,;,h

L L
>lﬁminf.7: (uh,Ak—i—z)—e— > F(v, A;@—i-z)—ez

By letting first € | 0 then k& T +00 we get inequality > in (4.3). The opposite inequality can be proved by a
symmetric argument. q.e.d.

The next step is the following.
Proposition 4.4. The limit

Jm ge(i, g, v)
exists for every (i,j,v) € T x T x S*~ 1,

Proof. Let us fix (4,7,v), and set g, = g1/7(i,4,v), M = ||¢]|cc. Let € >0, let ¢ > 0 and let u; € BV(Q,T)
equal to ug(4,j,v) (defined by (2.2))on OQ such that

/ oltr, iy ve) a1 (2) < (14 6)ge
QNS,

Let L. > 0 the inclusion length of ¢ related to e. If s > 2(t 4+ L), we can construct u, € BV (Q;T) in the
following way: for every (n — 1)-tuple of integers (i) = (i1,...,4,-1) € Z""1 with

20ip|(t + Le) < s h=1,...,n—1,
let
n—1
i € [Z(t—i—Lg)ihl/h + [O,LE]"} NT.
h=1

be an almost period of ¢ ((v1,...,v,—1) are the n — 1 linearly independent edges of @ other than v); then
set

C(Sat):Q\U%-FEQ
5

and - "
sx i
ut(——T(l)) ifx € Q‘F*Q,
t S
us(r) =9 it x € C(s,1), (x,v) >0
j it x € C(s,t), (x,v) <0.
Using us we can give an estimate of g,.
gs < / o(sz,ul,uy,v,) dHy 1 (7) < Z / o(sz,ul,uy,v,) dHp -1 (2)+

QNSuy (Z)( Ty +H(£)Q)NSu,
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+ Z / o(syul ug v,) dHy—1(2) + / o(sz,uf ug,v,) dHy—1 ().
(4) 8(%T(i)+(%)Q)mSus C(s,t)NSuy

The first sum is given by the part of S, internal to the n- cubes (1/s)7;) + (t/5)Q and can be estimated,
thanks to the almost periodicity of ¢, with

Z / [ap(x,uj,u;,l/us)—|—€]d'Hn_1(x):
@ (tQ)ns.,

e(l+¢€)

SO [ e i) + @) < Rl + D6 0+ D

2(t + L.
(3) s QNS., (t+Lo)

([2] denotes the integer part of z). The second sum is given by the contribution on the sides of the n-cubes
and can be estimated with

L., t n—2 _ E E n—2 S n—1
(2):2M(n—1)$(5) =2M(n—1)-=(;) (2[72(t+L6)]+1) .

The last term is due to the integration on the part of the hyperplane (x,7) = 0 which does not intersect the
n-cubes and can be estimated with

M (1= Qg+ 0 ")

Using these estimates and taking the limit first in s and then in ¢, we obtain

1
w) ltiminfgt;

——+00

limsup gs; < (1 +

s§——+400 C

as € can be chosen arbitrarily, the existence of the limit is proved. q.e.d.

Now we can prove Theorem 4.2. By the properties of I'-convergence (see for instance [DMO], Proposition
4.8), it is sufficient to show that for every sequence (€,) as in Proposition 4.3, the function % is equal to the
limit function g of Proposition 4.4. In fact, since ¢ is BV -elliptic, we have by Theorem 3.2 and (1.12)

¥(i,j,v) = min{ / Yt u v dH 1 (x) s u € BV(Q;T), u* = uf on 3Q} =
QNSy

:min{ / Dt u ) dHo 1 (2) + /¢(u*,u3,VQ)dHn_1(x) ‘ue BV(Q;T)}.
9Q

QNSy

Applying again Theorem 3.2, recalling the definition of g, and (1.12), we get
v(i,jyv) =, tim ge,(i,j,v) = lim ge(i,j,v) = 90, j,v),

and the theorem is proved.
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