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1. Introduction

This paper deals with regularity properties of solutions to the following
class of Cauchy-Dirichlet problems{

ut − div a(x, t,Du) + g(x, t, u) = f(x, t) in ΩT = Ω× (−T, 0)

u = 0 on ∂parΩT ,
(1.1)

where Ω is a bounded open set in Rn, n ≥ 2, T > 0, ∂parΩT is the usual
parabolic boundary of ΩT , f is an integrable function in ΩT , g is a lower-
order term and a is a Leray-Lions type operator. We immediately declare the
specific assumptions we are considering: the vector field a : ΩT × Rn → Rn
is Carathéodory regular, i. e. measurable in (x, t) ∈ ΩT for any fixed z ∈ Rn
and continuous in z ∈ Rn for a. e. (x, t) ∈ ΩT . Moreover,ν|z2 − z1|2 ≤ 〈a(x, t, z2)− a(x, t, z1), z2 − z1〉

|a(x, t, z)| ≤ L(ς + |z|)
(1.2)

for every z1, z2, z ∈ Rn and (x, t) ∈ ΩT ; the structure constants satisfy
0 < ν ≤ 1 ≤ L and ς ≥ 0. The lower order term g : ΩT ×R→ R will denote
a Carathéodory function such that

∃m,α0 > 0 : for all s and a. e. (x, t) ∈ ΩT g(x, t, s) sgn(s) ≥ α0|s|m, (1.3)
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∀β > 0 the function Gβ(x, t) := sup
|s|≤β

|g(x, t, s)| belongs to L1
loc(ΩT ). (1.4)

A typical example to keep in mind involves the Laplacean operator with
coefficients: {

ut − div
(
c(x)Du

)
+ |u|m−1u = f in ΩT

u = 0 on ∂ΩT ,

where 0 < ν ≤ c(x) ≤ L is a measurable function.

We will focus mainly on the case when f belongs to the Lebesgue space
Lγ(ΩT ) in a range of γ that does not necessarily permit to obtain the ex-
istence of finite energy solutions u ∈ L2(−T, 0;W 1,2

0 (Ω)) to problem (1.1).

However, we can deal with the (very) weak solutions u ∈ L1(−T, 0;W 1,1
0 (Ω))

obtained via the Boccardo-Gallouët standard approximation procedure ([11])
as exploited in [13] (see forthcoming Section 2.2).

The presence of lower order terms g in parabolic problems of type (1.1)
is quite important in applications; usually, a lower order term represents
an absorption or a reaction, depending on its sign. In view of (1.3)-(1.4),
in this paper we are dealing with absorption zero order terms, that usually
have a regularizing effect on the solutions to (1.1). This effect has been
shown in the elliptic framework, by starting from measure data for regularity
results on the Lebesgue scale (in [12, 17]) and on the Marcinkiewicz one
([9]). Recently, the previous cited results have been extended in all the
most familiar function spaces of rearrangement (Lebesgue, Lorentz, Orlicz)
and non-rearrangement one, up to Lorentz-Morrey2, by the authors in [19].
Let us focus for a while on the elliptic analog of problem (1.1). In [19],
we extend (to the case in which lower order terms are considered) some
general estimates on level sets of the gradient of solutions, firstly obtained
in [40] (see also [39]), where Mingione presents a non-linear potential theory
version of the fundamental papers by Adams [3] and Adams & Lewis [5],
providing optimal regularity results on the Morrey and also Lorentz-Morrey
scale. Among other results, in [19] we prove the validity of the following
implication for solutions u ∈W 1,1

0 (Ω) to the elliptic analog of equation (1.1)

f ∈ Lθ(γ, q)(Ω) =⇒ |Du| ∈ Lθ
(

2mγ

m+ 1
,

2mq

m+ 1

)
locally in Ω, (1.5)

2 We refer to Section 2.3, where the involved function spaces are defined in the parabolic
framework. The analogous definitions in the elliptic case can be obtained by simply
replacing parabolic cylinders by balls.
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whenever 0 < q ≤ ∞, 2 < θ ≤ n, 1 < γ ≤ 2θ/(θ+2) and 1 < m < 1/(γ−1).
The aim of this paper is to extend the results above to the case of

parabolic equations of type (1.1) under the structural assumptions (1.2)–
(1.4). It is worth mentioning that in the parabolic framework a non-linear
analog of the classic Theorem of Adams has been recently obtained by Ba-
roni & Habermann in [6] (see also [24, 22, 23, 14, 15, 34, 33]), following the
potential approach in [40], that is when no lower order term is considered.
On the other hand, Boccardo, Gallouët & Vazquez ([13]), by means of a pri-
ori techniques and classical approximating methods, analyzed the regularity
properties of solutions to (1.1) starting from L1-data; among other results,
they showed that

f ∈ L1(−T, 0;L1(Ω)) =⇒ |Du| ∈ L1(−T, 0;Lq(Ω)) with q < 2m/(m+ 1).
(1.6)

Therefore, in the present paper we will extend this classical result in the
more general Lorentz-Morrey spaces, as well as providing an extension to
the results in [6] when no lower order term is considered; or, equivalently,
to the parabolic analog of the results in [19]. Namely, our main result relies
in general gradient estimates on level set (see Section 1.1 below) in turn
implying the following

Theorem 1.1. Let q ∈ (0,∞]. Assume (1.2)-(1.3)-(1.4) and f ∈ Lθ(γ, q)(ΩT )
with γ, θ such that 1 < γ ≤ 2θ/(θ + 2), 2 < θ ≤ N := n + 2. Then the
solution u ∈ L1(−T, 0;W 1,1

0 (Ω)) to (1.1), with

1 < m <
1

γ − 1
, (1.7)

satisfies

|Du| ∈ Lθ
( 2mγ

m+ 1
,

2mq

m+ 1

)
locally in ΩT . (1.8)

Moreover, the local estimate

‖Du‖Lθ( 2mγ
m+1

, 2mq
m+1

)(CR/2) ≤ cR
θ(m+1)
2mγ

−N‖|Du|+ ς‖L1(CR) + c‖f‖
m+1
2m

Lθ(γ,q)(CR)

holds for any parabolic cylinder CR ⊆ ΩT , where c depends only on m, n, q,
L/ν and γ.

Of course, in (1.8) we mean 2mq/(m+ 1) =∞ whenever q =∞. Thus,
by choosing θ = N and q = ∞, we can also deduce regularity results on
the Marcinkiewicz scale. Furthermore, it is worth noticing that – as in the
classic case (1.6) – Theorem 1.1 fails for the borderline choice γ = 1. This is
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classical even in the elliptic case, since one has to impose some further L logL
integrability on the datum f in order to obtain the following implication

f ∈ L logL(ΩT ) =⇒ |Du| ∈ L
2m
m+1

loc (ΩT ) (1.9)

(see [25, Theorem 2.1]). Analogously, here we consider also this borderline
case, again in a more general Morrey-Orlicz setting. We prove the following

Theorem 1.2. Assume (1.2)-(1.3)-(1.4) and f ∈ L logLθ(ΩT ), with 2 <
θ ≤ N . Then the solution u ∈ L1(−T, 0;W 1,1

0 (Ω)) to (1.1), with 1 < m <∞,
is such that

|Du| ∈ L
2m
m+1

,θ locally in ΩT .

Moreover, the local estimate

‖Du‖
L

2m
m+1 ,θ(CR/2)

≤ cR
(m+1)θ

2m
−N‖|Du|+ ς‖L1(CR) + c‖f‖

m+1
2m

L logLθ(CR)
(1.10)

holds for every parabolic cylinder CR ⊆ ΩT , where c depends only on m, n
and L/ν.

Clearly, by choosing θ = N , Theorem 1.2 will cover the classical Sobolev
implication in (1.9).

Now, we discuss a further extension of the results given in Theorem 1.1,
that is, we consider a case when the lower order terms g verify some relaxed
assumptions with respect to those considered until now. Namely, we will
analyze the following Cauchy-Dirichlet problems{

ut − div a(x, t,Du) + h(x)|u|m−1u = f(x, t) in ΩT

u = 0 on ∂parΩT ,
(1.11)

where the function h is such that

0 < h(x) < 1 in ΩT , (1.12)

and
1

h
∈ Lp(Ω) for some p ≥ 1. (1.13)

Clearly, such g(·, s) = h(·)sm−1s satisfies (1.3) but not necessarily (1.4). In
Theorem 1.3 below, we show that it is possible to recover general regularity
results, even in spite of these different lower order terms g.
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Theorem 1.3. Let q ∈ (0,∞]. Assume (1.2)-(1.12)-(1.13) and f ∈ Lθ(γ, q)(ΩT )
with γ, θ such that 1 < γ ≤ 2θ/(θ + 2) and 2 < θ ≤ N . Then the solution
u ∈ L1(−T, 0;W 1,1

0 (Ω)) to (1.11), with

p+ 1

p
< m <

1

γ − 1
, (1.14)

where p is given by (1.13), satisfies

|Du| ∈ Lθ
( 2mγ

m+ 1
,

2mq

m+ 1

)
locally in ΩT .

Moreover, the local estimate

‖Du‖Lθ( 2mγ
m+1

, 2mq
m+1

)(CR/2) ≤ cR
(m+1)θ
2mγ

−N‖|Du|+ ς‖L1(CR) + c‖f‖
m+1
2m

Lθ(γ,q)(CR)

holds for every parabolic cylinder CR ⊆ ΩT , where c depends only on m, n,
q, L/ν and γ.

Note that the interval in which m can vary depends on the integrability
of the function h given by (1.13) and, as expected, the lower bound on the
exponent m in (1.14) will converge to the one in (1.7) as p goes to infinity.

Furthermore, we will show that the techniques of establishing sharp es-
timates for the level sets of the maximal operator for the gradient Du of
the solutions u to (1.1), in turn implying Theorems 1.1, 1.2 and 1.3, can be
also extended, by the needed modifications, to the solutions u themselves
to obtain Morrey/Lorentz-Morrey estimates for u. It is worth pointing out
that, although in the elliptic case the regularity of u can be recovered by
plainly combining the regularity of the gradient Du with the classic Sobolev
embeddings, here we need to work in a separate way, by means of sharp
estimates also involving some “fractional” maximal operator. We prove the
following two theorems.

Theorem 1.4. Let q ∈ (0,∞]. Assume (1.2)-(1.3)-(1.4) and f ∈ Lθ(γ, q)(ΩT )
with γ, θ such that 1 < γ ≤ θ/2, 2 < θ ≤ N . Then the solution
u ∈ L1(−T, 0;W 1,1

0 (Ω)) to (1.1), with 1 < m < 1/(γ − 1), satisfies

u ∈ Lθ
( 2mθγ

m(θ − 2γ) + θ
,

2mθq

m(θ − 2γ) + θ

)
locally in ΩT .

Moreover, the local estimate

‖u‖
Lθ( 2mθγ

m(θ−2γ)+θ
, 2mθq
m(θ−2γ)+θ

)(CR/2)

≤ cR
m(θ−2γ)+θ

2mγ
−N‖|u|+ ςR‖L1(CR) + c‖f‖

m+1
2m

Lθ(γ,q)(CR)
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holds for any parabolic cylinder CR ⊆ ΩT , where c depends only on m, n, q,
L/ν and γ.

Theorem 1.5. Assume (1.2)-(1.3)-(1.4) and f ∈ L logLθ(ΩT ), with 2 <
θ ≤ N . Then the solution u ∈ L1(−T, 0;W 1,1

0 (Ω)) to (1.1), with 1 < m <∞,
is such that

u ∈ L
2mθ

m(θ−2)+θ
,θ

locally in ΩT .

Moreover, the local estimate

‖u‖
L

2mθ
m(θ−2)+θ

,θ
(CR/2)

≤ cR
m(θ−2)+θ

2m
−N‖|u|+ ςR‖L1(CR) + c‖f‖

m+1
2m

L logLθ(CR)

holds for every parabolic cylinder CR ⊆ ΩT , where c depends only on m, n
and L/ν.

Finally, we stress that all the results we obtained in the present paper
hold for the weak solutions given by the approximation method described in
forthcoming Section 2.2. It would be interesting to understand whether these
results can be extended to some other notion of solutions. In this respect,
a positive answer can be given when dealing with notions of solutions to
measure data problems holding uniqueness in the case of integrable data, as
in the case of the renormalized solutions in [44] (see [8] for the first definition
of renormalized solutions in this framework, and also [21]).

1.1. Some ideas from the proofs

As already mentioned, we extend to the parabolic framework the tech-
niques developed in [19], which in turn extends the potential approach intro-
duced by Mingione in [40]. Roughly speaking, the proofs of Theorem 1.1, 1.2
and 1.3 rely on the fact that the integrability of the spatial gradient of the
solutions to problem (1.1) is linked to a suitable choice of a potential op-
erator. In this sense, the key-point will be the proof of a decay estimate
that involves the level sets of the parabolic Hardy-Littlewood maximal op-
erator3 M∗ of |Du| in term of those of a suitable power of the maximal
operator of the assigned datum f , up to a correction term which is negligi-
ble when considering the gradient regularity. We will obtain an estimate of
the type∣∣{M∗(|Du|) ≥ Sλ}∣∣ . 1

S2χ

∣∣{M∗(|Du|) ≥ λ}∣∣+
∣∣{[M∗(|f |)]1/σ ≥ λ

}∣∣,
(1.15)

3 We refer to Section 2.4 for the definition of the parabolic maximal operators.
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for every λ suitably large, and in which S >> 1 is a constant to be chosen,
σ = σ(m) ≥ 1 determines the regularity of the gradient of u, the exponent
χ > 1 is related to the higher integrability theory. Estimate (1.15) is fairly
general and it will be relevant to deducing all the Lorentz and Lorentz-
Morrey estimates stated in our theorems, also including the borderline case.
In order to obtain the level set estimate (1.15) (whose precise version is
given by forthcoming formula (4.6)), we apply the parabolic version of the
classical Calderón-Zygmund covering lemma together with the Hölder con-
tinuity theory by De Giorgi-Nash-Moser and the higher integrability theory
by Gehring. Therefore, we will work locally on basic estimates of the so-
lutions u to (1.1) in comparison to the solutions v to the corresponding
homogeneous problem (see Section 3). We will prove such comparison esti-
mates, by means of classical truncation techniques going back to Boccardo
& Gallouët, also used in the recent paper [24, 19], as well as by exploiting
very recent contributions in the parabolic framework given in the forthcom-
ing paper [36]. Clearly, the situation is complicated by the presence of the
lower order terms g.

Analogously, a modified version of the level set estimate (1.15), by replac-
ing Du by u, will permit to recover the desired estimates for the solutions
u as given in Theorem 1.4 and 1.5. In this case - as stated in the previ-
ous section - different exponents will be involved and a fractional maximal
operator will arise (see Section 4.3).

Finally, it is worth pointing out that maximal operators techniques have
been used since the basic paper of Iwaniec [29]; see also [2, 20, 31, 30, 32, 24]
for related nonlinear estimates and [1, 41, 42] for maximal function free
techniques.

The paper is organized as follows. In Section 2, we fix notation; we
give full details on the structure of the problem and we briefly recall the
definitions and a few basic properties of the spaces and the operators we
deal with, also providing some classical estimates for the solutions to non-
linear parabolic problems of type (1.1). In Section 3, we state and prove
comparison regularity estimates and other preliminary results. Section 4 is
devoted to the proof of the main result, to further extensions and results not
covered by Theorem 1.1, and to Morrey/Lorentz-Morrey space estimates for
the solutions u.
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2. Preliminaries

In this section we fix notation and we provide definitions and some basic
properties of the spaces and the operators we deal with. We also recall the
solvability and a few classical results related to nonlinear parabolic problems
of type (1.1).

2.1. Notation

In the present paper we follow the usual convention of denoting by c
a general positive constant, possibly varying from line to line. Relevant
dependencies on parameters will be emphasized by using parentheses; special
constants will be denoted by c0, c1, ...

As customary, we denote by

BR(x0) = B(x0;R) :=
{
x ∈ Rn : |x− x0| < R

}
the open ball centered in x0 ∈ Rn with radius R > 0; and by

QR(x0) = Q(x0;R) :=
{
x ∈ Rn : max

i=1,2,...,n
|xi − x0,i| < R

}
the open cube centered in x0 ∈ Rn with sidelength 2R. When not important
and clear from the context, we shall use the shorter notation BR = B(x0;R)
and QR = QR(x0;R). Throughout the paper, all the cubes we consider are
supposed to have side parallel to the coordinate axes in Rn. We denote by

CR(x0, t0) = C(x0, t0;R) := B(x0;R)× (t0 −R2, t0)

the open parabolic cylinder centered in (x0, t0) ∈ Rn+1 with height R2,
having a ball BR as horizontal slice; and by

QR(x0, t0) = Q(x0, t0;R) := Q(x0;R)× (t0 −R2, t0)

the open parabolic cylinder centered in (x0, t0) ∈ Rn+1 with height R2,
having a cube QR as horizontal slice. Given a cylinder C, we denote by σC
the concentric parabolic cylinder scaled by a factor σ > 0, that is

σC(x0, t0;R) = B(x0;σR)× (t0 − (σR)2, t0);

similar notation will be used for σQ, σB and σQ.
Finally, we recall that, given a cylindrical domain of the type C = Ω ×

(t0, t1), with Ω ⊂ Rn and t0, t1 ∈ R, its parabolic boundary ∂parC is given
by ∂C \ (Ω× {t1}).
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2.2. Solvability of the problem

We give the natural definition of the solutions to problem (1.1) and we
briefly recall the classical solvability of the nonlinear parabolic problems we
are considering. Here and throughout the remaining of the paper, for the
sake of simplicity we take g(x, t, u) ≡ |u(x, t)|m−1u(x, t), so we will consider
the following Cauchy-Dirichlet problem{

ut − div a(x, t,Du) + |u|m−1u = f in ΩT

u = 0 on ∂parΩT ,
(2.1)

in which a verifies (1.2), 0 < ν ≤ 1 ≤ L < +∞, ς ≥ 0, f ∈ L1(ΩT ) and
1 < m <∞. A measurable function u is a distributional solution to (2.1) if
u ∈ L1(−T, 0;W 1,1

0 (Ω)), |u|m−1u ∈ L1(ΩT ) and

−
∫

ΩT

uϕt dx dt+

∫
ΩT

a(x, t,Du)Dϕdx dt+

∫
ΩT

|u|m−1uϕdx dt

=

∫
ΩT

fϕdx dt (2.2)

holds for any ϕ ∈ C∞0 (ΩT ). Also, while the lateral boundary condition can
be formulated by prescribing the belonging of u to L1(−T, 0;W 1,1

0 (Ω)), the
initial boundary condition u(x,−T ) = 0 is understood in the L1-sense, that
is

lim
h↘0

1

h

∫ −T+h

−T

∫
Ω
|u(x, t)| dx dt = 0.

As customary in the parabolic setting, one can provide a convenient “slice-
wise” reformulation of equality (2.2) by mean of Steklov average (see for
instance [18], and in particular Section I-3 and II-1 there). Indeed, for h > 0
and t ∈ [−T, 0), we can define

uh(x, t) :=


1

h

∫ t+h

t
u(x, t̃ ) dt̃ if t+ h < 0

0 if t+ h > 0

and the following equality∫
Ω

(
∂tuhϕ+ 〈

(
a(·, t,Du)

)
h
, Dϕ〉+

(
|u|m−1u

)
h
ϕ
)

dx =

∫
Ω
fϕdx

holds for any ϕ ∈ C∞0 (Ω) and for a. e. t ∈ (−T, 0).
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The existence of such a solution is obtained using a rather standard
approximation method (see, e. g., [11, 10]). For the reader’s convenience
we report the results obtained in [13], in which the solvability of the prob-
lem (2.1) has been studied in the case Ω ≡ Rn; the modifications to obtain
the same results in our case are minimals.

One considers a sequence of bounded functions {fk} ⊂ L∞(ΩT ) such
that fk → f in L1(ΩT ) as k → +∞. Then, by standard monotonicity
arguments (see [38]), for each fixed k, there exists a unique solution

uk ∈ C0([−T, 0];L2(Ω)) ∩ L2(−T, 0;W 1,2
0 (Ω))

(uk)t ∈ L2(−T, 0;W−1,2(Ω)), |uk|m−1uk ∈ L1(ΩT )

to the Cauchy-Dirichlet problem{
(uk)t − div a(x, t,Duk) + |uk|m−1uk = fk in ΩT

uk = 0 on ∂parΩT .
(2.3)

The arguments in [13] permit to pass to the limit in the problem above and
to prove, as in the case without lower order terms, the existence of a solution
u ∈ L∞(−T, 0;L1(Ω))∩Lm(ΩT ) and also u ∈ Lr(−T, 0;W 1,q

0 (Ω)), under the
restrictions

1 ≤ r < 2, 1 ≤ q < n

n− 1
and

2

r
+
n

q
> n+ 1. (2.4)

Taking into account the bound in Lm(ΩT ), u has an additional regularity,
that is u ∈ Lr(−T, 0;W 1,q

0 (Ω)) for every

1 ≤ r < 2, 1 ≤ q < 2m

m+ 1
and (m− 1)

2

r
+

2

q
> m+ 1. (2.5)

We note that if m is large enough, precisely for

m+ 1 >
2(n+ 1)

n

the admissible (q, r) region defined in (2.4) is extended. The maximal q-
regularity is improved when n/(n − 1) < 2m/(m + 1), that is when m >
n/(n−2) and in this case the new admissible region completely contains the
previous one. So we have an “improved regularity” when m is sufficiently
large.

We stress that, from now on, the sequence {uk} ⊂ C0([−T, 0];L2(Ω)) ∩
L2(−T, 0;W 1,2

0 (Ω)) will be the one fixed in (2.3) by choosing {fk} as

fk(x, t) := max
{
− k,min{f(x, t), k}

}
, k ∈ N

and by writing of “weak solutions to (1.1)” we will always mean the solution
obtained via the approximating methods described in this section.
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2.3. Relevant function spaces

Let Ω ⊂ Rn be a bounded open set and let T > 0. Throughout this
section, we denote by ΩT the space time cylinder Ω× (−T, 0).

Fix q ∈ (0,∞). A measurable map f : ΩT → R belongs to the Lorentz
space L(γ, q)(ΩT ) with 1 ≤ γ <∞ if and only if

‖f‖qL(γ,q)(ΩT ) := q

∫ ∞
0

(
λγ
∣∣{(x, t) ∈ ΩT : |f(x, t)| > λ

}∣∣) qγ dλ

λ
< +∞.

(2.6)
In the case q =∞, the Lorentz space L(γ,∞) with γ ∈ [1,∞) is the so-called
Marcinkiewicz space and it is usually denoted by Mγ(ΩT ). A measurable
map f : ΩT → R belongs to Mγ(ΩT ) if and only if

‖f‖γMγ(ΩT ) ≡ ‖f‖
γ
L(γ,∞)(ΩT ) := sup

λ>0
λγ
∣∣{(x, t) ∈ ΩT : |f(x, t)| > λ

}∣∣ < +∞.

(2.7)
By coupling the definitions in (2.6) and (2.7) with a density condition we

obtain the so-called parabolic Lorentz-Morrey spaces. Precisely, a measurable
map f : ΩT → R belongs to Lθ(γ, q)(ΩT ) for γ ∈ [1,∞), q ∈ (0,∞) and
θ ∈ [0, N ], if and only if

‖f‖Lθ(γ,q)(ΩT ) := sup
Cρ⊆ΩT

ρ
θ−N
γ ‖f‖L(γ,q)(Cρ) < +∞, (2.8)

where we recall thatN = n+2. Accordingly, in the case q =∞, a measurable
map f belongs to Lθ(γ,∞)(ΩT ) =Mγ,θ(ΩT ) if and only if

‖f‖Mγ,θ(ΩT ) ≡ ‖f‖Lθ(γ,∞)(ΩT ) := sup
Cρ⊆ΩT

ρ
θ−N
γ ‖f‖Mγ(Cρ) < +∞. (2.9)

Note that when θ = N , the space LN (γ, q)(ΩT ) coincides with the space
L(γ, q)(ΩT ). Also, by Fubini’s Theorem one can see that for any γ ∈ [1,∞)
L(γ, γ)(ΩT ) ≡ Lγ(ΩT ).

A measurable map f : ΩT → R belongs to the Orlicz space L logL(ΩT )
if and only if

‖f‖L logL(ΩT ) := −
∫

ΩT

|f(x, t)| log

(
e+

f(x, t)

−
∫

ΩT
|f(y, τ)|dy dτ

)
dx dt. (2.10)

Fix θ ∈ [0, N ], a measurable map f : ΩT → R belongs to the parabolic
Morrey-Orlicz space L logLθ(ΩT ) if and only if

‖f‖L logLθ(ΩT ) := sup
Cρ⊆ΩT

ρθ‖f‖L logL(Cρ) < +∞. (2.11)
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In the following, we will recall a few properties of the functionals intro-
duced above. First, it is worth pointing out that, despite the notation, the
functionals ‖ · ‖L(γ,q)(ΩT ) defined in (2.6)-(2.7) are only quasi-norms. Nev-
ertheless, by Fatou’s Lemma, one can see that these functionals are lower
semi-continuous with respect to the a. e. convergence. The same happens
for the functionals ‖ · ‖Lθ(γ,q)(ΩT ) and ‖ · ‖L logLθ(ΩT ).

Moreover, the spaces defined above enjoy Hölder type inequalities. We
only state a standard inequality for the Marcinkiewicz spacesMγ(Ω) in the
form we will need it in the following of the paper.

Lemma 2.1. Let A ⊆ Rn+1 be a measurable set and let f ∈Mγ(A) with γ >
1. Then, for any q ∈ [1, γ), f ∈ Lq(A) and

‖f‖Lq(A) ≤
(

γ

γ − q

) 1
q

|A|
1
q
− 1
γ ‖f‖Mγ(A).

Finally, we will state a lemma concerning the scaling properties of ‖ ·
‖Lθ(γ,q) and ‖ · ‖L logLθ , whose proof is an immediate consequence of the
definitions in (2.8)-(2.9) and (2.10)-(2.11).

Lemma 2.2. Let f ∈ Lθ(γ, q)(C(x0, t0; ρ)) with 1 ≤ γ <∞ and 0 < q ≤ ∞.
Then the map f̃(x̃, t̃) := f(x0 + ρx̃, t0 + ρ2t̃ ), for (x̃, t̃) ∈ C1 ≡ C(0, 0; 1),
belongs to Lθ(γ, q)(C1) and it satisfies

‖f̃‖Lθ(γ,q)(C1) = ρ
− θ
γ ‖f‖Lθ(γ,q)(Cρ).

Similarly, if f ∈ L logLθ(Cρ) then f̃ ∈ L logLθ(C1) and

‖f̃‖L logLθ(C1) = ρ−θ‖f‖L logLθ(Cρ).

We conclude this section by recalling the definition of Morrey spaces Lγ,θ.
A measurable map f : ΩT → R belongs to the Morrey space Lγ,θ(ΩT ), with
γ ∈ [1,∞) and θ ∈ [0, N ], if and only if

‖f‖γ
Lγ,θ(ΩT )

:= sup
Cρ⊆ΩT

ρ θ−
∫
Cρ
|f |γ dx dt < ∞.

Clearly, Lγ,N (ΩT ) ≡ Lγ(ΩT ), Lγ,0(ΩT ) ≡ L∞(ΩT ) and, also, Lθ(γ, γ)(ΩT ) ≡
Lγ,θ(ΩT ).

For details and results about the theory of Lorentz, Morrey and Lorentz-
Morrey spaces, we refer the interested reader to [45, 3, 4, 26].
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2.4. Parabolic maximal operators

For any measurable function f , the (restricted ) fractional maximal op-
erator M∗β,Q0

, with β ∈ [0, N ], relative to a symmetric parabolic cylinder

Q0 = Q(x0;R)× (−T, 0) ⊂ Rn+1 is defined by

M∗β,Q0
(f)(x, t) := sup

Q⊆Q0, (x,t)∈Q
|Q|

β
N−
∫
Q
|f(y, τ)| dy dτ,

where the cylinders Q have sides parallel to those of Q0. An equivalent
definition can be provided by using parabolic cylinder C ⊆ Rn+1 with balls
as horizontal slice instead of cubes.

The boundedness of maximal operators in Marcinkiewicz spaces is clas-
sical (see, for instance, [16, 28]); i. e. for any f ∈ Lγ(Q0)∣∣{x ∈ Q0 : M∗0,Q0

(f)(x, t) ≥ λ
}∣∣ ≤ c0

λγ

∫
Q0

|f |γ dx dt

holds for every λ > 0 and γ ≥ 1; the constant c0 depending only on n and
γ.

More in general it holds a standard embedding result for the maximal
function in Lorentz spaces, as given by the following theorem, whose proof is
an application of Marcinkiewicz Theorem (see [7, IV.4.13, IV.4.18]) together
with standard sublinear interpolation.

Theorem 2.3. Let β, θ ∈ [0, N ] and γ > 1 be such that βγ < θ. Let
C ⊂ Rn+1 be a parabolic cylinder and denote by σC the concentric parabolic
cylinder scaled by a factor σ > 1.Then for every measurable function f in
σC and for any q ∈ (0,∞] it holds

‖M∗β,C(f)‖
L( θγ

θ−βγ ,
θq

θ−βγ )(C) ≤ c‖f‖
βγ
θ

Lθ(γ,q)(σC)‖f‖
θ−βγ
θ

L(γ,q)(C),

where c is a constant depending only on β, γ, σ, θ, n and q. Moreover, if
|σC| ≤ c(n) with c(n) a positive constant sufficiently large, we have

‖M∗β,C(f)‖
L( θγ

θ−βγ ,
θq

θ−βγ )(C) ≤ c‖f‖Lθ(γ,q)(σC). (2.12)

The constant c blows up, i. e. c→∞ when q → 0 or γ → 1.

Also, in the borderline case γ = 1, we have the following
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Theorem 2.4. ([6, Theorem 4.12]). Let β, θ ∈ [0, N ] be such that β < θ.
Let C ⊂ Rn+1 be a parabolic cylinder and consider the concentric parabolic
cylinder σC scaled by a factor σ > 1. Then there exists a constant c =
c(n, β, σ, θ) such that, for any measurable function f in σC, it holds

‖M∗β,C(f)‖
L

θ
θ−β (C)

≤ c|C|1−
β
θ ‖f‖

β
θ

L1,θ(σC)‖f‖
1−β

θ

L logL(C).

2.5. Classical results

First, we recall some basic results from the Hölder regularity theory
of De Giorgi-Nash-Moser as well from the higher integrability theory of
Gehring. For the proofs we refer to [43, 37] (see also [6, Section 5.5] for
a comprehensive sketch and further considerations), by observing that the
presence of the lower order terms does not affect the proofs, because of the
sign hypothesis (1.3).

Theorem 2.5. Let v ∈ C0([−T, 0];L2(Ω)) ∩ L2(−T, 0;W 1,2(Ω)) be a weak
solution to the parabolic equation

vt − div a(x, t,Dv) + |v|m−1v = 0 in ΩT

under the assumptions

|a(x, t, z)| ≤ L(ς + |z|), ν|z|2 − L2

ν
ς2 ≤ 〈a(x, t, z), z〉

for every (x, t) ∈ ΩT and z ∈ Rn, where 0 < ν ≤ 1 ≤ L < +∞, ς ≥ 0, and
a : ΩT ×Rn → Rn is a Carathéodory vector field.

Then there exists $ = $(n,L/ν) ∈ (0, 1/2] such that for every q ∈ (0, 2]
there exists a constant c = c(n, q, L/ν) such that∫

Cρ
(|Dv|q + ςq) dx dt ≤ c

( ρ
R

)N−(1−$)q
∫
CR

(|Dv|q + ςq) dx dt, (2.13)

and ∫
Cρ

(|v|q + ςqρq) dx dt ≤ c
( ρ
R

)N ∫
CR

(|v|q + ςqRq) dx dt, (2.14)

whenever CR ⊆ ΩT and 0 < ρ ≤ R.
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Theorem 2.6. Let the hypotheses of Theorem 2.5 hold. Then there exists
χ = χ(n,L/ν) > 1 such that Dv ∈ L2χ

loc(ΩT ) and for any q ∈ (0, 2] there
exists a constant c = c(n, q, L/ν) such that(

−
∫
CR/2

(|Dv|+ ς)2χ dx dt

) 1
2χ

≤ c

(
−
∫
CR

(|Dv|+ ς)q dx dt

) 1
q

,

whenever CR ⊆ ΩT ; moreover, there exists a constant c = c(n, q, L/ν) such
that (

−
∫
CR/2

(|v|+ ςR)2χ0 dx dt

) 1
2χ0

≤ c

(
−
∫
CR

(|v|+ ςR)q dx dt

) 1
q

holds for every χ0 > 1, q ∈ (0, 2] and CR ⊆ ΩT .

Furthermore, in the rest of the paper we will need the following parabolic
version of the classical Calderón-Zygmund-Krylov-Safanov covering (see [6,
Proposition 2.1] for the proof). Fix a parabolic cylinder Q = Q0 × (t0 −
R2, t0) ⊂ Rn+1 with a cube as horizontal slide. We denote by D(Q0) the
class of all dyadic parabolic cylinders obtained from Q0 by a finite number
of dyadic subdivisions; that is: we divide Q0 into 2n congruent sub-cubes Q′

having sides parallel to Q0 and (t0 −R2, t0) into four disjoint intervals I ′ of
equal length R2/4. The set of all parabolic sub-cylinders obtained by this
dyadic subdivision consists of all cylinders of the form Q′ × I ′. We denote
by Q̃ ∈ D(Q0) the predecessor of Q, if Q has been obtained by exactly one
dyadic subdivision from the parabolic cylinder Q̃.

Proposition 2.7. Let Q0 ⊂ Rn be a parabolic cylinder. Assume that X ⊂
Y ⊂ Q0 are measurable sets satisfying the following properties

(i) there exists δ > 0 such that |X | < δ|Q0|;

(ii) if Q ∈ D(Q0) then |X ∩Q| > δ|Q| implies that Q̃ ⊂ Y where Q̃ denotes
the predecessor of Q.

Then it follows that |X | < δ|Y|.

To finish this section we recall an algebraic lemma, that we will need in
the following. It is a classical result going back to Campanato, whose proof
can be found in [27, Lemma 7.3]; see also [40, Lemma 1] and [42, Lemma
9.3].
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Lemma 2.8. Let Ψ : [0, R0] → [0,∞) be a non-decreasing function such
that

Ψ(r) ≤ c0

( r
R

)δ0
Ψ(R) + BR δ1 , for every r < R ≤ R0, with B ≥ 0,

where 0 < δ1 < δ0, and c0 is a given constant. Then there exists c1 depending
on c0, δ0 and δ1 such that holds

Ψ(r) ≤ c1

( r
R

)δ1
Ψ(R) + c1Brδ1 , for every r ≤ R ≤ R0.

3. Regularity estimates

In the rest of this section we consider

v ∈ C0([t0 −R2, t0];L2(BR(x0))) ∩ L2(t0 −R2, t0;W 1,2(BR(x0)))

a weak solution to the following homogeneous Cauchy-Dirichlet problem{
vt − div a(x, t,Dv) + |v|m−1v = 0 in CR
v = u on ∂parCR,

(3.1)

in a fixed symmetric parabolic cylinder CR = CR(x0, t0) ⊆ ΩT , as defined in
Section 2.1.

At certain points in the proofs of our results, we will need to scale from
an arbitrary parabolic cylinder CR(x0, t0) to C1 = C1(0, 0). So we introduce
the following scaling procedure. For any R > 0 and any (x̃, t̃) ∈ C1, we
consider the rescaled functions

ũ(x̃, t̃) := R
2

m−1 u(x0 +R x̃, t0 +R2 t̃), (3.2)

ṽ(x̃, t̃) := R
2

m−1 v(x0 +R x̃, t0 +R2 t̃), (3.3)

ã(x̃, t̃, z) := R
m+1
m−1 a(x0 +R x̃, t0 +R2 t̃, R−

m+1
m−1 z), (3.4)

and
f̃(x̃, t̃) := R

2m
m−1 f(x0 +R x̃, t0 +R2 t̃). (3.5)

Then it is easy to see that ũ = ṽ on ∂parC1 and the following equations
weakly hold in C1

ũt̃ − div ã(x̃, t̃, Dũ) + |ũ|m−1ũ = f̃ and ṽt̃ − div ã(x̃, t̃, Dṽ) + |ṽ|m−1ṽ = 0,
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where the vector field ã satisfies (1.2).

Before starting, we want to underline that all the computations that we
will do in this section are formal but they can be anyway made rigorous by
a standard use of Steklov averages (see Section 2.2).

Our first result is the following lemma, in which, by means of suitable
test functions, we will show that the Lγ norm of |u− v|m can be controlled
by that of f .

Lemma 3.1. Let u ∈ C0([−T, 0];L2(Ω)) ∩ L2(−T, 0;W 1,2
0 (Ω)) be the weak

solution to problem (2.3) and v that to problem (3.1), with CR ⊆ ΩT , then∫
CR
|u− v|mγ dx dt ≤ c

∫
CR
|f |γ dx dt, (3.6)

for any γ ≥ 1; where m > 1 is the number appearing in (2.3) and c depends
only on m and γ.

Proof. First, suppose that γ = 1. Consider a sequence of real smooth in-
creasing functions {Φh(s)} that converges to the function Φ(s) ≡ sgn(s) as
h→∞. We test subtracted equations of u and v with Φh(u− v) to obtain∫

CR
(u− v)tΦh(u− v) dx dt

+

∫
CR
〈a(x, t,Du)− a(x, t,Dv), DΦh(u− v)〉 dx dt

+

∫
CR

(
|u|m−1u− |v|m−1v

)
Φh(u− v) dx dt =

∫
CR
f Φh dx dt. (3.7)

Note that

(u− v)tΦh(u− v) = ∂t

[∫ u−v

0
Φh(s) ds

]
+ Φh(0),
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then ∫
CR

(u− v)tΦh(u− v) dx dt

=

∫
CR

(
∂t

[∫ u−v

0
Φh(s) ds

]
+ Φh(0)

)
dx dt

=

∫
BR

∫ t0

t0−R2

∂t

[∫ u−v

0
Φh(s) ds

]
dx dt+

∫
BR

∫ t0

t0−R2

Φh(0) dx dt

=

∫
BR

[∫ (u−v)(t0)

0
Φh(s) ds−

∫ (u−v)(t0−R2)

0
Φh(s) ds

]
dx

+

∫
BR

∫ t0

t0−R2

Φh(0) dx dt

=

∫
BR

∫ (u−v)(t0)

0
Φh(s) ds dx+

∫
BR

∫ t0

t0−R2

Φh(0) dx dt.

By the dominated convergence theorem we have, as h→∞,∫
BR

∫ (u−v)(t0)

0
Φh(s) ds dx →

∫
BR

∫ (u−v)(t0)

0
sgn(s) ds dx ≥ 0

∫
BR

∫ t0

t0−R2

Φh(0) dx dt → 0.

Moreover, by the first assumption in (1.2) and the fact that the test functions
are increasing, we get∫

CR
〈a(x, t,Du)− a(x, t,Dv), DΦh(u− v)〉 dx dt

=

∫
CR
〈a(x, t,Du)− a(x, t,Dv), D(u− v)〉Φ′h dx dt

≥ c

∫
CR
|Du−Dv|2 Φ′h dx dt ≥ 0.

So, dropping the nonnegative term and letting h goes to infinity, by Fatou’s
Lemma yields∫

BR

∫ (u−v)(t0)

0
sgn(s) ds dx +

∫
CR

(
|u|m−1u− |v|m−1v

)
sgn(u− v) dx dt

≤
∫
CR
|f |dx dt.
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Dropping again the nonnegative term, we arrive at∫
CR

(
|u|m−1u− |v|m−1v

)
sgn(u− v) dx dt ≤

∫
CR
|f |dx dt.

Now, using the fact that(
|u|m−1u− |v|m−1v

)
sgn(u− v) ≥ c|u− v|m, ∀ m > 1, (3.8)

we obtain ∫
CR
|u− v|m dx dt ≤ c

∫
CR
|f | dx dt,

that is (3.6) in the case γ = 1.
For the general case γ > 1, first we need to choose |u−v|m(γ−1)−1(u−v)

as test function in the subtracted equations of u and v. Noting that∫
CR

(u− v)t|u− v|m(γ−1)−1(u− v) dx dt

=

∫
BR

∫ t0

t0−R2

(
∂t

[∫ u−v

0
|s|m(γ−1)−1s ds

])
dt dx

=

∫
BR

(∫ (u−v)(t0)

0
|s|m(γ−1)−1s ds

)
dx ≥ 0,

we can drop the nonnegative terms and use (3.8) to arrive at∫
CR
|u− v|mγ dx dt ≤ c

∫
CR
|f | |u− v|m(γ−1) dx dt. (3.9)

Hence, estimate (3.6) plainly follows from (3.9) using the Hölder inequality
on the right-hand side with exponents γ > 1 and γ/(γ − 1) and canceling
the common terms.

Remark 3.2. We want to note that the previous lemma remains true also
if 0 < m ≤ 1. To prove the result for these values of m we have to use the
following numerical inequality(

|u|m−1u− |v|m−1v
)
sgn(u− v) ≥ c

|u− v|
(|u|+ |v|)1−m

instead of (3.8), some usual tools as Hölder and Young inequalities and the
fact that, since u is the solution to (2.3), by standard computation, we have∫

CR
|u|mγ dx dt ≤ c

∫
CR
|f |γ dx dt, ∀ γ ≥ 1. (3.10)

For more details see also the elliptic analog in [19].
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Lemma 3.3. Let u ∈ C0([−T, 0];L2(Ω)) ∩ L2(−T, 0;W 1,2
0 (Ω)) be the weak

solution to problem (2.3) and v that to problem (3.1), with CR ⊆ ΩT , m > 1,
then

sup
t0−R2<τ<t0

∫
CτR
|u− v| dx ≤

∫
CR
|f |dx dt, (3.11)

where CτR := BR(x0)× {τ}. Moreover∫
CR

|Du−Dv|2

(α+ |u− v|)ξ
dx dt ≤ c α

1−ξ

ξ − 1

∫
CR
|f |dx dt, (3.12)

holds for α > 0 and ξ > 1, where c ≡ c(m,n, ν/L) ≥ 1.

Proof. In this proof we extend the arguments used in that of [36, Lemma
4.1], by providing the needed modifications to handle the presence of the
nonlinear lower order terms.

First, we can assume, without loss of generality, that the vertex of the
cylinder (x0, t0) coincides with the origin and R = 1. To prove the estimates
(3.11) and (3.12) for a general parabolic cylinder CR(x0, t0) we have to use
the scaling procedure introduced at the beginning of this section. For every
ε > 0, we choose the test functions η±1,ε given by

η±1,ε(x, t) := ±min{1, (u− v)±(x, t)/ε}φ(t), (3.13)

where φ ∈ C∞(R) is a nonincreasing function such that 0 ≤ φ ≤ 1 and
φ(t) = 0 for all t ≥ τ , τ ∈ (−1, 0). In the following we will also need that∫
R |φt|dt = 1. A direct computation gives

Dη±1,ε =
1

ε
D(u− v)χ{0<(u−v)±<ε}φ.

Using the weak formulation of u and v and testing the subtracted equations
with η±1,ε, we obtain∫

C1
(u− v)t η

±
1,ε dx dt+

∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±1,ε〉dx dt

+

∫
C1

(|u|m−1u− |v|m−1v) η±1,ε dx dt =

∫
C1
f η±1,ε dx dt. (3.14)

Noting that

(u− v)t min
{

1, (u− v)±/ε
}

= ±∂t
∫ (u−v)±

0
min

{
1, s/ε

}
ds
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and integrating by parts, we obtain for the first integral that appears in
(3.14)∫

C1
(u− v)t η

±
1,ε dx dt =

∫
C1

(∫ (u−v)±

0
min

{
1, s/ε

}
ds

)
(−φt) dx dt.

Then, combining the equation above with (3.14) and using the fact that
|η±1,ε| ≤ 1, it follows

∫
C1

(∫ (u−v)±

0
min{1, s/ε}ds

)
(−φt) dx dt

+

∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±1,ε〉dx dt

+

∫
C1

(|u|m−1u− |v|m−1v) η±1,ε dx dt ≤
∫
C1
|f |dx dt. (3.15)

Observe that the second term in the left-hand side of the previous inequality
is nonnegative by (1.2); also, the third integral is nonnegative by the defini-
tions of η±1,ε and the monotony of the function s → |s|m−1s. Moreover, the
dominated convergence theorem as ε→ 0 yields

0 ≤
∫
C1

(∫ (u−v)±

0
min{1, s/ε}ds

)
(−φt) dx dt →

∫
C1

(u− v)±(−φt) dx dt.

Thus, we arrive at∫
C1

(u− v)±(−φt) dx dt ≤
∫
C1
|f | dx dt,

that implies ∫
C1
|u− v|(−φt) dx dt ≤

∫
C1
|f | dx dt.

Letting φ approximate the characteristic function of (−∞, τ), taking any
τ ∈ (−1, 0), it yields ∫

Cτ1
|u− v| dx ≤

∫
C1
|f | dx dt

and then (3.11) is proved for C1.

22



From (3.15), dropping the nonnegative terms, we also deduce∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±1,ε〉dx dt ≤

∫
C1
|f | dx dt,

that implies

sup
ε>0

∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±1,ε〉 dx dt ≤

∫
C1
|f | dx dt. (3.16)

Now we need to test the subtracted equations of u and v with a different
choice of test function η±2,ε, given by

η±2,ε =
η±1,ε

(α+ (u− v)±)ξ−1
, ξ > 1, ε, α > 0.

We get∫
C1

(u− v)t η
±
2,ε dx dt+

∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±2,ε〉dx dt

+

∫
C1

(|u|m−1u− |v|m−1v) η±2,ε dx dt =

∫
C1
f η±2,ε dx dt. (3.17)

For the first integral on the left-hand side, as for the first term in (3.15), by
integration by parts, we have∫

C1
(u− v)t η

±
2,ε dx dt =

∫
C1

(∫ (u−v)±

0

min{1, s/ε}
(α+ s)ξ−1

ds

)
(−φt) dx dt.

Then, using (3.11), recalling that ξ > 1 and choosing φ such that
∫
|φt|dt =

1, we obtain∫
C1

(u− v)t η
±
2,ε dx dt ≤ α1−ξ

∫
C1

(∫ (u−v)±

0
ds

)
(−φt) dx dt

= α1−ξ
∫
C1

(u− v)±(−φt) dx dt

≤ α1−ξ
∫
C1
|u− v||φt|dx dt

≤ α1−ξ sup
τ

∫
Cτ1
|u− v| dx

∫
R
|φt|dt

≤ α1−ξ
∫
C1
|f | dx dt. (3.18)
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For the second term in the left-hand side of (3.17), we have∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±2,ε〉dx dt

=

∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±1,ε〉

1

(α+ (u− v)±)ξ−1
dx dt

+ (1− ξ)
∫
C1
〈a(x, t,Du)− a(x, t,Dv), D(u− v)±〉

×
η±1,ε

(α+ (u− v)±)ξ
dx dt. (3.19)

By (3.16) and ξ > 1 the first integral in the right-hand side of the previous
equality can be estimated as follows∫

C1
〈a(x, t,Du)− a(x, t,Dv), Dη±1,ε〉

1

(α+ (u− v)±)ξ−1
dx dt

≤ α1−ξ sup
ε>0

∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±1,ε〉 dx dt

≤ α1−ξ
∫
C1
|f |dx dt. (3.20)

Formula (3.17) also implies, by dropping the nonnegative term and using
(3.18), the following estimate∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±2,ε〉dx dt ≤

∫
C1
|f ||η±2,ε| dx dt

+

∣∣∣∣∫
C1

(u− v)t η
±
2,ε dx dt

∣∣∣∣
≤ 2α1−ξ

∫
Q
|f | dx dt

and so∣∣∣∣∫
C1
〈a(x, t,Du)− a(x, t,Dv), Dη±2,ε〉 dx dt

∣∣∣∣ ≤ 2α1−ξ
∫
C1
|f |dx dt. (3.21)

Using (3.20) and (3.21) in (3.19), we obtain

(ξ − 1)

∫
C1
〈a(x, t,Du)− a(x, t,Dv), D(u− v)±〉

η±1,ε
(α+ (u− v)±)ξ

dx dt

≤ 3α1−ξ
∫
C1
|f | dx dt.
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By recalling the definition of η±1,ε and by the first assumption in (1.2), we
arrive at∫

C1

|Du−Dv|2

(α+ |u− v|)ξ
min{1, |u− v|/ε} dx dt ≤ c

α1−ξ

ξ − 1

∫
C1
|f |dx dt,

where we also used the definition of the approximating function φ. Letting
ε→ 0 yields (3.12). The proof is complete.

Lemma 3.4. Let u ∈ C0([−T, 0];L2(Ω)) ∩ L2(−T, 0;W 1,2
0 (Ω)) be the weak

solution to problem (2.3) and v that to problem (3.1), with 1 < m < ∞.
Then there exists a constant c ≡ c(m,n,L/ν) for which

−
∫
CR

(
R−1|u− v|+ |Du−Dv|

)
dx dt ≤ c

(
−
∫
CR
|f | dx dt

)m+1
2m

. (3.22)

Proof. We assume that the vertex (x0, t0) of the cylinder CR coincides with
(0, 0) and we fix R = 1. Take

α =

(
−
∫
C1
|u− v|m dx dt

) 1
m

,

and ξ = m > 1 in Lemma 3.3. We can suppose α > 0, otherwise u = v and
(3.22) follows trivially. Moreover, by Lemma 3.1 with γ = 1, we have the
following estimate for α,

α ≤ c
(
−
∫
C1
|f | dx dt

) 1
m

. (3.23)

Using Cauchy-Schwarz inequality, together with the estimates (3.12) and
(3.23), we obtain

−
∫
C1
|Du−Dv|dx dt

= −
∫
C1

|Du−Dv|
(α+ |u− v|)

m
2

(α+ |u− v|)
m
2 dx dt

≤
(
−
∫
C1

|Du−Dv|2

(α+ |u− v|)m
dx dt

) 1
2
(
−
∫
C1

(α+ |u− v|)m dx dt

) 1
2

≤ c α(1−m) 1
2 α

m
2

(
−
∫
C1
|f |dx dt

) 1
2

≤
(
−
∫
C1
|f |dx dt

)m+1
2m

and the lemma is proved for C1 = C1(0, 0). To show the result for a general
cylinder CR(x0, t0) we have to use the scaling procedure defined in (3.2)–(3.5)
together with Poincaré inequality (that holds since v = u on ∂parCR).
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Lemma 3.5. Let the assumptions of Lemma 3.4 hold and suppose that f ∈
L1,θ(CR), θ ∈ [0, N ]. Then∫

CR

(
R−1|u− v|+ |Du−Dv|

)
dx dt ≤ cRN−

θ(m+1)
2m ‖f‖

m+1
2m

L1,θ(CR)
. (3.24)

The constant c > 0 depends only on m, n, L/ν and γ.

Proof. We can easily deduce (3.24) from (3.22), since

‖f‖L1(CR) ≤ RN−θ‖f‖L1,θ(CR),

for any θ ∈ [0, N ].

Using Lemma 2.1 together with the fact that the Marcinkiewicz space
Mγ is continuously embedded in L(γ, q), from (3.22) we obtain the following
result.

Lemma 3.6. Let the assumptions of Lemma 3.4 hold and suppose that f ∈
Lθ(γ, q)(CR) for some γ > 1, q ∈ (0,∞] and θ ∈ [0, N ]. Then,∫

CR

(
R−1|u− v|+ |Du−Dv|

)
dx dt ≤ cRN−

θ(m+1)
2mγ ‖f‖

m+1
2m

Lθ(γ,q)(CR)
(3.25)

where the constant c depends only on m, n, L/ν and γ.

In Lemma 3.7 below, we state another tool that we will use in the proof
of Theorem 1.1.

LetQ0 be a fixed parabolic cylinder such that n2Q0 ⊂⊂ ΩT and |Q0| ≤ 1.
According to the definitions given in Section 2.4, we shall consider M∗ ≡
M∗0,n2Q0

. Thus, keeping in mind the properties of dyadic cubes given at the
end of Section 2.5, we have the following lemma.

Lemma 3.7. Let u ∈ C0([−T, 0];L2(Ω)) ∩ L2(−T, 0;W 1,2
0 (Ω)) be the solu-

tion to (2.3), with 1 < m <∞. Then for every S > 1 there exists a number
ε ≡ ε(m,n,L/ν, S) ∈ (0, 1) such that if λ > 1 and Q ⊂ Q0 is a dyadic
sub-cylinder of Q0 verifying∣∣Q∩ {(x, t) ∈ Q0 : M∗(|Du|+ 1)(x, t) > ASλ

and [M∗(f)]
m+1
2m (x, t) ≤ ε λ

}∣∣ > S−2χ|Q|

then its predecessor Q̃ satisfies

Q̃ ⊆ {(x, t) ∈ Q0 : M∗(|Du|+ 1)(x, t) > λ}.

Here χ ≡ χ(n,L/ν) > 1 is the higher integrability exponent as in Theorem
2.6, while A ≡ A(m,n,L/ν) > 1 is an absolute constant.
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The proof of this lemma follows from [6, Lemma 6.2], by taking into
account the modifications in [19, Lemma 3.6], where lower order terms are
considered.

We conclude this section by presenting the following lemma that provides
another important tool for the proof of our main result. This lemma could
have its own interest, since an intermediate Morrey space regularity of |Du|
is shown.

Lemma 3.8. Let u ∈ C0([−T, 0];L2(Ω)) ∩ L2(−T, 0;W 1,2
0 (Ω)) be the so-

lution to (2.3), with 1 < m < ∞. Assume that f ∈ Lθ(γ, q)(ΩT ) with
1 < 2γ ≤ θ ≤ N and q ∈ (0,∞], then the following inequality

‖|Du|+ ς‖
L
1,
θ(m+1)
2mγ (Cσ)

≤ c (ρ− σ)
θ(m+1)
2mγ

−N‖|Du|+ ς‖L1(Cρ)

+ c ‖f‖
m+1
2m

Lθ(γ,q)(Cρ)
, (3.26)

holds for every couple of concentric parabolic cylinders Cσ ⊂ Cρ ⊆ ΩT ; where
c ≡ c(m,n, q, L/ν, γ) is a positive constant.

Proof. Let us fix a couple of concentric parabolic cylinders Cσ ⊂ Cρ ⊆ ΩT .
Take (x0, t0) ∈ Cσ and CR = CR(x0, t0) such that

0 < R ≤ dpar((x0, t0), ∂Cρ) := inf
(x,t)∈∂Cρ

{
max

{
|x0 − x|,

√
|t0 − t|

}}
,

so that CR ⊆ Cρ. Let v be the solution to (3.1). By means of the De
Giorgi-Nash-Moser theory, that is estimate (2.13) with q = 1, we get, for
any r ∈ (0, R]∫

Cr
(|Du|+ ς) dx dt

≤ c
( r
R

)N−1+$
∫
CR

(|Du|+ ς) dx dt +

∫
CR
|Du−Dv|dx dt,

where c ≡ c(n,L/ν) and $ ≡ $(n,L/ν) ∈ (0, 1/2]. Combining the estimate
above with (3.25) in Lemma 3.6, we get∫

Cr
(|Du|+ ς) dx dt

≤ c
( r
R

)N−1+$
∫
CR

(|Du|+ ς) dx dt+ cR
N− θ(m+1)

2mγ ‖f‖
m+1
2m

Lθ(γ,q)(CR)
.
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We can apply the algebraic Lemma 2.8 by choosing

Ψ(r) =

∫
Cr

(|Du|+ ς) dx dt, B = c ‖f‖
m+1
2m

Lθ(γ,q)(Cρ)
, R0 := dpar((x0, t0), ∂Cρ)

and

δ0 := N − 1 +$ > N − θ(m+ 1)

2mγ
=: δ1 (since 2γ < θ).

By the fact that R0 > ρ− σ, we have for any Cr ⊆ Cρ with center in Cσ∫
Cr

(|Du|+ ς) dx dt

≤ c

(
(ρ− σ)

θ(m+1)
2mγ

−N
∫
Cρ

(|Du|+ ς) dx dt+ ‖f‖
m+1
2m

Lθ(γ,q)(Cρ)

)
r
N− θ(m+1)

2mγ ,

from which we can plainly deduce (3.26).

4. Proofs of the main results

4.1. Integrability of Du

For the reader’s convenience, we restate Theorem 1.1 from the Introduc-
tion.

Theorem 4.1. Let q ∈ (0,∞]. Assume (1.2) and f ∈ Lθ(γ, q)(ΩT ) with γ,
θ such that 1 < γ ≤ 2θ/(θ + 2), 2 < θ ≤ N = n + 2. Then the solution
u ∈ L1(−T, 0;W 1,1

0 (Ω)) to (2.1), with 1 < m < 1/(γ − 1), satisfies

|Du| ∈ Lθ
( 2mγ

m+ 1
,

2mq

m+ 1

)
locally in ΩT .

Moreover, the local estimate

‖Du‖Lθ( 2mγ
m+1

, 2mq
m+1

)(CR/2) ≤ cR
θ(m+1)
2mγ

−N‖|Du|+ ς‖L1(CR) + c‖f‖
m+1
2m

Lθ(γ,q)(CR)

(4.1)
holds for any parabolic cylinder CR ⊆ Ω, where c depends only on m, n, q,
L/ν and γ.

Once established the regularity and comparison estimates in Section 3,
the general strategy of the proof closely follows that of the proof of The-
orem 6.1 in [6], where no lower order terms are considered (see also [24]
and [36, 35]). Nevertheless as we expect recalling the elliptic case, [19], we
have to make some modifications due to the different exponents that we are
handling. We sketch the proof in a few steps.
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Proof. Let Q0 be a fixed cylinder satisfying n2Q0 ⊂⊂ ΩT and |Q0| ≤ 1.

Step 1 - Application of Calderón-Zygmund-Krylov-Safonov covering theo-
rem. We consider the maximal operator M∗ = M∗0,n2Q0

and the sets X and
Y defined for k ∈ N by

X :=
{

(x, t) ∈ Q0 : M∗(|Du|+ ς)(x, t) > (AS)k+1λ0

and [M∗(f)]
m+1
2m (x, t) ≤ ε(AS)kλ0

}
,

Y :=
{

(x, t) ∈ Q0 : M∗(|Du|+ ς)(x, t) > (AS)kλ0

}
,

with λ0 := 2 c̄ n2N S2χ−
∫
n2Q0

(|Du|+ ς) dx dt, (4.2)

where S > 1, A, χ, ε are as in Lemma 3.7. By Lemma 3.7 the hypothesis (ii)
in Proposition 2.7, with δ := S2χ, is satisfied. In a similar way it is possible
to prove that (i) holds, too. Thus, the application of Proposition 2.7, the
definitions of X and Y and the multiplication by a factor (AS)2mγ(k+1)/(m+1)

yield

(AS)
2mγ(k+1)
m+1 λ

2mγ
m+1

0 µ1((AS)k+1λ0)

≤ (AS)
2mγk
m+1 A

2mγ
m+1S

2mγ
m+1

−2χλ
2mγ
m+1

0 µ1((AS)kλ0) (4.3)

+ (AS)
2mγk
m+1

(
AS

ε

) 2mγ
m+1

(λ0ε)
2mγ
m+1µ2(ε(AS)kλ0),

where, for any K ≥ 0, we denoted by

µ1(K) :=
∣∣{(x, t) ∈ Q0 : M∗(|Du|+ ς)(x, t) > K

}∣∣ (4.4)

and
µ2(K) :=

∣∣{(x, t) ∈ Q0 : [M∗(f)]
m+1
2m (x, t) > K

}∣∣. (4.5)

Now observe that, since χ > 1 and m < 1/(γ − 1),

d := 2χ− 2mγ

m+ 1
= 2

(
χ− γm

m+ 1

)
> 0.

Therefore, we can choose S as follows

S := (4A
2mγ
m+1 )

1
d
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and, by elementary estimates, inequality (4.3) provides the existence of a
constant c ≡ c(m,n,L/ν) such that, for every k ≥ 0,

(AS)
2γ(k+1)
m+1 λ

2mγ
m+1

0 µ1((AS)k+1λ0)

≤ 1

4
(AS)

2mγk
m+1 λ

2mγ
m+1

0 µ1((AS)kλ0) (4.6)

+ c(AS)
2mγk
m+1 (ελ0)

2mγ
m+1µ2((AS)kελ0).

Step 2 - Level sets estimates. In order to establish some Lorentz spaces
estimates on level sets we proceed as in the elliptic case; see Theorem 4.1
in [19]. Taking 0 < β <∞ and operating some manipulations, we get∫ ∞

0
[λ

2mγ
m+1µ1(λ)]

β(m+1)
2mγ

dλ

λ

≤
(

1

β
+ c̃β(AS)β log(AS)

)
λβ0 |Q0|

β(m+1)
2mγ + c̃β(AS)β log(AS)J(∞),

where

J(∞) :=
∞∑
k=0

(
(AS)

2mγk
m+1 (ελ0)

2mγ
m+1µ2((AS)kελ0)

)β(m+1)
2mγ

and the constant c̃ > 1 is increasing in the variablesm, n, L/ν and decreasing
in β, such that c̃ → ∞ as β → 0, while it remains bounded when β is
bounded away from zero. From the previous inequality, we easily deduce∫ ∞

0
[λ

2mγ
m+1µ1(λ)]

β(m+1)
2mγ

dλ

λ

≤
(

1

β
+ 2c̃β(AS)β log(AS)

)
λβ0 |Q0|

β(m+1)
2mγ (4.7)

+ c̃β(AS)2β

∫ ∞
0

[λ
2mγ
m+1µ2(λ)]

β(m+1)
2mγ

dλ

λ
.

Thus, recalling the definitions of µ1 and µ2 given in (4.4)-(4.5), by standard
properties of maximal operators, choosing β = 2mq/(m+ 1), q ∈ (0,∞), we
get

‖Du‖L( 2mγ
m+1

, 2mq
m+1

)(Q0) ≤ c̃ λ0|Q0|
m+1
2mγ + c̃ ‖M∗(f)‖

m+1
2m

L(γ,q)(Q0), (4.8)

up to relabeling the constant c̃, by keeping the same properties as before.
Now we can use (2.12) with β = 0, passing to the outer parabolic cylinder
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and taking σ = 2. We get

‖M∗(f)‖
m+1
2m

L(γ,q)(Q0) ≤ c ‖f‖
m+1
2m

Lθ(γ,q)(n2Q0)
. (4.9)

Finally, by means of (4.8), (4.9) and the definition of λ0 in (4.2), we obtain

‖Du‖L( 2mγ
m+1

, 2mq
m+1

)(Q0) ≤ c

(
−
∫
n2Q0

(|Du|+ ς) dx dt

)
|Q0|

m+1
2mγ

+ c ‖f‖
m+1
2m

Lθ(γ,q)(n2Q0)
. (4.10)

Similarly, we can deal with the case q = ∞ (for more details see [19]) and
we arrive at

‖Du‖
M

2mγ
m+1 (Q0)

≤ c

(
−
∫
n2Q0

(|Du|+ ς) dx dt

)
|Q0|

m+1
2mγ + c ‖f‖

m+1
2m

Mγ,θ(n2Q0)
.

Step 3 - Morrey spaces regularity. First, we can write estimate (4.10) for
the scaled functions ũ and f̃ defined at the beginning of Section 3 in the
spherical cylinder C1. Passing to inner and outer cylinders4, we get

‖Dũ‖L( 2mγ
m+1

, 2mq
m+1

)(C1/n4 )

≤ c
(
‖|Dũ|+ ς‖L1(C9/10) + ‖f̃‖

m+1
2m

Lθ(γ,q)(C1)

)

≤ c

(
‖|Dũ|+ ς‖

L
1,

(m+1)θ
2mγ (C9/10)

+ ‖f̃‖
m+1
2m

Lθ(γ,q)(C1)

)
, (4.11)

where we also used that the definitions of m, θ and γ yield (m+ 1)θ/2mγ <
N .

Scaling back to Cρ, as an immediate consequence of the definitions of the
involved functional norms, we deduce

ρ
m+1
m−1

− (m+1)N
2mγ ‖Du‖L( 2mγ

m+1
, 2mq
m+1

)(Cρ/n4 ) ≤ cΘ(Cρ)ρ
m+1
m−1

− (m+1)θ
2mγ , (4.12)

where

Θ(Cρ) := ‖|Du|+ ς‖
L
1,

(m+1)θ
2mγ (C9ρ/10)

+ ‖f‖
m+1
2m

Lθ(γ,q)(Cρ)
, ∀ Cρ ⊆ ΩT .

4 Note that n2Q0 = Q1/n2 ⊆ C1/n.
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By means of a covering argument (see [40, Lemma 11] and [6, Theorem 6.1]),
from (4.12) it follows

‖Du‖Lθ( 2mγ
m+1

, 2mq
m+1

)(CR/2) ≤ cΘ(C3R/4),

that, together with Lemma 3.8 (by choosing ρ = R and σ = 27R/40 there),
yields

‖Du‖Lθ( 2mγ
m+1

, 2mq
m+1

)(CR/2) ≤ cR
(m+1)θ
2mγ

−N‖|Du|+ ς‖L1(CR) + c‖f‖
m+1
2m

Lθ(γ,q)(CR)
.

(4.13)

Step 4 - Conclusion of the proof. We recall that we proved the estimate
in (4.13) for the approximating solutions u ≡ uk to problem (2.3) with
fk given by the truncation of f . In order to conclude, it suffices to use
the lower semicontinuity of the Lorentz-Morrey norms together with the
standard approximating arguments stated in Section 2.2.

4.2. Further extensions

In this section we will show how to modify the proof of Theorem 1.1
to deal with further extensions of the results considered until now. In the
borderline case, i. e. Theorem 1.2, we just need to use the boundedness of
the maximal operators in L logL and to proceed with the choice γ = 1.
Concerning Theorem 1.3, we will need to take care of the relaxed assump-
tions on the lower order terms g, by choosing suitable test functions in the
revised versions of the estimates proved in Section 3. Anyway, in view of the
strength of the level sets estimates of the maximal operator for the gradient
Du given by (4.6), the modifications will be minimal. Also, they are in clear
accordance with the results proved by the authors in the elliptic case [19].
For the reader’s convenience, we will give some details.

Proof of Theorem 1.2.

Proof. We fix γ = 1 and we proceed as in the proof of Theorem 4.1 up to
estimate (4.7). Hence, taking β = 2m/(m+ 1) we arrive at∫

Q0

|Du|
2m
m+1 dx dt ≤ cλ

2m
m+1

0 |Q0|+ c

∫
Q0

|M∗(f)| dx dt.

Now, we recall that the boundedness of the maximal operators in L logL
yields

‖M∗(f)‖L1(Q0) ≤ c‖f‖L logL(Q0), (4.14)
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and so, by considering the definition of λ0 in (4.2), we get(
−
∫
Q0

|Du|
2m
m+1 dx dt

)m+1
2m

≤ c|Q0|
m+1
2m

(
−
∫
n2Q0

(|Du|2 + ς2) dx dt

)
+ c|Q0|

m+1
2m ‖f‖

m+1
2m

L logL(Q0).

Passing in a standard way to the outer and inner parabolic cylinder having
a ball BR as horizontal slice, and rescaling everything to C1, we obtain the
analog of (4.11), i. e.,

‖Dũ‖
L

2m
m+1 (C1/n4 )

≤ c‖|Dũ|+ ς‖
L1,

(m+1)θ
2m (C9/10)

+ c‖f̃‖
m+1
2m

L logLθ(C1)
,

where ũ and f̃ are as in (3.2) and (3.5). Scaling back, we get

ρ
(N−θ)(m+1)

2m ‖Du‖
L

2m
m+1 (Cρ/n4 )

≤ cΘ(Cρ)

with
Θ(Cρ) = ‖|Du|+ ς‖

L1,
θ(m+1)

2m (C9ρ/10)
+ ‖f‖L logLθ(Cρ).

Arguing as in Theorem 4.1 by a standard covering argument we arrive at

‖Du‖
L

2m
m+1 ,θ(CR/2)

≤ cΘ(C3R/4), ∀ CR ⊆ ΩT .

To estimate Θ(C3R/4) we use the following inequality

‖|Du|+ ς‖
L1,

(m+1)θ
2m (Cσ)

≤ c(ρ− σ)
θ(m+1)

2m
−N‖|Du|+ ς‖L1(Cρ)

+ c‖f‖
m+1
2m

L1,θ(Cρ)
, ∀ Cσ ⊂ Cρ ⊆ ΩT ,

with ρ = R, σ = 27R/40, that we can prove in the same way as in
Lemma 3.8, using (3.24) instead of (3.25). Finally, by the fact that

‖f‖L1,θ(CR) ≤ c‖f‖L logLθ(CR),

we obtain the estimate in (1.10).
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Proof of Theorem 1.3.

Proof. First, we have to modify the proof of Lemma 3.1 by using the follow-
ing test function φ = hγ−1|u−v|m(γ−1)−1(u−v) in the subtracted equations
of u and v. In view of the fact that the additional contribution given by h
is positive, we can use again the algebraic inequality (3.8). It follows∫

CR
hγ |u− v|mγ dx dt ≤ c

∫
CR
|f |γ dx dt,

for any m > 1, γ ≥ 1 and CR ⊆ ΩT . This estimate will permit to obtain
an additional integrability on u− v. Then, by Hölder inequality we plainly
deduce ∫

CR
|u− v|

pmγ
p+γ dx dt ≤ c

(∫
CR
|f |γ dx dt

) p
p+γ

. (4.15)

As expected (recall the observation at page 6), we notice that

mpγ

p+ γ
< mγ ∀ p > 0 and

mpγ

p+ γ
→ mγ as p→∞.

In view of (4.15), inequality (3.22) in Lemma 3.4 holds. Similarly, we can
deduce the validity of (3.24) in Lemma 3.5 and (3.25) in Lemma 3.6 for any

1 <
(p+ 1)

p
< m <∞.

At this time, we can repeat the entire proof of Theorem 4.1 with slight
modifications.

4.3. Integrability of u

In this section we establish Lorentz-Morrey space estimates for the so-
lution u to (2.1). We will use the same techniques used to prove the spatial
regularity for the gradient. Therefore, we will obtain an estimate on the
level sets of the maximal operator associated to u, in terms of the level sets
of a power of a maximal operator of the assigned datum f , up to a correction
term (the equivalent of (4.3) for u). This will allow to prove Theorem 1.4,
stated in the Introduction. Since the proof of this theorem is very close
to the one of Theorem 1.1, we confine ourselves to outline the necessary
modifications. Also, we recall that we always deal with the approximating
solutions u ≡ uk defined in Section 2.2, abbreviating f ≡ fk. Keeping in
mind the notation used in Theorem 1.1, we have the analog of Lemma 3.7
for u.
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Lemma 4.2. Let u ∈ C0([−T, 0];L2(Ω)) ∩ L2(−T, 0;W 1,2
0 (Ω)) be the solu-

tion to (2.3), with 1 < m < ∞. Then for every S > 1 and χ0 > 1 there
exists a number ε ≡ ε(m,n,L/ν, S, χ0) ∈ (0, 1), such that if λ > 1 and
Q ⊂ Q0 is a dyadic sub-cylinder of Q0 verifying∣∣Q∩ {(x, t) ∈ Q0 : M∗(|u|+ ς)(x, t) > ASλ

and [M∗2m
m+1

(f)]
m+1
2m (x, t) ≤ ε λ

}∣∣ > S−2χ0 |Q|

then its predecessor Q̃ satisfies

Q̃ ⊆ {(x, t) ∈ Q0 : M∗(|u|+ ς)(x, t) > λ}.

Here A ≡ A(m,n,L/ν) > 1 is an absolute constant.

In order to prove this lemma, it suffices to follow the proof of Lemma 3.7,
by replacing M∗0,n2Q0

(|Du| + ς) and M∗0,n2Q0
(f) by M∗0,n2Q0

(|u| + ς) and

M∗2m
m+1

,n2Q0
(f), respectively, and by using the fact that (3.25) yields∫

CR
|u− v| dx dr ≤ cR

N+1− θ(m+1)
2mγ ‖f‖

m+1
2m

Lθ(γ,q)(CR)
∀ CR ⊆ ΩT .

Moreover, the higher integrability for u, stated in Theorem 2.6, will permit
to introduce the parameter χ0 > 1 which can be chosen arbitrarily large.
This is the main difference with respect to Lemma 3.7, in which, indeed, the
quantity χ was fixed.

Another important tool that we will need in order to prove Theorem 1.4
is the following intermediate Morrey spaces regularity, which takes the place
of Lemma 3.8 in the proof of the main result of this section.

Lemma 4.3. Let u ∈ C0([−T, 0];L2(Ω)) ∩ L2(−T, 0;W 1,2
0 (Ω)) be the so-

lution to (2.3), with 1 < m < ∞. Assume that f ∈ Lθ(γ, q)(ΩT ) with
1 < 2γ ≤ θ ≤ N and q ∈ (0,∞], then the following inequality

‖u‖
L
1,
m(θ−2γ)+θ

2mγ (Cσ)
≤ c (ρ−σ)

m(θ−2γ)+θ
2mγ

−N‖(|u|+ςρ)‖L1(Cρ)+ c ‖f‖
m+1
2m

Lθ(γ,q)(Cρ)
,

holds for every couple of concentric parabolic cylinders Cσ ⊂ Cρ ⊆ ΩT ; where
c ≡ c(m,n, q, L/ν, γ) is a positive constant.

Remark 4.4. Following [40, Remark 13], we note that when ρ ≈ σ ≈ ρ−σ ≈
R, the previous inequality implies

‖(|u|+ςR)‖
L
1,
m(θ−2γ)+θ

2mγ (Cσ)
≤ cR

m(θ−2γ)+θ
2mγ

−N‖(|u|+ςR)‖L1(Cρ)+ c ‖f‖
m+1
2m

Lθ(γ,q)(Cρ)
.
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To prove of Lemma 4.3 we can argue as in that of Lemma 3.8, by using
(2.14) instead of (2.13).

Proof of Theorem 1.4. For the reader’s convenience, we will follow the
same division by steps given in the proof of Theorem 1.1.

Proof. Step 1 - Application of Calderón-Zygmund-Krylov-Safonov covering
theorem. We can apply Proposition 2.7, using Lemma 4.2, to

X :=
{

(x, t) ∈ Q0 : M∗(|u|+ ς)(x, t) > (AS)k+1λ0

and [M∗2m
m+1

(f)]
m+1
2m (x, t) ≤ ε(AS)kλ0

}
,

Y :=
{

(x, t) ∈ Q0 : M∗(|u|+ ς)(x, t) > (AS)kλ0

}
,

with

λ0 := 2 c̄ n2N S2χ0−
∫
n2Q0

(|u|+ ς) dx dt,

to obtain, for every k ≥ 0,

(AS)
2mθγ(k+1)
m(θ−2γ)+θλ

2mθγ
m(θ−2γ)+θ

0 µ1((AS)k+1λ0)

≤ (AS)
2mθγk

m(θ−2γ)+θA
2mθγ

m(θ−2γ)+θS
2mθγ

m(θ−2γ)+θ
−2χ0λ

2mθγ
m(θ−2γ)+θ

0 µ1((AS)kλ0)

+ (AS)
2mθγk

m(θ−2γ)+θ

(
AS

ε

) 2mθγ
m(θ−2γ)+θ

(λ0ε)
2mθγ

m(θ−2γ)+θµ2(ε(AS)kλ0),

where, for any K ≥ 0,

µ1(K) :=
∣∣{(x, t) ∈ Q0 : M∗(|u|+ ς)(x, t) > K

}∣∣
and

µ2(K) :=
∣∣{(x, t) ∈ Q0 : [M∗2m

m+1

(f)]
m+1
2m (x, t) > K

}∣∣.
At this stage we take advantage of the possibility to choose χ0 large enough
to satisfy

d := 2χ0 −
2mθγ

m(θ − 2γ) + θ
> 0;
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thus, by elementary estimates, we arrive at

(AS)
2mθγ(k+1)
m(θ−2γ)+θλ

2mθγ
m(θ−2γ)+θ

0 µ1((AS)k+1λ0)

≤ 1

4
(AS)

2mθγk
m(θ−2γ)+θ λ

2mθγ
m(θ−2γ)+θ

0 µ1((AS)kλ0)

+ c(AS)
2mθγk

m(θ−2γ)+θ (λ0ε)
2mθγ

m(θ−2γ)+θµ2(ε(AS)kλ0).

Step 2 - Level sets estimates. Now, to establish Lorentz spaces estimates we
can closely follow in Step 2 in the proof of Theorem 1.1, to get

‖u‖
L( 2mθγ

m(θ−2γ)+θ
, 2mθq
m(θ−2γ)+θ

)(Q0)

≤ c̃ λ0|Q0|
m(θ−2γ)+θ

2mθγ + c ‖M∗2m
m+1

(f)‖
m+1
2m

L(
γ(m+1)θ
m(θ−2γ)+θ

,
q(m+1)θ

m(θ−2γ)+θ
)(Q0)

,

Furthermore, it suffices to use (2.12), with β = 2m/(m + 1) and σ = 2, to
arrive at

‖u‖
L( 2mθγ

m(θ−2γ)+θ
, 2mθq
m(θ−2γ)+θ

)(Q0)
≤ c

(
−
∫
n2Q0

(|u|+ ς) dx dt

)
|Q0|

m(θ−2γ)+θ
2mθγ

+ c ‖f‖
m+1
2m

Lθ(γ,q)(n2Q0)
;

recalling the definition of λ0.

Step 3 - Morrey spaces regularity. Having proved the local Lorentz integra-
bility for u, in order to combine this with the Morrey spaces information,
Lemma 4.3 (recall Remark 4.4), we can proceed exactly as in Step 3 of
Theorem 1.1.

Step 4 - Conclusion of the proof. The proof ends with the usual approxima-
tion argument, again by means of the lower semicontinuity of the Lorentz-
Morrey norms.

Note that, in the Lebesgue case θ = N and γ = q, by equation (1.1) it is
known that u belongs to Lmγ(ΩT ) (recall (3.10)). Hence, Theorem 1.4 also
provides an improved integrability of u, since mγ < 2mNγ/(m(N−2γ)+N)
when 2N/(N + 2) < γ < N/2.

Proof of Theorem 1.5. The proof of the borderline regularity for the
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solutions u can be obtained following that of Theorem 1.4 by taking into
account the modifications provided in the proof of Theorem 1.2. We just
stress that one needs to use Theorem 2.4 instead of (4.14). �
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[15] V. Bögelein, F. Duzaar, G. Mingione, The regularity of general parabolic

systems with degenerate diffusion. To appear in Mem. Amer. Math. Soc..

[16] B. Bojarski, T. Iwaniec, Analytical foundations of the theory of quasicon-

formal mappings in Rn. Ann. Acad. Sci. Fenn. Ser. A I (1983), no. 3, 257–324.

[17] R. Cirmi, Regularity of the solutions to nonlinear elliptic equations with a

lower-order term. Nonlinear Anal. T.M.A. 25 (1995), 569–580.

[18] E. DiBenedetto, Degenerate Parabolic Equations. Universitext, Springer-

Verlag, New York, 1993.

[19] A. Di Castro, G. Palatucci, Measure data problems, lower order terms

and interpolation effects. Preprint (2012).

[20] G. Dolzmann, J. Kristensen, Higher integrability of minimizing Young

measures. Calc. Var. Partial Differential Equations 22 (2005), no. 3, 283–301

[21] J. Droniou, A. Porretta, A. Prignet, Parabolic capacity and soft mea-

sures for nonlinear equations. Potential Anal. 19 (2003), no. 2, 99–161.

[22] F. Duzaar, G. Mingione, Gradient estimates via linear and non-linear po-

tentials, J. Funct. Anal. 259 (2010), 2961–2998.

[23] F. Duzaar, G. Mingione, Gradient continuity estimates, Calc. Var. Partial

Differential Equations 39 (2010), 379–418.

[24] F. Duzaar, G. Mingione, Gradient estimates via non-linear potentials,

Amer. J. Math. 133 (2011), 1093–1149.

[25] L. Feng-Quan, Regularity of Solutions to Nonlinear Parabolic Equations

with a Lower-Order Term, Potential Anal. 16 (2002), no. 4, 393–400.

[26] M. Giaquinta, Multiple integrals in the calculus of variations and nonlinear

elliptic systems. Princeton Univ. Press, Princeton, NJ, 1983.

[27] E. Giusti, Direct Mathods in the Calculus of Variations. World Scientific

Publishing Co., Inc., River Edge, 2003.

[28] L. Grafakos, Classical and Modern Fourier Analysis. Pearson Edu. Inc.,

Upper Saddle River, 2004.

[29] T. Iwaniec, Projections onto gradient fields and Lp-estimates for degenerated

elliptic operators. Studia Math. 75 (1983), no. 3, 293–312.

39



[30] J. Kinnunen, M. Kotilainen, V. Latvala, Hardy-Littlewood type gradi-

ent estimates for quasiminimizers. Boll. Unione Mat. Ital. (9 ) 3 (2010), no. 1,

125–136.

[31] J. Kristensen, G. Mingione, The singular set of minima of integral func-

tionals. Arch. Ration. Mech. Anal. 180 (2006), no. 3, 331–398.

[32] J. Kristensen, G. Mingione, Boundary regularity in variational problems.

Arch. Ration. Mech. Anal. 198 (2010), no. 2, 369–455.

[33] R. Korte, T. Kuusi, A note on the Wolff potential estimate for solutions to

elliptic equations involving measures. Adv. Calc. Var. 3 (2010), 99–113.

[34] R. Korte, T. Kuusi, M. Parviainen, A connection between a general class

of superparabolic functions and supersolutions. J. Evol. Equ. 10 (2010), 1–20.

[35] T. Kuusi, G. Mingione, Universal potential estimates. To appear in J. Funct.

Anal. (2012), http://dx.doi.org/10.1016/j.jfa.2012.02.018

[36] T. Kuusi, G. Mingione, The Wolff gradient bound for degenerate parabolic

equations. Preprint (2011).

[37] G. M. Lieberman, Second order parabolic differential equations. World Sci-

entific press, River Edge, 1996.
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