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ABsTrACT. This paper deals with the elastic energy induced by systems of straight
edge dislocations in the framework of linearized plane elasticity. The dislocations are
introduced as point topological defects of the displacement-gradient fields. Following
the core radius approach, we introduce a parameter € > 0 representing the lattice
spacing of the crystal, we remove a disc of radius € around each dislocation and
compute the elastic energy stored outside the union of such discs, namely outside the
core region. Then, we analyze the asymptotic behaviour of the elastic energy as e — 0,
in terms of I'-convergence. We focus on the self energy regime of order log %; we show
that configurations with logarithmic diverging energy converge, up to a subsequence,
to a finite number of multiple dislocations and we compute the corresponding I'-limit.
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1. INTRODUCTION

Dislocations are the most common defects in crystals and their presence is considered the
main mechanism of plastic deformations in metals. They are classically modeled as lines to
which is associated a vector called the Burgers vector. Straight dislocations are classified into
two main types: edge if the Burgers vector is orthogonal to the dislocation line, and screw
if it is parallel. Dislocations found in real materials typically are mixed, meaning that they
might be not straight and have characteristics of both types.

This paper deals with energy minimization methods proposed to model static elastic prop-
erties of edge dislocations. More precisely, we study the asymptotic behaviour of the elastic
energy induced by a system of straight edge dislocations, as the atomic scale € tends to zero.
We focus on a low-energy regime, corresponding to a finite number of defects.

We consider the setting of plane elasticity. In this setting the elastic body is assumed
to have a cylindrical symmetry, so that the mathematical formulation involves only a two-
dimensional problem set on the cross section 2 of the crystal. In classical linear elasticity,
a planar displacement is a regular vector field u : @ — R2. The equilibrium equations have
the form Div Cle(u)] = 0, where e(u) := 3(Vu + (Vu)b) is the infinitesimal strain tensor,
and C is a linear operator from M?*? into itself usually referred to as the elasticity tensor,
incorporating the material properties of the crystal. It satisfies

(1.1) cl|£sym\2 <C¢g:¢< 62]§Sym|2 for any £ € M2x2,
1
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where ¢; and ¢y are two given positive constants and 5™ = %(5 +&T). The corresponding
elastic energy, in absence of dislocations, is given by

(1.2) /QW(B) dz,

where 8 = Vu is the displacement gradient field, and W (§) = %(Cﬁ (€= %C{Sym €™ is the
elastic energy density.

We now describe the presence of edge dislocations in our model assuming that they are
straight line orthogonal to the cross section 2. We work in a continuum setting, but disloca-
tions have a microscopic nature, so that their definition involves discrete quantities, having
memory of the lattice structure of the crystal. According to the so-called discrete dislocation
model, we identify each dislocation lines with its intersection x* with Q and a vector & € S.
Here S is a discrete lattice representing the class of all the horizontal translations under which
the crystal is invariant. It is generated by a set S := {v1, vo} C R2, where v; are called prim-
itive vectors, i.e., S = spanzS (we are implicitly assuming that €2 lies on a slip plane of the
crystal). Accordingly, a configuration of dislocations can be represented by a vector valued
measure j =y . €16,:, where 2 € Q and ¢ € S. It turns out, by our analysis (see Remark
6.1) that the relevant configurations, i.e., optimal in energy, exploit only a finite subset B
of S with S = spanz®B. We identify this class 8 with the class of Burgers vectors of the
crystal. The Burgers vectors in 28 are determined only by S and by the elasticity tensor C.
They are the translations in S that store less energy (see Definition 2.3), and hence represent
the preferred slip directions of the crystal. This notion agrees (at least in the isotropic case),
with the standard notion of the Burgers vectors in crystallography as the translations in S
with minimal length.

The class of admissible fields 8 associated with any configuration of dislocations u is given
by the matrix valued fields whose circulation around the dislocations z* is equal to &°. These
fields by definition have a singularity at each z° and are not in L?(£2;M?*2). To set up a
variational formulation we then follow the so called core region approach. More precisely,
we introduce a scale parameter e, proportional to the lattice spacing of the crystal, and we
compute the energy outside the core region U,-Ba(mi). Indeed, considerations at a discrete
level show that the elastic energy stored in the core region can be neglected. Since the
elastic distortion due to the presence of dislocations decays as the inverse of the distance from
dislocations, it is commonly accepted in the literature that the linearized elasticity provides
a good approximation of the stored elastic energy outside the core region (see [20] for a
justification of these arguments in terms of I'-convergence). We are now in a position to
introduce the elastic energy induced by an arbitrary configuration of dislocations p and an
admissible field 3

(1.3) B )= | WE)dn(©:0 =0\ UB)
e 7

By minimizing the elastic energy (1.3) among all admissible fields, we obtain the elastic
energy induced by p.

This variational formulation has been considered in [8] by Cermelli and Leoni who study
the limit of the elastic energy induced by a fixed configuration of dislocations as the atomic
scale ¢ tends to zero. They exploit the analogy between this formulation and the core radius
approach for vortices in superconductivity described in [6]. In particular they show that
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a finite number of dislocations has an elastic energy of order log % In the framework of I'-
convergence, the asymptotic analysis as € — 0 has been done in [17] in the scalar case of screw
dislocations. It is proved that (up to the logarithmic pre-factor) the limit energy is given, as
in the Ginzburg-Landau setting (see [15]), by the number of defects. Such energy is called
the self energy, since each dislocation gives a quantum of energy, whose density concentrates
around its core. This equivalence of vortices and screw dislocations can be pushed to any
|loge|" energy regime and justified in terms of I'-convergence (see [2]). Note that in the
regimes |loge|”, h > 1, the number of defects N increases, tending to infinity as ¢ — 0, and
the interaction between singularities becomes relevant; in the critical |loge|? energy regime
(that corresponds to N, & log %), the two effects of interaction energy and self-energy are
balanced. In the context of vortices this regime has been first analyzed in [19] and [16] for the
2-dimensional Ginzburg-Landau energy and recently considered by [5] in the 3-dimensional
setting. The vectorial case of edge dislocations in the critical |loge|? energy regime has been
considered in [12] under the assumption that the dislocations are well separated. The limit
energy is of the form

(1.4 [w@acs [ () dul

where ¢ is a positively 1-homogeneous density function defined by a suitable cell problem
formula, determined only by the elasticity tensor C and the geometric structure of the crys-
tal. This structure of the limit energy is set in the framework of so called strain gradient
theories for plasticity (see [11],[13], and [9]). We remark that in the vectorial case of edge
dislocations, although there is still a strong analogy with the Ginzburg-Landau setting, the
precise relation between the two frameworks appears less clear. Indeed, in the asymptotics of
edge dislocations, relaxation effects, that are encoded in the definition of ¢, take place. More-
over, the fact that the energy is not coercive, depending only on the symmetric part of the
strain, introduces specific difficulties in the analysis. In particular compactness of sequences
with bounded energy is a challenging task. In [12] this problem was bypassed assuming well
separation of dislocations.

In this paper, we study the asymptotic behaviour of the elastic energy induced by edge
dislocations in terms of I'-convergence, in the self energy log 1€ regime, without assuming the
dislocations to be fixed, uniformly bounded in mass nor well separated. In order to perform
this analysis we first introduce the rescaled energy associated with u

1
_log%

P = oy (i B 8) + 4(9) ).

The term |u|(€2) represents the energy stored in the core region. Computations at a discrete
level (see [17]) show that such energy is indeed of order 1. We remark that this term is
essential in order to have a meaningful energy F.(u); indeed, without the core energy any
configuration u such that Q.(u) = 0 would induce no energy. On the other hand, even if this
term is essential, its specific choice does not affect the I'-limit (see [17]). In this respects, it
plays a role similar to the double well potential in Ginzburg-Landau functionals. In Theorem
2.4 we prove that the I'-limit of the functionals F; is given by the functional

F(u) :—/Qw(dﬁz‘) d|pl,
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where ¢ is obtained through a cell problem formula as for (1.4). The main difficulty in this
analysis is to prove compactness properties for sequences with bounded energy. Indeed, it
turns out that the elastic energy of a given distributions of dislocations does not control the
number of dislocations due to the possible presence of many short dipoles that may have very
small energy. This means that almost minimizers are not precompact in general with respect
to the weak* topology. Therefore, it seems natural to perform the analysis using a weaker
topology for which annihilating dipoles converge to zero; this is the flat topology, that is the
weak star topology in the dual of the space of Lipschitz continuous functions (see Section 2).
These considerations are nowadays very well understood in the context of vorticity modeled
by Ginzburg-Landau functionals (see e.g., [6], [14], [18], [19], [1]).

A very efficient tool for lower bounds for the Ginzburg-Landau functionals is the ball
construction, for which we refer to [18]. Actually, very recently in [3] it has been shown that
also compactness of vortices can be easily deduced just running this powerful machine. The
idea of the ball construction is to build a family of growing and merging balls, that identify a
family of annuli, where most of the energy is concentrated. In our setting of plane elasticity
we have to deal with an extra difficulty: in our lower bounds we need Korn’s inequality in
such annuli, and clearly we need uniform constants. It means that we have to perform the ball
construction avoiding too tiny annuli (where the Korn’s constant blows up). This will be done
in Section 3 where we construct an ad hoc discrete version of the ball construction. Once this
ball construction is done, we deduce a lower bound with a pre-factor error due to the use of
Korn’s inequality. Then, compactness is easily deduced in Section 4 using arguments similar
to [17], [3]. Finally, to get the I'-liminf inequality we have to get rid of these Korn’s constants,
estimating the energy on fat annuli of the type Br(z)\ B,(z) with R/r — 400 as ¢ — 0. To
this end we have first to suitably remove clusters of dipoles. After this procedure we end up
with a finite (i.e., independent of €) number of clusters of dislocations, concentrated around
the support of the limit configuration p. In view of this preliminary analysis, we can easily
find the required annuli where the energy concentrates, providing the optimal lower bound.
This will be done in Section 5. Finally, in Section 6 we provide the upper bound, concluding
the proof of our I'-convergence result.

2. THE MAIN RESULT

In this section we state the main result of the paper and introduce the required preliminaries
and notations. We recall that € is a bounded open subset of R? with Lipschitz continuous
boundary, which represents a cross section of the cylindrical crystal.

Let S := {v1, va} C R? be such that S := spanzS is a discrete lattice, representing the
class of horizontal slips (translations) under which the crystal is invariant. For instance, in
the case of cubic crystals we would choose S = {ey, ea}, while for fcc crystals S can be chosen
as S = {ey, %61 + ?62}.

The space of finite distributions of edge dislocations X is given by

N
X={pe MQR*) :p=) &6, NeN,z' €, ¢ es},
=1

where M (2, R?) denotes the set of vector valued Radon measures on 2. Each of the point z*
in the support of p represents the cross section of a straight line dislocation with the domain
Q2 and the corresponding &' its vector multiplicity. We endow X with the flat norm ||u||g..
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defined by
lillge == sup / b du;
161100y <12

in particular, we can consider X as a subspace of W~51(Q). We will denote by o 1 the
flat convergence of up to .
Fix € > 0. Given u € X, we denote by

Q) =2\ |J B,
ziesupp (1)

With a little abuse of terminology we will call admissible strain associated with u any field
B € AS: (1), where

AS () = {ﬁ € L2(Q(p); M**2) . Curl 8 =0 in Q.(p),
B(s) - t(s)ds = p(A) for every open set A C 2
0A
with A smooth: 0A C Q.(u), and (B—p1) de = 0}.

Qe(ﬂ)
Here ¢ denotes the tangent vector to A and the integrand S -t is intended in the sense of
traces (see Theorem 2 page 204 in [7]).
The elastic energy associated with a strain § € AS.(u) is defined by

EE(,LL,ﬁ) = Ol )W(ﬁ) dz,
e (K

where W(3) = %(CB : B. The elastic energy & : X — R induced by the distribution of
dislocations y is given by

E: = i E.(u, Q).
() semin (1, B) + |pl(2)

The rescaled energy functionals F. : X — R are defined by
1

(2.1) Fe(p) == 1715800'

og z

The main result of this paper is the study in terms of I'-convergence with respect to the

flat topology of the functionals F.(u). We show in Theorem 2.4 that the I'-limit is obtained

by a suitable relaxation of the so-called prelogarithmic factor 1, that we define as follows:
given ¢ € R?, we set, according with [12]

() = min{ W((9))do : T € L*(0B;,M?*?), Curl ;r(e) =0,

0B,
/ | T(0)-1(0) a0 = g},

where (p,6) are polar coordinates in R?, ¢(f) denotes the tangent vector to dBi, and the
equation Curl %F(Q) = 0 has to be understood in the sense of distributions in R?\ {0}. The
minimum in (2.2) is attained by a function denoted by I'¢ which is unique up to additive skew
matrices.

(2.2)
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The displacement up2(§) induced on the whole plane by a straight infinite dislocation
centered at 0 with multiplicity £ is computed explicitly in the literature (see e.g.,[4, formula
(4.1.25)]) and it is of the form

uga(p, 0) = Fe(0) + gelog p,

where g¢ € R? and the function Fg is given by F¢(0) = f09 fe(w) dw for a suitable function
fe € CY(0B1; R?), with f027r fe(w) dw = &. The corresponding strain field is given by

(2.3) B (p,0) := = (fe(0) ® (—sinf, cos§) + ge ® (cos b, sinh)).

1
p
The equations satisfied by Bﬂig are

(2.4) { Curlﬁ% = (6 in R?

DivCjg, =0 in R2.

It can be proved that a field satisfying (2.3) and (2.4) is unique up to additive skew matrices
and it is indeed given by

1
(25) Bia(p,8) = ~Te(6),
where I'¢ is a minimizer of (2.2) (see [12]). In particular
. 1
(2.6) (€)= [ W) df = lim — / W (52) dz,
0B, e—0 log € BI\BE

where B, denotes the ball of radius p and center 0.
Let us introduce for any given ¢ € R? and for 0 < r < R, the space

AS, r(€) == {B € L*(Bg \ B,;M**?) : Curl 8 = 0, B-tds=¢,
0B,

(2.7)
LL\BW—ﬁﬁdeM-

The relation between the prelogarithmic factor defined in (2.2) and our energy is clarified
by the following proposition (proved in [12], Corollary 6).

Proposition 2.1. There exists a constant Cy > 0 such that

€

log%’

[1(§) = ve(§)] < Co

where
1

‘= ———  min W(p)de.
Ve () log % BEAS:1(£) /Bl\B8 )

Remark 2.2. In our analysis it will be convenient to introduce the following notation for the
elastic energy of a dislocation in the annulus Br \ B,

1
2.8 nRE) = e R~ logr peam™ e
(2.8) P ,R(f) log R — log T BeAS, r(€) /BR\BT )
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Using a change of variables we clearly have 1, p(§) = ¢% (£), and hence

2
w@‘”““g%mﬁimw

In particular

lim 40 2(€) = ¥(E).

R

We introduce the density function ¢ : S — [0, +00) of the energy F through the following
relaxation procedure

N

N
(2.9) ©(£) := inf {Z IVl Y Meh=¢ NeN ez e s} .
k=1

k=1
It can be easily proved (see [12]) that the infimum in (2.9) is in fact a minimum.

Definition 2.3. We say that b € S is a Burgers vector if ¢(b) = ¢ (b), and denote by B the
class of such vectors.

It is easy to see that S = spanz% and that for every A\',... . \f € Z, b!, ..., bF € B

k k
W (Z w’) > N,
i=1 =1

Therefore, in the relaxation in (2.9) we can replace S with 8, namely for every £ € S we have

k k
(2.10) ©(€) = min {Z IN(0) 1 €= NV, N €Z, b € %} .
i=1 i=1
The limit energy induced by a configuration y is the functional

N N
(2.11) Fp) = Z (€9 for any p = Zficsxi eX,
i=1

i=1
The following I'-convergence result holds.

Theorem 2.4. Let F. and F be defined by (2.1) and (2.11):
(i) Compactness. Let ¢, — 0 and let {up} be a sequence in X such that Fe, (1) < M

for some positive constant M independent of h. Then, (up to a subsequence) up flag
uweX.

(ii) I'-convergence. The functionals F., T'-converge to F, as ep — 0, with respect to the
flat norm, i.e., the following inequalities hold.

[-liminf inequality: F(u) < liminfp 4o Fe, (1) for any p € X, and pp fla [L.
I-limsup inequality: given p € X, there exists {un} C X, with pp flag w, such that
lim Sy 400 Fop (1) < F(1)-

The proofs of the compactness and the I'-liminf inequality are quite technical and are
based on the so-called “ball construction” (see [18] and [6]), which is used in the context of
superconductivity. As explained in the Introduction, a specific difficulty of our context of
plane elasticity is due to the fact that the energy depends only on the symmetric part of the
field 5. Moreover, the optimal Korn’s inequality constant blows up on thin annuli, and the
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function ¢, g defined in (2.8) vanishes as R/r — 1 (see Example A.1). It is then not clear
how to estimate the energy from below on thin annuli. For this reason, in the implementation
of the ball construction technique, we will work only with annuli whose ratio of the radii is
given by a constant ¢ > 1. To this purpose we have to revisit the standard ball construction
in [18]. We will introduce the needed discrete ball construction in the next section.

3. REVISED BALL CONSTRUCTION

Here we revisit the ball construction introduced in [18]. The main goal is to provide the
key lower bounds (see Proposition 3.2) on annular sets, needed in the proof of the I'-liminf
inequality and of the compactness. First, we give a lower bound for the energy on a single
annulus B \ B,.

Lemma 3.1. Given 0 < r < R and £ € R?, for any admissible configuration 3 € AS, r(€)
(defined in (2.7)) we have
¢°1 R

5sym 2 dz P E og —,
o 17 22 G e o8
where K(R/r) is the Korn’s constant defined according with (A.1).

Proof. We introduce a cut L on the annulus Br\ B, so that (Br\ B,)\ L is simply connected,
and exploit the fact that [ is a curl free field in Br\ B,.. More precisely, there exists a function
u € HY((Bgr\ By) \ L;R?) with Vu = B in (Bg \ B,) \ L. From the circulation condition in
(2.7), applying Jensen inequality, it is easy to see that, for any given skew symmetric matrix

A, we have
R 2w 2 2
1 R
/ ]Vu|2d:c2/ — Vu-tdo dp:ﬂlog—;
Br\Br v 27p | Jo 2m r
the thesis follows directly by applying classical Korn’s inequality (Theorem A.1). O

For any given C > 0, let f : Rt x RT x RT™ — R be defined by
R
(3.1) f(r,R,t) :== Ctlog o

Clearly f satisfies the following properties
i) f(r,p,t) + f(p, R, t) = f(r,R,t) forevery t >0 and 0 <r < p < R ;

ii) if f(r", R",1) = a for every i = 1,...,m, for some o € R*, then
m . m .
o= f(Zr’,ZRz,l).
i=1 =1

Fix p = Zi\il ¢6,: € X, and set

N .
(3.2) we = | J Ba(2).
=1

Proposition 3.2. Let ¢ > 1 be fized and let f be defined as in (3.1). Let F be a positive
additive set function on the open subsets of € that satisfies

(3.3) F(Br(x)) = f(r, R, |n(Br(z))|) + F(B(x)),
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for every x € R? and every r, R € RY with % = ¢ such that Br(z) \ By(x) C Q\ we. Finally,
let p> 0 and let A be an open subset of 0 such that dist(z*,0A) > p for all ' € A. Then,

(3.4) F(A) 2 [u(A)|f(Ne N, 2 1),

The statement of Proposition 3.2 is proved by computing a lower bound for the energy on
a sequence of larger and larger annuli in which the main part of the energy is stored. We
follow closely the strategy of the ball construction introduced by Sandier in [18]. The main
difference is that we need to construct annular sets with radii satisfying R/r = ¢. To this
purpose, our ball construction consists in a discrete rather than continuous process in which
at each step either all the balls expand or some of them merge together. We proceed by
introducing our discrete ball construction.

Discrete Ball Construction

Let {a:}Z 1.~ be a set of points in R?, ¢ > 1, and € > 0. We set No := N, :co—:z:
b =14 =¢, for every 1 <i < Np and By = {BRz (xo)}l 1,..N,- Given z! R i for

i=1,...,N,_1, we construct recursively z?,, R, rl, for i = 1,..., N,, as follows. First, we
consider the family of balls {B_p 71(1‘”_ )} If these balls are palrwise disjoint, we say that

n—1» n—1

n is an expansion time. In this case, we set N, = N,_1, and

i i i i i ~
ot =2l | R,=cR |, ri=r1l_, foralli =1,..., Ny.

If, otherwise, the balls in {B,p (z%_;)} are not pairwise disjoint, we say that n is a merging
n—1

time. The merging consists in identifying a suitable partition {S i}i=1,..N, of the family

{BCR;_I(x%_l)} and, for each subclass S}, in finding a ball By, (2,) which contains all the

balls in S; with the following properties:

i) the balls B, (2,) of the new family are pairwise disjoint;
ii) R}, is not larger than the sum of all the radii of the balls BCRi_l(.ZU;L'I_l) € §j, ie.,
contained in B, (a:n)

Such a construction can be always done by an induction argument, for more details we refer

o [18]. After the merging, we reset all the quantities introduced above as follows: 7, and
R] for j =1,..., N, are determined by the merging construction, while the parameters 7“,]1,
referred to as the seed sizes, are defined so that, for all 1 <4 < N,_; and 1 < j < N,, we

have

R, - R,
% a szfl ’
and hence
(35) f(rgm Riw 1) = f(T;L;L—l’ sz—l? 1)

Furthermore, at any step n, we define a parameter 7,, that counts the number of merging
occurred until the n-th step. More precisely, if n is an expansion time 7,, = 7,_1 whereas if
it is a merging time 7, = 7,—1 + 1. In this way, at time n we have made n — 7,, expansions
and 7, merging.

Definition 3.3. We refer to the construction above as the Discrete Ball Construction asso-
ciated with the points {z'};—1 . n. In particular, for every n € N we have defined a family of
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balls
B, = {Bpi (x})}i=1...N,
a family of seed sizes {r;}lzl ~,, and the merging counter 7,.

We are now in a position to prove Proposition 3.2.

Proof of Proposition 3.2. Consider the Discrete Ball Construction associated to the points
xz" € A. The balls in B,, satisfy

(3.6) RJ
(3.7) )

IN

e ﬁ{z : Be(xl) C BR% ('/1".7]1)}
c™metfi: Bu(a') C By (w))}.

IN

We first prove (36) by induction arguing as follows. If n is an expansion time, then we clearly
have R}, = ¢R’_,. While if n is a merging time, by construction (namely, by property ii))

we have
J § : i
Rn <c n—1-
7 BR£171 (l’;il)CBR‘ZL ((Egn)

As for the proof of (3.7), notice that

R) R, .. . . ,

—;Z = c l." L ifnisan expansion step, for any j € N, = N,,_1, 1 € N1,
r Tn—1

R}, Ry . . . . .

— = T if n is a merging step, for any j € N, ¢ € N1 .

r Tn—1

We deduce that %’71 = """ . Therefore, (3.7) follows by (3.6) since

n

R%< c"

J —
Ty =

T S el Be(a') C By (a1)} = ¢ e{ic Be(a') C By (27)}

The main point of this construction is that it provides the following lower bound: for every
n € N and for every j =1,..., N,

(3.8) F(B]) 2 [u(B))\|f (r}, B, 1),

where, for sake of simplicity, we have set Bl .= B Ri (x%)
We prove (3.8) by an induction argument. For n = 0 there is nothing to prove. Suppose
that the inequality is true at time n — 1. If n is an expansion time, then

F(B)) = F(B,\Bj_)+F(B_;) = f(R_, R, |n(B)|) + f(ri_y Ry [n(Bi_,)))

n—1s

= |(BYIf(r]_, RI,1) = (B f(rd, BRI, 1),

where we have used (3.3), the induction hypothesis, the fact that the quantity | M(Bi_1)| does
not vary during the expansion times and that, since n is an expansion time, 7/ | = r3,.

It remains to prove that inequality (3.8) is preserved during a merging time. Let n be a
merging time and let {B}_,}ic; C Bj. Since u(Bj) = Y,c; u(BL_1), we have |u(B)| <
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dier |M(B%_1)|. Then, using (3.5), we conclude
F(B) > Y F(

el
1€l
Finally, let 7 € N be the first integer such that at least one ball in By intersects 0A.
Clearly Zf\fl RL > p/2; moreover, by (3.7), we immediately deduce vajl ri < cNeN. Now
we distinguish two cases. If 7 is an expansion time, then using (3.8) and property ii) of f, we
get

Nﬁ 1 Nn 1 N’ﬁ ) . RZ
F(A) = Y F( Z\u DI oy Rh_g, 1) = Y |u(Bo)|f(rk, =2, 1)
i=1 1=1

Nn Nn
= D IuBIIF k. ZR ) = |u(A)F (e N, 1),
=1 k=1

If otherwise n is a merging time, then we conclude

Nﬁ 1 Nn 1
F(A) = Z Z ‘:U’ |f Ta—1> iL 1’ >Z|:u' ‘f n7 )
i=1
= Zm (BIIf( Z R,ZR (A f(Ne N, £ 1),
k=1
Since ¢ > 1, the conclusion follows. O

Remark 3.4. Notice that, in order to prove (3.4), we gained indeed the following stronger
estimate: for every n € N, we have

Np
F(A) = > [u(B)IF(NeN. Y REL1).
BleB, k=1

BiCcA

4. COMPACTNESS

The first step in order to prove the compactness and the I'-liminf inequality is to show a
lower bound for the elastic energy of a “cluster” of dislocations. Let p := Zfi 180, € X
and € > 0. We recall that w, is defined in (3.2) and that K(c) is the Korn’s constant for an
annulus with a cut, whose ratio of the radii is ¢ (see (A.1)). Finally, we recall that ¢; is the
constant in (1.1).

Lemma 4.1. Fiz e > 0, let p = vazl €6, € X for some ' € Q and & € S, and let
B € AS-(1). Finally, let 0 < 6 <1 and A C Q be open. If dist(z?,0A) > & for all 2 € A,
then, for every constant ¢ > 1, we have

(4.1) » W(B) dz > ¢ 2'2‘;?()6‘) ((1—6)logl — (N +1)logc—log2N).
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Proof. We apply Proposition 3.2 for f defined as in (3.1) with C' = 275%((;) and

(4.2) FO) =B p.U)i= [ W()da,

for all open subsets U of 2. By Lemma 3.1 and (1.1) we deduce that (3.3) holds. Setting
p = &%, from (3.4) we conclude

i A) s
d > A N N s 1) = |M( 1
A\waW(B) T 2 AN, 5 1) UorK(c) 82N+ N
_ duta ;
= 1oy (L~ Olog s = (W + 1) loge — log 2N).

0

We are now in a position to prove the compactness result. The idea is to modify a sequence
of measures {up,} with equi-bounded energy by identifying clusters of dislocations with Dirac
masses whose multiplicity is given by the effective Burgers vector of the cluster, i.e. the total
mass of the cluster. Applying our lower bound, we show that the modified sequence {fi;} is
bounded in variation and then weakly* converges, up to a subsequence, to some p € X. We
deduce the convergence of up to p with respect to the flat norm by the fact that pp — fip has
vanishing flat norm.

Proof of the compactness property. Let e, — 0 as h — +o0o and let pp = vazhl };53&2}; be a
sequence such that supy, F¢, (un) < M for some positive constant M. We have to prove that

(up to a subsequence) {up} flag o for some ;€ X.

Fix 0 < § <1 and let '
Agy () = U Bsh).
xj, €supp (44
Notice in particular that dist(z?, 8A52 ) > el Let {C(l;’h}lL . be the family of the connected
components of A (un,) which are contained in € and satisfy | ,uh(C’éyh)| > 0. By Lemma 4.1
we deduce that for every [ =1,..., Ly and f), € AS., (1n)
l1n (C5,)) 1
w dr>cg—————((1—-9§)log— — (N, + 1)1 — log 2IVy,).
L, W) de = e G (1 - ) log 2 = (N, + 1) loge — log 2N

5,n \We,

Since Ny < |un|(Q) < &, (un) < M log -, we deduce

|1 (C5,)! 1 1
4. > —F——((1=-0—- M1 log — — log(2cM log —
43 &) 2 e} SR (1 =6~ Mloge)log — — log(2eM log 1))

If ¢ — 1 is small enough we deduce that Lj, < L for some L independent of k, so that, up to
a subsequence, we have L, =L € N. Forany [ =1,...,L, let .fcg’h € Céh be fixed and set

L
~ !
in =Y #n(Con) g, -
=1
From (4.3) we easily see that |f|(2) is uniformly bounded; hence the sequence {fi} is
precompact in X with respect to the weak* topology, and therefore also with respect to the
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flat topology. It remains to prove that ||un — jinllge, — 0 as h — +oo. Fix ¢ € Wol’OO(Q) with
HqﬁHWLOO(Q) < 1. Let D%,, 1 =1,... Ny be the connected components of A which are not
0 k)

contained in €2, and let E(l;h, l=1,... Nh be the remaining ones, i.e., contained in {2. Since
¢ =0 on 00 and H¢”W1,OO(Q) <1 we have
0

1
(4.4) |p(x)| < diam(D5 ) < 2Npe8 < 2Med log — for all = € D},

b E:h b
and so

- " 5 1
/ 6 d(un — fin) < sup |4 / A(ln) + 17in]) < (pnl + 7in]) (D) 2M e Tog
Dfs,h Df;,h Dfs,h €h

Set ¢ = ¢ dz. As in (4.4), we deduce |¢p — ¢;| < 2Me? log é for all x € Efsyh.

|Etl§,h| B ),

Therefore, for every [ =1,... N}, we have
/ ¢ d(pn — fin) = / (¢ — é1) A — fin) + / &1 d(pn — fin)
B ), E B,

- ) - 1
< (Jpnl + |an))(ES ) diam (B} ) < (|pnl + |inl) (B ) 2Me), log -~

l
S,h

It follows that
Nh Nh
@s)  [odw-m) = > [ odw-m+ [ odum—pm
Q =1 D<l§,h =1 Efs,h

- 1 1\2
< (] + Vi () (4M=h 105 ) < C(Tog ) <,

which tends to zero as €, — 0. By the very definition of the flat norm it follows that
lleen — finllga, — O as h tends to infinity. O

5. LOWER BOUND

In the proof of the I'-liminf inequality we will first suitably remove the clusters of disloca-
tions with zero multiplicity. To this purpose we need a lemma providing upper bounds for the
energy on suitable annuli surrounding such clusters. We will use the notation of the discrete
ball construction (see Definition 3.3).

Lemma 5.1. For any given ¢ > 0, let p € X and B € AS: (1) be fired. Let 0 < v < a <1

log £ (a—7)
and let ¢ > 1 be such that logc < T

Then there exists n € N such that
Np
(i) e* <> Ri<e;
i=1
(ii) n is not a merging time;

W(8) da log ¢ Ec(u, B)

< .
= log (o —7) —loge|u| () —loge

(i) [ -
QNUiB, i (23)\Bpi (23)
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Proof. We denote by n, the first step n in the ball construction such that Zii”l Rl > &® and
similarly we set n., so that for every no, < n < n, —1 (i) holds true. Notice that in the ball
construction

Nn

Np—1
Ymey m
i=1 i=1
By a straightforward computation we get

E*y S cn.y—na—i—lga’

(a—v)log £
and so ny — ng > —Togc

|| (£2), we deduce that

— 1. Recalling that the total number of merging is smaller than

(a —7)log L

—-1- Q
o (),

TL7 —1- Tnﬂ/_l — (na -1 Tna—l) >

where the left hand side represents the number of expansion times between n, and n, — 1.
The thesis follows by the mean value theorem since

Ee(p, B) > >

Na<n<n,—1
n is an expansion time

/ W(B) da.
QNUiB, gi (€3,)\Bpi (z4,)

O

Proof of the I'-liminf inequality. Let e, — 0as h — +o0o. Forany h € N, let up, = vazhl f,idx}- €
X such that up ag u for some p = ZZJL £16,: € X. We have to prove that

< liminf 7., ().
F(n) < liminf 72, (up)

By a standard localization argument we can assume p = £%6,0 for some ¢ € S, 2% € Q.
Moreover, we can assume that liminfp_, oo Fr, (1) = lUmpioo Fep (un) < M, for some
positive constant M.

Let By € ASe, (un) be the strain that realizes the minimum in (1.3), namely Eg, (up, On) =
minﬁeAsgh (un) Een (4, B). The idea is to give a lower bound for the energy on a finite number
of shrinking balls where both the energy and the flat norm concentrate. To this purpose fix
0<vy<a<l,c>1such that

N 1
(5.1) logc<min{;;+71, Ma}‘
Since
1
(5:2) No = |l () < M1og —

we can apply Lemma 5.1; in particular, let 7 be such that eff < Zf\i’l RE < EZ. Consider the
family of balls B, := Bp: (z3;) in By such that B.pi (27;) C Q. We denote by J, C {1,..., N5}
the set of indices ¢ such that B,p: (28) C Q and pp(BL) =0, and by I, C {1,..., N} the set
of indices ¢ such that B pi (%) C Q and py(BL) # 0.
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We prove that I, is finite. Recalling the definition of E,, in (4.2) and in view of Remark 3.4

applied with f(r, R,t) = 2W%(C)tlog % we obtain

Nx
Ee, (n, BnsUier, BL) = > |un(BE)|f(cNrepnNy, Y Ri,1)
-1

ie€ly =

1
> Z clm((l —a— Mloge) log;h —log (Mlogglh)»
i€y,

where we have used Zf\ﬁ”‘l RL > &% and (5.2). Since E., (i, B, Uier, BS) < M log i, and 1—
a— Mlogec > 0 (see (5.1)), we conclude that 1}, is uniformly bounded. Up to a subsequence,
we have #I;, = L for every h € N, for some L € N.

Consider now i € Jj,. Recalling that Curl 8, = 0 in the annulus Cf := B, pi (23;) \ Bgi (77)
and ip (B, gi (z%)) = 0, we get that 3, = valﬁ for some vflﬁ € HY(CL;R?). Thus, applying
Korn’s inequality (Theorem A.1) to v,ilﬁ, we deduce that

[ 190 = AP dz < K(0) [ ((Feh P do = K [ 157 d
Ci Ci ’ Ci

where AZ 5 is a suitable skew-symmetric matrix. By a standard extension argument, there
exists a function u}m € Hl(BCR%(x%); R?) such that Vu}'m = Vv,im — A};’ﬁ in C& and

n

(5.3) / Vi, 2 dz < cl/ Vol AL Pdg< ClK(c)/ B2 dg,
B, pi (%) ’ ci ’ ’ ci

for some positive constant C;. Consider the field 8, : Q — M2*2 defined by

Bu(x) = { Viha@) + Ay if @ € By withi € Jy,
P Bule) otherwise in Q, (11,).
It follows, by the definition of 3j, and by (5.3), that for every i € J;, the following inequalities
hold
[ W < ef TP
BCR% (z7) BCR% (z%)
< oo [ 1A e [ 15 ar
CE B

C2

< —(1+CiK(e) | W(Bp) dz,

C1 C%

where ¢; and ¢ are the constants in (1.1). Applying Lemma 5.1, we deduce

1 ~ C2 Mlogc
5.4 W(B,) dz < 201+ 1K :
(54) logi /U (Bn) do < 01( T (C))log i(a —d—Mlogce) —loge

iedy, BCR% (@%)

which vanishes as ¢, — 0.
Let us introduce the modified measure

fin =Y pn(Bh)6,: .

i€l
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Arguing as in the proof of the compactness property, and more precisely of estimate (4.5), we

deduce that f, — pun Haty 0, and hence, up to a subsequence, fi, — £96,0.

The points x%, i € Ij, converge, up to a subsequence, to some point in a finite set of
points {y° = a:o,yl,...,yL,} contained in Q. Let p > 0 be such that Bs,(zg) CC 2 and
Ba,(y7) N Bap(y*) = 0 for all j # k. Then,

x% € Bp(yj ) for some j and for h large enough .

Thus, using the convergence of fij, to £°6,0, one can show that for h large enough

(5.5) Y. (B =¢".
a5, €By(20)
We finally introduce the measure
fir = pth L Uier, () Bl

where we have introduced the notation Iy(p) = {i € I, : 2% € B,(2°)}; by (5.4), it follows
that

(5.6) Ealim) = [ Wedoz [ W (Ba) dz + of1).
Qsh(ﬂh) Q€h(ﬂh)mBZp(wo)

It remains to prove the lower bound for the right hand side of (5.6). Fix 0 < n < 7.
Let us denote by gy : [7,7] — {1,..., L} the function which associates with any ¢ € (n,7)
the number g¢5(0) of the connected components of Uier, (o) B2 (x%). For every h € N, the

function g, is monotone so that it can have at most L discontinuities. Let us denote by &%
fori=1,...,L < L such points of discontinuity, with

n<ol <. <ok <A

It is easy to see that there exists a finite set A = {6°,§1,. 5L} with §¢ < 6'T!, such that, up
to a subsequence {5h}h€N converges to some point in A as h — +oo, for every i =1,..., L.

We may always assume 6° = 7, 5L = yand L < L +2.
Now, for any fixed ¢ > 0 small enough and for h large enough (i.e., such that for any

j=1,. \(5] — 6| < o for some & € A) the function g is constant in the interval
[6¢ + o, 6”1 o]. Thus for every i = 0,...,L — 1 we can construct a finite family of N
annuli C’J’ = BJ;LU \BJ(SZJrl _, with j = 1, ..., Nip, such that Ci]’h are pairwise disjoint for

all 7 and all j and

Nin
(5.7) U Br C L_J Ww

ke€ln(p)

for all i = 0,..., L. Note that, for h large enough, C’lj C Bs,(2°) for all i and j. Recalling
(2.8) and in view of Remark 2.2, the following estimate holds

- 1 . .
RGO log — (8" = 6" +20)8 g1 _siso (fin (BJ;ZM))

> log — (61 — ' + 20)6(in(B':,)) — Colin(B:)I.

i %
5h 5+o‘ 5+cr
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Notice that in view of (5.7) and the weak* convergence of {/is}, we have

n(B )< D7 |an(BR) < |inl(©) < Co,
“h kel (p)

for some Cy > 0. Summing over i =0,...,L—1and j=1,... , Np.i, we obtain the following
chain of inequalities

I: lth

Br)de>> "> [  W(B)d

/Qsh(ﬁh)ﬂB%(wo) i=0 j=1 ot

L—1Nn;
>>) <log (6" — 6"+ 20)y(fa <Bﬂ;z+o>> - COWBJ;W,)P)
=0 j=1
1 -1 ' .
> log = 2(5”1 — 0"+ 20) (%) — CoL*C5,
L

where the last inequality is a consequence of (5.5), recalling the definition of ¢ (see (2.9)).
Finally we get

/ W(Bp) dz > (y —n +20L) log — (%) — CyL*C3,
Eh(ﬂh)mng(lﬂO)

and hence using (5.6) we have
liminf 7., (un) > (v — 1+ 20L)p(£°).
h—400

The I'-liminf inequality follows by taking the limits ¢ — 0, n — 0 and v — 1. g

6. UrPPER BOUND

In this section we will prove the I'-limsup inequality, namely we will show that for every
p € X there exists a recovery sequence {up} C X that converges to p in the flat topology and
satisfies
lim sup F, (un) < F(u).
h—400

We first assume that p belongs to the subclass D of X defined by

N
D:={peX| M:Zbi(sxi,bie%, z' # 2t for i # j}.
i=1
where ‘B is the class of Burgers vectors defined in Definition 2.3. The general case is obtained
by a standard diagonal argument.

Let = SN | b0, in D; then F(u) = S (b)) = SN 4(b"). In this case, the recovery
sequence is given by the constant sequence uy = p for every h € N. To show this, for every
1=1,...,N, let ﬁfﬁéz be the planar strain field defined in the whole of R? corresponding to
the dislocation centered at 2 with Burgers vector b’. Recalling (2.3), we set
1 Ty — xh

———T%i(f) where 0 = arctan 22
|z — 27| ]

Bi(x) == Ba(w — o) =
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and define 3, := sz\i1 3. Clearly 8, € AS., (u) for every h € N. Then

1
}_ — min / w dz
€h (iu’h) log £ BeASeh(Nh) Qah(l‘h) (/8)
1 N
S ALY / S
lOg % Qah (Nh) 8 10g cn Eh Mh ;
61 < / W(ﬁz) dz
log o ; Br(e)\Bey (@

(6.2) - Z Z / Cp': ' da,

Eh i=1 j=i+1 (Q\Be), (z))\Be,, (z7)

where R > diam(f2). As for the integrals in (6.1), from (2.6) we have that for every i =
1,....,N
1

lim / W(B) dz = 9 (b").
h—+o0 10g - J By (ai)\B., (+7)

In order to conclude, it suffices to prove that each term of the sum in (6.2) tends to 0 as

h — +o0. To this purpose, for every 4,7 =1,..., N with i # j set p;; := Jo* _M . Then

/ CB : Bl dx = / cgizﬁfdx+/ Cp*: B dx
(Q\Be), (21))\Be, (z7) By, ; (@)\Be), (z7) By, ; (@9)\Be,, (27)

CB': B da.

o
(Q\Bpij (Ii))\Bﬂij (z9)

Since ¢ € LlOC(R2 \ {#%}) the last term in the right hand side is bounded. As for the first
two integrals, it is enough to apply Holder’s inequality in order to obtain

Cp :fdr < ||CB A 157 , .
/Bm‘]( B, (o) gopde < | ﬁHLQ(BPZ.].(mZ)\BEh(zl))H’B HLQ(Bpij(aﬂ)\BEh(zl))

IN

c “BiHLQ(BPij(xi)\BEh(xi)) HBjHLQ(Q\BpZ.j (23))

here and in the following lines C' denotes a positive constant that may change from line to
line. By (2.5) we get

» 1
18Y? dz < C'log —,
By, ; (z1)\Be,, (27) €h

. . 1
/ Cp": B/ dx < Cy/log —
(Q\Bz), (z%))\Be, (#7) €h

for every 4,5 = 1,..., N with ¢ # j. Therefore,

1
lim 1 /
h—+oc log en J(Q\Be, (z9)\Be,, (27)

and hence

(C,B}L : ,B}Jl dz =0,
and so

N N
lim sup F,, (1n) SZ Z (b') = F(p).
i=1 =1

h—400
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We have proved that the I'-limsup inequality holds for any u € D. Now we conclude noticing
that D is dense in X with respect to the weak® topology, and hence with respect to the flat
topology. More precisely, for any p = Zf\il £46,:, with € € S = spanz®B (i = 1,...,N),
we can construct a sequence {u} C D such that F(ug) = F(u) and gy — p. Indeed, by
(2.10), for every i = 1,..., N we can find a decomposition of ¢ = Py L @i/ such that

P(€') = 3751 s (V7). Now, for every k € N we define

i

ukuijZMk

=1 j=1 =
where for every k x;l(k) are distinct points in €2, and |x;l(k) —2'| — 0 as k — +o0. Clearly
{pr} € D and py, = p. Moreover

s; ol
53 9 ST 3 pS Zw
i=1 j=1 I=1 i=1 j=1

The thesis follows using a standard diagonal argument. Indeed, since for any measure in D,
the recovery sequence is given by the constant sequence, we have
limsup Fe, (ux) < F(uw) = F ().
h—o0
Therefore, there exists a sequence kj, — 00 as h — oo such that uj := g, is a recovery
sequence, i.e.,
lim sup F,, (1) < F(u).

h—o00

0

Remark 6.1. In the proof of the I'-limsup inequality we have shown that configurations of
dislocations optimal in energy belong to the class D. As a consequence, we get the same
I-limit if we start from an energy for which the only admissible dislocations are those whose
multiplicity belongs to B, i.e. to the set of Burgers vectors. Precisely, if we define

Gelm) = { +o0o  otherwise,

then G, still I'-converge to the functional F defined in (2.11). In this respects, the class of
Burgers vectors in B are the building blocks to describe multiple dislocations in S.

APPENDIX A. KORN’S INEQUALITY IN THIN ANNULI

Here we revisit some results concerning the Korn’s inequality in thin domains. First, we
recall the Korn’s inequality on annular sets with a cut.

Theorem A.1 (Korn’s inequality). Let 0 < r < R, let L := {0} x (r,R), and let u €
HY((Br \ B,) \ L;R?) be such that f(BR\BT)\L(V“ — Vul) de = 0. Then, there exists a
positive constant K = K(R/r) such that

R

(A1) / var < k(1) [ (Va)y™™? da,
(BR\Br)\L "7 J(Br\Br)\L

Vu + VuT

where (Vu)»™ = 5
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The proof of such theorem can be proved for instance covering the annulus (Bg \ By) \ L
with two open overlapping sets Ay, A2 C (Bg \ B,) with Lipschitz boundary, and applying
classical Korn’s inequality on each A;, see for instance [20].

The best constant K of the Korn’s inequality on annular sets (without cuts) has been
explicitly computed in [10]. In this context it’s important to remark that such Korn’s constant
depends only on the ratio of the radii, and tends to infinity when this parameter tends to 1.
In particular, we deduce that also K(R/r) — oo as R/r — 1.

A natural question is whether the best (i.e., the lower) Korn’ s inequality blows up on thin
annuli also in the class of our admissible strains AS, r(§). Let us show that, actually, this is
the case. More precisely, let ¢ € R? and let r, — 1. Then, there exists a sequence of strains
B € ASy,, 1(€) such that

(A.2) / ’571’2 dr > Cn/ ‘67slym‘2 dx,
Bi\By,

Bi\By,,

for some ¢, — 0o as n — oo. Indeed, by [10] there exists a sequence u,, € H'(B; \ B,,;R?)

such that
/ Vuun|2 dz > 5n/ VU™ g
Bl\BT'n Bl\BT'rL

with ¢, — co as n — oo. By homogeneity we may assume

/B\B |VuY™ % de = 1.
1 ™

Let B(p,0) := %p ® (—sinf, cos ), and notice that g € AS,, 1(§) for every n. Finally, set
Bn = Vu, + 8 € AS,, 1(§); a straightforward computation shows that (A.2) holds.

The sequence 3, just constructed is such that its symmetric part is bounded in L?, while
its skew part blows up as n — oo. In particular, the linearized energy induced by 5, on the
annuli By \ By, is larger than 1 —r,. In the next example we construct a strain 5 € AS,.1(£)
for every 0 < r < 1 whose linearized energy density vanishes on thin annuli By \ B, (asr — 1),

showing that the function v, p defined in (2.8) vanishes as R/r — 1.
Example A.1. Let S(x,y) : R? = M?*2 be defined by

S(x,y) = < _Ox 35 >

2

1

Notice that Af = 1, and hence curl (—fy, fz) = 1. Finally, set

Notice that curl S = (1,0). Set

af  of
s =sten (7 G )

It is easy to see that 3 € AS,1((m,0)) for every 0 < r < 1 and |3%™|? < |V f|>. Moreover,
|V f| = 0 on 0By; a straightforward computation shows that

1
liml/ IVfI*de =0,
r—1 log; BI\BT

so that the density of the linearized elastic energy vanishes on thin annuli B; \ B, as r — 1.
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