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Abstract. We prove a weak comparison principle in narrow domains for sub-super so-
lutions to −∆pu = f(u) in the case 1 < p 6 2 and f locally Lipschitz continuous. We
exploit it to get the monotonicity of positive solutions to −∆pu = f(u) in half spaces, in
the case 2N+2

N+2 < p 6 2 and f positive. Also we use the monotonicity result to deduce
some Liouville-type theorems. We then consider a class of sign-changing nonlinearities and
prove a monotonicity and a one-dimensional symmetry result, via the same techniques and
some general a-priori estimates.

1. Introduction and statement of the main results.

In this paper we consider the problem

(1.1)


−∆pu = −div(|∇u|p−2∇u) = f(u), in RN

+

u(x′, y) > 0, in RN
+

u(x′, 0) = 0, on ∂RN
+

where we denote a generic point belonging to RN
+ by (x′, y) with x′ = (x1, x2, . . . , xN−1)

and y = xN . It is well known that solutions of p-Laplace equations are generally of class

C1,α (see [Di, Lie, Tol]), and the equation has to be understood in the weak sense.

We first study the monotonicity of the solutions. This is an important task that naturally

occurs in many applications: blow-up analysis, a-priori estimates and also in the proofs of

Liouville type theorems.

The study of the monotonicity of the solutions was started in the semilinear nondegen-

erate case in a series of papers. We refer the readers to [BCN1, BCN2, BCN3] and to

[Dan1, Dan2] and [Fa]. Also we point out some interesting results recently obtained in

[DaGl] and in [FV2]. We also refer the readers to [QS] and to the references therein, for

the case of fully nonlinear operators.

The technique which is mostly used in this topic is the well known moving plane method
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which goes back to the seminal works of Alexandrov [Ale] and Serrin [Ser]. See also the

celebrated papers [GNN, BN].

The moving plane technique was adapted to the case of the p-laplacian operator in bounded

domains firstly in [DP] for the case 1 < p < 2 and later in [DS1] for the case of positive

nonlinearities and p > 2. Actually the technique used in [DP, DS1] follows more closely the

arguments in [BN], where the application of the moving plane technique is carried out using

only the weak comparison principle in small domains and the strong comparison principle.

We recall that one of the difficulties encountered working with nonlinear operators is due

to the fact that comparison principles are not equivalent to maximum principles, as for the

semilinear case.

When considering the case of the half-space, the application of the moving plane technique

is much more delicate since weak comparison principles in small domains have to be sub-

stituted by weak comparison principles in narrow unbounded domains.

Also the strong comparison principle does not applies simply as in the case when bounded

domains are considered. In the semilinear case p = 2 many arguments exploited in the

literature are very much related to the linear and nondegenerate nature of the operator,

so that it is not possible to extend these arguments to the case of equations involving

nonlinear degenerate operators. These are the main reasons for which there are no general

results in the literature when dealing with the case of the p-laplacian.

In [DS3] it is considered the two dimensional case for positive solutions of −∆pu = f(u)

with a positive nonlinearity f . It is there used a geometric technique which goes back to

[BCN2]. It seems not possible to adapt this technique to the higher dimensional case for

geometric reasons.

In this paper we use a new approach based on a new weak comparison principle in narrow

domains stated in the following:

Theorem 1.1. We suppose N ≥ 2, 1 < p ≤ 2, λ > 0 and assume that f is locally Lipschitz

continuous. Set

Σ(λ,y0) :=

{
RN−1 × [y0 −

λ

2
, y0 +

λ

2
]

}
, y0 ≥

λ

2
.

Consider u, v ∈ C1,α
loc (Σ(λ,y0)) and u,∇u, v,∇v ∈ L∞(Σ(λ,y0)) such that

(1.2)


−∆pu ≤ f(u), in Σ(λ,y0),

−∆pv ≥ f(v), in Σ(λ,y0),

u ≤ v, on ∂Σ(λ,y0).

Then there exists λ0 = λ0(N, p, ||∇u||∞, ||∇v||∞, ||u||∞, ||v||∞, f) > 01 such that if, 0 < λ < λ0,

it follows that

u ≤ v in Σ(λ,y0).

1 λ0 will actually depend on the Lipschitz constant Lf of f in the interval
[−max{‖u‖∞, ‖v‖∞},max{‖u‖∞, ‖v‖∞}].
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If u and v are not assumed to be bounded, the same conclusion holds, if we assume that

the nonlinearity f is globally Lipschitz continuous2.

Remark 1.2. i) Theorem 1.1 is proved assuming only 1 < p 6 2, and f locally Lipschitz

continuous. The proof, based on an iterative argument, is also new in the semilinear case

p = 2. To the best of our knowledge, this is the first general weak comparison principle in

narrow domains for the p-laplacian.

ii) A more general class of equations can be considered exploiting exactly the same tech-

nique. More precisely, our proofs works if we replace the p-Laplace operator with a gen-

eral operator in divergence form div(A(x , ∇u)), assuming that A ∈ C0(RN ,RN ; RN) ∩
C1(RN ,RN \ {0}; RN) with A(x, 0) = 0 and

N∑
i,j

|∂A j

∂ηi

(x, η)| 6 Γ|η|p−2 ∀η ∈ RN \ {0}

N∑
i,j

∂A j

∂ηi

(x, η)ξiξj > γ|η|p−2|ξ|2 ∀η ∈ RN \ {0}

iii) More general domains can be considered. For instance, domains like Ω = RN−K × ω

with ω ⊂ RK of small measure, are admissible.

We exploit Theorem 1.1 together with a translation argument which goes back to [BCN2]

that allows to recover compactness in the application of the strong comparison principle.

The application of this procedure in our context is complicated by the fact that comparison

principle for the limiting equations are not known in full generality, see Section 4. We

overcome this problem in Proposition 4.1, by studying the limiting problem in the half-

space and exploiting also the properties of p-harmonic functions. This allows us to get the

following:

Theorem 1.3. Let u ∈ C1,α
loc (RN

+ ) be a positive solution of (1.1) with |∇u| ∈ L∞(RN
+ ) and

2N+2
N+2

< p 6 2. Assume that the nonlinearity f is locally Lipschitz continuous and positive,

that is f(s) > 0 for s > 0 with f(0) > 0.

Then u is monotone increasing w.r.t. the xN -direction, and moreover

∂u

∂xN

=
∂u

∂y
> 0 in RN

+ .

Remark 1.4. An important consequence of Theorem 1.3, is that actually

u ∈ C2,α
loc (RN

+ ).

Indeed, the property ∂u
∂xN

> 0 implies that the set of critical points {∇u = 0} is empty, and

consequently the equation is nondegenerate everywhere. The regularity follows therefore by

standard regularity results.

2In this case λ0 will depend on the Lipschitz constant of f in R.



4 A. FARINA, L. MONTORO, AND B. SCIUNZI

Exploiting Theorem 1.1 and arguing as in the proof of Theorem 1.3 we also deduce the

following:

Theorem 1.5. Let u ∈ C1,α
loc (RN−1 × [0, h]) be a positive solution to

(1.3)

{
−∆pu = f(u), in RN−1 × (0, h)

u(x′, 0) = u(x′, h) = 0, for any x′ ∈ RN−1.

Assume that |∇u| is bounded and that 2N+2
N+2

< p 6 2. Assume also that the nonlinearity f

is locally Lipschitz continuous and positive, that is f(s) > 0 for s > 0 with f(0) > 0.

Then u is symmetric with respect to the hyperplane {y = h/2} with

∂u

∂xN

=
∂u

∂y
> 0 ∀x′ ∈ RN−1 ∀ y ∈ [0, h/2 )

Furthermore, for every θ ∈ (0, h/2), we have

u(x′, y) < uθ(x
′, y) = u(x′, 2θ − y) ∀x′ ∈ RN−1 ∀ y ∈ [0, θ )

In Theorem 7.1, we will discuss some consequences of Theorem 1.3 for the case N = 3,

the case N = 2 being already considered in [DS3]. In particular, we assume 8
5
< p 6 2,

that is the condition 2N+2
N+2

< p 6 2 for N = 3. Assuming also that the nonlinearity f

is positive, that is f(s) > 0 for s > 0, and that f(0) = 0, we show that the equation

−∆pu = f(u), under zero Dirichlet boundary condition, has no bounded non-negative

non-trivial solutions in the half space.

In particular in the proof of Theorem 7.1 we will use some recent results in [FSV1] (see

also [FSV2]) to show that the solution u must have one-dimensional symmetry, that is,

u must depend only on the variable xN . A consequently ODE analysis allows to get the

desired Liouville type theorem and shows that actually the only nonnegative solution is

the trivial one.

We consider the higher dimensional case in Theorem 8.1, where we show that there are no

bounded non-negative non-trivial solutions to −∆pu = f(u) in the half-space, if N > 3,
2N+2
N+2

< p < 2, and the nonlinearity f is positive and subcritical, w.r.t. the Sobolev critical

exponent in RN−1 (see Remark 8.2). The proof of Theorem 8.1 is a consequence of Theo-

rem 1.3, which is exploited following some ideas from [Fa].

The monotonicity of the solution u allows to define a limiting profile, which is a non-

negative bounded solution to the equation −∆pu = f(u) in RN−1. Theorem 8.1 then

follows using the Liouville-type results in [SZ].

In Theorem 8.3, by making use of a similar strategy, we prove that there are no bounded

non-negative non-trivial solutions to −∆pu = f(u) in the half-space, if N > 3, 2N+2
N+2

< p <

2, and the nonlinearity f is positive with f(s) ≥ λs
(N−1)(p−1)

N−1−p in [0, δ], for some λ, δ > 0.

The results in Theorem 7.1, Theorem 8.1 and Theorem 8.3 are summarized in the fol-

lowing:
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Theorem 1.6. Let u ∈ C1(RN
+ ) ∩ W 1,∞(RN

+ ) be a non-negative weak solution of (1.1)

in RN
+ , with 2N+2

N+2
< p < 2. Assume that one of the following holds 3:

a) N = 3 and f(s) > 0 for s > 0, with f(0) = 0,

b) N > 3, f(s) > 0 for s > 0, f(0) = 0 and f is subcritical w.r.t. the Sobolev critical

exponent in RN−1,

c) N > 3 f(s) > 0 for s > 0, f(0) = 0 and f(s) ≥ λs
(N−1)(p−1)

N−1−p in [0, δ], for some

λ, δ > 0,

Then u = 0.

On the other hand, if N > 3 and f(0) > 0, then there are no non-negative solutions

of (1.1).

We refer the reader to [DFSV, DS3, Zou] for others Liouville-type theorems in half-spaces

and in the nonlinear degenerate setting.

Generally, supercritical problems do have non-trivial solutions, which therefore turns out

to be monotone by our Theorem 1.3. Nontrivial solutions also exist for changing-sign non-

linearities f . A particular and interesting class of such nonlinear functions arises in phase

transitions models, see Remark 1.9 below.

To deal with this class of problems, we prove the following:

Theorem 1.7. Assume N ≥ 1, p > 1. Suppose that f : R → R be a continuous function

satisfying:

∃z > 0 : u > z ⇒ f(u) < 0

and let u ∈ C1(RN
+ ) be a solution of

(1.4)


−∆pu 6 f(u) in RN

+

u 6 0 on ∂RN
+

u 6 C in RN
+

Then, u ≤ z.

Furthermore, if f is locally Lipschitz and 1 < p ≤ 2, then u < z.

The combination of Theorem 1.7 and the techniques developed in this work, leads to the

following

Theorem 1.8. Let u ∈ C1,α
loc (RN

+ )∩W 1,∞(RN
+ ) be a positive solution of (1.1), with 2N+2

N+2
<

p 6 2. Assume that

∃z > 0 : 0 < u < z ⇒ f(u) > 0 and u > z ⇒ f(u) < 0.

3The case N = 2 was already considered in [DS3].
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Then u is monotone increasing w.r.t. the xN -direction, and moreover

∂u

∂xN

> 0 in RN
+ .

Furthermore, if N = 2 or N = 3, it follows that u has one-dimensional symmetry. More

precisely

u(x′, y) = ū(y).

Some results related to Theorem 1.8, and obtained under stronger assumptions on the

nonlinearity f , can be found in [DuGu].

Remark 1.9. Theorem 1.8 applies for example to the problem

(1.5)


−∆pu = u(1− u2)|1− u2|q, in RN

+

u(x′, y) > 0, in RN
+

u(x′, 0) = 0, on ∂RN
+ .

where q ≥ 0. The above equation reduces to the equation

−∆u = u(1− u2)

when p = 2 and q = 0, that is the equation arising in a famous conjecture of De Giorgi.

We refer the readers to [FV1] for a survey on this topic.

The paper is organized as follows: in Section 2 we prove Lemma 2.1, that will be crucial

in the proof of Theorem 1.1. In Section 3 we prove Theorem 1.1. In Section 4 we get an

auxiliary proposition which allows us to exploit the moving plane technique. In Section 5

we prove Theorem 1.3. In Section 6 we demonstrate Theorem 1.5. In Section 7 we prove a

Liouville-type theorem in low dimension while Liouville-type theorems in higher dimensions

are considered in Section 8. In Section 9 we obtain some a priori estimates which are used

in Section 10 to prove Theorem 1.7. In Section 11 we give the proof of Theorem 1.8.

2. Preliminary results

We start proving a lemma that will be useful in the proof of Theorem 1.1:

Lemma 2.1. Let θ > 0 and γ > 0 such that θ < 2−γ. Moreover let R0 > 0, c > 0 and

L : (R0,+∞) → R

a non-negative and non-decreasing function such that

(2.1)

{
L(R) ≤ θL(2R) + g(R) ∀R > R0,

L(R) ≤ CRγ ∀R > R0,

where g : (R0,+∞) → R+ is such that

lim
R→+∞

g(R) = 0.
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Then

L(R) = 0.

Proof. It is sufficient to prove that

l := lim
R→+∞

L(R) = 0.

By contradiction suppose that l 6= 0 and choose θ1 such that θ < θ1 < 2−γ. This implies

the exixtence of R1 = R1(θ1) ≥ R0 such that

(θ − θ1)L(2R) + g(R) < 0 ∀R ≥ R1,

and then

(2.2) L(R) ≤ θ1L(2R) ∀R ≥ R1.

By (2.2) we have: ∀l ∈ N∗, ∀R ≥ R1

L(R) ≤ θl
1L(2lR)(2.3)

≤ Cθl
1(2

lR)γ

= C(2γθ1)
lRγ,

where we have used that L(R) ≤ CRγ for R > R0, by (2.1).

Since 0 < θ1 < 2−γ, by (2.3) we obtain

L(R) ≤ lim
l→+∞

C(2γθ1)
lRγ = 0 ∀R ≥ R1,

getting the contradiction. �

Below we recall some known results regarding p-Laplace equations. Referring to [Vaz] for

the case of the p-Laplace operator, and to [PS3] for the case of a broad class of quasilinear

elliptic operators, we recall the following:

Theorem 2.2. (Strong Maximum Principle and Hopf’s Lemma). Let Ω be a domain in

RN and suppose that u ∈ C1(Ω), u > 0 in Ω, weakly solves

−∆pu+ cuq = g > 0 in Ω

with 1 < p < ∞, q > p − 1, c > 0 and g ∈ L∞loc(Ω). If u 6= 0 then u > 0 in Ω.

Moreover for any point x0 ∈ ∂Ω where the interior sphere condition is satisfied, and such

that u ∈ C1(Ω ∪ {x0}) and u(x0) = 0 we have that ∂u
∂s

> 0 for any inward directional

derivative (this means that if y approaches x0 in a ball B ⊆ Ω that has x0 on its boundary,

then limy→x0

u(y)−u(x0)
|y−x0| > 0).

Also we will make repeated use of the following strong comparison principle (see [DS2]):

Theorem 2.3 (Strong Comparison Principle). Let u, v ∈ C1(Ω) where Ω is a bounded

smooth domain of RN with 2N+2
N+2

< p < ∞. Suppose that either u or v is a weak solution

of −∆p(w) = f(w) with f positive and locally Lipschitz continuous. Assume

(2.4) −∆p(u)− f(u) 6 −∆p(v)− f(v) u 6 v in Ω
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Then u ≡ v in Ω or u < v in Ω.

Let us recall that the linearized operator Lu(v, ϕ) at a fixed solution u of −∆p(u) = f(u)

is well defined, for every v , ϕ ∈ H1,2
ρ (Ω) with ρ ≡ |∇u|p−2(see [DS1] for details), by

Lu(v, ϕ) ≡
∫

Ω

[|∇u|p−2(∇v,∇ϕ) + (p− 2)|∇u|p−4(∇u,∇v)(∇u,∇ϕ)− f ′(u)vϕ]dx

Moreover, v ∈ H1,2
ρ (Ω) is a weak solution of the linearized equation if

(2.5) Lu(v, ϕ) = 0

for any ϕ ∈ H1,2
0,ρ(Ω).

By [DS1] we have uxi
∈ H1,2

ρ (Ω) for i = 1, . . . , N , and Lu(uxi
, ϕ) is well defined for every

ϕ ∈ H1,2
0,ρ(Ω), with

(2.6) Lu(uxi
, ϕ) = 0 ∀ϕ ∈ H1,2

0,ρ(Ω).

In other words, the derivatives of u are weak solutions of the linearized equation. Conse-

quently by a strong maximum principle for the linearized operator (see [DS2]) we have the

following:

Theorem 2.4. Let u ∈ C1(Ω) be a weak solution of −∆p(u) = f(u) in a bounded smooth

domain Ω of RN with 2N+2
N+2

< p < ∞, and f positive and locally Lipschitz continuous.

Then, for any i ∈ {1, . . . , N} and any domain Ω′ ⊂ Ω with uxi
> 0 in Ω′, we have either

uxi
≡ 0 in Ω′ or uxi

> 0 in Ω′.

3. A Weak Comparison Principle in narrow domains,

proof of Theorem 1.1

We prove here Theorem 1.1. We therefore assume that N ≥ 2, 1 < p ≤ 2, λ > 0 and

that f is locally Lipschitz continuous. We set

Σ(λ,y0) :=

{
RN−1 × [y0 −

λ

2
, y0 +

λ

2
]

}
, y0 ≥

λ

2
,

and we consider u, v ∈ C1,α
loc with u,∇u, v,∇v ∈ L∞(Σ(λ,y0)) such that u, v weakly solve

(1.2).

We want to show that there exists λ0 > 0 such that if 0 < λ < λ0, then

u ≤ v in Σ(λ,y0).

We carry out the proof in the case u, v ∈ L∞(Σ(λ,y0)).The same proof works when u and v

may be not bounded, but f is globally Lipschitz continuous.

In the sequel we further use the following inequalities:

∀η, η′ ∈ RN with |η| + |η′| > 0 there exists positive constants C1, C2 depending on p such
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that

[|η|p−2η − |η′|p−2η′][η − η′] ≥ C1(|η|+ |η′|)p−2|η − η′|2,(3.1)

||η|p−2η − |η′|p−2η′| ≤ C2|η − η′|p−1, if 1 < p ≤ 2.

First of all we remark that (u− v)+ ∈ L∞(Σ(λ,y0)) since we assumed u, v to be bounded in

Σ(λ,y0).

Let us now define

(3.2) Ψ = [(u− v)+]αϕ2,

where α > 1, and ϕ(x′, y) = ϕ(x′) ∈ C∞
c (RN−1), ϕ ≥ 0 such that

(3.3)


ϕ ≡ 1, in B

′
(0, R) ⊂ RN−1,

ϕ ≡ 0, in RN−1 \B′
(0, 2R),

|∇ϕ| ≤ C
R
, in B

′
(0, 2R) \B′

(0, R) ⊂ RN−1.

We note that Ψ ∈ W 1,p
0 (Σ(λ,y0)) by (3.3) and since u ≤ v on ∂Σ(λ,y0).

Let us define the cylinder

C(R) :=
{

Σ(λ,y0) ∩ {B′(0, R)× R}
}
.

Then using Ψ as test function in both equations of problem (1.2) and substracting we get

α

∫
C(2R)

<
(
|∇u|p−2∇u− |∇v|p−2∇v

)
,∇(u− v)+ > [(u− v)+]α−1ϕ2

+

∫
C(2R)

<
(
|∇u|p−2∇u− |∇v|p−2∇v

)
,∇ϕ2 > [(u− v)+]α

=

∫
C(2R)

(f(u)− f(v))[(u− v)+]αϕ2.
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Taking into account (3.1) and the fact that p ≤ 2, we have

αC1

∫
C(2R)

(|∇u|+ |∇v|)p−2|∇(u− v)+|2[(u− v)+]α−1ϕ2(3.4)

≤ α

∫
C(2R)

<
(
|∇u|p−2∇u− |∇v|p−2∇v

)
,∇(u− v)+ > [(u− v)+]α−1ϕ2

= −
∫
C(2R)

<
(
|∇u|p−2∇u− |∇v|p−2∇v

)
,∇ϕ2 > [(u− v)+]α

+

∫
C(2R)

(f(u)− f(v))[(u− v)+]αϕ2

≤
∫
C(2R)

∣∣< (|∇u|p−2∇u− |∇v|p−2∇v
)
,∇ϕ2 >

∣∣ [(u− v)+]α

+

∫
C(2R)

|(f(u)− f(v))| [(u− v)+]αϕ2

≤ C2

∫
C(2R)

|∇(u− v)|p−1|∇ϕ2|[(u− v)+]α

+

∫
C(2R)

∣∣∣∣(f(u)− f(v))

(u− v)

∣∣∣∣ [(u− v)+]α+1ϕ2.

Then, since u, v ∈ C1,α
loc have bounded gradient by assumption, one has

αc1

∫
C(2R)

|∇(u− v)+|2[(u− v)+]α−1ϕ2(3.5)

≤ c2

∫
C(2R)

[(u− v)+]α|∇ϕ2|+
∫
C(2R)

Lf [(u− v)+]α+1ϕ2

:= c2I1 + LfI2,

where

c1 = (||∇u||∞ + ||∇v||∞)p−2C1,

c2 = (||∇u||∞ + ||∇v||∞)p−1C2.

Lf is the Lipschitz constant of f in the interval [−max{‖u‖∞, ‖v‖∞},max{‖u‖∞, ‖v‖∞}].
We now evaluate the term

I1 =

∫
C(2R)

[(u− v)+]α|∇ϕ2|.
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I1 ≤ 2

∫
C(2R)

[(u− v)+]αϕ|∇ϕ| = 2

∫
C(2R)

[(u− v)+]αϕ|∇ϕ|
1
2 |∇ϕ|

1
2(3.6)

≤ 2

∫
C(2R)

[(u− v)+]α+1ϕ
α+1

α |∇ϕ|α+1
2α

α+1
α

+ 2

∫
C(2R)

|∇ϕ|α+1
2

α+ 1

≤ 2

∫
RN−1

(∫ y0+λ
2

y0−λ
2

(
[(u− v)+]

α+1
2

)2

dy

)
ϕ

α+1
α |∇ϕ|

α+1
2α dx′ + 2

∫
C(2R)

|∇ϕ|
α+1

2

≤ C2
p(λ)

(α+ 1)2

2

∫
C(2R)

[(u− v)+]α−1|∂y(u− v)+|2ϕ
α+1

α |∇ϕ|
α+1
2α + 2

∫
C(2R)

|∇ϕ|
α+1

2

≤ C2
p(λ)

(α+ 1)2

2

∫
C(2R)

[(u− v)+]α−1|∇(u− v)+|2ϕ
α+1

α |∇ϕ|
α+1
2α

+ 2

∫
C(2R)

|∇ϕ|
α+1

2 .

In (3.6) we used Young inequality with conjugate exponents (
α+ 1

α
, α+ 1), a Poincaré

inequality in the set [y0− λ
2
, y0 + λ

2
], denoting with Cp the associated constant and the fact

that ϕ = ϕ(x′).

We now evaluate the term

I2 =

∫
C(2R)

[(u− v)+]α+1ϕ2

I2 =

∫
C(2R)

(
[(u− v)+]

α+1
2

)2

ϕ2(3.7)

=

∫
RN−1

(∫ y0+λ
2

y0−λ
2

(
[(u− v)+]

α+1
2

)2

dy

)
(ϕ(x′))2dx′

≤ C2
p(λ)

∫
RN−1

(∫ y0+λ
2

y0−λ
2

(
α+ 1

2

)2

[(u− v)+]α−1|∂y(u− v)+|2dy

)
(ϕ(x′))2dx′

= C2
p(λ)

(
α+ 1

2

)2 ∫
C(2R)

[(u− v)+]α−1|∇(u− v)+|2ϕ2

Now we are going to choose the constants α > 1 and λ > 0 in such a way

(3.8) LfC
2
p(λ)

(α+ 1

2

)2
<
αc1
2

so that from (3.5) we have

α
c1
2

∫
C(2R)

|∇(u− v)+|2[(u− v)+]α−1ϕ2(3.9)

≤ c2

∫
C(2R)

[(u− v)+]α|∇ϕ2| = c2I1.
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From (3.3) one has that

α
c1
2

∫
C(R)

|∇(u− v)+|2(u− v)α−1(3.10)

≤ α
c1
2

∫
C(2R)

|∇(u− v)+|2(u− v)α−1ϕ2 ≤ c2I1.

Consequently we obtain∫
C(R)

|∇(u− v)+|2[(u− v)+]α−1(3.11)

≤ c2
αc1

C2
p(λ)(α+ 1)2

∫
C(2R)

[(u− v)+]α−1|∇(u− v)+|2ϕ
α+1

α |∇ϕ|
α+1
2α

+ 4
c2
αc1

∫
C(2R)

|∇ϕ|
α+1

2 .

From (3.11), setting α = 2N + 1, one has∫
C(R)

|∇(u− v)+|2(u− v)α−1(3.12)

≤ θ

∫
C(2R)

|∇(u− v)+|2[(u− v)+]α−1 + 4
c2
αc1

CλRN−1R−(N+1)

= θ

∫
C(2R)

|∇(u− v)+|2[(u− v)+]α−1 + c3R
−2,

where

c3 = 4
c2
αc1

Cλ ∈ R+,

c2
αc1

C2
p(λ)(2N + 2)2 = θ < 2−N .

In particular to do this, recalling that C2
p(λ) ' λ2, λ > 0 will be taken such that

(3.13)
c2
αc1

C2
p(λ)(α+ 1)2 < 2−N .

Let us set

L(R) =

∫
C(R)

|∇(u− v)+|2[(u− v)+]α−1,

and

g(R) = c3R
−2.

Then one has {
L(R) ≤ θL(2R) + g(R) ∀R > 0,

L(R) ≤ CRN ∀R > 0,

and from Lemma 2.1 with γ = N , since we assumed θ < 2−N , we get L(R) = 0 and

consequently the thesis.
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4. Recovering Compacteness

Let us consider u to be a positive solution of (1.1), that is
−∆pu = f(u), in RN

+

u(x′, y) > 0, in RN
+

u(x′, 0) = 0, on ∂RN
+

As in Theorem 1.3 let u ∈ C1,α
loc , ∇u ∈ L∞(RN

+ ) and assume 2N+2
N+2

< p 6 2. Assume that

the nonlinearity f is locally Lipschitz continuous and positive, that is f(s) > 0 for s > 0,

with f(0) > 0. Let us set λ̄ = sup Λ where

Λ ≡ {t > 0 | u 6 uθ in Σθ ∀θ 6 t}

with Σθ = {0 < y < θ}, and as usual

uθ(x
′, y) = u(x′, 2θ − y).

By Theorem 1.1 we know that Λ is not empty, since t ∈ Λ for sufficiently small t. Our aim

is to show that actually λ̄ = sup Λ = ∞ which actually implies monotonicity. We assume

therefore from now on by contradiction that λ̄ <∞. It follows therefore that u is bounded

in Σλ̄ by the Dirichlet condition on the boundary and the fact that |∇u| is bounded by

assumption. In the same way it follows that uθ is bounded in Σλ̄ too.

By continuity u 6 uλ̄, and consequently

u < uλ̄

by the Strong Comparison Principle (see Theorem 2.3). Note that the Strong Comparison

Principle actually says that u < uλ̄ unless u = uλ̄, but the latter case is not possible by

the Dirichlet assumption u(x′, 0) = 0 < uλ̄(x
′, 0).

Let us now define

Wε = (u− uλ̄+ε) · χ{y6λ̄+ε},

with χ(·) denoting the characteristic function of a set. We have the following

Proposition 4.1. Given 0 < δ < λ̄
2
, we find ε0 such that, for any ε 6 ε0, it follows

SuppW+
ε ⊂ {0 6 y 6 δ} ∪ {λ̄− δ 6 y 6 λ̄+ ε}.

That is, W+
ε vanishes outside the set {0 6 y 6 δ} ∪ {λ̄− δ 6 y 6 λ̄+ ε}.

Proof. Assume by contradiction that the thesis is false, so that there exists δ > 0, with

0 < δ < λ̄
2
, in such a way that, given any ε0 > 0, we find ε 6 ε0 so that there exists a

corresponding xε = (x′ε, yε) such that u(x′ε, yε) > uλ̄+ε(x
′
ε, yε) and δ 6 yε 6 λ̄− δ.

Take now ε0 = 1
n
, then there exists εn 6 ε0 going to zero, and a corresponding xn =

(x′n, yn) = (x′εn
, yεn) with

u(x′n, yn) > uλ̄+εn
(x′n, yn)

with δ 6 yn 6 λ̄− δ. Up to subsequences, let us assume that
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yn → y0 with δ 6 y0 6 λ̄− δ.

Let us now define

ũn(x′, y) = u(x′ + x′n, y)

so that ‖ũn‖∞ = ‖u‖∞ 6 C.

Let us first consider the case f(0) = 0. In this situation we can consider u, (and conse-

quently ũn) defined on the entire space RN by odd reflection. That is

u(x′, y) = −u(x′,−y) in {y < 0}

with consequently f(t) = −f(−t) if {t < 0}.
By standard regularity theory, see [Di, Tol], since ‖ũn‖∞ = ‖u‖∞ 6 C, we have that

‖ũn‖C1,α
loc (RN ) 6 C

for some 0 < α < 1. By Ascoli’s Theorem we have

(4.1) ũn

C1,α′
loc (RN )
−→ ũ

up to subsequences, for α′ < α. We consider ũ in the entire space RN constructed by a

standard diagonal process.

We claim now that

- ũ > 0 in RN
+ , with ũ(x, 0) = 0

- ũ 6 ũλ̄ in Σλ̄

- ũ(0, y0) > ũλ̄(0, y0) (with actually ũ(0, y0) = ũλ̄(0, y0)).

The fact that ũ > 0 in RN
+ follows immediately by the uniform convergence on compact

sets and the fact that ũn(x′, y) are positive by construction. Also we have that ũ 6 ũλ̄ in

Σλ̄ by the definition of λ̄ and taking again into account the uniform convergence. Also,

passing to the limit, it is easy to see that

ũ(0, y0) > ũλ̄(0, y0).

Since ũ 6 ũλ̄ as shown above, actually we have ũ(0, y0) = ũλ̄(0, y0).

It is now standard to see that −∆pũ = f(ũ) in RN
+ , that is∫

RN
+

|∇ũ|p−2(∇ũ,∇ϕ) =

∫
RN

+

f(ũ)ϕ ∀ϕ ∈ C∞
c (RN

+ ).

Since ũ > 0 in RN
+ , by the Strong Maximum Principle (see [PS3, Vaz]), it follows now that

ũ > 0 or ũ = 0. We reduce therefore to consider the case ũ > 0 and the case ũ = 0. We

will prove the thesis showing that in both cases we have a contradiction.

CASE-1 (ũ > 0 ). In this case, if f(0) = 0, we have

−∆pũ = f(ũ) in RN
+
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and we recall that we are assuming

- f(s) > 0 for s > 0

- 2N+2
N+2

< p 6 2

so that by the Strong Comparison Principle (see Theorem 2.3), we get that ũ 6 ũλ̄ implies

ũ < ũλ̄, since the case ũ = ũλ̄ is clearly impossible being ũ(x, 0) = 0. This is a contradiction

since ũ(0, y0) = ũλ̄(0, y0).

If else f(0) > 0, again by standard interior estimates, we have, proceeding as before,

(4.2) ũn −→ ũ

in C1,α′

loc (RN
+ ) ∩ C0(RN

+ ) up to subsequences for α′ < α.

Since (0, y0) and it’s reflection (0, 2λ̄ − y0) belong to RN
+ , we still have a contradic-

tion by the Strong Comparison Principle, since we should have ũ < ũλ̄, by the fact that

−∆pũ = f(ũ) in RN
+ , ũ(x, 0) = 0 and we recall that we are assuming f(s) > 0 for s > 0 with

2N+2
N+2

< p 6 2. But this is a contradiction since again by construction ũ(0, y0) = ũλ̄(0, y0).

CASE-2 (ũ = 0 ). This case is possible only if f(0) = 0, since on the contrary ũ could

not be a solution of −∆pũ = f(ũ). We set

ūn ≡
ũn(x′, y)

ũn(0, yn)
=
u(x′ + x′n, y)

u(x′n, yn)

so that

ū(0, yn) = 1,

and ũn uniformly converges to 0 on compact sets by construction. It is easily seen that

(4.3) −∆pūn =
f(ũn)

ũp−1
n

· ūp−1
n = cn(x) · ūp−1

n ,

with cn(x) uniformly bounded. In fact, lim
t→0+

f(t)
tp−1 = 0 since f(0) = 0, f is locally Lipschitz

continuous, p− 1 6 1, and ũn uniformly converges to 0.

We can therefore exploit Harnack inequality, see Theorem 7.2.2 in [PS3], and get, for

any compact set K,

sup
K∩{y>δ}

ūn 6 CH inf
K∩{y>δ}

ūn 6 CH .

Also, by the monotonicity of u in Σλ̄ we have

sup
K∩{y>0}

ūn 6 sup
K∩{y>δ}

ūn 6 CH .

We can therefore use C1,α estimates, Ascoli’s Theorem and a standard diagonal process,

as above, to show that

ūn

C1,α′
loc (RN

+ )
−→ ū
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up to subsequences, for α′ < α. Arguing exactly as above, we see that ū > 0 in RN
+ , ū 6 ūλ̄

in Σλ̄ and ū(0, y0) = ūλ̄(0, y0).

Since lim
t→0+

f(t)
tp−1 = 0 and ũn uniformly converges to 0, passing to the limit in (4.3), we obtain

∆pū = 0 in RN
+ .

By the Strong Maximum Principle [Vaz], we therefore get that ū > 0 since the case ū = 0

is not possible in view of the fact that ū(0, y0) = 1. Actually, by construction, we have

(4.4)


−∆pū = 0, in RN

+

ū > 0, in RN
+

ū(x′, 0) = 0, on ∂RN
+ .

By [KSZ], it follows now that ū is affine linear, which implies

ū(x′, y) = ky

for some k > 0, by the Dirichlet assumption. This is a contradiction since by construction

we would also get ū(0, y0) = ūλ̄(0, y0). �

5. Proof of Theorem 1.3

We prove here Theorem 1.3. To this end, let us note that by Proposition 4.1 we have

that, given 0 < δ < λ̄
2
, we find ε0 such that, for any ε 6 ε0, it follows

SuppW+
ε ⊂ {0 6 y 6 δ} ∪ {λ̄− δ 6 y 6 λ̄+ ε},

where W+
ε = (u− uλ̄+ε)

+ · χ{y6λ̄+ε}. In particular we have that u− uλ̄+ε ≤ 0 in {δ 6 y 6
λ̄− δ}. Now, we choose δ sufficiently small such that Theorem 1.1 applies in {0 6 y 6 δ}
and in {λ̄ − δ 6 y 6 λ̄ + ε}, getting that actually W+

ε = 0 for any ε sufficiently small.

This is a contradiction, in view of the definition of λ̄, and consequently we deduce that

λ̄ = ∞. This implies the monotonicity of u, that is ∂u
∂xN

(x′, y) > 0 in RN
+ . By Theorem 2.4,

it follows
∂u

∂xN

(x′, y) > 0 in RN
+ .

6. Proof of Theorem 1.5

Under the assumptions of Theorem 1.5, let u ∈ C1,α
loc be a positive solution to

(6.1)

{
−∆pu = f(u), in RN−1 × (0, h)

u(x′, 0) = 0 = u(x′, h), for any x′ ∈ RN−1.

Arguing as in the proof of Theorem 1.3, let us set λ̄ = sup Λ̄ where

Λ̄ ≡ {0 < t < h/2 | u 6 uθ in Σθ ∀θ 6 t}

By Theorem 1.1., we know that Λ̄ is not empty, since it follows that t ∈ Λ̄ for sufficiently

small t. This also implies that u is monotone increasing in the y-direction in Σθ for
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sufficiently small θ < h/2.

Analogously, we set λ̃ = inf Λ̃ where

Λ̃ ≡ {h/2 < t < h | u 6 uθ in Σh \ Σθ ∀ t < θ < h}.

Again, by Theorem 1.1 we obtain that Λ̃ is not empty and that u is monotone decreasing

in the y-direction in Σh \ Σθ for θ sufficiently close to h.

The result will be proved once we show that actually

λ̄ = sup Λ̄ = h/2 and λ̃ = inf Λ̃ = h/2

We will only prove that λ̄ = h/2, the proof of λ̃ = h/2 being analogous. We assume there-

fore by contradiction that λ̄ < h/2 and note that, by continuity, u 6 uλ̄, and consequently

u < uλ̄ by the Strong Comparison Principle and the Dirichlet assumption.

Proposition 6.1. Assume λ̄ < h/2. Given 0 < δ < λ̄
2
, we find ε0 ∈ (0, h/2 − λ̄) such

that, for any ε 6 ε0, it follows

SuppW+
ε ⊂ {0 6 y 6 δ} ∪ {λ̄− δ 6 y 6 λ̄+ ε}

where Wε = (u− uλ̄+ε) · χ{y6λ̄+ε}.

Proof. The case f(0) > 0 can be carried out exactly in the same way as in Proposition 4.1.

We therefore assume f(0) = 0. In this case we consider u defined in RN as follows

(6.2)

u(x′, y) =

{
u(x′, y − 2kh) if y ∈ [2kh , (2k + 1)h] k ∈ Z

−u(x′, (2k + 2)h− y) if y ∈ [(2k + 1)h , (2k + 2)h] k ∈ Z

so that, setting f(t) = −f(−t) for t < 0, we have that −∆pu = f(u) in the entire space.

Assume now by contradiction that the thesis is false, and note that consequently there exist

points xn = (x′n, yn) with u(x′n, yn) > uλ̄+εn
(x′n, yn) with εn converging to zero, yn → y0

and δ 6 y0 6 λ̄− δ.

Recalling now the definition ũn(x′, y) = u(x′+x′n, y) and noticing that, ‖ũn‖∞ = ‖u‖∞ 6 C,

we can argue as in Proposition 4.1. Exploiting standard regularity theory, Ascoli’s Theorem

and a standard diagonal process we can assume that

(6.3) ũn

C1,α′
loc (RN )
−→ ũ,

up to subsequences, for α′ < α. Then ũ is a solution to −∆pũ = f(ũ) in the entire space. It

follows now that ũ > 0 in Σh, with ũ(x, 0) = 0 and ũ 6 ũλ̄ in Σλ̄. Also ũ(0, y0) = ũλ̄(0, y0).

Now since ũ is non-negative, we get by the strong maximum principle that either ũ = 0 or

ũ > 0 in Σh.

If ũ > 0 in Σh we get a contradiction by the fact that ũ(0, y0) = ũλ̄(0, y0) since ũ < ũλ̄ in

Σλ̄ as we can prove via the strong comparison principle, exploited exactly as in the proof

of Case 1 in Proposition 4.1.
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We are therefore reduced to consider the case ũ = 0. We set in this case

ūn ≡
ũn(x′, y)

ũn(0, yn)
=
u(x′ + x′n, y)

u(x′n, yn)

so that ū(0, yn) = 1, and ũn uniformly converges to 0 on compact sets by construction. It

is easily seen that −∆pūn = cn(x) · ūp−1
n With cn(x) uniformly bounded. We can therefore

exploit Harnack inequality in any compact set K , see Theorem 7.2.2 in [PS3], and get

sup
K∩{06y6h}

ūn 6 sup
K∩{δ6y6h−δ}

ūn 6 CH inf
K∩{δ6y6h−δ}

ūn 6 CH

where, to deduce that sup
K∩{06y6h}

ūn 6 sup
K∩{δ6y6h−δ}

ūn we used that u is monotone increasing

in the y-direction in Σθ for sufficiently small θ < h/2 and that u is monotone decreasing

in the y-direction in Σh \ Σθ for θ sufficiently close to h.

We can therefore use C1,α estimates, Ascoli’s Theorem and a standard diagonal process as

in the proof of Case 2 of Proposition 4.1, to show that

ūn

C1,α′
loc (RN

+ )
−→ ū

with ∆pū = 0 in RN (and in particular in RN
+ ). By [KSZ] we know that ū is affine linear,

which implies

ū = 0

taking into account the fact that ū(x′, 0) = ū(x′, h) = 0.

This is not possible since ū(0, y0) = 1. The contradiction concludes the proof. �

Using Proposition 6.1, the proof of Theorem 1.5 may be now concluded via the moving

hyperplane technique exploited exactly as in the proof of Theorem 1.3 (see Section 5).

Note that Theorem 1.1 applies exactly in the same way, and that by the moving hyper-

plane technique follows that ∂u
∂xN

(x′, y) > 0 in RN−1 × (0, h
2
). By Theorem 2.4, it follows

consequently
∂u

∂xN

(x′, y) > 0 in RN−1 × (0, h/2).

7. A Liouville type theorem in low dimension.

The result that follows is a Liouville type theorem in R3. The analogous result in R2

was already proved in [DS3].

Theorem 7.1. Let u ∈ C1(R3
+) ∩W 1,∞(R3

+) be a non-negative solution of

(7.1)

{
−∆pu = f(u), in R3

+

u(x′, 0) = 0, on ∂R3
+

where R3
+ is the half-space in R3. Assume that 8

5
< p 6 2. Assume also that the nonlinearity

f is positive, that is f(s) > 0 for s > 0, and f(0) = 0.

Then

u = 0.
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Proof. Let us start assuming that there exists a non-trivial non-negative solution u. In

this case, by the strong maximum principle [Vaz], it follows that u > 0. In this case, by

Theorem 1.3, we have that u is monotone. We now follows some arguments used in [FSV1],

providing some details for the readers convenience. For any (x1, x2, y) ∈ R3 and t ∈ R, we

define

u?(x1, x2, y) :=

{
u(x1, x2, y) if y ≥ 0,

−u(x1, x2,−y) if y ≤ 0,

and

f ?(t) :=

{
f(t) if t ≥ 0,

−f(−t) if t ≤ 0.

It follows, taking into account that f(0) = 0, that

(7.2) −∆pu
? = f ?(u?).

Moreover u? is monotone with u?
y > 0 by construction. Also since the gradient of u is

bounded, the gradient of u? is bounded too. We can therefore exploit Theorem 1.2 in [FSV1]

to get that u? has one-dimensional symmetry in the sense that there exists ū : R → R
and ω ∈ S1 in such a way that u?(z) = ū(ω · z), for any z ∈ R3. Since in this case the

level sets of our solution are parallel hyperplanes, and since the zero level set {u = 0} is

{y = 0}, it follows that necessarily u? = ū(y).

Therefore in R+, ū is a solution of the one dimensional problem

(7.3)


−
(
ū′(p−1)

)′
= f(ū), in R+

ū > 0, in R+

ū(0) = 0,

ū′ > 0, in R+ ∪ {0}
A simple ODE analysis of the problem shows that actually ū = 0 and the thesis follows. �

8. Liouville type theorems in higher dimensions.

In this section we prove a Liouville type theorem for solutions of (1.1) in RN
+ , with

N > 3. The idea is that, the monotonicity of the solutions allows us to define and to study

the limiting profile of the solutions in RN−1 following some ideas from [Fa].

Theorem 8.1. Let u ∈ C1(RN
+ ) ∩ W 1,∞(RN

+ ) be a non-negative weak solution of (1.1)

in RN
+ , with 2N+2

N+2
< p < 2. Assume that N > 3 and f(s) > 0 for s > 0, and that f is

subcritical w.r.t. the Sobolev critical exponent in RN−1 (see Remark 8.2), then u = 0.

Proof. Assume by contradiction that u is not identically zero. Therefore, u > 0 in RN
+ by

the strong maximum principle [Vaz]. By Theorem 1.3, we consequently get that

∂u

∂xN

> 0 in RN
+ .

Since u is bounded, we can now define



20 A. FARINA, L. MONTORO, AND B. SCIUNZI

w(x′) := lim
t→∞

u(x′, y + t).(8.1)

Such limit exists and is finite for any x′ ∈ RN−1. Also, the limit in (8.1) holds in C1
loc(RN)

and w is a weak solution of

(8.2) −∆pw = f(w) in RN−1,

see for example [FSV1].

It turns out that w is a bounded positive solution to −∆pw = f(w) in RN−1, with f

positive and subcritical w.r.t the Sobolev critical exponent in RN−1. By [SZ, Theorem III

pag. 84], it follows w = 0. This contradicts the construction of w and shows that actually

u = 0. �

Remark 8.2. Theorem 8.1 holds true (accordingly to [SZ]) if f is subcritical w.r.t. the

Sobolev critical exponent in RN−1, that is

(α− 1)f(s)− sf ′(s) > 0 for s > 0

for some 1 < α < p∗(N−1) := (N−1)p
(N−1)−p

. Note that, p < 2 6 N−1 and that the nonlinearity

f(s) = sq is subcritical, w.r.t. the Sobolev critical exponent in RN−1, for q < p∗(N−1)−1.

Theorem 8.3. Let u ∈ C1(RN
+ ) ∩ W 1,∞(RN

+ ) be a nonnegative weak solution of (1.1)

in RN
+ , with 2N+2

N+2
< p < 2. Assume that N > 3 and f(s) > 0 for s > 0, f(0) = 0 and that

f(s) ≥ λs
(N−1)(p−1)

N−1−p in [0, δ]

for some λ, δ > 0.

Then u = 0.

If else we assume that f(0) > 0, then we conclude without any further assumptions that

there are no non-negative solutions.

Proof. Assume again by contradiction that u is not identically zero, and conclude that

u > 0 in RN
+ with ∂u

∂xN
> 0 in RN

+ . Define as above

w(x′) := lim
t→∞

u(x′, y + t)(8.3)

We see that w is a bounded positive solution to −∆pw = f(w) in RN−1, with f positive

such that f(s) ≥ λs
(N−1)(p−1)

N−1−p in [0, δ] for some λ, δ > 0. Since w is bounded by construction,

and f(s) > 0 for s > 0, it follows that actually f(s) ≥ λ̃s
(N−1)(p−1)

N−1−p for any s ∈ [0, ‖w‖∞]

for some λ̃ > 0. Consequently w is a solution of the inequality

−∆pw > λ̃w
(N−1)(p−1)

N−1−p

By [MP] it follows w = 0 and the thesis.

If else we assume that f(0) > 0, then it follows that the condition f(s) ≥ λ̃s
(N−1)(p−1)

N−1−p for

any s ∈ [0, ‖w‖∞] for some λ̃ > 0 is automatically fulfilled, and we can argue as above,
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concluding in this case that there are no non-negative solutions, since u = 0 is not a

solution in this case. �

9. Some a priori estimates

Lemma 9.1. Assume N ≥ 1, p > 1, γ ≥ 0. Let u ∈ C1(RN
+ ) be a solution of

(9.1)

{
∆pu = div(|∇u|p−2∇u) > g(u) in RN

+

u(x) 6 0 on ∂RN
+

where g : R → R, g continuous.

Then, for every α ≥ 1, for every β ≥ p and for every ϕ ∈ C0,1
c (RN), ϕ ≥ 0 we have:

(9.2)

∫
g(u)[(u− γ)+]αϕβ ≤ C(α, p, β)

∫
[(u− γ)+]p+α−1|∇ϕ|pϕβ−p,

where C(α, p, β) = 1
p

(
p−1
pα

)p−1
βp and v+ denotes the positive part of the function v.

Proof. By a standard approximation argument one can use test functions in (9.1) of the

form ψ = [(u− γ)+]αϕβ, where ϕ ∈ C0,1
c (RN), ϕ ≥ 0 we have:∫

g(u)[(u− γ)+]αϕβ ≤ −
∫
|∇u|p−2∇u∇ψ

= −
∫
α|∇u|p[(u− γ)+]α−1sign+(u− γ)ϕβ −

∫
|∇u|p−2∇u∇ϕβϕβ−1[(u− γ)+]α

≤ −
∫
α|∇u|p[(u− γ)+]α−1sign+(u− γ)ϕβ +

∫
β|∇u|p−1|∇ϕ|ϕβ−1[(u− γ)+]α

= −
∫
α|∇u|p[(u− γ)+]α−1sign+(u− γ)ϕβ +

∫
β|∇u|p−1|∇ϕ|ϕβ−1[(u− γ)+]αsign+(u− γ)

= −
∫
α|∇u|p[(u− γ)+]α−1sign+(u− γ)ϕβ

+

∫
[β[(u− γ)+]1+α−1

p |∇ϕ|ϕ
β
p
−1][|∇u|p−1ϕ

β

p
′ [(u− γ)+]

α−1

p
′ sign+(u− γ)]

≤ C(α, p, β)

∫
[(u− γ)+]p+α−1|∇ϕ|pϕβ−p,

where we have used the weighted Young’s inequality xy ≤ εp

p
xp + 1

p′εp
′ yp

′
with εp =(

p−1
pα

)p−1
> 0.
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Theorem 9.2. Assume N ≥ 1, p > 1. Suppose that g : R → R be a continuous function

satisfying:

(9.3) ∃u0 ≥ 0 : u ≥ u0 ⇒ g(u) ≥ ε0 > 0

and let u ∈ C1(RN
+ ) be a solution of (1) satisfying

u(x) = o(|x|
p

p−1 ) as |x| → +∞.

Then, u ≤ u0.

Proof. Apply inequality (9.2) with ϕ = ϕR (ϕR standard cut-off), α ≥ 1, β = p, γ = u0 to

obtain, for every R > 0,

ε0

∫
BR

[(u− γ)+]α ≤
∫

B2R

[(u− γ)+]αϕp ≤ C(α, p, p)

∫
B2R

[(u− γ)+]p+α−1|∇ϕ|p

≤ C(α, p, p)

∫
B2R

[(u− γ)+]α[(u− γ)+]p−1|∇ϕ|p

≤ C(α, p, p)R−p

∫
B2R\BR

[(u− γ)+]α[(u− γ)+]p−1.

Now we use the growth assumption on u to find that, for every R > Rγ > 0,

(9.4)

∫
BR

[(u− γ)+]α ≤ ε−1
0 C(α, p, p)ηγ(2R)

∫
B2R\BR

[(u− γ)+]α,

where ηγ = ηγ(t) is a function satisfying limt→+∞ ηγ(t) = 0.

On the other hand, an application of inequality (9.2), with ϕ = ϕR, α = 1, β = p,γ = u0,

gives for every R > Rγ,∫
BR

[(u− γ)+] ≤
∫

B2R

[(u− γ)+]ϕp ≤ ε−1
0 C(1, p, p)

∫
B2R

[(u− γ)+]p|∇ϕ|p

(9.5) 6 ε−1
0 C(1, p, p)|B1|(2N − 1)R−p+N+p p

p−1 = C(p, CA, N, CA)Rδ.

For R > 0, set h(R) =
∫

BR
[(u− γ)+] =

∫
BR

[(u− u0)
+] and observe that (9.4), with α = 1,

implies the existence of R1 > Rγ such that:

∀R > R1 h(R) ≤ 2−δh(2R),

and therefore Lemma 2.1 yields h ≡ 0, which implies that u ≤ u0. �
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10. Proof of Theorem 1.7

Assume N ≥ 1, p > 1. Suppose that f : R → R be a continuous function satisfying:

∃z > 0 : u > z ⇒ f(u) < 0

and let u ∈ C1(RN
+ ) be a solution of

(10.1)


−∆pu = −div(|∇u|p−2∇u) 6 f(u) in RN

+

u(x) 6 0 on ∂RN
+

u(x) 6 C in RN
+

We want to show that u ≤ z. To do this assume by contradiction that supu > z and

set M := supu + 1. Hence, M ∈ (z + 1,+∞) since u is bounded from above. Moreover

f(M) < 0 by the assumptions on f . Now we consider the new nonlinear function f̃ defined

as follows: f̃ = f for u ≤M and f̃ = f(M) for u ≥M , and therefore, u is a solution of the

same problem, but with the new nonlinear function f̃ . Now, observe that for every u0 > z

there is ε0 > 0 such that u ≥ u0 ⇒ −f̃(u) ≥ ε0 and thus, an application of Theorem 9.2.

to the function u with g = −f̃ gives u ≤ u0. The desired conclusion then follows by taking

u0 → z.

Furthermore, if f is locally Lipschitz and 1 < p ≤ 2, then u < z as easily follows from the

strong maximum principle.

11. Proof of Theorem 1.8

Let u ∈ C1,α
loc (RN

+ ) ∩ W 1,∞(RN
+ ) be a positive solution of (1.1), with 2N+2

N+2
< p 6 2.

Assume that

∃z > 0 : u > z ⇒ f(u) < 0 and u < z ⇒ f(u) > 0

We want to show that u is monotone increasing w.r.t. the xN -direction, with ∂u
∂xN

> 0 in

RN
+ .

To do this note that by Theorem 1.7 actually

0 < u < z

in RN
+ . We can therefore argue as in the case of a positive nonlinearity. We only point

out that in the construction of the limiting solutions ũ and ū as in Proposition 4.1, we

only get by construction ũ 6 z and ū 6 z. We then get ũ < z and ū < z, by the strong

maximum principle as remarked here above.The rest of the proof is exactly the same as in

Proposition 4.1 and Theorem 1.3.

If N = 2 or N = 3, it follows now that u has one-dimensional symmetry by exploiting the

results in [FSV1] exactly as in Theorem 7.1, and the rest of the theorem is proved.
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Università della Calabria

Ponte Pietro Bucci 31B, I-87036 Arcavacata di Rende, Cosenza, Italy

E-mail address: sciunzi@mat.unical.it


	1. Introduction and statement of the main results.
	2. Preliminary results
	3. A Weak Comparison Principle in narrow domains,  proof of Theorem 1.1
	4. Recovering Compacteness
	5. Proof of Theorem 1.3
	6. Proof of Theorem 1.5
	7. A Liouville type theorem in low dimension.
	8. Liouville type theorems in higher dimensions.
	9. Some a priori estimates
	10. Proof of Theorem 1.7
	11. Proof of Theorem 1.8
	References

