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Sunto. Si prova che il Γ-limite in L∞
µ di una successione di funzionali supremali

della forma Fk(u) = µ-ess supΩ fk(x, u) é un funzionale supremale. In un controesem-
pio si mostra che la funzione che rappresenta il Γ-limite F (·, B) di una successione
di funzionali supremali della forma Fk(u, B) = µ-ess supB fk(x, u) puó dipendere
dall’insieme B e si stabilisce una condizione necessaria e sufficiente al fine di rapp-
resentare F nella forma supremale F (u, B) = µ-ess supB f(x, u). Come corollario,
si dimostra che se f rappresenta un funzionale supremale F , allora l’inviluppo level
convex di f rappresenta l’inviluppo semicontinuo inferiormente di F rispetto alla
topologia debole* di L∞

µ .

Abstract. – We prove that the Γ-limit in L∞
µ of a sequence of supremal func-

tionals of the form Fk(u) = µ-ess supΩ fk(x, u) is itself a supremal functional. We
show by a counterexample that, in general, the function which represents the Γ-
lim F (·, B) of a sequence of functionals Fk(u, B) = µ-ess supB fk(x, u) can depend
on the set B and we give a necessary and sufficient condition to represent F in
the supremal form F (u, B) = µ-ess supB f(x, u). As a corollary, if f represents a
supremal functional, then the level convex envelope of f represents its weak* lower
semicontinuous envelope.
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1. – Introduction

Until a few years ago, the main problems of Calculus of Variations were formu-
lated through the minimization of an integral functional. This had even brought to
a definition of “variational functionals” based on the characteristic properties of this
class (see [14]). Among the large number of papers in which they were studied, we
underline the contribution of Buttazzo and Dal Maso (see [7], [8], [9]) on the char-
acterization of functionals which admit an integral representation and their results
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about the representation of the relaxed functionals. The same authors and others
(as Marcellini in [18]) also studied the behavior, with respect to the Γ-convergence,
of sequences of integral functionals.

In the last years, a new class of functionals appeared in the study of minimization
problems. In fact, in many physical contexts, one would often like to minimize a
quantity which cannot be expressed as an integral: for example, a quantity which
does not express a mean property of a body or whose value can be relevant on sets of
arbitrarily small measure. In these cases, the natural setting in which the problem
is formulated is the space L∞

µ and the natural form of representing the functional is
the so called “supremal form”:

F (u, B) = µ-ess sup {f(x, u(x)) : x ∈ B}.(1.1)

Given a complete measure space (Ω,F , µ), in a previous paper [1] we completely
characterized the class of all lower semicontinuous functionals F : L∞

µ (Ω)×F → R
which can be represented in the supremal form (1.1). The key tool in the proof is a
result of Barron, Cardaliaguet and Jensen (see [3]) analogous to the Radon-Nikodym
theorem for measures. Moreover we showed that in the nonatomic case a supremal
functional of the form (1.1) is weak* lower semicontinuous on L∞

µ (Ω) if and only if
the function f(x, ·) is level convex for a.e. x, that is for every t ∈ R the level set
{z ∈ RN : f(x, z) ≤ t} is convex. As a corollary of this results, one can deduce a
characterization of all weak* lower semicontinuous functionals F : L∞

µ → R which
can be represented in the form

F (u) = µ-ess sup {f(x, u(x)) : x ∈ Ω}(1.2)

for a suitable level convex function f(see [19]).
The main difference between an integral functional G(u, B) =

∫
B f(x, u(x))dµ(x)

and a supremal functional of the form (1.1) consists in their behavior with respect
to the union of sets. While the first is additive on disjoint sets, the satisfies a
countable supremality property, i.e.

F (u,
∞⋃

n=1

An) =
∞∨

n=1

F (u, An).(1.3)

In the study of relaxation and Γ-convergence problems of supremal functionals of
the form (1.1), this is the most difficult point to clarify and to face. In fact, this
property is necessary in order to obtain the supremal representation (1.1) and cannot
be weakened by assuming a property of finite supremality even if we add a lower
semicontinuity assumption (see Example 3.1). Moreover Example 3.3 shows that in
general the Γ-limit of a sequence of supremal functionals on L∞

µ of the form (1.1)
and the Γ-limit of a sequence of supremal functionals on W 1,∞ of the form

F (u, A) = ess sup
x∈A

f(x, Du(x))(1.4)

do not satisfy property (1.3). In particular this means that the class of supremal
functionals on L∞

µ of the form (1.1) (and the class of supremal functionals on W 1,∞

of the form (1.4)) is not closed with respect to Γ-convergence.
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Instead, in order to represent a functional F : L∞
µ → R in the supremal form

(1.2), the required property is a quasi locality behavior with respect to a ”piecewise”
function:

F (u1A + v1Ω\A) ≤ F (u) ∨ F (v).

This property turns out to be stable under Γ-convergence. Under an equicoercivity
assumption (see hypothesis (Hck)), we show a compactness result with respect to
Γ-convergence for sequences of supremal functionals Fk : L∞

µ → R of the form (1.2)
and we prove that the Γ-limit of every converging subsequence can be represented
in the same form.
If we consider a sequence of supremal functionals Fk : L∞

µ × F → R, in order to
obtain a compactness theorem and a supremal representation of the Γ-limit in the
form (1.1), we have to add a further hypothesis on the behavior of the sequence of
the minimum values of the functionals Fk (see assumption (H1) and its weakened
formulation (H2)). Under this condition we show that, up to a subsequence, there
exists a functional F of the form (1.1) such that Fk(·, A) Γ-converges to F (·, A) for
every open set A. Moreover, from (H2) we can deduce a necessary condition: if we
drop it, we can exhibit sequences of supremal functionals as in Example 3.1 whose
Γ-limit cannot be written in the supremal form (1.1)
As a corollary of the Γ-convergence Theorem 2.4, we give an explicit representation
formula for the relaxed functional of a supremal functional. By using a level convex
conjugation introduced by Volle in [22], we will prove that the weak* lower semicon-
tinuous envelope of a supremal functional of the form (1.1) (and of the form (1.2))
is itself a supremal functional represented by the level convex envelope of f. More-
over, by using a Jensen’s inequality for level convex functions, we give a relaxation
theorem for supremal functionals through Young measures. This result is analogous
to that one stated in [17] in the integral case.
We observe that if Ω ⊂ R, we can apply our relaxation theorem to represent the
relaxed functional (with respect to the weak* topology of W 1,∞) of the supremal
functional

F (u) = ess sup
x∈Ω

f(x, u′(x)).

Barron and Jensen studied this problem in [4] and obtained an analogous result.
Their technique is different: it is based on an Lp approximation of the functional
and requires the continuity of f with respect to the first variable. Instead, our proof
does not need this assumption and we can work just with measurable functions,
which seems to be a more natural framework. Finally, the same representation
results (relaxation and Γ-convergence) for the functional

F (u) = ess sup
x∈Ω

f(x, Du(x)),

with Ω ⊂ RN and N > 1, are still open.
The paper is organized in the following way. In Section 2 we will state our represen-
tation results for Γ-limit of supremal functionals (see Theorems 2.3 and 2.6) and,
as application, we will give the relaxation Theorem 2.5. Moreover we recall some
properties of the level convex functions and, following Volle, we introduce the level
convex envelope of a given function. In Section 3 we give the proofs of Theorems
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2.3 and 2.4 and we produce an example in which we drop assumption (H2) and
the Γ-limit does not satisfy the property (1.3). The last two sections are devoted
to the relaxation problem. In Section 4 we prove Theorem 2.5 while in Section 5
we deduce a representation for the relaxed functional (see Theorems 5.3) by using
Young measures.

2. – Preliminaries and main results.

The necessary and sufficient conditions for the lower semicontinuity of integral
functionals involve notions of convexity in some form. The study of weak* lower
semicontinuity for supremal functionals on L∞ has led to the concept of level convex
functions. In order to state the main results of this paper, we give some definitions,
we recall some properties of this class of functions and we introduce the largest lower
semicontinuous and level convex function less than or equal to a given function.
Let (Ω,F , µ) a complete measure space with µ non-negative, σ-finite, non atomic
and complete measure. We denote for brevity by L∞

d (respectively L1
d(Ω)) the space

L∞(Ω;Rd) (respectively the space L1(Ω;Rd)), by Bd the Borel σ-field of Rd and by
µ - sup the µ-essential supremum.

Definition 2.1 A function f : Ω×Rd → R ∪ {+∞} is said to be

(a) a supremand if f is F ⊗ Bd-measurable;

(b) a normal supremand if f is F⊗Bd-measurable and f(x, ·) is lower semicontinuous
(l.s.c. for short) on Rd for µ-a. e. x ∈ Ω;

(c) a level convex normal supremand if f is a normal supremand such that, for µ-a. e.
x ∈ Ω, f(x, ·) is level convex, i.e. for every t ∈ R the level set {z ∈ Rd : f(x, z) ≤ t}
is convex.

We prove the following version of Jensen’s inequality for level convex functions.

Theorem 2.1 Let f : Rd → R be a lower semicontinuous and level convex function
and let µ be a probability measure on Rd. Then for every function u ∈ L1

µ we have

f(
∫

udµ) ≤ µ - sup(f ◦ u).

Proof. Let us define γ := µ - sup(f ◦ u) and Eγ := {z ∈ Rd : f(z) ≤ γ}. Then
u(z) ∈ Eγ for µ-a.e. z ∈ Rd. Since f is lower semicontinuous and level convex, Eγ

is a closed convex set. As µ is a probability measure, (
∫

u(z)dµ) ∈ Eγ, which proves
the assertion. ut

If f is not level convex, we use a level convex conjugation introduced by Volle in
[22] in order to obtain the largest lower semicontinuous level convex minorant f .

Definition 2.2
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(i) Given f : Rd → R, we set f c(η, r) := sup{z·η : f(z) < r} for any (η, r) ∈ Rd×R;

(ii) given φ : Rd × R → R, we set φγ(z) := supη sup{r : φ(η, r) < η · z} for any
z ∈ Rd.

In the following, we refer to f c as the conjugate function of f and to φγ as the
conjugate function of φ; f cγ is said the biconjugate function (or the level convex
envelope) of f. Let us observe that they are slightly different from that ones intro-
duced by Barron and Liu in [5]. The next theorem describes the class of functions
which coincide with their biconjugate; for a proof, see Theorem 3.4 in [22].

Theorem 2.2 Let f : Rd → R. Then f = f cγ if and only if f is lower semicontin-
uous and level convex. In particular, it follows that

f cγ = sup{h : Rd → R : hcγ = h, h ≤ f}
= sup{h : Rd → R : h l.s.c. and level convex, h ≤ f}

i.e. f cγ is the largest lower semicontinuous and level convex function less than or
equal to f.

Now we can state the main results of this paper. Assume that L1
d(Ω) is a separable

space.

Theorem 2.3 Let Fk : L∞
d → R be a sequence of supremal functionals defined by

Fk(u) = µ - sup {fk(x, u(x)) : x ∈ Ω},

where fk : Ω × Rd → R ∪ {+∞} are normal supremands satisfying the following
assumption:

(Hck) there exists a Borel function φ : Rd → R ∪ {+∞} such that

lim
|z|→∞

φ(z) = +∞(2.5)

and
fk(x, z) ≥ φ(z)(2.6)

for every k ∈ N, for µ-a.e. x ∈ Ω and for every z ∈ Rd.
Then there exists a subsequence (Fnk

)k of (Fk)k such that Fnk
Γ-converges to a

functional F : L∞
d → R with respect to the weak∗ topology of L∞

d . Moreover there
exists a level convex normal supremand f such that the representation formula

F (u) = µ - sup {f(x, u(x)) : x ∈ Ω}

holds for every u ∈ L∞
d .
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Theorem 2.4 Let Ω be a topological space satisfying the second axiom of count-
ability and let µ be the completion of a nonnegative, σ-finite, non atomic Borel
measure on Ω. Let Fk : L∞

d ×F → R be a sequence of supremal functionals defined
by

Fk(u, B) = µ - sup {fk(x, u(x)) : x ∈ B}(2.7)

where fk : Ω×Rd → R ∪ {+∞} are normal supremands satisfying the assumption
(Hck) and the following

(H1) the sequence gk(x) = inf{fk(x, z) : z ∈ Rd} converges strongly in L∞
d to a

function g : Ω → R ∪ {+∞}.
Then, there exists a subsequence (Fnk

)k of (Fk)k such that Fnk
(·, A) Γ-converges to

F (·, A) with respect to the weak∗ topology of L∞
d for every open set A ⊂ Ω. More-

over, there exists a level convex normal supremand f such that the representation
formula

F (u, A) = µ - sup {f(x, u(x)) : x ∈ A}(2.8)

holds for every open set A ⊂ Ω.

As a consequence of Theorem 2.4, if F : L∞
d × F → R is a supremal functional of

the form
F (u, B) = µ - sup {f(x, u(x)) : x ∈ B}(2.9)

then its weak* lower semicontinuous envelope, defined by

F (u, B) := sup {G(v) : G : L∞
d (B) → R, G w∗l.s.c., G(·) ≤ F (·, B) on L∞

d (B)}

is a supremal functional represented by the level convex envelope of f. In fact the
following result holds for relaxed supremal functional:

Theorem 2.5 Let f : Ω×Rd → R ∪ {+∞} is a normal supremand satisfying the
following assumption:

(Hc0) there exists a Borel function φ : Rd → R ∪ {+∞} satisfying (2.5) and such
that

f(x, z) ≥ φ(z)(2.10)

for µ-a.e. x ∈ Ω and for every z ∈ Rd. Let F : L∞
d × F → R be defined by (2.8).

Then
F (u, B) = µ - sup {f cγ(x, u(x)) : x ∈ B}(2.11)

for every B ∈ F and for every u ∈ L∞
d .

With the aim to show the representation formula (2.11), we devote the second part of
this section to prove the F⊗Bd-measurability of f cγ when f is a normal supremand.
We begin with the following proposition (see Proposition 3.3 in [22]) which makes
precise some useful properties of the operator f 7→ f c.

Proposition 2.1 Let f : Rd → R be a function such that f 6≡ −∞. Then the
conjugate function f c satisfies the following properties:
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(a) for every r ∈ R, f c(·, r) is lower semicontinuous, convex, proper or identically
−∞;

(b) for every y ∈ Rd f c(y, ·) is lower semicontinuous, increasing. Moreover,

(inf
i∈I

fi)
c = sup

i∈I
f c

i

for every family (fi)i∈I of functions defined on Rd.

In the sequel we exclude the not interesting case f ≡ −∞. By using Proposition
2.1, we can establish the following property of measurability for f c.

Proposition 2.2 Let f : Ω × Rd → R be a normal supremand. Let f c be the
conjugate of f with respect to z, i.e.

f c(x, η, r) := sup{z · η : f(x, z) < r}

for every (x, η, r) ∈ Ω×Rd ×R. Then f c(·, η, r) is F -measurable for every (η, r) ∈
Rd ×R.

Proof. Fix (η, r) ∈ Rd ×R. Since

f c(x, η, r) = sup
ρ∈Q
ρ<r

sup
n∈N

sup{z · η : z ∈ Rd, |z| ≤ n, f(x, z) ≤ ρ} ,

it is sufficient to prove that

φρ(x) := sup{z · η : z ∈ Rd, |z| ≤ n, f(x, z) ≤ ρ}

is F -measurable for every ρ ∈ Q. For every t ∈ R the set {x ∈ Ω : φρ(x) > t} is the
projection on Ω of the set

{(x, z) ∈ Ω×Rd : z · η > t, |z| ≤ n, f(x, z) ≤ ρ}

which belongs to F ⊗ Bd. Therefore the F -measurability of φρ follows from the
Projection Theorem (see, e.g., [11], Theorem XIII.3). ut

Finally, we can obtain the following measurability property for the biconjugate f cγ

of f .

Theorem 2.6 Let f : Ω×Rd → R be a normal supremand. Then f cγ is a normal
supremand.

Proof.
Suppose first that

lim
|z|→∞

f(x, z) = +∞(2.12)

for every x ∈ Ω. We shall remove later this assumption by an approximation argu-
ment.
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In order to obtain the F ⊗ Bd- measurability of f cγ, it is sufficient to prove that

At := {(x, z) ∈ Ω×Rd : f cγ(x, z) > t}

is measurable for every t ∈ R. By the definition of f cγ (see also Proposition 3.4 of
[22]), we have

At = Ω×Rd \
( ⋂

η∈Rd

⋂
r>t

{(x, z) ∈ Ω×Rd : f c(x, η, r) ≥ η · z}
)

=
⋃

η∈Rd

⋃
r>t

{(x, z) ∈ Ω×Rd : f c(x, η, r) < η · z}.

By Proposition 2.1, f c(x, η, ·) is increasing. Thus we have

At =
⋃

η∈Rd

⋃
r>t, r∈Q

{(x, z) ∈ Ω×Rd : f c(x, η, r) < η · z}

=
⋃

r>t, r∈Q

⋃
η∈Rd

{(x, z) ∈ Ω×Rd : f c(x, η, r) < η · z}.

Let us fix r̄ ∈ Q and, for every η ∈ Rd, let us define

E(η, r̄) := {(x, z) ∈ Ω×Rd : f c(x, η, r̄) < η · z}.

By Proposition 2.2 for every η ∈ Rd f c(·, η, r̄) is F -measurable and hence E(η, r̄) is
F ⊗ Bd-measurable. If we prove that⋃

η∈Rd

E(η, r̄) =
⋃

η∈Qd

E(η, r̄),

then At is a countable union of F ⊗ Bd-measurable sets and so At is F ⊗ Bd-
measurable.
Let (x, z) ∈ ⋃

η∈Rd E(η, r̄). Then there exists η̄ such that (x, z) ∈ E(η̄, r̄), that means

f c(x, η̄, r̄) < η̄ · z(2.13)

Now we have to consider two cases:

(i) f c(x, η̄, r̄) = −∞. This implies that

{(x, ξ) ∈ Ω×Rd : f(x, ξ) < r̄} = ∅.

Then, we have f c(x, η, r̄) = −∞ for every η ∈ Qd, i.e. (x, z) ∈ E(η, r̄) for
every η ∈ Qd.

(ii) f c(x, η̄, r̄) ∈ R. By using (2.12), there exists a compact set K = K(x, r̄) in Rd

such that ξ ∈ K if f(x, ξ) < r̄. So, if U ⊂ Rd is a neighborhood of η̄, then
there exists M > 0 such that

f c(x, η, r̄) = sup
{ξ∈K,f(x,ξ)<r̄}

{ξ · η} ≤ M

for every η ∈ U. Since f c(x, ·, r̄) is convex and bounded in U, f c(x, ·, r̄) is
continuous in η̄ and so, by (2.13), there exists ξ̄ ∈ Qd such that f c(x, ξ̄, r̄) <
ξ̄ · z, i.e. (x, z) ∈ E(ξ̄, r̄).
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Now we remove assumption (2.12). For every n ∈ N let us define

fn(x, z) :=
{

f(x, z) if |z| ≤ n
+∞ if |z| > n.

Since fn satisfies (2.12) for every n ∈ N, by the first part of this proof, (fn)cγ is
F ⊗ Bd- measurable and level convex for every x ∈ Ω. We observe that

(fn)cγ(x, z) = +∞(2.14)

for every n ∈ N, for every t ∈ Rd with |z| > n and for every x ∈ Ω. In fact, let us
define

φn(x, z) :=
{

(fn)cγ(x, z) if |z| ≤ n
+∞ if |z| > n.

Then φn(x, ·) is level convex and φn(x, z) ≤ fn(x, z) for every x ∈ Ω and for every
z ∈ Rd. This implies φn(x, z) ≤ (fn)cγ(x, z) for every x ∈ Ω and for every z ∈ Rd.
In particular, (2.14) follows and setting

g(x, z) := inf
n∈N

(fn)cγ(x, z),

we have that g is F ⊗ Bd-measurable, g(x, ·) is level convex for every x ∈ Ω and

f cγ(x, z) ≤ g(x, z) = inf
n∈N,n≥|t|

(fn)cγ(x, z) ≤ f(x, z)

for every z ∈ Rd and for every x ∈ Ω. Finally, let us define

Γg(x, z) := sup {h(z) : h : Rd → R, h l.s.c., h(z) ≤ g(x, z) for every z ∈ Rd},

i.e. the l.s.c. envelope of g with respect to the second variable. By Proposition
2.6.3. in [10], Γg is F ⊗ Bd-measurable. Since the level set

{z ∈ Rd : Γg(x, z) ≤ λ} =
⋂
ρ>λ

{(z ∈ Rd : g(x, z) ≤ ρ}

is convex for every λ ∈ R and for every x ∈ Ω, Γg is a level convex normal supre-
mand. Moreover, Γg(x, z) ≤ f(x, z) for every z ∈ Rd and x ∈ Ω and so

Γg(x, z) ≤ f cγ(x, z) ≤ g(x, z)(2.15)

for every z ∈ Rd and x ∈ Ω. Since f cγ(x, ·) is a lower semicontinuous function, from
(2.15) and from the definition of Γg, we deduce that

f cγ(x, z) = Γg(x, z)

for every z ∈ Rd and for every x ∈ Ω. Therefore f cγ is a normal supremand. ut
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3. – Gamma-convergence Theorem

In this section we show the Gamma-convergence Theorems 2.3 and 2.4. Before
coming to their proofs, we recall the following results: the first is a sequential
characterization of Γ-limits with respect to the weak* topology, while the second
is a general abstract compactness result that assures the existence of Γ-converging
subsequences. The proofs of Propositions 3.1 and 3.2 are analogous to those ones of
Theorem 8.10 and Corollary 8.12 in [13]. In the sequel X = L1

d and thus X ′ will be
the space L∞

d .

Proposition 3.1 Let X be a separable Banach space and let X ′ be its dual space.
Let Φ : X ′ → R be a function such that

lim
||x′||→+∞

Φ(x′) = +∞,

where || · || is the norm of X ′ and let (Fk) be a sequence of functionals from X ′ into
R. Suppose that Fk ≥ Φ for every n ∈ N. Then the functional

F−(x′) = Γ- lim inf
k→+∞

Fk(x
′) [respectively the functional F+(x) = Γ- lim sup

k→+∞
Fk(x

′)]

denoted as the Γ-lower limit or more shortly as the Γ-liminf [respectively, denoted as
the Γ-upper limit or more shortly as the Γ-limsup] is characterized by the following
properties:

(a) For every x′ ∈ X ′ and for every sequence (x′k) converging to x′ in X ′ it is

F−(x′) ≤ lim inf
k→+∞

Fk(x
′
k) [respectively F+(x′) ≤ lim sup

k→+∞
Fk(x

′
k)];

(b) For every x′ ∈ X ′ there exists a sequence (x′k) converging to x′ in x′ such that

F−(x′) = lim inf
k→+∞

Fk(x
′
k) [respectively F+(x′) = lim sup

k→+∞
Fk(x

′
k)];

In particular (Fk) Γ-converges to F in the weak* topology of X ′ if and only if

(i) for every x′ ∈ X ′ and for every sequence (x′k) converging weakly* to x′, it is

F (x′) ≤ lim inf
k→∞

Fk(x
′
k);

(ii) for every x′ ∈ X ′ there exists a sequence (x′k) converging weakly* to x′ ∈ X ′

such that
F (x′) = lim

k→∞
Fk(x

′
k).

Proposition 3.2 Under the hypothesis of Proposition 3.1, there exists a subse-
quence of (Fk)k which Γ-converges in the weak* topology of X ′.
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In order to prove Theorems 2.3 and 2.4, the fundamental tools we will use in the
followings are the representation results shown in [1] (see Theorem 3.2, Theorem 4.1
and Remark 4.3): they give a characterization of all lower semicontinuous functionals
F : L∞

d ×F → R which can be written in a supremal form

F (u, B) = µ - sup
x∈B

f(x, u(x)).(3.16)

Theorem 3.1 Let F : L∞
d ×Bd → R be a mapping which satisfies the assumptions:

(P1) (locality): F (u, A) = F (v, B) whenever u = v µ-a.e. on B and |(A4B)| = 0,
u, v ∈ L∞

d and A, B ∈ F ;

(P2) (contable supremality): F (u,
∞⋃

n=1

An) =
∞∨

n=1

F (u, An) whenever u ∈ L∞
d and

Bn ∈ F for every n ∈ N;

(P3) (strong lower semicontinuity): F (·, B) is strongly lower semicontinuous for
every B ∈ F .

Then there exists a normal supremand f such that the representation formula (3.16)
holds. Moreover, this supremand f is unique up to µ-equivalence.

Theorem 3.2 Let F : L∞
d × F → R be a mapping which satisfies assumptions

(P1), (P2) and the following

(P4) (weak* lower semicontinuity) for every B ∈ F the mapping F (·, B) is weakly*
lower semicontinuous in L∞

d (B).

Then there exists a level convex normal supremand f such that the representation
formula (3.16) holds. Moreover, this supremand f is unique up to µ-equivalence.

Remark 3.1 It is easy to see that the supremality condition (P2) is equivalent to
the following one:

(P5)


i) (monotonicity) F (u, A) ≤ F (u, B) for all u ∈ L∞

d and A, B ∈ F with A ⊂ B;

ii) (countable supremality on pairwise disjoint sets) F (u,
∞⋃

n=1

En) ≤
∞∨

n=1

F (u, En)

whenever u ∈ L∞
d and En ∈ F with En ∩ Em = ∅ when n 6= m.

Indeed, the implication (P2) ⇒ (P5) is straightforward.
For the opposite implication, let us observe that, given u ∈ L∞

d , Ai ∈ F for every
i ∈ N and defined

Ei = Ai \
i−1⋃
j=1

Aj,

thanks to (P5) ii), we obtain

F (u,
∞⋃
i=1

Ai) = F (u,
∞⋃
i=1

Ei) ≤
∞∨
i=1

F (u, Ei)

and so, by (P5) i),

F (u,
∞⋃
i=1

Ai) ≤
∞∨
i=1

F (u, Ai) ≤ F (u,
∞⋃
i=1

Ai).
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As a corollary of Theorem 3.2, it follows the following characterization of all
lower semicontinuous functionals F : L∞

d → R which can be represented in the
supremal form

F (u) = µ - sup
x∈Ω

f(x, u(x))(3.17)

for a suitable supremand f . By using this result, the proof of Theorem 2.3 follows
very easily.

Corollary 3.1 Let F : L∞
d → R be a weakly* lower semicontinuous mapping

which satisfies the following assumption

(P6) (finite quasi locality) F (u1A + v1Ω\A) ≤ F (u)∨F (v) for every A ∈ F and for
every u, v ∈ L∞

d .

Then there is some level convex normal supremand f such that the representation
formula (3.17) holds.

We give only the sketch of its proof. For the details, see the proof of Theorem 3.4.2
in [19].

Proof of Corollary 3.1. As in the proof of Theorem 3.1 in [1], without loss of
generality we can suppose that F is L-Lipschitz continuous with respect to the L∞

d

norm. Let Gm : L∞
d ×F → R be defined by

Gm(u, A) :=
{

inf{F (u1A + v1Ω\A) : v ∈ L∞,m} if u ∈ L∞,m

+∞ otherwise

where L∞,m = {u ∈ L∞
d : ||u||L∞

d
≤ m}. One can show that Gm satisfies all the

hypotheses of Theorem 3.2. Thus there exists a level convex normal supremand fm

(L-Lipschitz continuous with respect to z) such that

Gm(u, A) = µ - sup
A

fm(x, u(x))(3.18)

for every u ∈ L∞
d and for every A ∈ F . In particular,

F (u) = µ - sup
A

fm(x, u(x))

for every u ∈ L∞,m. Since

Gm(u, A) = Gm+1(u, A) ∨
(

inf
v∈L∞,m

F (v)
)

for every m ∈ N, for every u ∈ L∞,m and for every A ∈ F , by Proposition 2.3 in [1]
there exists a µ-negligible set N ⊆ Ω such that

fm(x, z) = fm+1(x, z) ∨
(

inf
v∈L∞,m

F (v)
)

12



for every m ∈ N, for every x ∈ Ω\N and for every z ∈ Rd, |z| ≤ m. In particular for
every m ≥ |z| and for every x ∈ Ω \N the sequence (fm(x, z))m∈N is nonincreasing
and for every (x, z) ∈ (Ω \N)×Rd, we can define

f(x, z) := inf
m≥|z|

fm(x, z) = lim
m→∞

fm(x, z).

Since for every m ≥ |z| the function fm(x, z) is L-Lipschitz continuous and level
convex in z, we have that f is a normal level convex supremand and from (3.18) it
follows that

F (u) = µ - sup
Ω

f(x, u(x))

for every u ∈ L∞(Ω). ut

Proof of Theorem 2.3. By Proposition 3.2 (applied to X = L1
d(Ω), so that X ′ =

L∞
d (Ω)), there exists a subsequence of (Fk)k which Γ-converges in the weak* topology

of L∞
d to a functional F. Since it is l.s.c. with respect to the weak* topology of L∞

d , it
is sufficient to prove that F satisfies property (P6) and then to apply Corollary 3.1.
Let u, v ∈ L∞

d and let A be a measurable set with µ(A) > 0 (otherwise it is trivial).
Let (uk)k∈N, (vk)k∈N ⊆ L∞

d , uk → u weakly* in L∞
d , vk → v weakly* in L∞

d such
that F (u) = limk→∞ Fk(uk) andF (v) = limk→∞ Fk(vk). Since Fk(uk1A + vk1Ω\A) ≤
Fk(uk) ∨ Fk(vk), we have

F (u1A + v1Ω\A) ≤ lim inf
k→∞

Fk(uk1A + vk1Ω\A)

≤ lim inf
k→∞

(Fk(uk) ∨ Fk(vk))

= lim
k→∞

Fk(uk) ∨ lim
k→∞

Fk(vk)

= F (u) ∨ F (v).

ut

In the proof of Theorem 2.4, the crucial point will be to check that the Γ-limit
satisfies property (P2). Let us observe that, in general, under the only assumption
(Hck), the Γ-limit of a sequence of supremal functionals (2.7) satisfies only the
following property

(P7)(finite supremality) F (u,
k⋃

n=1

An) =
k∨

n=1

F (u, An) whenever u ∈ L∞
d and An ∈ F

for every n ∈ {1, 2, · · · , k}.

This condition does not imply the countable supremality (P2), even if the functional
is lower semicontinuous, as the next example shows:

Example 3.1 Consider Ω = (a, b) ⊂ R, F the σ-field of Lebesgue measurable sets
and µ the Lebesgue measure. Denote by Â the set of the Lebesgue points of density
of A. Fix c ∈ (a, b). The functional F : L∞ ×F → R defined by

F (u, A) =
{

1 if c ∈ Â
0 otherwise

satisfies (P1), (P4) and (P7), but not (P2) and it does not admit a supremal form.
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The following proposition establishes when a functional that satisfies (P1), (P4) and
(P7) satisfies also the countable supremality (P2).

Lemma 3.1 Assume that F satisfies (P1), (P4) and (P7). Then the supremality
condition (P2) is equivalent to the following:

(P8) for every u ∈ L∞
d and for every sequence (An) ⊂ F , there exists m ∈ L∞

d such
that 

i) F (u, An) ≥ F (m, An) for every n ∈ N

ii) F (m,
∞⋃

n=1

An) =
∞∨

n=1

F (m,An).

Proof. If F satisfies (P2), then (P8) holds with m = u.
For the opposite implication, we observe that, for every u ∈ L∞

d , thanks to (P7),
F (u, ·) is increasing with respect to the inclusion of sets and so, by Remark 3.1,
we need only to prove the supremality on sequences of pairwise disjoint sets. Let
u ∈ L∞

d , let En ∈ F be a sequence of pairwise disjoint sets and let An :=
⋃n

k=1 Ek

and A :=
⋃∞

n=1 En. Let m be as in (P8). For every B ∈ F set

1B(x) :=
{

1 if x ∈ B
0 otherwise.

Since u1An +m1A\An → u weakly* in ∈ L∞
d (A), by passing to a suitable subsequence

and by using properties (P4), (P7), (P1) and (P8) we have that

F (u, A) ≤ lim
n→∞

F (u1Akn
+ m1A\Akn

, A)

= lim
n→∞

F (u, Akn) ∨ lim
n→∞

F (m,A \ Akn)

≤ lim
n→∞

F (u, An) ∨ F (m, A)

= lim
n→∞

F (u, An) ∨ lim
n→∞

F (m,An)

≤ lim
n→∞

F (u, An).

By (P7), the last inequality implies

lim
n→∞

F (u, An) = lim
n→∞

n∨
k=1

F (u, Ek) =
∞∨

n=1

F (u, En).

ut

Now we can proceed to prove the main results of this paper.

Proof of Theorem 2.4. Under the hypothesis (Hck), let us observe that for
every k ∈ N there exists mk ∈ L∞

d such that f(x, mk(x)) = min{fk(x, z) : z ∈ Rd}
for µ- a.e. x ∈ Ω. In fact, by coercivity assumptions (2.5) and (2.6), for every k ∈ N
there exists Mk > 0 such that inf{fk(x, z) : z ∈ Rd} = min{fk(x, z) : z ∈
Rd, |z| ≤ Mk} for µ- a.e. x ∈ Ω. By Theorem 1.2 of [15] (applied to every normal
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supremand fk), for every k ∈ N there exists a measurable map mk : Ω → Rd,
|mk(x)| ≤ Mk for µ- a.e. x ∈ Ω such that

fk(x, mk(x)) ≤ fk(x, z)

for µ- a.e. x ∈ Ω and for every z ∈ Rd. In particular, gk(x) = f(x, mk(x)) is a
measurable function. More generally, instead of (H1), we can suppose the weaker
assumption:

(H2) for every B ∈ F , Fk(mk, B) converges to µ - sup {g(x) : x ∈ B} where
g : Ω → R ∪ {+∞} is a measurable function.

Let A be a countable basis for Ω which is stable for finite union. For every B ∈ A,
by Proposition 3.2 (applied to X = L1

d(Ω), so that X ′ = L∞
d (Ω)), there exists

a subsequence of (Fk(·, B))k which Γ-converges in the weak* topology of L∞
d . By

using a diagonal procedure, it is possible to select a subsequence (which we still
denote by (Fk)k) such that, for every B ∈ A, (Fk(·, B))k Γ-converges in the weak*
topology of L∞

d . Let F (·, B) be its Γ-limit. According to Proposition 3.1, for every
A ∈ F set

F+(u, A) = Γ- lim sup
k→∞

Fk(u, A) = min { lim sup
k→∞

Fk(uk, A) : uk → u weakly* in L∞
d }

and

F−(u, A) = Γ- lim inf
k

Fk(u, A) = min { lim inf
k

Fk(uk, A) : uk → u weakly* in L∞
d }.

Since Fk are local functionals, observe explicitly that in the definition of F+(u, A)
(and of F−(u, A)) we can consider sequences which converge to u weakly* in L∞

d (A).
Up to a subsequence, we shall prove that F+ can be represented in a supremal form
and that

F+(u, A) = F−(u, A) =
∞∨

n=1

F (u, An)(3.19)

for every open set A ⊂ Ω such that A =
⋃∞

n=1 An, with An ∈ A. First of all, we
observe that F+ and F− satisfy the following properties:

(a) for every u ∈ L∞
d , F+(u, ·) and F−(u, ·) are increasing with respect to inclusion;

(b) for every A, B ∈ F and for every u ∈ L∞
d

F+(u, A ∪B) = F+(u, A) ∨ F+(u, B);

(c) for every A, B ∈ F and for every u ∈ L∞
d

F−(u, A ∪B) ≤ F−(u, A) ∨ F+(u, B).

In fact, if A, B ∈ F , A ⊂ B and if uk → u weakly* in L∞
d such that

F+(u, B) = lim sup
k→∞

Fk(uk, B),
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then
F+(u, A) ≤ lim sup

k→∞
Fk(uk, A) ≤ lim sup

k→∞
Fk(uk, B) = F+(u, B).

Analogous arguments hold for F− and give (a).
To show (b), if uk → u weakly* in L∞

d such that F+(u, A) = lim supk→∞ Fk(uk, A)
and vk → u weakly* in L∞

d such that F+(u, B) = lim supk→∞ Fk(vk, B), then

F+(u, A ∪B) ≤ lim sup
k→∞

Fk(uk1A + vk1B\A, A ∪B)

≤ lim sup
k→∞

Fk(uk, A) ∨ lim sup
k→∞

Fk(vk, B)

= F+(u, A) ∨ F+(u, B).

The opposite inequality follows by property (a) and proves (b). Analogous argu-
ments hold for F− and proves (c).
Now let us prove that F+ satisfies the hypothesis of Theorem 3.2.
In order to prove property (P1), let u, v ∈ L∞

d and A, B ∈ F such that u = v
µ-a.e. x ∈ B and µ(A4B) = 0. Then there exists a sequence (uk)k ⊂ L∞

d , uk

converging to u weakly* in L∞
d such that F+(u, A) = lim supk→∞ Fk(uk, A). Let

vk := uk1A + v1Ω\A. Then vk → v weakly* in L∞
d . From the locality of Fk and by

definition of F+,

F+(u, A) = lim sup
k→∞

Fk(uk, A) = lim sup
k→∞

Fk(vk, B) ≥ F+(v, B).

The proof of the inequality F+(u, A) ≤ F+(v, B) is similar.
Property (P4) is a consequence of the definition of F+. In order to apply Theorem
3.2, it remains to prove only property (P2). We distinguish two cases. Suppose,
first, that

∃u ∈ L∞
d s. t. F+(u, Ω) < +∞.(3.20)

Thus, if (uk)k ∈ L∞
d is such that lim supk→∞ Fk(uk, Ω) = F+(u, Ω), by (2.6), we have

lim sup
k→∞

µ - sup
x∈Ω

φ(mk(x)) ≤ lim sup
k→∞

µ - sup
x∈Ω

fk(x, mk(x))(3.21)

≤ lim sup
k→∞

Fk(uk, Ω) < +∞.

By (2.5) and by (3.21), we obtain that the sequence (mk)k is bounded in L∞
d . Without

loss of generality, extracting a further subsequence, we can suppose that there exists
m ∈ L∞

d such that mk → m weakly* in L∞
d . From now on F+ and F− refer to this

new subsequence. By property (b) and thanks to Lemma 3.1, in order to obtain
the countable supremality of F+ it is sufficient to prove that m satisfies i) and ii) of
property (P8). First of all we observe that if u ∈ L∞

d , then

F+(m, B) ≤ F+(u, B)(3.22)

for every B ∈ F . In fact, if uk → u weakly* in L∞
d such that

F+(u, B) = lim sup
k→∞

Fk(uk, B),
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then, by definition of mk,

F+(u, B) = lim sup
k→∞

Fk(uk, B) ≥ lim sup
k→∞

Fk(mk, B) ≥ F+(m, B).(3.23)

Moreover, by (3.23) with m in the place of u and by assumption (H2), we obtain

F+(m,B) = lim sup
k→∞

Fk(mk, B) = µ - sup
x∈B

g(x)(3.24)

for every B ∈ F . In particular m satisfies property (P8) for every u ∈ L∞
d and

(Ai)i∈N ⊂ F . Since F+ satisfies all the hypothesis of Theorem 3.2, there exists a
level convex normal supremand f such that

F+(u, B) = µ - sup
x∈B

f(x, u(x))(3.25)

for every B ∈ F and for every u ∈ L∞
d . In particular, since for every open set A ⊂ Ω,

there exists (An)n∈N ⊂ A such that A =
⋃∞

n=1 An and since F+ satisfies property
(P2), we have

F+(u, A) =
∞∨

n=1

F+(u, An) =
∞∨

n=1

F−(u, An) ≤ F−(u, A) ≤ F+(u, A).(3.26)

Therefore, for every open set A ⊂ Ω and for every u ∈ L∞
d we can define (without

ambiguity)

F (u, A) :=
∞∨

n=1

F (u, An)

and (3.26) implies that (Fk(·, A))k Γ-converges to F (·, A) for every open set A ⊂ Ω.
In particular, by (3.25),

F (u, A) = µ - sup
x∈A

f(x, u(x))

for every open set A ⊂ Ω for every u ∈ L∞
d .

Now we consider the other case. Assume that F+(u, Ω) = +∞ for every u ∈ L∞
d .

Set
A∗ := {A ∈ A : there exists u ∈ L∞

d such that F+(u, A) < +∞}(3.27)

and Ω′ :=
⋃

A∈A∗ A. Observe that, if A ⊂ Ω is a open set such that µ(A \ Ω′) > 0,
then there exists B ∈ A \ A∗ with B ⊂ A. This implies

F+(u, A) ≥ F+(u, B) = +∞(3.28)

for every u ∈ L∞
d . If we prove that F+ satisfies property (P2) for every u ∈ L∞

d (Ω′)
and (An)n∈N ⊂ F , An ⊂ Ω′, then, by applying Theorem 3.2, there exists a level
convex normal supremand f : Ω′ × Rd → R such that (3.25) holds for every u ∈
L∞

d (Ω′) and for every F -measurable set B ⊂ Ω′. Then, setting

f ∗(x, z) :=
{

f(x, z) if x ∈ Ω′

+∞ otherwise
,
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it results a level convex normal supremand and by (3.28), we can easily conclude that
F (u, A) = µ - supx∈A f ∗(x, u(x)) for every open set A ⊂ Ω and for every u ∈ L∞

d .
If inf{F+(u, Ω′) : u ∈ L∞

d } < +∞, then it is sufficient to repeat the the first
part of this proof with Ω′ instead of Ω . Otherwise, assume that F+(u, Ω′) = +∞
for every u ∈ L∞

d (Ω′). By definition of A∗, for every Bn ∈ A∗ we have that (3.20)
holds with Bn instead of Ω. Therefore for every Bn ∈ A∗ there exists a subsequence
of mk which converges in L∞

d (Bn). By using a diagonal procedure, it is possible to
select a subsequence (which we still denote (mk)k) such that, for every Bn ∈ A∗,
mk converges to some mn in the weak* topology of L∞

d (Bn). From now on F+ and
F− refer to this new subsequence. If x ∈ Ω′, then there exists Bn ∈ A∗ such that
x ∈ Bn ⊂ Ω′. Thus, without ambiguity, we can define m : Ω′ → R in the following
way:

m(x) := mn(x) if x ∈ Bn.(3.29)

Observe that, for every C ⊂ Ω′, C ∈ F we have that

µ - sup
x∈C

g(x) < +∞ ⇒ mk → m weakly* in L∞
d (C)(3.30)

In fact, by using hypothesis (H2) and (2.6), we

lim sup
k→∞

µ - sup
x∈C

φ(mk(x)) ≤ lim sup
k→∞

µ - sup
x∈C

fk(x, mk(x) ≤ lim sup
k→∞

µ - sup
x∈C

g(x) < +∞

which implies by (2.5), that (mk)k is bounded in L∞
d (C). Thus there exists a subse-

quence (mnk
)k which converges weakly* to mC in L∞

d (C). In particular mC = mn

on C ∩ Bn and thus mC = m on C. For the arbitrariness of the subsequence,
(3.30) follows. Now let u ∈ L∞

d and Cn ∈ F such that Cn ⊂ Cn+1 ⊂ Ω′ and de-
fine C :=

⋃∞
n=1Cn. If uk → u in the weak* topology of L∞

d such that F+(u, Cn) =
lim supk→∞ Fk(uk, Cn), then

F+(u, Cn) ≥ lim
k→∞

Fk(mk, Cn) = µ - sup
x∈Cn

g(x).(3.31)

In particular if µ - supx∈C g(x) = +∞, we can deduce that

F+(u, C) = lim
n→∞

F+(u, Cn) = +∞.

Instead, if µ - supx∈C g(x) < +∞, by using (3.30) and by proceeding as in the proof
of (3.23) and (3.24) with m instead m, we obtain that for every n ∈ N

F+(u, Cn) ≥ F+(m, Cn) = lim
k→∞

Fk(mk, Cn) = µ - sup
x∈Cn

g(x)

and
F+(m,C) = µ - sup

x∈C
g(x).

In particular, m satisfies property (i) and (ii) of (P8) and, by applying Lemma 3.1,
we can state that F+ satisfies property (P2) on Ω′. This concludes the proof of
Theorem 2.4 . ut
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Remark 3.2 In the proof of Theorem 2.4 we have shown that

Γ- lim sup
k→∞

Fk(·, B) = µ - sup {f(x, u(x)) : x ∈ B}

for every B ∈ F without using any topological assumption on Ω. In particular, in a
general measure space, under the hypothesis (Hck) and (H2), if there exists the Γ-
limit of (Fk(·, B))k for every B ∈ F , then it coincides with the Γ lim supk→∞ Fk(·, B)
and thus the supremal representation of Γ-limit holds every B ∈ F .

In the following example, we produce a wide class of functionals Fk which satisfy
the assumption (H2).

Example 3.2 Let (fk)k∈N be a sequence of non negative normal supremands such
that infRd fk(x, ·) = 0 for a.e. x ∈ Ω and for every k ∈ N. Then (fk)k∈N satisfies
the assumption (H2). In fact, in this case, gk(x) = 0.

The representation result of Theorem 2.4 may fail if we drop the assumption
(H2). In fact we can exhibit the following example.

Example 3.3 Let Ω := (0, 1), d = 1, F the σ-field of Lebesgue measurable sets and
µ the Lebesgue measure. Let φ : R → R ∪ {+∞} such that lim|z|→∞ φ(z) = +∞
and φ(z) ≥ φ(0) = 0. Let us define

fk(x, z) := xk + φ(z).

Then we have that fk satisfies the condition (Hck) and gk(x) := inf{fk(x, z) : z ∈
R} = xk converges weakly* in L∞ to g(x) = 0, but does not converge strongly in
L∞. Moreover, setting Fk(u, B) := ess supx∈B fk(x, u(x)) for every B ∈ F and for
every u ∈ L∞, we obtain that the sequence

Fk(0, (a, b)) = ess sup
x∈(a,b)

xk = bk

converges to

F (0, (a, b)) =
{

0 if b < 1
1 if b = 1

and thus it does not satisfy hypothesis (H2). Moreover, if we define

Gk(u, (a, b)) := ess sup
x∈(a,b)

fk(x, u′(x))

with 0 ≤ a < b ≤ 1, u ∈ W 1,∞(0, 1), it is easy to prove that the Γ- limk→∞ Gk(0, (a, b))
(with respect to the weak* topology of W 1,∞) is equal to

G(0, (a, b)) =
{

0 if b < 1
1 if b = 1

This means that the class of supremal functionals on W 1,∞ is not closed with respect
to the Γ-convergence.
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In the next section (see Remark 4.3), we prove that for every (a, b) ⊂ Ω, there exists

F (·, (a, b)) := Γ- lim
k→∞

Fk(·, (a, b))

with respect to the weak* topology of L∞ and

F (u, (a, b)) =


ess sup

x∈(a,b)
φcγ(u(x)) if b < 1

ess sup
x∈(a,b)

φcγ(u(x)) ∨ 1 if b = 1
(3.32)

which is not a supremal functional.

We conclude this section with the following proposition: it states that the as-
sumption (H2), restricted on the open set, is a necessary condition in order to obtain
a representation result for the Γ-limit.

Proposition 3.3 Let Fk : L∞
d × F → R be a sequence of supremal functionals

defined by

Fk(u, B) = µ - sup {fk(x, u(x)) : x ∈ B},

where fk : Ω × Rd → R ∪ {+∞} are normal supremands satisfying assumption
(Hck). Let mk ∈ L∞

d such that f(x, mk(x)) = min{fk(x, z) : z ∈ Rd} for µ- a.e.
x ∈ Ω. If Fk(·, A) Γ-converges to F (·, A) for every open set A and if F satisfies the
supremal representation F (u, A) = µ - sup {f(x, u(x)) : x ∈ A} for every u ∈ L∞

d ,
then there exists a measurable function g : Ω → R ∪ {+∞} such that Fk(mk, A)
converges to µ - sup {g(x) : x ∈ A} for every open set A .

Proof. If there exists u ∈ L∞
d such that F (u, Ω) < +∞, then, following the proof

of Theorem 2.4, we have that mk → m weakly* in L∞
d and limk→∞ Fk(mk, A) =

F (m, A) for every open set A. Thus it is sufficient to choose g(x) := f(x, m(x)).
Instead, if F (u, Ω) = +∞ for every u ∈ L∞

d , we consider A∗ and m given, respec-
tively, by definition (3.27) and (3.28). For fixed an open set A ⊂ Ω′, we can consider
two cases:

(I) minL∞
d

(A) F (·, A) < +∞. Then, reasoning as in the proof of Theorem 2.4, we
have that mk → m weakly * in L∞

d (A) and

µ - sup
A

f(x, m(x)) = lim
k→∞

Fk(mk, A).

(II) minL∞
d

(A) F (·, A) = +∞. This implies that µ - supA f(x, m(x)) = +∞ (oth-
erwise, if A =

⋃∞
n=1 Bn, with Bn ∈ A∗, by the definition of m we have

F (mn, Bn) ≤ µ - supA f(x, m(x) ∈ R for every n ∈ N and thus, by the co-
ercivity of F (see Proposition 6.7 in [13]), we obtain that m ∈ L∞

d (A) and that
minL∞

d
(A) F (·, A) ≤ F (m, A) = µ - supA f(x, m(x)) < +∞, in contradiction
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with respect to the assumption). Therefore, by applying Theorem 7.8 in [13],
we have

lim
k→∞

Fk(mk, A) = lim
k→∞

inf
u∈L∞

d

Fk(u, A)

= min
u∈L∞

d

F (u, A)

= +∞ = µ - sup
x∈A

f(x, m(x)).

In every case, by setting

g(x) :=
{

f(x, m(x)) if x ∈ Ω′

+∞ otherwise,

we have
lim
k→∞

Fk(mk, A) = µ - sup
x∈A

g(x).

ut

4. – Relaxation theorem

In this section we give the proof of the representation formula for the weak*
lower semicontinuous envelope of a supremal functional.

Proof of Theorem 2.5. Under the hypothesis (Hc0) and proceeding as in the
first part of the proof of Theorem 2.4, we can state that there exists m ∈ L∞

d such
that f(x, m(x)) = min{f(x, z) : z ∈ Rd} for µ- a.e. x ∈ Ω. In particular

F (m,B) = µ - sup {f(x, m(x)) : x ∈ B} = min
L∞

d

F (u, B)

for every B ∈ F . Thus the constant sequence Gn = F satisfies hypotheses (Hc0)
and (H2) of Theorem 2.4. By applying Remark 3.2, we obtain that F = Γ
hbox− limn→∞ Gn = Γ lim infn→∞ Gn is a supremal functional and there exists a
level convex normal supremand g such that the representation formula

F (u, B) = µ - sup {g(x, u(x)) : x ∈ B}

holds for every u ∈ L∞
d and for every B ∈ F . To obtain (2.11), it is sufficient to

prove that there exists N ∈ F such that µ(N) = 0 and g(x, z) = f cγ(x, z) for every
(x, z) ∈ (Ω \ N) ×Rd. By Proposition 2.3 of [1], applied to F and F , there exists
N1 ∈ F such that µ(N1) = 0 and

g(x, z) ≤ f(x, z)

for every (x, z) ∈ (Ω \N1)×Rd. So

g(x, z) ≤ f cγ(x, z)(4.33)
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for every (x, z) ∈ (Ω \ N1) × Rd. Moreover, by Theorem 2.2, f cγ is a level convex
normal supremand and thus the functional G : L∞

d ×F → R given by

G(u, B) := µ - sup {f cγ(x, u(x)) : x ∈ B}

is weakly* lower semicontinuous in L∞
d (see Remark 4.4 of [1]). This implies that

G(u, B) ≤ F (u, B)

for every u ∈ L∞ and for every B ∈ F and so, by applying again Proposition 2.3 of
[1], there exists N2 ∈ F such that µ(N2) = 0

f cγ(x, z) ≤ g(x, z)(4.34)

for every (x, z) ∈ (Ω \N2)×Rd. Inequalities (4.33) and (4.34) now imply

f cγ(x, z) = g(x, z)

for every (x, z) ∈ (Ω \ (N2 ∩N1))×Rd. ut

Corollary 4.1 Let f : Ω ×Rd →] −∞, +∞] be a normal supremand satisfying
assumption (Hc0) and let F : L∞

d → R be defined by

F (u) = µ - sup {f(x, u(x)) : x ∈ Ω}.

Then the weak* lower semicontinuous envelope of F is given by

F (u) = µ - sup {f cγ(x, u(x)) : x ∈ Ω}

for every u ∈ L∞
d .

Remark 4.1 In Theorem 2.5, the coercivity assumption on f ensures the property
(P2) for the functional F when F is supremal functional. Now, if a general functional
F : L∞

d ×Bd → R satisfies properties (P1) and (P7), then, proceeding as in the first
part of the proof of Theorem 2.4, we can obtain that also F satisfies properties
(P1), (P4) and (P7). So, by Lemma 3.1, F is a supremal functional if and only if it
satisfies property (P8). In the example 4.1 we represent F without any coercivity
condition on F .

Remark 4.2 Under the notation of Example 3.3, we prove that for every (a, b) ⊂ Ω,
there exists F (·, (a, b)) := Γ- lim Fk(·, (a, b)) with respect to the weak* topology
of L∞ and it is given by (3.32). By using the relaxation Theorem 2.5, for every
(a, b) ⊂ Ω there exists uk → u weakly* in L∞((a, b)) such that

ess sup
x∈(a,b)

φcγ(u(x)) = lim
k→∞

(
ess sup

x∈(a,b)

φ(uk(x))
)
.

Then, if b < 1, we have

F+(u, (a, b)) ≤ lim sup
k→∞

{
ess sup

x∈(a,b)
φ(uk(x)) + bk

}
= ess sup

x∈(a,b)
φcγ(u(x))(4.35)
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while, if b = 1, since uk · 1(a,1−k−1/2) → u weakly* in L∞((a, 1)) and since φ(0) = 0,
we have

F+(u, (a, 1)) ≤ lim sup
k→∞

{
Fk(uk, (a, 1− k−1/2)) ∨ Fk(0, (1− k−1/2, 1))

}
= lim sup

k→∞

{
ess sup

x∈(a,1−k−1/2)

(φ(uk(x)) + xk) ∨ ess sup
x∈(1−k−1/2,1)

(φ(0) + xk)
}

≤ lim sup
k→∞

{
ess sup

x∈(a,1)

φ(uk(x)) + (1− k−1/2)k
}
∨ 1

and thus
F+(u, (a, 1)) ≤ ess sup

x∈(a,1)
φcγ(u(x)) ∨ 1.(4.36)

On the other hand, if uk → u weakly* in L∞(0, 1) is such that

lim inf
k→∞

Fk(uk, (a, b)) = F−(u, (a, b)),

we have

F−(u, (a, b)) ≥ lim inf
k→∞

(ess sup
x∈(a,b)

φ(uk(x)) + ak) ≥ ess sup
x∈(a,b)

φcγ(u(x)).(4.37)

Therefore if b < 1, (4.36) and (4.37) give F (u, (a, b)) = ess supx∈(a,1) φcγ(u(x)), while,
since

F−(u, (a, 1)) ≥ 1,

by using (4.35) and (4.36), we can conclude that

F (u, (a, 1)) = ess sup
x∈(a,1)

φcγ(u(x)) ∨ 1.

In particular F (0, (a, 1)) = 1 and F (0, (a, b)) = 0 for every b < 1.

Example 4.1 Let f : Ω×Rd →]−∞, +∞] be a normal supremand. Assume that
there exists m ∈ L∞

d such that

f(x, m(x)) ≤ f(x, z)(4.38)

for every z ∈ Rd and for µ- a.e. x ∈ Rd. Then

F (u, B) = µ - sup {f cγ(x, u(x)) : x ∈ B}

for every B ∈ F and for every u ∈ L∞
d .

In fact for every B ∈ F µ - sup {f(x, m(x)) : x ∈ B} = F (m, B) and so F satisfies
(P7). As in the last part of the proof of Theorem 4.2, it follows that the supremand
function which represents F is f cγ.
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Remark 4.3 If F : L∞
d × Bd → R is a supremal functional

F (u, B) = µ - sup {f(x, u(x)) : x ∈ B}

where f is only a supremand, then, the strong lower semicontinuous envelope

ΓF (u, B) := sup {G(v) : G : L∞
d → R, G strongly l.s.c. in L∞

d , G(·) ≤ F (·, B) on L∞
d },

is a supremal functional and it is represented by

Γf(x, z) = sup {g(z) : g : Rd → R, g l.s.c., g(z) ≤ f(x, z) for every z ∈ Rd},

i.e. the l.s.c. envelope of f respect to the second variable. In fact, if we set

Fλ(u, B) := inf {F (v, B) ∨ λ||u− v||L∞(B) : v ∈ L∞(Ω)},

for every λ > 0, Fλ turns out to be λ-Lipschitz continuous whenever F is finite in
at least one point. Thus

Fλ(u, B) ≤ ΓF (u, B)

for every λ > 0. Moreover, from Proposition 2.4 of [1] applied to ΓF ,

ΓF (u, B) = sup {(ΓF )λ(u, B) : λ > 0} ≤ sup {Fλ(u, B) : λ > 0}

for every B ∈ F and for every u ∈ L∞
d . Therefore

ΓF (u, B) = sup {Fλ(u, B) : λ > 0}

for every B ∈ F and for every u ∈ L∞
d . From this representation, it is easy to prove

that ΓF satisfies property (P2). Moreover, ΓF satisfies (P1) and (P3) of Theorem
3.1. So it can be represented in a supremal form by a unique normal supremand g.
Applying Proposition 2.2 of [1], there exists N ∈ F , µ(N) = 0, such that

g(x, z) ≤ Γf(x, z)

for every x ∈ Ω \N and for every z ∈ Rd. On the other hand,

H(u, B) := µ - sup {Γf(x, u(x)) : x ∈ B}

is a strongly l.s.c. functional such that H(u, B) ≤ F (u, B) for every u ∈ L∞
d and for

every B ∈ F . Therefore, applying again Proposition 2.2 of [1], there exists M ∈ F ,
µ(M) = 0, such that

Γf(x, z) ≤ g(x, z)

for every x ∈ Ω \M and for every s ∈ Rd. So

ΓF (u, B) = µ - sup {Γf(x, u(x)) : x ∈ B}

for every u ∈ L∞
d and for every B ∈ F .

Remark 4.4 If f : Ω × Rd →] −∞, +∞] is a supremand which satisfies the hy-
pothesis (Hc0) or (4.38), then F = ΓF and it is represented by (Γf)cγ. In fact, it
is sufficient to observe that Γf satisfies, respectively, (Hc0) or (4.38) and to apply
Theorem 2.5 or Example 4.1.
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5. – Relaxation through Young measures

In analogy to the relaxation theorem for integral functionals of [17], at the end of
this paper we state a relaxation theorem for supremal functionals by using the Young
measures. First of all, we give their definition and their main properties, following
[20] and [21] (see also [6] for the characterization of narrow convergence). In this
section, (Ω,F , µ) is a measure space where µ is a nonnegative Radon measure. We
suppose that it is a complete, nonatomic and finite measure and that Ω is a locally
compact, metrizable and separable space, l.c.s. for short.

Definition 5.1 (a) A Young measure on Ω×Rd is a nonnegative measure τ on
Ω × Rd such that τ(B × Rd) = µ(B) for any Borel set B ⊂ Ω, i.e. µ is the
image of τ by the projection map (x, z) → x.

(b) For any F -measurable function u : Ω → Rd, the Young measure associated to u
is the image of µ by the map x → (x, u(x)), that is ν(A×B) = µ(A∩u−1(B))
for any Borel sets A ⊂ Ω and B ⊂ Rd.

(c)Let (τx)x∈Ω be a family of probability measures on Rd such that x 7→ τx(B) is
F -measurable on Ω for every B ∈ Bd. A Radon measure τ is defined by the
formula

τ(C) :=
∫
Ω

τx(Cx)dµ(x)

where Cx =: {z : (x, z) ∈ C}. We write in this case τ = µ⊗ τx.

Example 5.1 (1) When ν is a Young measure associated to the function u , then
ν = µ⊗ δu(x).

(2) When τ is a Young measure on Ω×Rd, there exists a family (τx)x∈Ω of proba-
bility measures on Rd such that τ = µ⊗ τx. This decomposition is known as
disintegration of τ .

We denote by Y(Ω, µ,Rd) the set of all Young measures on Ω×Rd and on it we
consider the following topology.

Definition 5.2 The narrow topology on Y(Ω, µ,Rd) is the weakest topology for
which the maps τ 7→

∫
Ω×Rd φdτ(x) are continuous, where φ ∈ Cc(Ω×Rd).

When (zk)k is a sequence of F -measurable functions zk : Ω → Rd such that the
sequence of the associated Young measures (νk)k narrowly converges to τ , where τ
is some Young measure, we say that the sequence (zk)k generates the Young measure
τ .

The following proposition (see [21]) contains a lower semicontinuity result.

Proposition 5.1 Let (zk)k : Ω → Rd be a sequence of F -measurable functions and
suppose that it generates the Young measure ν. Let f : Ω×Rd →]−∞, +∞] be a
normal supremand. Assume that the negative part f−(x, zk(x)) is weakly relatively
compact in L1(Ω,Rd). Then

lim inf
k→∞

∫
Ω

f(x, zk(x))dx ≥
∫
Ω

∫
Rd

f(x, z)dνx(z)dx.
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By using Proposition 5.1, we can prove the following theorem which generalizes the
result of Lemma 3.2 in [4].

Theorem 5.1 Let (zk)k be a bounded sequence in L∞(Ω,Rd) and suppose that (zk)k

generates the Young measure ν. Let f : Ω×Rd →]−∞, +∞] be a normal supremand.
Then

lim inf
k→∞

(µ⊗ δzk(x)- sup
Ω×Rd

f(x, z)) ≥ µ⊗ νx- sup
Ω×Rd

f(x, z)

where δzk(x) is the Dirac measure concentrated in zk(x).

Proof. If this is not true, there exists ε > 0, there exists a subsequence of (zk)k

(which we still denote by (zk)k) and for every k ∈ N there exists Ek ⊂ Ω×Rd such
that µ⊗ δzk(x)(Ω×Rd \ Ek) = 0 and

sup
Ek

f(x, z) ≤ µ⊗ νx- sup
Ω×Rd

f(x, z)− ε.(5.39)

Let M > 0 such that ||zk||L∞ ≤ M for every k ∈ N and let

Λ := µ⊗ νx- sup
Ω×Rd

f(x, z)− ε.

If we set F := {(x, z) ∈ Ω×Rd : |z| ≤ M, f(x, z) ≤ Λ}, then F is F⊗Bd-measurable.
Moreover, by (5.39), F c := (Ω×Rd \F ) ⊂ (Ω×Rd \Ek)∪(Ω×{z ∈ Rd : |z| > M})
for every k ∈ N. This implies that µ ⊗ δzk(x)(F

c) ≤ µ ⊗ δzk(x)(Ω ×Rd \ Ek) + µ ⊗
δzk(x)(Ω× {z ∈ Rd : |z| > M}) = 0. Setting

g(x, z) = 1F c(x, z) =
{

1 if (x, y) ∈ F c

0 otherwise,

we have that g is a F ⊗Bd- measurable function and l.s.c. with respect to y. So, by
Proposition 5.1,

lim inf
k→∞

∫
Ω

( ∫
Rd

1F c(x, z)dδzk(x)(z)
)
dµ(x) = lim inf

k→∞

∫
Ω

g(x, zk(x))dµ(x)

≥
∫
Ω

( ∫
Rd

g(x, z)dνx(z)
)
dx

= (µ⊗ νx)(F
c)

i.e.
0 = lim inf

k→∞
µ⊗ δzk(x)(F

c) ≥ (µ⊗ νx)(F
c).

Therefore
µ⊗ νx- sup

Ω×Rd

f(x, z) ≤ µ⊗ νx- sup
F

f(x, z) ≤ Λ

which is a contradiction. ut

26



The next theorem will be useful in the followings. For a proof, see [21]:

Theorem 5.2 (1) (Prohorov compactness with parameter) Let (zk)k be a bounded
sequence of L1(Ω,Rd) and let (τk)k be the associated Young measures. Then
there exist a subsequence (τkn)n and a Young measure ν such that (τkn)n

narrowly converges to ν.

(2) If (zk)k converges to z weakly in L1(Ω,Rd), then, µ-a.e. the disintegration τx

has a barycenter bar(τx) =
∫
Rd zdτx(z) = z(x).

Finally, we give a representation theorem of F by using Young measures.

Theorem 5.3 Let (Ω,F , µ) be a measure space where µ is a nonnegative, finite,
Radon measure and Ω is a locally compact, metrizable and separable space. Assume
that the hypotheses of Theorem 2.4 are satisfied. Then, for every u ∈ L∞

d and for
every B ∈ F it holds:

F (u, B) = min
{
µ - sup

x∈B
{σx- sup

z∈Rd

f(x, z)} : σ ∈ B(u)
}

(5.40)

where

B(u) =
{
σ : σ Young measure, u(x) =

∫
Rd

zdσx(z) for µ-a.e.x ∈ Ω
}

(5.41)

Proof. Let u ∈ L∞
d , B ∈ F and σ ∈ B(u). By applying Theorem 2.1 to the level

convex function f cγ, we have that

µ - sup
B

f cγ(x, u(x)) = µ - sup
x∈B

f cγ(x,
∫
Rd

zdσx(z))

≤ µ - sup
x∈B

{σx- sup
z∈Rd

f cγ(x, z)}

≤ µ - sup
x∈B

{σx- sup
z∈Rd

f(x, z)},

which implies, thanks to Theorem 4.2,

F (u, B) ≤ inf {µ - sup
x∈B

{σx- sup
z∈Rd

f(x, z)} : σ ∈ B(u)}.(5.42)

Then, let (uk)k∈N ⊂ L∞
d such that

uk → u weakly* in L∞
d (Ω),

and
F (u, B) = lim inf

k→∞
F (uk, B).

Let
σk,x := δuk(x).
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Thanks to Theorem 5.3, there exists a subsequence (that, without loss of generality,
we denote again by (uk)k∈N) and a Young measure σ ∈ B(u) such that (uk)k∈N

generates σ. If we define

F(σ, B) := µ - sup
x∈B

{σx- sup
z∈Rd

f(x, z)},

by applying Theorem 5.2, we obtain

F (u, B) = lim inf
k→∞

F (uk, B)

= lim inf
k→∞

µ - sup
x∈B

{σk,x- sup
z∈Rd

f(x, z)}

= lim inf
k→∞

F(σk, B)

≥ µ - sup
x∈B

{σx- sup
z∈Rd

f(x, z)}.

Together with (5.42), this implies (5.40). ut

Acknowledgements.
I wish to thank Prof. G. Buttazzo and Prof. P. Cardaliaguet for several helpful
discussions and suggestions.

References

[1] E. ACERBI, G. BUTTAZZO, F. PRINARI: The class of functional which can
be represented by a supremum. J. Conv. Anal. 9 (2002), 225–236.

[2] H. ATTOUCH: Variational Convergence for Functions and Operators. Appl.
Math. Ser. Pitman, Boston (1984).

[3] E. N. BARRON, P. CARDALIAGUET, R. R. JENSEN: Radon-Nikodym The-
orem in L∞. Appl. Math. Optim. 2 (2000), 103–126.

[4] E. N. BARRON, R. JENSEN: Relaxed minimax control. SIAM J. Control Op-
timazion 33 (1995), 1028–1039.

[5] E. N. BARRON, W. LIU: Calculus of Variations in L∞. App. Math. Optim.
35 (1997), 237–263.

[6] H. BERLIOCCHI, J. M. LASRY: Integrand normales et mésures paramétres en
calcul des variations. Bull. Soc. Math. France 101 (1973), 129–184.

[7] G. BUTTAZZO, G. DAL MASO: Γ-Limits of integral functionals. J. Analyse
Math. 37 (1980), 145–185.

[8] G. BUTTAZZO, G. DAL MASO: On Nemyckii operators and integral repre-
sentation of local functionals. Rendiconti di Matematica 3 (1983), 491–510.

28



[9] G. BUTTAZZO, G. DAL MASO: Integral representation and relaxation of local
functionals. Nonlinear Anal. 9 (1985), 515–532.

[10] G. BUTTAZZO: Semicontinuity, Relaxation and Integral Representation in the
Calculus of Variations. Pitman Res. Notes Math. Ser. 207, Longman, Harlow
(1989).

[11] C. CASTAING, M. VALADIER: Convex Analysis and measurable Multifunc-
tions. Lecture Notes in Math. 590, Springer-Verlag, Berlin (1977).

[12] B. DACOROGNA: Direct Methods in the Calculus of Variations. Appl. Math.
Sciences 78, Springer-Verlag, Berlin (1989).

[13] G. DAL MASO: An introduction to Gamma-convergence. Birkhauser, Boston
(1993).

[14] G. DAL MASO, L. MODICA: A general theory of variational functionals. In
“Topics in functional analysis”, Quaderni, Scuola Norm. Sup. Pisa, Pisa (1982),
149–221.

[15] I. EKELAND, R. TEMAM: Convex Analysis and variational problems. North
Holland, Amsterdam (1978).

[16] P. MARCELLINI, C. SBORDONE: Dualità e perturbazioni di funzionali inte-
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