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1 Introduction

The aim of this paper is the study of regularity properties of local minimizers of integral
functionals of the type

(1.1) F(u,Q) :z/Qf(x7u(:1c),Du(x))dx,

in the class K := {u € WI'P(Q R) : u > 1}, where 1 is a fixed obstacle function, (2 is a
bounded open set of R”, f:Q xR xR"™ — R a Carathéodory function and u € VVI})C1 (Q,R).
The assumptions we are going to consider here are weaker than those ones usually employed
in the literature in that we are not assuming that the functional considered in (1.1) admits
an Euler equation, in particular we shall assume that the Lagrangian f is convex in the
gradient variable in a suitably strong way, see (H2), and not necessarily twice differentiable.
Such assumptions have been considered since the innovative paper of Fonseca and Fusco [11],
where Lipschitz regularity results have been achieved for un-constrained local minimizers.
Subsequently these results have been extended in [4], [5], [12] as far as standard functionals
are considered and in [1], [8], [9], as far as the vectorial case and non-standard growth
conditions are considered.

In this paper we extend the treatment of such functionals to the case of one-sided obstacle
problems, providing sharp regularity results in the setting of Holder and Morrey spaces. In
particular, our results seem to be new in the standard case indeed they extend in a sharp way
those obtained by Choe [2], where regularity in Morrey spaces is considered. This is possible
via a more careful estimation using suitable freezing techniques. The lack of smoothness
of the energy density is overcome by the use of Ekeland’s variational principle, a tool that
revealed to be crucial in regularity since the paper [13].

The results of this paper can be used to prove regularity theorems for obstacles problems
under non standard growth conditions, see e.g. [3].
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2 Notation and statements

In the sequel Q will denote a bounded open set in R™ and B(z, R) the open ball {y € R" :
|x —y| < R}. As we are analysing the regularity properties of minimizers inside 2, it is not
restrictive to assume 2 smooth.

If w is an integrable function defined on B(x, R), we will set

1
Won=f u@de=— [ utayds,
B(z,R) Wan B(z,R)

where w,, is the Lebesgue measure of B(0,1). We shall also adopt the convention of writing
Bpr and (u) g instead of B(z, R) and (u),,r respectively, when the center will not be relevant
or it is clear from the context; moreover, unless otherwise stated, all balls considered will
have the same center. Finally the letter ¢ will freely denote a constant, not necessarily the
same in any two occurrences, while only the relevant dependences will be highlighted.

The Carathéodory function f: Q x R x R™ — R is supposed to satisfy a growth condition
of the following type

L7 ef? < fla,u,2) < L(L+|27)
forall z € Q, u € R, z € R", where p > 1 and L > 1. Next, we set

(2.1) S(x) == [Dp(a)]",

F(u,.A) :z/Af(x,u(x),Du(a:))dx,

(22)  Folu, A) = /

A

hy (2, u(z), Du(z)) de == / [f(z,u(x), Du(x)) + ¢(z)] dx

A

for all u € W,21 () and for all A C Q, where ¢ € WP(Q) is a fixed function.
With this type of standard growth, we adopt the following notion of local minimizer and
local Q-minimizer.

Definition 2.1. We say that a function u € WI})’Cl (Q) is a local minimizer of the functional
F if |Du(x)|P € L (Q) and

loc

/ , f(@,u(x), Du(z))dz < / f(@,u(x) + ¢(x), Du(z) + Do(x))dx

supp ¢
for all ¢ € Wol’l(Q) with compact support in ).

Definition 2.2. We say that a function u € Wl’l(Q) 1s a local Q-minimizer of the functional

loc

F with Q > 1 if for allv € WI})S () we have
F(u,H) < QF(v,H) ,
where we set H =: supp(u — v) CC .
We shall consider the following growth, ellipticity and continuity conditions
(H1) L7 + |22 < flayu,2) < L + [2P)P72
|| FGaosun,z0+ Do(a) = (a0, w0, 20)lds

{2
> L / (42 + |20 + [ D () 2)P~2/2| Do(a) e
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for some 0 < p < 1, for all zp € R, ug € R, 29 € Q, ¢ € C§°(Q1) , where Q1 = (0,1)",
(H3) |f(@,u,2) = f(z0,u0,2)| < Lw(|lz — o] + [u— uo|)(1® + [2[*)P/?

for all z € R™, u,ug € R, z and xg € Q, where L > 1. Here w : Rt — R™T is a continuous,
nondecreasing function, vanishing at zero; we also suppose, without loss of generality, that
w is a concave, bounded and, hence, subadditive function. Let us set

K:={uec W' (Q):u>v}.
Now we recall the definition of Morrey and Campanato spaces (see for example [16]).

Definition 2.3. (Morrey spaces).

Let Q2 be an open and bounded subset of R™, let 1 < p < 400 and A > 0. By LPQ) we
denote the linear space of functions u € LP(SY) such that, if we set Q(zo, p) := QN B(zo,p),
we get

1/p
l[ul|ra ) = { sup p_’\/ |u(x)|pdx} < +o0.
z0€Q, 0<p< diam(Q) Q(zo,p)

It is easy to see that |[u||zsx(q) is a norm respect to which LP*(Q) is a Banach space.

Definition 2.4. (Campanato spaces).
Let © be an open and bounded subset of R™, let p > 1 and X\ > 0. By LP(Q) we denote the
linear space of functions u € LP(Q) such that, if we set Q(zg, p) := QN B(xo, p), we get

1/p
[u]p,x={ Y u<z>—<u>m,p|pd:c} < 4o,
29€Q, 0<p< diam(Q) Q(z0,p)

where

e
U)zo,p = w(x) dx
a0 = 0G0 Joreny

is the average of u in Q(xg, p).

Also in this case it is not difficult to show that £P*(£2) is a Banach space equipped with the
norm

lullzor @) = llullLe ) + [ulpa-

Remark 2.5. The local variants L2 (Q) and £2:(€2) are defined in a standard way

loc loc

we IPAQ) & ue LPNQ) VO ccQ

loc

uwe LPMNO) & uwe LPNY) VO cc .

loc

The interest of Campanato’s spaces lies mainly in the following result which will be used in
the next sections. It can be found in [16], Sect. 2.3.

Theorem 2.6. Let Q) be a bounded open set without internal cusps, and let n < A <n+p.
Then the space LP(RY) is isomorphic to CO%(Q) with o = A%". We also remark that, using

Poincaré inequality, we have that, for a weakly differentiable function v, if Dv € LPA(S2),
then v € LPPTA(Q).

The first result we are able to obtain is for local minimizers in K of the functional

(2.3) Go(w, Br) = / g(Dw(x)) dx

Br



where g : R® — R is a continuous function fulfilling the following growth and ellipticity
conditions

(H4) L7 (p? + [2P)P? < g(2) < L(? + |2*)P2,

15) [ lgteo+ Dofe)) — geolldo = L7 [ 2+ faof +1D6() )22 Do) d
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for some 0 < p <1, for all zp € R", ¢ € C§°(Q1), where Q1 = (0,1)", L > 1, p > 1. More
precisely we have

Theorem 2.7. Let v € Wb1(Q) be a local minimizer of the functional (2.3) in K, where g
is a continuous function satisfying (H4) and (H5) and the function ¢ fulfills the following
assumption

(2.4) Dy € LPNQ),

loc

for some 0 < X\ < n. Then also Dv € LP")() for the same .

loc

As an immediate consequence of this result we deduce the following theorem

Theorem 2.8. If the assumptions of Theorem 2.7 hold with A\ > n — p, then v € C&?(Q)
n—A
P

Now if we assume that the obstacle 1 is a little more integrable, we are able to deduce the
following theorem which holds for the local minimizers in K of the functional (1.1).

with a =1 —

Theorem 2.9. Let u € W' (Q) be a local minimizer of the functional (1.1) in K, where

loc

f is a continuous function satisfying (H1), (H2) and (H3) and the function ¢ fulfills the
following assumption

(2.5) Dy € LI2(9),

loc

where g = pr for somer >1 andn—p < A <n. Then Du € Lp’)‘(Q).

loc

Further improvements are still possible, see Remark 5.3.
Also in this case the following result can be obtained immediately from the previous one

n—A\
P

Finally, if the Lagrangian f is more regular and the obstacle stays in a Campanato space,
we have

Theorem 2.10. Under the assumptions of Theorem 2.9, u € C2%(Q) with a =1 —

Theorem 2.11. Let u € VVli)Cl(Q) be a local minimizer of the functional (1.1) in K, where
f is a function of class C* satisfying (H1), (H2) and (H3) and the function 1 fulfils the
following assumption

(2.6) Dy € LPNQ),

loc
for some n < A <n+p. If we assume that
(2.7) w(R) < LRS
for some 0 < £<1andall R <1, then Du € Eﬁ;g‘(ﬂ) for some X = S\(A,f,p, n) such that
n<A<n+p.
In this case we have the following consequence

Theorem 2.12. In the assumptions of Theorem 2.11, u € Cllof(ﬂ) for some 0 < o < 1.



3 Preliminary results

e A classical result.

The following result is taken from [11], see also [9].

Theorem 3.1. Let g : R™ — R be a continuous function satisfying (H4) and (H5). Let
w € WHP(Q) be a local minimizer of the functional (2.3) with Br CC 2. Then Dw is locally
bounded and moreover if 0 < p < R/2, then

/Bp(ug | Dw(a)[2)P2dz < ¢ (%)” /BR(Mz + | Dw(z) 2P/ 2dz

with ¢ only depending on p, L.

e A remark about local minimizers with obstacles.

If v is a local minimizer of the functional (2.3) in K with the Lagrangian g of class C?, then
it is easy to see that

(3.1) / A(Dv(z)) - Dp(x)de >0 Ve € C5(Q) such that ¢ > 0,
Q

where A(z) := Dg(z) and A(z) satisfies the following monotonicity and growth conditions
(3.2) A(z)-z> v]|z|]P —¢

for some v > 0 and

(33) A < L+ ]P0,

This in particular yields

(3.4) /QA(D’U(J))) (Dv(z) — Dw(z))dz <0 VYwekK, w—ve WP Q).

e A higher integrability result.

If w is a local minimizer of the functional (1.1) in K, then it is possible to deduce for u a
higher integrability result.

Theorem 3.2. Let u be a local minimizer of the functional (1.1) in K, where the Lagrangian
f satisfies (H1) and the function ¢ fulfills (2.5). Then, there exist two positive constants
¢, depending on p, L such that, if B CC (Q, then

o

Br2

Moreover, if the function ¢ fulfills (2.6), then (3.5) holds with A replaced by n.

1/(1+9) .
|Du(a:)|p(l+5)d9:) <c ][ |Du(x)|? dx + ¢ RS
Br

Proof. Working as in [8] we can easily find the Caccioppoli inequality for local minimizers
of the functional (1.1) in K, (i.e. for @—minimizers of the functional (2.2))

(3.6) /B \Du(a)P dz < c/B ulw) = (W
R/2 R

R
from what we deduce

P

dz + C/B (|IDy(x)|P + 1) dx

]{BR/Q |Du(z)P dz < c (]{BR |Du(x)| dm>9 +oe ]{BR (1DY(2)|P + 1) de



for some suitable § > 1. Now the assumption (2.5) allows us to use a classical result (see [16],
Theorem 6.6) based on the Gehring’s lemma and deduce that there exists § € <O, a-p
p

such that

1
u(z T <ec u(z T+ c T +1)dx .
Du(x) [P0+ g Du(x)|Pd Dyy(x) P+ £ 1) d
Br/2 Br Br

Using again assumption (2.5), we have

w(z)PA+9) dg o c w(z)|P dx c z)|? T e
(éR/2|D<>| d) < ]{BR'D”'d 4 (éwa( >|+1>d)

<c ][ |Du(x)|? dx + ¢RI
Br

This finishes the proof. The other case is obtained in a similar way. [

e A up-to-the-boundary higher integrability result.

If w is a local minimizer of the functional (2.3) in K, then the following up-to-the-boundary
higher integrability result can be rapidly deduced:

Proposition 3.3. Let g : R" — R be a continuous function fulfilling (H4). Let v be a
local minimizer of the functional (2.3) in the Dirichlet class {v € u+ Wy (Bg) : v € K},
for some u € WYP(BR), where the function 1 fulfills the assumption (2.5). If moreover
u € WH4(BR) for a certain p < q < q, then there exist p < ¥ < @ and c depending on p, L
but not on u or R such that v € WI’F(BR/Q) and

(3.7)

(JZBR/2 |Dv(9ﬁ)|7’dx>p/F <c {]éR(l + |Du(x)|9) dx} r/a . {JgR(l + DY) do p/q.

The same holds if the function ¢ fulfills instead assumption (2.6).

Proof. The proof follows as in [4], the only difference is in the first step. In fact in our case
the Caccioppoli inequality takes into consideration the presence of the obstacle function, so
that we have, for any B, C Bpr/s

/ |Dv(x)|P dax < c/
B B2,

P

v(x) = (v)2p
P

p
de + c/ (14 | Dy()|?) da.
BQP

The rest of the proof follows as in the standard case. [J

e A classical iteration lemma.

The following classical iteration lemma can be found for example in [16]. Here we state this
lemma with a precise dependence on the constants we will need later.

Lemma 3.4. Let ¢(t) be a nonnegative and nondecreasing function. Suppose that

o) < A[(%)" +e] e(r) + B R

for all p < R < Ry, with A, B, a, 8 nonnegative constants, 3 < «. Then there exists a
constant g = €o(A, a, B3) such that if € < eq, for all p < R < Ry we have

o(0) < c [(;)qu(R) +Bpﬁ]

where ¢ is a constant depending on «, 3, A but independent of B.



e An auxiliary decay estimate.
This estimate, which will be useful later, is established following an idea of [10].

Proposition 3.5. Let u € WYP(Q) be a local minimizer of the functional (1.1) in K;
assume that ¢ € L"(Q) where the function ¢ is introduced in (2.1) and 1 < r < n/p, with
p <mn. Then for any € > 0 and for any B, C Br C Q, with R <1,

/ p|Du<x>|pdec[(§)nMUIH} /| |Du(a)p do-eu (0 [ [ @+ vas|

R

for some 0 < o1 < 1, where ¢ is a constant depending on L,n,p while c. depends also on ¢.

Proof. Let us fix any Br C 2 with R < 1, and consider the functional

Fy(w, Br) = / (@, w(z), Du()) +<(z))] de

Br

with w € V where V := {v € u+ W, (Bg)}.
First of all we notice that
Hg/ Fy(w, Br)

is finite. So let us fix any § > 0 and choose us € V such that

(38) fw(u(s, BR) < Helf“/ fw(w,BR) +o0R™.

We want to use the minimality of w. A priori us does not stay in K so we set ws :=
max{®,us} and ¥ := {z € R™ : us > v }. In this way ws € K and, by the minimality of u,
we have

(3.9) F(u, Br) < F(ws, Br).

Therefore we have

Fy(u, Br) = F(u, Bgr) +/B ¢(z) dx

(3.9)
2 s+ [ i
Br

=F(ws, BeNE) + F(ws, Br \ X) —I—/B ¢(z) dx

< Flus, Br) + F(u, Br) + / (z) da
Br
=Fy(us, Br) + F (¢, Br)

(3.8)

< inf Fy(w,Bgr) +06R" + L (/ () dﬂc—i—R”) ;
weV B

R

we set

H(R):=1L </ g(x)dz+R”> .
Br
Then letting § — 0 we have

Fy(u, Bg) < irelf{/fw(w,BR) + H(R).

At this point, the functional Fy,(w, Bg) is lower semicontinuous with respect to the topology
induced on V' by the distance

d(u,uz) == (H(R))*l/pR_"(l_z%)/B |Duy (z) — Dus()| dz;



then Ekeland’s Lemma (see Theorem 1 in [7]) implies that there exists v € V such that

(Z) /; |D’U(-'13) - Du(x)‘ dx < (H(R))l/p Rn(I*%)

(id) Fy(v, Br) < Fy(u, Br)

L . H(R)\ 7

(#4¢) v minimizes the functional Fy(w, Br) + T |Dw(z) — Dv(x)| dz.
Br

Actually it is not difficult to show that v € u + WO1 P(Br) and it is a local Q—minimizer
(with @ depending only on L) of the functional

H(R)

Rn

w (|Dw(az)|p +

+ 1> dx.
Br

Then using a classical result (see for example [16], Theorem 6.7, in which the thesis (6.60)
holds even without the term |u[P” in both sides of the inequality) we obtain, for some
p<qgi<n

(3.10) <][BR/2 | Do(z)|® dx) o < [(]{33 |Dv(x)p)l/p + <1 + H}gf))l/p] ;

we can choose ¢ = p(1 + 0) where § is the higher integrability exponent for u given by
Theorem 3.2, so that the following inequality holds
(3.11)

1
][ | Du(x) [P dx <e ][ |Du(x)|P dx + ¢ (][ (| D () PO+ 1) dx) .
Br/2 Br Br

We can choose § small enough such that § < r — 1.

At this point another classical result (see [10], Theorem 3.5, where also in this case the thesis
(3.6) still holds even without the term |u|? in both sides of the inequality) entails that there
exists o1 > 0 such that, for any 0 < p < R,

(3.12) /B 1Du@)dr < ¢ (&)~ [ /B ) |Dv(:c)|pdx+H(R)+R”] .

Now, choosing 0 < 6 < 1 such that /¢; +1 — 6 = 1/p, we obtain

1/p 0/q1 1-6
<][ |Du—Dv|pdsc> < (][ |Du — Dv|® dsc) <][ |Du—Dvdac>
Brya Bry» Bry2

and this implies, with £ € (0, 1)

1/p
(][ |Du(z) — Dv(x)|P dx)
Bry2
ar ar
<e (ém |\ Du(z)|™ dx) + (ém | Do(a)|® dx)

(3.13) +ce fB |Du(x) — Du(z)| dz
R/2

O e [ <]{9R Du(x)|pda:)1/p +e (éR (J(x)|/? + 1) dx)l/ql

P (f o) "+ (0] ()"




On the other hand,
(3.14)

/ |Dv(x)|Pdx < L f(z,v(z), Dv(z))dx + L /
Br

Br

¢(z)de — L /B ¢(z)dx

Br

(44)
s(z)dx < Lf¢(u,BR)—L/ ¢(z) dx
Br

=L Fy(v,Bgr)— L /

Br

=L F(u,Bg) < ¢(L) /B (|Du(z)|P + 1) dz.

At this point, (3.13) becomes

<][BR(|Du(m)|P +1) dx)l/p

() (1 BEY e ()

Hence, raising to the power p both sides of the previous inequality and getting rid of the
averages, we get

1/p
( ][ \Du(z) —Dv(a:)|pdx> < co(l)
Br/2

(3.15)

/ |Du(x) — Dv(z)|P de <ec(p,L)
Br/2

/BR |Du(z)|? dx

+ R4 ROH) (/BR(|<(;U)|"£ +1)dff)

r
q1

+ce(p) H(R).

This allows us to conclude that (here we use the fact that § < r — 1)

/B \Du(@)|P da < 27~ /B \Dv(@)|? da + 27 / \Du(z) — Do()|? dz

o Bry2
(3.12) n—p+po
ey (£) [ / Dv<x>|pdx+H<R>+R"]
Br

R
/BR |Du(z)|P dz + R™ + R*(1=+) (/BR |§(-T)de>1/r

<c(p, L) {(g)n_wm +€} /BR \Du(z)P dz + c. R(1-%) </BR(|§(x)T+1)dx)1/r

and this finishes the proof. [J

(3.15)

+ ec(p, L) + c(p) H(R)

e A Holder regularity result

Theorem 3.6. Let u € WYP(Q) be a local minimizer of the functional (1.1) in K, with
p < n; assume that ¢ € Lfoé(Q) where ¢ is the function introduced in (2.1), 1 < r < n/p
and 0 < XA < n. If moreover n — pr < A < n, then wu is locally Hélder continuous in Q. If
otherwise p > n then wu is trivially locally Holder continuous too.

Proof. We immediately remark that, if p > n then u is trivially locally Holder continuous
in Q due to the Sobolev embedding. On the other hand, if p = n the same conclusion can
be obtained using the higher integrability result (3.5) and the previous assertion. So we
concentrate our discussion on the case p < n.



From Proposition 3.5, we have that, for any € > 0 and for any B, C Br C ), with R <1,

AJDMMPMSCKEYWHM+%Aﬁwwwpwﬂﬁﬂ“”{L(M@V+Umi

R

for some 0 < 01 < 1, where ¢ is a constant depending on L, n,p while c¢. depends also on €.
Now, with our assumptions on the function ¢, we can immediately deduce that

p n—p+poi n—n A
/ Du(@)P iz < | (%) +e/ IDu(@)P do + e R 33 [o] o -
B, Br

As moreover A > n — pr, then there exists oy > 0 such that

A on

———=por—p
T r

and therefore
n—p-+po
[, pueran<e|(f)"" T vl [ ipu@pdr s emre
B, R Br

Choosing for example v := %min{ol, o2} and using the classical iteration Lemma 3.4, we
deduce that

p\" Pty _
/ \Du(@)[? dz < ¢ (f) / |Du(z)[P dz + c. RPP+PY
B, R Br

At this point, Theorem 2.6 allows us to conclude that u € C&Z(Q) This finishes the proof.
O

From now on, since we are going to prove local regularity results, we shall assume that any
local minimizer v of the functional (1.1) in K is globally Holder continuous, that is for all
T,y €

(3.16) lu(z) —u(y)| < [uly|lz—y|” < clz—y|".

4 Proof of Theorem 2.7

The proof of this theorem is carried on in three steps: first we establish a decay estimate for
local minimizers of the functional (2.3) in K, with g € C?; in a second moment we remove the
smoothness of the function g by means of a standard approximation argument and finally
we conclude using a classical iteration lemma.

& STEP 1. We start by proving a first result

Proposition 4.1. Let v € W21 (Q) be a local minimizer of the functional (2.3) in K, where
g € C? satisfies (H4) and (H5). If the function v fulfills (2.4) for some 0 < A < n, then for
all0 < p< R/2 and any e >0

n

/ |Do(z)|P dz < ¢ [(ﬁ) +e} / (14 |Do(2)|?) dz + E R,

B R Br
P

where ¢ = ¢(p, L,v) and ¢ = &(p, L,e,v) (the coefficient v was introduced in (3.2)).

Proof. We fix R > 0; then let w € v + Wol’p(BR) be the solution of the following equation:

(4.1) ; A(Dw(zx)) - Dp(z) dx = : A(DY(z)) - Dp(x) dz Y o € WyP(Bg).

10



Then by the maximum principle, (for more details see for example [15]), we get that w > ¥
in Bg, since v > 1 on 0Bgr. We also have

(4.2) /B A(Dv(z)) - (Do(z) — Dw(x)) dz < 0,

since v — w € Wy P(Bg) and w > 1 in Bg.
At this point let z be the solution of the following minimum problem

(4.3) min {Qo(z, Br):z€ev+ Wol’p(BR)} )

where Gy was introduced in (2.3). It is evident that z satisfies

(4.4) /B A(D=(2)) - Do(a)de =0 ¥ o € WiP(Bp);
R

moreover z = w on JBg, so for example

(4.5) A(Dz(z)) - (Dw(x) — Dz(x))dx = 0.

Br

First of all, from Theorem 3.1 we get for any 0 < p < R/2

/Bp(uz D)) 2 dr < ¢ (E)H/BRW + | D2(2)2)P/? do

where the constant ¢ only depend on p, L. Moreover using the minimality of z we get

/BR |Dz(z)|P dx < L/BR g(Dz(z))dx < L/BR g(Dw(x))dz < ¢(L) / (1 + |Dw(x)|?) dz,

Br

as w— z € Wy P(Bg).
Now, we would like to compare z and w. If p > 2, we readly have

/B |Dw(z) — Dz(z)|P dz
§C/B (14 |Dw(@)[? + [ D=(2)P)?~D"2| Du(x) — Da(a) da
<c /B (A(Dw(x)) — A(Dz(z)), Dw(x) — Dz(x)) dzx

<4§’>C/B (A(Dw(x)), Dw(z) — Dz(x)) dz

@, / (A(D(x)), Dw(x) — Dz(z)) de
Br
(23)0 /B (|DY(2)|P~ 4+ 1) - |Dw(x) — Dz(x)| dx

<c /B |Dap(x)|P~t - |Dw(x) — Dz(z)|dz + ¢ /B |Dw(z) — Dz(x)| dx
<c /B |Dp(x)|P da + i /B |Dw(z) — Dz(x)|P dx
. 1/p
+ ¢R"% (/B |Dw(z) — Dz(:v)|pdx>

§c/ |D1/J(:c)|pdac+%/ |Dw(z) — Dz(x)|P dz + ¢ R",
BR BR
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where (4.1) is used with the choice p = w — z and where we used Young’s inequality twice
and the constants ¢ depend only on p, L. So, using assumption (2.4), we get

/ |Dw(z) — Dz(z)|P dx < ¢ R*.
Br
In a slightly similar way, if 1 < p < 2, using again Young’s inequality

/ |Dw(z) — Dz(x)|? dx
Br

-2 ) 1/2
s( /| D)+ 1D2(0) ) F D) = D) dx)

- - 1/2
X (/BR(l + |Dw(x)|* + |Dz(z)|*) = |Dw(z) — Dz(x)| dx)

1/2

< | [ (DU 1) [Dule) - Dx(a) e v (f s Dut)P) o)
<ele, L) UBR (D)7~ +1) - | Dw(x) —Dz(x)|dx} te /BR(1+ | Duw(a)[?) da

Sc(s,L,p)/B (\Dw(x>|p+1)da:+%/3 \Dw(m)—Dz(x)|pdm+5/B \Dw(z)|P do

which gives us

(4.6) /B \Dw(z) — Da(2)|P dz < cle, L,p) B> + /B |\ Duw ()P da.

Summarizing, for any p > 1 we have (4.6). At this point we get
/ | Duw(x)|Pdz <271 /
B

B,

|Dz(z)|[Pdx + 2P~ 1 / |Dw(x) — Dz(x)|Pdx

p B,

<e(p) / (1% + |Dz(x)|?)P?dx + c(e, L,p) R* + 2Pt / |Dw(zx) P dx
B, Br

<ec (ﬁ)n/ (1% + |Dz(x)|?)P?dx + & R +2”_15/ |Dw(z)|? dx
R Br Br

<c [(%)HJFE] /BR(1+ |Dw(z)|P) dz + & R,

where the constant ¢ depends only on p, L and the constant ¢ depends on p, L,e. Now, we
would like to compare w and v. We get

/ |Dw(x)|P dx
Br
(322)1/ (A(Dw()), Dw(x)) dz + ¢ R"

12 Br
2 | ADule), Do+ [ (AD6@). Dutw) - Do) do + R

g%/ (|Dw(z)[P~ + 1)| Do(x)| do + %/ (I1D¥(2) P! +1)|Dw(z)| dz
Br Br
1

2 [ (pv@l + DiDu@) do + cR”

gl/ |Dw(m)|pd:ﬂ+c/ |Dv(x)|pdx+c/ |Dyp(x)|P dx + ¢ R™,
2 BR BR BR
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where (4.1) is applied with the choice ¢ = w — v and where the constants ¢ only depend on
p, L,v. So, using assumption (2.4), we have

(4.7) / |Dw(z)|Pdx < ¢ / |Dv(x)|P dz 4 ¢ R
Br Br
On the other hand, working as for (4.6), it is not hard to get
/ |Dv(x) — Dw(z)|P dz < c(e, L,p,v) R + ¢ / |Dv(z)|P dx

BR BR
which is valid for all p > 1 and for any € > 0. Indeed, when developing the analogue of (4.6)
with v(x) replacing z(z), it is sufficient to write

/ (A(Dw(x)) — A(Dv(z)), Dw(x) — Dv(z))dx < / (A(D(w(x)), Dw(z) — Dv(zx)) dx
BR BR

which comes from (4.2). Now for any 0 < p < R/2 and any € > 0

/ | Do(a)|Pdz

P

< gr-1 / |\ Duw(a)[Pdz + 27~ / \Du(z) — Duw(z)|Pdz
B B

P P

<e(p) [(B)" +¢] /BR(1 +1Dw(@)P) dz + e(c, L, p) R +ezp—1/BR |\ Do(a)[P dz

(4.7) P\ Y
< e {(7) +s} / (1+ |Dv(z)[P)dz + R
R Br
where ¢ depends only on p, L, v while ¢ depends on ¢, p, L, v. This finishes the proof. [J

¢ STEP 2. We remove the C2—regularity of the function g.

Proposition 4.2. Letv € VVli)C1 (Q) be a local minimizer of the functional (2.3) in K, where
g is a continuous function satisfying (H4) and (H5). If the function ¥ fulfills (2.4) for some
0 < A< n, then for all0 < p < R/2 and any e >0

(4.8) /B |Do(z)|P dz < ¢ [(%)”H} /B (1+ |Do(2)|?) dz + ¢ R,

where ¢ = ¢(p, L,v) and ¢ = ¢(p, L, e,v).

Proof. The proof relays on a standard approximation argument, see [11], [4]. Here we
confine ourselves only on a sketch of this proof. Let us consider (G,,)men to be a sequence
of continuous functions defined by

Gn)= [ oo (=4 0) dy

where ¢ : B(0,1) — [0,1] is a positive and symmetric mollifier. Then for any m € N it
is not hard to prove, following [11], that G, satisfies (H4) and (H5) with L replaced by a
suitable constant ¢ only dependent on L and p and independent of m and with u? replaced
by p? + -1, At this point we define v, € v+ Wy (Bg) as the unique minimizer in K of
the functional

Gm(w, Br) = [ Gm(Duw(w)) d

13



in the Dirichlet class v + W, (Bg). Using a standard coercivity argument and the strict
convexity of the functional (2.3), (see for example [1]), it turns out that, up to subsequences,
vm weakly converges to v in WHP(Bg) and the estimate (4.8) follows passing to the limit
the corresponding estimates valid uniformly for each v,,. O

& STEP 3. At this point we have that the following estimate holds for all 0 < p < R/2 and
any € >0

/Bp |Do(z)|P dz < ¢ [(%)"H} /BR(1+|Dv(x)|p)d;z:+6RA,

where ¢ = ¢(p, L,v) and ¢ = ¢é(p, L,e,v). Using Lemma 3.4, we can choose a radius Ry =
Ri(p, L,v) and a constant g9 > 0 such that, if € < g, we may deduce

/ |Dv(z)|P dx < ép*,
B

P

with ¢ = &(p, L,v,e) whenever 0 < p < Rj, fact which we may assume without loss of
generality. This allows us to conclude that Dv € Lfo’i‘ Q). O

5 Proof of Theorem 2.9

Also the proof of this result is divided into three parts: in the first step we establish a
technical estimate which will be used in the last part of the proof. This estimate can be
only obtained with the constraint of the function g being of class C?; therefore in the second
step we must remove this further regularity assumption by means of another approximation
argument similar to the one used in Proposition 4.2.

& STEP 1. We first prove the following proposition.

Proposition 5.1. Let g : R® — R be a function of class C* satisfying (H4) and (H5) with
L replaced by 8° L and 1 > 0. Let u € K, Br C Q and let vg € W1P(Q) be a minimizer of
the functional

H(w, Bg) = /

Br

g(Dw(z)) dz+6y /

| Dw— Duvg| dzx := Qo(w,BR)+00/ | Dw— Dy dx
Br

Br

in the Dirichlet class
(5.1) D:={wée€ K :w=u on Bg},

where 0y > 0. Then, for all 8 > 0, for all Ag > 0 and for any € > 0 we have

R

/Bp|Dvo(x)|pda:§c [(%)”%]/B (1+ |Dvo(@)|P) dz + &R

»_[ 1 ]»-T
+ ¢y / |Du(x) — Dug(x)|dx + cR"05" [}
Br Ao
+ el [ (14 | Du(@)) do
Br

for any 0 < p < R/2, where the constants ¢ depend only on L,p,v while the constant ¢
depends also on ¢.
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Proof. Let v € WP(Bg) be a local minimizer of the functional (2.3) in the Dirichlet
class (5.1), where ¢ is the function introduced in the statement of Proposition 5.1. So by
Proposition 4.1 we have, for any 0 < p < R/2 and any € > 0

/BP Du@)dr< ¢ [(£)" +e] /BR(1+ \Do(2)|?) dx + ¢ R,

with the constant ¢ = ¢(L, p,v) and the constant ¢ = ¢(L, p, v, €); thus comparing v and vy
and using the minimality of v in D, we obtain, for any 0 < p < R/2 and any ¢ > 0

(5.2) /B \Do(2)|P dz < ¢ [(%)”Jrg}/]g (1+ | Duo(2)|?) da + & B,

where ¢ = ¢(p, L,v) and ¢ = é(p, L,e,v). We remark that, for obtaining this first result, it
is not necessary to assume g € C? as we could use directly Proposition 4.2.

Moreover, arguing in a standard way and using (5.2), it is possible to obtain the following
inequality

[ ipw@rar<e[(8)"+<] [ a+Du@p)a
B, R Br
+ c/ (12 + | Dug(2)[* + |Do(@)2) "= [Dvg(x) — Do(x)|* dx + &R
Br
and the following estimate (since in our case we are assuming p > 0)
Go(vo) — Go(v) > ™ / (1% + [Duo (@) |? + | Do(e) )22 Dug (2) — Do(a) *de.

Br

It is here that we specifically need the further C?—regularity of the function g. On the other
hand, using the minimality of vy and triangular inequality, we deduce

Go(vo) — Go(v)

<H(vg) — H(v) + b /B |Dvo(x) — Du(x)|dx

+ 90/3 |Dv(x) — Du(x)|dx — 90/3 |Dv(x) — Du(z)|dz

<6y /BR |Du(x) — Dvg(z)|dx + /BR{GO [;Jﬁ} {|Dv(z) — Du(z)| [Ao)’} d

p

p 1|71
< 90/ |Du(x) — Dvg(z)|dz + ¢ R"™ 0977 [}
Br Ao

+ c[Agl?? /B (1 + |Du() ) dz

for all 8 > 0 and all Ay > 0. Connecting all the estimates we have just obtained, we get the
thesis. [J

& STEP 2. We now remove the assumption of smoothness of the function g.

Proposition 5.2. Let g : R” — R be a continuous function satisfying (H4) and (H5). Let
u € K, Br CQ and let vg € WHP(Q) be a minimizer of the functional

H(w, Bg) = /

Br

g(Dw(z)) dz+6 /

|Dw— Duvg| dx := go(w,BR)+90/ |Dw— Dy dx
Br

Br
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in the Dirichlet class (5.1) where 8y > 0. Then, for all 8 > 0, for all Ag > 0 and for any
e > 0 we have

/B |Duo() [P dz <c [(%)”H]/B (1 + |Duo(2)|?) dz + ¢ R

P R

2 [ 1 ]»-T
+ cby / |Du(x) — Dug(x)|dx + c R"6]~" [}
Bn Ao

+ c[Ag]?? /B (1 + |Du()|?) dz

for any 0 < p < R/2, where the constants ¢ depend only on L,p,v while the constant ¢
depends also on €.

Proof. Also this result is based on a standard approximation argument similar to the one
employed in Proposition 4.2; it easily follows from [11] and Proposition 5.1. See also [8]. O

{ STEP 3. We are ready to deal with the main part of the proof of Theorem 2.9.
e Freezing.

In the previous sections we remarked that if u is a local minimizer of (1.1) in K, then it is
possible to apply Theorem 3.2 and get that Du € LPT9(Q), for some 6 = §(p, L) > 0.
Now let us fix any R > 0 and any xg € Byg, where Byg CC 2. For any z € R™ we set

h(z) == f(xo, (u)r, 2),

(5.3) Ho(w, Br) ::/B h(Dw(x))dz = ; f(zg, (u) g, Dw(z))dz.

Let v be the local minimizer of the functional (5.3) in the Dirichlet class {v € K : v €
u + W, P(Bg)}. We immediately notice that the function h(z) := f(z0, (u)g, z) satisfies
the assumption of Proposition 3.3, so it follows that there exist two constants ¢, both
depending on p, L and independent of R and w, such that p < 7 < p(1 + §) and

(]{31?, ID@(x)de>p/r <c Mgm(l + | Du(z) PO+ da

c 2)|PA+0)Y 1
n []imuﬂw YUY g

:|1/(1+5)

(5.4)
]1/(1+5)

Since u is a local minimizer of the functional (1.1) in K, we obtain

Ho(u) < Ho(D) + : f(z,v(x), Do(x))dx — : f(z,u(z), Do(z))dx
+ f(x,u(m), Dﬁ(m))dw - f(l‘mu(ﬂ;‘), D’D(SL‘))dl‘
Br Br
+ f(zo, u(z), Do(z))dx — f(zo, (u)g, Dv(x))dx
(5.5) Br Br

+ : f(zo, (u) g, Du(x))dx — ; f(zo,u(z), Du(x))dx

+ f(zo,u(z), Du(z))dx — f(z,u(z), Du(z))dx
Br Br

= Ho(@)+ 1+ I+ III+IV +V.
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e Bounds for the quantities I,11,...,V.
We now estimate the quantities I, 11, ..., V.

I<L /B w(|o(x) - u(@)]) (42 + Do) )2 de

=¢ UBR(M2+ Do ()] )édxr/r UBR WD) (|5 (x) —U(x)|)dx} (HW

<cR" []{BR(lJrIDv(x)IT)dx]P/T HBR ™D ([5() — u )I)da;] (F-p)/7
(?)CRH (]{BQR(NF|Du<m)|p(l+6))dm>l/(l+i R []{;R“’(Iv(x)—u( )|)dx](r .
(3.5)

2 eRn M?R (1+|Du(x)|p)dx+R?+?] MRW(W(Q;)—u(m))dx

<cw? (]{BR [o(z) — u(z)] da:) [/Bm | Du(z)|P dx + RW}

where o :=

A+ nd
1+

and we notice that \; > X so that R* < R*. Now, using Poincaré inequality and Caccioppoli
inequality for local minimizers with obstacle (3.6), we have

o (f, 1)~ )

W <R ]{3 1Di(a) = Du(o) d:c)

(w { 1pste) - Dutep as) ””]

(7 f 0+ ipue >|p>dx>w]

o {100 o o)
<wr {[ o f | ”dxy/ZcR f, aoaa] )

()
o B+ R

)\1 =

IA

wO’

IN

IN

w?

(3.

Gl

u(@) — (u)2r "

IN;

2R

<c(p)w?

<clp,y)w?(R™),

qg+A—n
q

where m := min {’y, } ; we notice that, as we choose A > n — p then m > 0.

So, finally
r<epn)e @) [ pup i+
B

4R
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Now, using the minimality of v, we get
<L /B w(lu(@) — (w)al) (2 + D)) do < o(L)w(R) /B (1+ [Du(@)]?) da.
R R
In a similar way we estimate IV
IV < L/B w(lu(z) — (u)g|)(1* + \Du(x)|2)p/2 dx < c(L)w(RV)/B (1+ |Du(x)|?) dz.
R R

On the other hand
<L [ e al) + Do@)PP do < oLyw(®) [ 1+ |Du(@)P) da
Br Br
also the estimate of V' comes immediately
VL[ wlle-a) + Du@P)do < oD)w(B) [ (14 Du))da.
Br Br
Collecting the previous bounds and summing up we get

(5.6) I+II+IIT+IV+V < ¢(L)w’(R™) U |Du(z)|? dx + RM] .
B

4R

e Applying Ekeland’s variational principle.
At this point, by the minimality of o, from (5.5) and (5.6), we obtain

Ho(u) < igf Ho + H(R),

where we set

H(R) = e(L)w” (R™) [ / DuCo)de + R’\l]

and
V= {vEu—I—WOI’l(BR):veK}.

Now we are in a position to apply Theorem 1 in [7]. Let us consider V equipped with the
distance

d(wy,ws) == H(R) » R % | |Dwi(z) — Dws(z)|da .
Br

It is easy to see that the functional Hg is lower semicontinuous with respect to the topology
induced by the distance d. Then by Theorem 1 in [7], it follows that there exists vy € V
such that

1 p—1

@) [ 1Pute) — Dun(o)lds < [HERIFRT
Br

(i4) Ho(vo) < Ho(u) ,

(i4i) vg is a local minimizer in V of the functional

w — H(w) := Ho(w) + {H}Ef})] - /BR | Dw — Dug|dz.

Working exactly as in [8], we get for vy the following estimates

(5.7) L—l/B | Do ()|P daz < Ho(vo) < Ho(u) < L/B (1 + [Du(x)[”) dx,

R
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|Dv0(9c)|sdx>p/ <ec ]{BR | Dvo(z)|P dz + ¢ (1 + h;(f)) ;

oo (f

BRr/a

where s € (p,p(1 + 0)); the second estimate is a higher integrability result for vy : in fact,
from (i), (#) and (u7) of the Ekeland’s variational principle we can prove that vg is also a
local quasi-minimizer of a suitable functional with standard growth.

e Comparison and conclusion.

Now we are ready to apply Proposition 5.2 to the function h(z) := f(xo, (u)g, 2) and to the
functional

H(w, Br) := Ho(w, Br) + [H};f)} N /B |Dw(z) — Dvg(z)| dz.

We choose Ag = F(R) := w’(R™) in the Proposition 5.2, so, using the property (i) given
by the Ekeland’s variational principle, we have for every 8 > 0 and any € > 0

/Bp Due)pdr <c [(£2)" +¢] /BR(1 + | Dug(2)|P) dx + c[F(R)]Pﬂ/ (1+ |Du(2)|?) dz

Br
+ cH(R) + cH(R)[F(R)]™F + ¢ R

where the constants ¢ depend only on L, p,v while the constant ¢ depends also on €. Now,
for a suitable choice of 8 and using (5.7), we can say that

/BP | Duo(2)|P dz < ¢ [(%)" + (PR +e] / (1 + [Du(z)|?) dz + &R,

Byr

So summing up, we have for any € > 0

/B |Du(z)|P doe < c/

B,
<c [(%)" + [F(R)P +e] /Bm |Du(a)[” da + ¢ R* + C/BR/2 | Du(z) — Duo(x)[P da,

| Dvg(x)|P dx + c/ |Du(z) — Dvg(x)|P dx

P B,

where ¢ = ¢(L,p,v) and ¢ = &(L, p, v, €).

In order to finish to proof we have to estimate the last term of the previous formula. We
choose 6 € (0,1) such that 8/s +1 — 6 = 1/p where s was the higher integrability exponent
of vg. As s € (p,p(1+9)), we get

/ |Du(x) — Dug(x)|P da
Brja

bp

s (1-0)p
<cR" (élm |Du(z) — Dvg(z)|° dx) <]€3R/2 |Du(z) — Dug ()] dx)

6 Op

('L) 1 n -
<cR"[H(R)» R~»]1~9p <]{B |Du(x)|sdx> + (é |Dv0(a:)|sdx>
R/2 R/2

(5.7) (5.8) B o
< R H(R) ) ]{9 \Du(@) P+ de | 4+ ( ]{9 |\ Du(z) [P dz + R’“”)
R/2 AR

s

em (f

<cF(R)19 U |Du(z)|? dx + R*l] .
Bsr

0
|Du(z)|? dx + R/\ln)

4R
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At this point we can insert this estimate in the previous one and get, for any 0 < p < R/8
and for any € > 0

/B |Du(z)|P do < c [(%)” + (PR + [F(R)] + ¢] /B |Du(z)|P do + & R

where the constant ¢ only depend on p, L, v while the constant ¢ depends also on e. Using
Lemma 3.4 and the fact that limg_o[F(R)]?® + [F(R)]"~% = 0, we can choose a radius
Ry, = Ri(p,L,v) > 0 and a constant gy > 0 such that [F(R)?® + [F(R)]"~9 < ¢/2
whenever 0 < R < 16R;; so if also € < £¢/2, we may deduce

/ |Du(z)|P dz < &p
P
with ¢ = ¢é(p, L,v,e), whenever 0 < p < Ry, fact which we may assume without loss of

generality. This allows us to conclude that Du € L2N(Q). O

loc

Remark 5.3. If one takes a certain ¢ sufficiently small such that p < § < p(1+ ), where &
is the higher integrability exponent obtained for Du in the proof of Theorem 2.9, then the
following higher integrability result

J

can be obtained (working as in the proof of Theorem 3.2). This inequality implies

o [ IDula)ids
B

P

<cp™? (é

<c [p)‘z ][ |Du(x)|P dx
B

i/p
|Du(z)|?dz < ¢ (é Du(x)|pdx> + ¢ ]{9 (|D(z)|7 + 1) dz

P 2p

q/p
|Du(w)|pdx> —&-Cp_)‘][ (|Dy(x)|7 4+ 1) dz
2p Bs,
q/p
tep™ f (D@l + Vs
B

2p 2p

a/p

+ecp? 7{3 (|Dy(x)|7 4 1) dz

2p

<c [,Nl—’é)p ]{9 | Du()|? da

2p

q/p
bep™ D@7+ 1) da
B

2p

PRYER) [p—x [ i i
B

2p

at this point, if Dy satisfies (2.5), i.e. if Dip € LY (Q), then certainly Dy € LEY(Q) and

loc loc

therefore, using the estimates just obtained, also Du € L?(;?(Q) as g > 1.

6 Proof of Theorem 2.11

Let u be a local minimizer of the functional (1.1) in K; we fix a radius R > 0 and any
To € Byg; let v e u+ Wol’p(BR) be a local minimizer in K of the functional Hy introduced
in (5.3). Moreover let z be the solution of the following minimum problem

(6.1) min {HO(Z,BR) = u+W01’p(BR)}.
Then, using estimates (2.4) and (2.5) in [17], we can easily obtain for all 0 < p < R/2
p
D@ - 2, de= { | f (D)~ Day)dy| s
B B B

P P 3
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IN

< l sup IDZ(x)—DZ(y)]

z,y€B,

c (%)B sup |Dz|r <ec (%)BP ]{BR(l + |Dz(z)|P)

Bry2

where ¢ > 0, 0 < < 1 and both ¢ and 3 depend only on p, L.
Our aim is now to compare z and w. First of all using the minimality of z, we have

/ |Dz(x)|P dx < ¢(L) / (1+ |Dw(x)|P) dx.
BR BR
On the other hand, from Theorem 2.6

D1 € LPAQ) = Dy € CO¥(Q)

A—n
where o = ——. At this point, if p > 2 then it is not difficult to see that
p

[A(DY(x)) = A(DY(y))| < clo —y[*, Y,y e

Therefore we deduce

/ |Dw(z) — Dz(x)|P dx
Br

S/ (14 [Dw(x)|* + [Dz(2)*)?~272| Dw(z) — Dz(x)|* do
Br

IN

(A(Dw(x)) — A(Dz(z)), Dw(z) — Dz(z)) dx

R

(A(Dw(x)), Dw(x) — Dz(x)) dz

2

—
N
=

—

TS I

(A(DY(x)), Dw(z) — Dz(x)) dx

o]

(A(DY(x)) = (A(DY)) R, Dw(x) — Dz(x)) dx

R

<

S

|A(DY(2)) — (A(DY))r| - |Dw(z) — Dz(x)| dx

R

< c(L) RO‘/ (|[Dw(x)|P + 1) dx.

Br

On the other hand, if 1 < p < 2 we can easily prove that
(6.2) [A(DY(x)) — ADY(y)| < cla —y*P~Y, Vayeq,

A —
where again o = 7”. This allows us to conclude that
p
/ |Dw(z) — Dz(z)|? dzx
Br
- 1/2
< ([ 0+ 1Du@P + D)) 7 Do) - D(o) P
Br

1/2
2 2)%2" | Dw(z) — Dz(2)[?~2 dx
x(/BRaHDw(xn T 1D2()2) 7 | Duw(e) — Da(a) d)

. (/BR (1+ |Dw(m)|p)dx>

Nl

<d(L) [ | (ADu(a)) - (AD6)a, Dule) - D) dx}

<¢(L)R™F /B (1 + |Dw(z) ) dz.
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So in both cases we deduce

/B \Dw(x)—Dz(x)wdxgc(L)R”‘(‘Z’”/B (14 |Dw(z)|?) dz.

Moreover, using (3.2), (3.3) and (4.1) we are able to deduce

/BR |Dw(z)|P dz

(?’5)% /BR (A(Dw(z)), Dw(z)) dz + ¢ R
(451)% /BR (A(Dw(z)), Dv(x)) dz + % /BR (A(DW(x)), Dw(z) — Do(x)) dz + ¢ R"
L / UDu@P + )IDv() o + L (AD(=), D) dr
_ i/BR (A(Dy(x)), Dv(z)) dz + ¢ R"
<3 [ u@pire [ ipuopdre ] [ aDue) - (AD0) 5 Dulo) ds

1 [ (ADU@) - D), Du@) o+ e
Br

v
Sl/ ([Dw(z)[” +1)dz + C/ (|1Dv(2)|”P +1)dx + cR"™
4 Br Br

where we used (6.2) which is valid for all p > 1 and where the constants ¢ may depend on
L,p,a,v. Thus we obtain

/ \Dw(@)P dz < o(L,p, a,v) / (IDo(@)[P + 1) da.
Br Br
Moreover, working as in the previous case, it is not difficult to deduce for all p > 1

a(p=1)

(6.3) /B|Dv(m)—Dw(m)|pd:U§c(L,p,a,y)R ; /B(|Dv(x)\p+1)dac.

Now it is time to compare v and v. Working as in the proof of Theorem 2.9 and using the
assumption (2.7), we are able to say that

Ho(u) — Ho(v) < e(L)w” (R™) /

; (|Du(z)|P + 1) dz < ¢(L) RS / (|Du(x)|P + 1) dx

Bsr

where ¢ = ((v,0,&,A,p) and v,0 were introduced in the previous section. Arguing in a
standard way, we immediately have

(6.4) /B |Du(x) — Dv(x)|P dz < ¢(L) RS/? /B (|Du(x)|P + 1) dx

which holds for all p > 1. Thus summing up, setting
M := min 704(1) — 1), g
2 2
we have for any 0 < p < R/2

/ |Du(x) — (Du),|? dx
B

P

< /B |Du(z) — (Dv),|? dx —|—/ |Du(z) — Dv(x)|?P dz

P By
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< /Bp |Dw(x) — (Dw),|P dx + /BR |Dv(x) — Dw(z)|P de + /BR |Du(z) — Du(z)|? dx

<),

(6.3) (6.4)
+

|Dz(x) — (Dz),|F dz + / |Dw(x) — Dz(x)|P dx

P By

a(p—1)

c(L,p,a,v) (R z —I—RC/Q)/B (|Du(x)P +1) dx

<p" ]{3 |Dz(z) — (D2),P dx + c(L,p,a,v) RM /34 (|Du(x)|P + 1) dx
<e(p, L) (%)Bp (%)H/B (1+ |Dz(x)P) dz + ¢(L,p,a,v) RM /B (|[Du(x)|P 4+ 1) dz

< o(L.p,a,v) [(g)ﬂ”n/b} (14 |Do(z)P) dz + RM/B (|Du(a:)|p+1)dx}

<o(L,p,a,v) [(;)ﬁ”+n+ RM} /Bm (|Du(@)|P + 1) de.

On the other hand, using Theorem 3.1 we immediately get

/BP Du(@)P dr < (L) [(£)" + RY] /BR (IDu(@)P + 1) da

then, by a standard iteration lemma, we are able to deduce the existence of a radius Ry such
that for all R < Ry,

/ |Du(x)|Pde < ¢R"™ "
Br

3M

for all 0 < 7 < 1. For our purposes, we can choose any 7 < pi =, for example 7 :=

_ n+p
1 pM 1 M
P ﬂ_. At this point we choose p such that p = = R*? where § := ————. With such
2n+ps 2 n+06p
a choice of p, 8 and 7, we have that
(6.5) / \Du(z) — (Du), P de < o(L,p, a, v) p*

BP
where _
N o= ps {W
20n+pB+ M)

But the choice of R was arbitrary, so without loss of generality we may assume that (6.5)
holds for all 0 < p < Ry. This yields the thesis. O
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