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Abstract

We develop a rigorous second order analysis on the space of probability measures on a
Riemannian manifold M endowed with the quadratic optimal transport distance W2. Our
discussion comprehends: definition of covariant derivative, discussion of the problem of ex-
istence of parallel transport, calculus of the Riemannian curvature tensor, differentiability
of the exponential map and existence of Jacobi fields. This approach does not require any
smoothness assumption on the measures considered.
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Introduction

The aim of this work is to build a solid theory of second order analysis in the quadratic Wasser-
stein space over a Riemannian manifold. To our knowledge, this topic has been investigated
only by few authors: apart from the PhD thesis of the author [10] and his paper with Ambrosio
[1] (both of these works were concerned with the case M = Rd), the only other work on the topic
of which we are aware is of Lott [14] (who considered generic compact Riemannian manifolds).
These works, written independently at the same time, attack the problem from quite different
viewpoints: Lott was more concerned with the description of the second order analysis, rather
than with its construction, while the author and Ambrosio were more interested in proving ex-
istence theorems and to find the minimal regularity assumptions needed by the theory to work.
This means that Lott assumed all of the objects he was working with to be smooth enough to
justify his calculations: with this approach he was able to find out how the formulas for co-
variant derivative and curvature tensor look like (he also described the Poisson structure of the
space P2(M) when M has a Poisson structure itself - this is outside the scope of this paper).
On the other hand, the author and Ambrosio worked, in the case M = Rd, without regularity
assumptions and were able to prove the existence of the parallel transport along a certain dense
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class of curves; once this was done, they turned to the definition of covariant derivative and
curvature tensor and recovered the formulas found also by Lott for the case M = Rd.

In this work we use the same approach used in [1, 10] to build the theory of second order
analysis on P2(M): on one hand, we replicate most of the results valid in Rd to this more general
case, and we recover Lott’s formulas in a more precise contest which allow us to describe the
minimal regularity assumptions needed by the objects to be well defined. On the other, we push
the investigation further, showing, for instance, that the problem of Jacobi fields is well posed,
and identifying the solutions of the Jacobi equation with the differential of the exponential map.

The theory we develop works without any regularity assumption on the measures involved:
actually, we will see that what often matters more, is some Lipschitz property of the vector fields
involved.

Regarding the manifold, we assume that it is C∞, connected, complete and without bound-
ary.

The paper is structured as follows. In the first Chapter we recall the basic facts of the theory.
Although the material presented here is now standard among specialists, we preferred to spend
a bit of time in the introduction, mainly to fix the notation and the terminology we will use in
the work. In particular, we recall the definition of tangent space Tanµ(P2(M)) ⊂ L2

µ (where
L2
µ is the Hilbert space of Borel tangent vector fields whose squared norm is µ-integrable):

Tanµ(P2(M)) :=
{
∇ϕ : ϕ ∈ C∞c (M)

}L2
µ

,

and the fact that for a given absolutely continuous curve (µt) in (P2(M),W2) there exists a
unique choice - up to a negligible set of times - of vt ∈ L2

µt such that

d

dt
µt +∇ · (vtµt) = 0 in the sense of distributions

and
‖vt‖µt = lim

h→0

W2(µt+h, µt)
|h|

, a.e. t,

where ‖u‖µ is the norm of u ∈ L2
µ. For such a choice it always holds

vt ∈ Tanµt(P2(M)), a.e. t,

and we will call this vector field the velocity vector field of the curve (µt).

In the second Chapter we introduce the fundamental notion of regular curve which will be
the curves along which we are able to define and study the regularity of vector fields. In order
to introduce them, we first recall the definition of Lipschitz constant of a vector field v ∈ L2

µ:

L(v) := inf lim
n→∞

sup
x∈M
‖∇ξn(x)‖op,
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where the infimum is taken w.r.t. all sequences n 7→ ξn of smooth vector fields converging to v
in L2

µ and ‖ · ‖op is the operator norm. Then we say that a given absolutely continuous curve
(µt) is regular if its velocity vector field (vt) satisfies∫ 1

0
L(vt)dt <∞,∫ 1

0
‖vt‖2µtdt <∞.

Under this assumptions and using the Cauchy-Lipschitz theorem it is immediate to verify the
existence and uniqueness of maps T(t, s, x), which we will call flow maps satisfying

T (t, t, x) = x, ∀t, x ∈ supp(µt)
d

ds
T(t, s, x) = vs

(
T(t, s, x)

)
, ∀t, x ∈ supp(µt) a.e. s.

The importance of regular curves is twofold: both geometric and algebraic.
From an algebraic point of view, the existence of the flow maps allows the translation of

vector fields along a regular curve. This means the following. Suppose we have u ∈ L2
µt for some

t. Then we can define the translated vector field τ st (u) ∈ L2
µs in the following way:

τ st (u)(x) :=
{

the parallel transport of u(T(s, t, x)) along the curve
r 7→ T(s, r, x) from r = t to r = s.

Since the parallel transport is always an isometry, it is not hard to check that τ st : L2
µt → L2

µs
is actually an isometry. Also, from the group property of the flow maps it easily follows that
τ sr ◦ τ rt = τ st .

From a geometric point of view, the importance of regular curves is due to the fact that
the angle between tangent spaces varies smoothly along these curves. This means that if we
have u ∈ Tanµt(P2(M)) and we translate it to obtain τ st (u) ∈ L2

µs (in general the result of this
translation is no more a tangent vector), then τ st (u) is ‘almost’ tangent for s close to t, in the
following quantitative sense:∥∥∥τ st (v)− Pµs

(
τ st (v)

)∥∥∥
µs
≤ ‖v‖µt

(
e

∣∣ ∫ s
t L(vr)dr

∣∣
− 1
)
, (0.1)

where Pµ : L2
µ → Tanµ(P2(M)) is the orthogonal projection. As we will see, this fact (explained

and proven in theorem 2.13), will be the key enabler for the proof of existence of parallel
transport.
We conclude the Chapter with the study of the problem of regularity of geodesics. Here we will
spend some time to improve the known result due to Fathi ([8]), that if (vt) is the velocity vector
field of a geodesic between measures with compact support, then L(vt) ≤ C

min{t,1−t} , for some c.
What we prove, is that under the same assumptions, there exist functions φt which are both

− C
min{t,1−t} -concave and − C

min{t,1−t} -convex such that vt = ∇φt on supp(µt) (as we will discuss,
this fact is not a direct consequence of Fathi’s result couped with the tangency of the vt’s).
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In the third Chapter, we define the notion of absolutely continuous vector fields and study
their first properties. The idea is the following: given a vector field (ut) along (µt), i.e. a map
t 7→ ut ∈ L2

µt , we can say that it is absolutely continuous whenever the map

t 7→ τ t0t (ut) ∈ L2
µt0
,

is absolutely continuous for any t0. Observe the key role played by the translation maps: using
them we are able to carry the problem of time regularity of a vector field defined on different L2

spaces for different times, into a question on the regularity of a curve with values in the fixed
Hilbert space L2

µt0
. Also, by the group property of the translation maps, it is immediate to

check that t 7→ τ t0t (ut) ∈ L2
µt0

is absolutely continuous for any t0 if and only if it is for some t0.
The definition of (total) derivative of an absolutely continuous vector field now comes pretty

naturally: it is sufficient to set

d

dt
ut := τ t0

(
d

dt
τ0
t (ut)

)
∈ L2

µt , ∀t0,

and we will prove, among other properties of such derivation, the important Leibniz rule:

d

dt

〈
u1
t , u

2
t

〉
µt

=
〈
d

dt
u1
t , u

2
t

〉
µt

+
〈
u1
t ,
d

dt
u2
t

〉
µt

, a.e. t,

where 〈·, ·〉µ is the scalar product in L2
µ. The same idea of translating the vector field, works also

for higher order of regularity: for instance, we can say that (ut) is C∞ whenever t 7→ τ t0t (ut) ∈
L2
µt0

is C∞ for some, and thus any, t0. We will discuss the topic by also giving some concrete
examples.

We will spend the rest of the Chapter in analyzing the main properties of absolutely con-
tinuous vector fields. Among these, we prove that ‘smooth vector fields are dense in the class
of absolutely continuous vector fields’. This means that given an absolutely continuous vector
field (ut), we can find a sequence n 7→ (ξnt ) of smooth vector fields (x, t) 7→ ξnt (x) ∈ TxM such
that

ξnt → ut, in L2
µt as n→∞ uniformly on t

d

dt
ξnt → d

dt
ut, in L2

µt as n→∞ for a.e. t,∫ 1

0

∥∥∥∥ ddtξnt
∥∥∥∥
µt

dt →
∫ 1

0

∥∥∥∥ ddtut
∥∥∥∥
µt

dt, as n→∞.

The fourth Chapter is dedicated to the problem of parallel transport: we show that it exists
along regular curves, and that in general it may fail to exists if the curve is not regular. This
part of the work is very similar to the analogous part appeared in [1, 10].

In the fifth Chapter we introduce the covariant derivative. To do so, we imitate the classical
definition of covariant derivative via parallel transport and define:

D

dt
ut := lim

h→0

T tt+h(ut+h)− ut
h

,
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where T st are the parallel transport maps along (µt), (ut) is a tangent and absolutely continuous
vector field and the limit is intended in L2

µt . It turns out that the covariant derivative of a
tangent and absolutely continuous vector field (ut) exists for a.e. t and is given by

D

dt
ut = Pµt

(
d

dt
ut

)
.

A major result of this Chapter (which is new both respect to [14] and to [1, 10]) is that if (ut)
is an absolutely continuous vector field, not necessarily tangent, then the vector field (Pµt(ut))
is absolutely continuous as well and its covariant derivative is given by

D

dt
Pµt(ut) = Pµt

(
d

dt
ut −∇vt · P⊥µt(ut)

)
,

where it is part of the result the fact that the above expression makes sense for a.e. t along
a regular curve (note that if vt is only Lipschitz and µt arbitrary, the gradient of vt may very
well be not defined a.e. w.r.t. µt). Starting from this formula, we will be able to compute total
and covariant derivatives of some basic kind of vector fields. We will conclude the section with
the study of smoothness in time of operators. A regularity result that we obtain is that along a
geodesic in Pc(M), the projection operator Pµt is a C∞ operator: this means that if (ut) is C∞

(in the sense described above, i.e. the curve t 7→ τ0
t (ut) ∈ L2

µ0
is C∞), then Pµt(ut) is C∞ as

well.

In the sixth Chapter, we study the curvature tensor. We start by computing it for vector
fields of very special kind (this will be done by imitating the analogous calculations done by
Lott in [14]), then, using the techniques developed in the previous Chapters, we will be able to
discuss precisely the minimal regularity assumption needed to be sure that this formula makes
sense.

The seventh Chapter is devoted to study the differentiability properties of the exponential
map. The problem can be settled in the following terms: given a regular curve (µt) and an
absolutely continuous vector field (ut) along it, is that true that the curve t 7→ νt := expµt(ut) =
(exp(ut))#µt is absolutely continuous? If the answer is yes, who is its velocity vector field?
Under mild assumptions on (µt) and (ut) we will see that actually the curve (νt) is absolutely
continuous, and that its velocity vector field may be identified via the use of Jacobi fields on M
in the following way. Assume (just for simplicity, this assumption is actually unneeded) that the
map exp(ut) is µt-essentially invertible for any t, and for fixed t and given ũ1, ũ2 ∈ L2

µt , define
the vector field jµt,ut(ũ1, ũ2) by:

jµt,ut(ũ
1, ũ2)(expx(ut(x))) :=


the value at s = 1 of the Jacobi field s 7→ js ∈ Texpx(sut(x))

M

along the geodesic s 7→ expx(sut(x))
having initial conditions j0(x) = ũ1(x), j′0(x) = ũ2(x).

Then the vector field jµt,ut(ũ1, ũ2) is well defined νt-a.e. and, with some assumptions on µt, ut
actually belongs to L2

νt . It is then not hard to verify (see in particular the first section of the
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Chapter) that the curve (νt) satisfies the continuity equation

d

dt
νt +∇ ·

(
jµt,ut

(
vt,
d

dt
ut

)
νt

)
= 0,

so that its velocity vector field is given by

Pνt

(
jµt,ut

(
vt,
d

dt
ut

))
.

In the last Chapter we show that the curvature operator and the differential of the exponential
map are linked together via Jacobi fields, that is: on one hand, since we have the curvature tensor,
we can write down the Jacobi equation, and on the other, since we know how to differentiate
the exponential map, we have a reasonable guess on the solution of the Jacobi equation itself.
What we prove here is that - as expected - this guess is true: the differential of the exponential
map provides the unique solution of the Jacobi equation with prescribed initial conditions.

As a first application of the existence of Jacobi fields, we prove an estimate from above of the
distance between optimal transport maps in terms of Wasserstein distance between their push
forwards. To be more clear, let us assume that M = Rd and recall that in this case it holds the
trivial inequality

W2(T#µ, S#µ) ≤ ‖T − S‖µ.

In general, this inequality cannot be reversed. However, in some special situations, something
can be said. Let ν := T#µ and assume that T is optimal. Also assume that the geodetic from
µ to ν induced by T can be extended in both directions for ‘sufficiently long time’ (the precise
quantification is given in section 8.3), and let S : supp(µ) → Rd be another optimal transport
map. Then we know that Tε := T + εS is optimal as well for any ε > 0. Let νε := (Tε)#µ. The
inequality that we prove is:

lim
ε→0

‖Tε − T‖µ
W2(νε, ν)

≤ C <∞,

giving also some informations on the value of C.

Finally, in the appendix we study some related problems regarding the geometry of the space
(P2(M),W2). In the first, we prove that any absolutely continuous curve may be approximated
by regular curves made by, roughly said, ‘smooth measures with smooth velocities’.

In the second we show how the Riemannian structure of (P2(M),W2) leads to the notion
of C1 curves: we discuss the topic by also giving some examples.

Finally, in the last appendix we discuss the possibility of defining a good notion of absolute
continuity for vector fields defined along general absolutely continuous curves (and not just
regular ones). The results here are not conclusive. In terms of applicability, it seems that the
definition we propose is better than the one proposed in [1] and [10]: at least it allows to do
a first - very basic - step into the world of Lagrangian over (P2(M),W2). As we discovered
when the work on this paper was concluded, the question of Lagrangian over (P2(M),W2) was
already exploited, from a different point of view, in the recent work [9].
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1 Preliminaries and notation

Notation
(µt), (ut)... Maps from a real interval to the set of measures, vector fields...
C∞c (M) Set of smooth real valued functions on M with compact support

d Riemannian distance on M ,
C(K) Bound from above of the curvature of M on the compact set K ⊂ M ,

see first section below
H(K) Bound on the Hessian of the squared distance on K, see end of first

section below,
expµ Exponential map on P2(M) defined as expµ(u) := (exp(u))#µ for any

u ∈ L2
µ, see also 1.7,

d

dt
ut Total derivative of the absolutely continuous vector field (ut), see 3.6,

D

dt
ut Covariant derivative of the tangent and absolutely continuous vector

field (ut), see 5.1,

L(u) Lipschitz constant of the vector field u ∈ L2
µ, see 2.1,

S(u) Supremum of |u(x)| over supp(µ) for a given Lipschitz vector u ∈ L2
µ,

see 2.2
LnLµ Lipschitz-non-Lipschitz set. It is the subset of [L2

µ]2 which is the natural
domain of the tensor Nµ. It is endowed with the topology defined in 5.7,

Nµ Tensor describing the infinitesimal variation of tangent spaces, see 5.9,
Ov (·) Map from L2

µ into itself defined - for any given Lipschitz vector v ∈ L2
µ

- as Ov (u) := Nµ(v, u), see 5.11,
O∗v (·) Adjoint of Ov (·), see 5.11,
Pµ,P⊥µ Orthogonal projections from L2

µ to the tangent (resp. normal) space,
R Curvature tensor in (P2(M),W2),
T(t, s, ·) Flow maps of a given regular curve, or, more generally, flow maps asso-

ciated to a transport couple (µt, vt) satisfying
∫ 1
0 L(vt) <∞, see 2.6,

τ st Translation maps along a given regular curve, see 2.11
T st Parallel transport maps along a given regular curve, see Chapter 4,
V(M) Set of maps ξ(·) : M → TM such that ξ(x) ∈ TxM for every x ∈ M ,

which are smooth and with compact support
V(M × [0, 1]) Set of maps ξ·(·) : [0, 1] ×M → TM such that ξt(x) ∈ TxM for every

x ∈M , t ∈ [0, 1], which are smooth and with compact support,
W2 Quadratic Wasserstein distance. Typically the underlying space is

P2(M), but sometime we will deal with (P2(X),W2), where X = (X, d)
is a metric space different from (M,d) (e.g. X = TM endowed with the
Sasaki metric),
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1.1 Riemannian manifolds

In this work M is a connected complete C∞ Riemannian manifold, TM is the tangent bundle
and TxM the tangent space at x ∈ M . The scalar product on TxM will be denoted by 〈·, ·〉.
We will denote by C∞c (M) the set of C∞, compactly supported, real valued functions, by V(M)
the set of C∞, compactly supported tangent vector fields. In the following we will often use the
letters ϕ,ψ for generic elements of C∞c (M) and ξ, η for those of V(M). For example, with this
notation we have 〈ξ, η〉 ∈ C∞c (M). The gradient of a function ϕ ∈ C∞c (M) is a well defined
element of V(M) and will be denoted by ∇ϕ. The set V(M × [0, 1]) is the set of tangent vector
fields, smooth and compactly supported, that is, of the maps (t, x) 7→ ξt(x) ∈ TxM which are
C∞ in both the variables and such that ξt(x) = 0 for every t ∈ [0, 1] if x /∈ K for some compact
set K ⊂M .

For a given C1 curve γ from an interval I ⊂ R onto M , we will write γ′ for its derivative, so
that we have γ′(t) ∈ Tγ(t)M for every t ∈ I.

We endow M with the metric d induced by the Riemannian structure, i.e.: for any couple
x, y ∈M we define

d(x, y) := inf
∫ 1

0
|γ′(t)|dt,

where the infimum is taken on the set of C1 curves on [0, 1] satisfying γ(0) = x and γ(1) = y.
We say that a curve γ is a geodesic if it has constant speed and is globally minimizing in the

sense of the above definition.
For two given vector fields ξ, η ∈ V(M), their Lie bracket will be denoted by [ξ, η], i.e.:

[ξ, η](ϕ) := ξ(η(ϕ))− η(ξ(ϕ)), ∀ϕ ∈ C∞c (M).

The Levi-Civita connection on M (or covariant derivative) will be denoted by ∇. Recall that
it is well defined the vector ∇vξ ∈ TxM for any x ∈ M , v ∈ TxM and ξ ∈ V(M) and that the
covariant derivative is identified in the set of all connections by the identities:

∇
〈
ξ2, ξ3

〉
· ξ1 =

〈
∇ξ1ξ2, ξ3

〉
+
〈
ξ2,∇ξ1ξ3

〉
,

[ξ1, ξ2] = ∇ξ1ξ2 −∇ξ2ξ1,
(1.1)

called compatibility with the metric and torsion free identity, respectively.
For given ξ ∈ V(M) and x ∈M , the covariant derivative defines a linear map, called gradient

of ξ and denoted by ∇ξ(x), from TxM into itself given by v 7→ ∇vξ:

∇ξ(x) · v := ∇vξ(x). (1.2)

The divergence ∇ · ξ of a vector field ξ is the trace of its gradient. If ξ is the gradient of a
smooth function ϕ ∈ C∞c (M), we will denote its gradient by ∇2ϕ, and a simple consequence of
equations (1.1) is〈
∇2ϕ · ξ1, ξ2

〉
=
〈
∇ξ1∇ϕ, ξ2

〉
=
〈
∇ξ2∇ϕ, ξ1

〉
=
〈
∇2ϕ · ξ2, ξ1

〉
, ∀ϕ ∈ C∞c (M), ξ1, ξ2 ∈ V(M),

(1.3)
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which shows that ∇2ϕ is a symmetric operator.
Given ξ ∈ V(M), ∇2ξ(x) is a tensor with 3 indexes, which we will always think as the map

from [TxM ]2 into TxM defined by

∇2ξ(η1, η2) :=
(
∇(∇ξ · η1)

)
· η2 −∇ξ · (∇η1 · η2), (1.4)

where both the sides depend on x ∈ M . Using the definition (1.2) of gradient of a vector field,
it is easy to check that ∇2ξ is a tensor on η1 and η2, thus the above is a good definition.

Given two vector fields ξ1, ξ2, the curvature operator R(ξ1, ξ2) is a family of maps from TxM
into itself, defined for any x ∈M as

R(ξ1, ξ2)ξ3 := ∇ξ2∇ξ1ξ3 −∇ξ1∇ξ2ξ3 +∇[ξ1,ξ2]ξ
3,

where both sides depend on x ∈ M (some textbooks define this tensor with the opposite sign
- here we are aligned to [6]). Applying the definition of ∇ξ and ∇2ξ it is easy to check that
R(ξ1, ξ2)ξ3 is a tensor on the three vector fields involved ad that it holds the formula

R(ξ1, ξ2)ξ3 = ∇2ξ3(ξ1, ξ2)−∇2ξ3(ξ2, ξ1), (1.5)

it is for this reason that it is said that the curvature measures the non commutativity of the
derivatives.

For every compact set K ⊂M , we will denote by C(K) ∈ R the bound on the curvature on
K, that is: C(K) is the smallest constant C for which is true:∣∣ 〈R(u1, u2)u3, u4

〉
x

∣∣ ≤ C|u1|x|u2|x|u3|x|u4|x ∀x ∈ K,u1, u2, u3, u4 ∈ TxM.

Recall that given the Riemannian metric on M , there is a natural Riemannian metric induced
on TM : the so-called Sasaki metric (see e.g. [6], Chapter 3, exercise 2). To describe it, fix a
point (x, u) ∈ TM and choose two smooth curves [0, 1] 3 t → αi(t) ∈ TM , i = 1, 2, such
that α1(0) = α2(0) = (x, u). Let (xi(t), ui(t)) := αi(t) and vi(t) := (xi(t))′, i = 1, 2. Clearly
V i := (αi)′(0) ∈ T(p,u)(TM), i = 1, 2. The scalar product 〈·, ·〉∗ between V 1 and V 2 is defined
as 〈

V 1, V 2
〉∗ :=

〈
v1(0), v2(0)

〉
+
〈
∇v1u1(0),∇v2u2(0)

〉
.

It is possible to show that this is a good definition, that is, it depends only on V 1, V 2 and not
on the particular curves α1(t), α2(t), therefore it defines a metric tensor on TM . It is then easy
to see that the distance D on TM induced by this metric tensor is given by

D2
(

(x1, u1), (x2, u2)
)

= inf
γ

{(
L(γ)

)2 + |T (u1)− u2|2
}
, (1.6)

where the infimum is taken among all the smooth curves γ(t) in M connecting x1 to x2, L(γ) is
the length of γ and T (u1) is the parallel transport of u1 along γ to the point x2. In particular,
we have the following bound on D:

D2
(

(x1, u1), (x2, u2)
)
≤ d2(x1, x2) + |T (u1)− u2|2, (1.7)
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where here T (u1) is the parallel transport of u1 into Tx2M along any geodesic connecting x1 to
x2. In the following we will sometime write D(u1, u2) instead than D

(
(x1, u1), (x2, u2)

)
, when

it is clear who are the base points x1, x2.

A notion of particular importance on Riemannian manifolds, is that of Jacobi field, which
identifies the gradient of the exponential map. Recall that the problem which the Jacobi fields
solve is: given a smooth path s 7→ (xs, vs) ∈ TM , what is the derivative at s = 0 of expxs vs? Let
us briefly recall how the Jacobi equation comes out. Consider the smooth map f : [0, 1]2 → M
given by f(t, s) := expxs(tvs). From the equality D

dt
d
dsf = D

ds
d
dtf , which may be written as

[ ddtf,
d
dsf ] = 0, and the fact that D

dt
D
dtf = 0 it follows

R

(
d

dt
f,

d

ds
f

)
d

dt
f =

D

ds

D

dt

d

dt
f − D

dt

D

ds

d

dt
f = −D

dt

D

dt

d

ds
f.

Letting Jt := d
dsf |s=0

, γ(t) := f(t, 0) and evaluating the above equation for s = 0, we get

J ′′t +R(γ′(t), Jt)γ′(t) = 0,

which is the Jacobi equation (here J ′′t stands for the second covariant derivative along γ). Thus
the searched value of d

ds expxs(vs)|s=0
is given by J1, where (Jt) solves the Jacobi equation with

the initial conditions

J0 = x′0,

J ′0 = lim
h→0

τ0
s (vs)− v0

h
,

where τ0
s (vs) is the parallel transport of vs from TxsM to Tx0M along the curve s 7→ xs (if

x′0 6= 0 the formula reads as J ′0 = ∇x′0vs). It is just a matter of standard comparison arguments
based on the inequality

−C(K)|v0|2|Jt| ≤ |J ′′t | ≤ C(K)|v0|2|Jt|,

to see that for the norm of Jt they hold the bounds:

|Jt| ≥ |J0| cos
(
|v0|
√
C(K)t

)
− |J ′0|
|v0|
√
C(K)

sin
(
|v0|
√
C(K)t

)
(1.8a)

|Jt| ≤ |J0| cosh
(
|v0|
√
C(K)t

)
+

|J ′0|
|v0|
√
C(K)

sinh
(
|v0|
√
C(K)t

)
, (1.8b)

where K is the range of t 7→ expx0
(tv0). If M has non negative sectional curvature, much more

is true: there is no exponential behavior on the norm of the Jacobi field, that is

|Jt| ≤ |J0|+ t|J ′0|. (1.9)

From (1.8b) we get the inequalities

d
(

expx(v1), expx(v2)
)
≤ |v1 − v2|

max{|v1|, |v2|}
√
C(K)

sinh
(

max{|v1|, |v2|}
√
C(K)

)
, (1.10)
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valid for any x ∈M , v1, v2 ∈ TxM , and K = {expx(tv1 + sv2)}t,s∈[0,1], and

d
(

expx(v), expy(w)
)
≤ D

(
(x, v), (y, w)

)(
cosh

(
V
√
C(K)

)
+

1
V
√
C(K)

sinh
(
V
√
C(K)

))
,

(1.11)
valid for any x, y ∈ M and v ∈ TxM , w ∈ TyM , where V := max{|v|x, |w|y} and K =
{expxs(vt)}t,s∈[0,1] and (xs, vs) is a geodesic in TM connecting (x, v) to (y, w). The first follows
by considering the curve γ(t) := expx((1−t)v1 +tv2) and observing that d(expx(v1), expx(v2)) ≤∫ 1
0 |γ

′(t)|dt (observe that r 7→ sinh(r)/r is increasing on [0,+∞)). The second follows by consid-
ering a constant speed geodesic t 7→ (xt, vt) from (x, v) to (y, w) in (TM,D), defining the curve
γ(t) := expxt(vt) and using the fact that d

(
expx(v), expy(w)

)
≤
∫ 1
0 |γ

′(t)|dt.

Definition 1.1 (λ−convexity and λ−concavity) We say that a function ϕ : M → R ∪
{±∞} is λ−convex on a certain open set Ω ⊂M if the distributional Hessian of ϕ is bigger or
equal than λId on Ω. Similarly for λ−concavity.

We say that a function is semiconvex (semiconcave) if it is λ convex (concave) for some
λ ∈ R.

It is possible to check that the supremum of a family of λ−convex functions on Ω is still
λ−convex, and that the infimum of a family of λ−concave functions if λ−concave.

For a function ϕ : M → R ∪ {±∞} we indicate with ∂−ϕ(x) the subdifferential of ϕ at x,
defined as the set of vectors v ∈ TxM such that it holds

ϕ(y) ≥ ϕ(x) +
〈
v, exp−1

x (y)
〉

+ o(d(x, y)),

and similarly for the superdifferential ∂+ϕ. A λ-convex function has non empty subdifferential
at all points in the interior of the set where it is finite.

We conclude recalling that the distance function x 7→ d2(x,y)
2 is locally semiconcave. In

particular, for every compact set K ⊂ M , there exists a least constant H(K) > 0 such that
x 7→ d2(x, y) is −H(K)-concave on some neighborhood of K for every y ∈ K. If the manifold
has non-negative sectional curvatures, then x 7→ d2(x,y)

2 is −1-concave on the whole M for any
y ∈M .

1.2 The distance W2

The natural set to endow with the Wasserstein distance is the set P2(M) of probability measures
with bounded second moment:

P2(M) :=
{
µ ∈P(M) :

∫
d2(x, x0)dµ(x) <∞ ∀x0 ∈M

}
.

It is easy to check that
∫

d2(x, x0)dµ(x) <∞ for any x0 ∈M if and only if it is finite for some
x0 ∈M .
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Recall that for any couple of topological spaces X,Y , any Borel probability measure µ on X
and any Borel map f : X → Y , the push forward f#µ of µ through f is the Borel probability
measure on Y defined by

f#µ(E) := µ
(
f−1(E)

)
, ∀ Borel sets E ⊂ Y.

The Wasserstein distance W2 on P2(M) is defined by

W2(µ, ν) :=

√
inf
∫

d2(x, y)dγ(x, y),

where the infimum is taken in the set Adm(µ, ν) of admissible plans γ from µ to ν, i.e. among
all the probability measures on M2 satisfying π1

#γ = µ and π2
#γ = ν, where π1 and π2 are the

projections onto the first and second coordinate respectively. The quantity
∫

d2(x, y)dγ(x, y) is
called the cost of the plan γ. A plan which realizes the infimum is called optimal and the set
of optimal plans for a given couple (µ, ν) of measures will be indicated by Opt(µ, ν). A plan is
said to be induced by a map, if it is of the form (Id, T )#µ for some measurable map T . This is
the same as to say that γ is concentrated in the graph of T .

It is well known that the function W2 is a distance on P2(M), we skip the proof this fact:
the interested reader may study the question in detail on, for instance, [25].

For a good understanding of the theory of optimal transport, it is of fundamental importance
the notion of cyclical monotonicity.

Definition 1.2 (d2-cyclical monotonicity) A subset K of M ×M is d2-cyclically monotone
if for every n ∈ N, every (xi, yi) ∈ K, i = 0, . . . , n−1, and every permutation σ of {0, . . . , n−1}
it holds:

n−1∑
i=0

d2(xi, yi) ≤
n−1∑
i=0

d2(xi, yσ(i)),

where yn := y0.

The importance of the above definition is due to the following well-known theorem, for which we
give only a sketch of the proof. By support (supp) of a measure, we intend the smallest closed
set on which the measure is concentrated.

Theorem 1.3 Let µ, ν ∈ P2(M). A plan γ ∈ Adm(µ, ν) is optimal if and only if its support
supp(γ) is a d2−cyclically monotone set.

Idea of the proof.
(Optimality ⇒ d2-cyclical monotonicity). Argue by contradiction. Suppose that γ is an

optimal plan which whose support is not d2-cyclically monotone. Then there exist n ∈ N,
(xi, yi) ∈ supp(γ), i = 0, . . . , n− 1, and a permutation σ of {0, . . . , n− 1} such that

n−1∑
i=0

d2(xi, yi) >
n−1∑
i=0

d2(xi, yσ(i)).
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This inequality implies that the cost of the plan γ may be reduced by ‘redefining it on the
points (xi, yi)’. Indeed, instead than moving some mass from xi to yi, i = 0, . . . , n − 1, it is
strictly better to move the same mass from xi to yσ(i). This contradicts the optimality, and the
implication follows.

(d2-cyclical monotonicity ⇒ Optimality). Roughly said, every transport plan from µ to ν
can be obtained from another transport plan by a ‘reshuffling’, therefore the previous argument
can be reversed. To see this, assume that both µ and ν are concentrated on N points, say
µ = 1

N

∑N
1 δxi and ν = 1

N

∑N
1 δyi (by a density argument it can be shown that it is sufficient

to deal with this kind of measures). Then it is known that in this situation the extremal points
of the closed and convex set Adm((, µ), ν) are plans induced by invertible maps between the
supports of the measures. Since the cost of a plan is a linear map from Adm((, µ), ν) to R, we
can assume that the plans we are dealing with are induced by maps. Thus let (Id, T )#µ be a
d2-cyclically monotone plan: we want to prove that it is optimal. To this aim, pick an optimal
plan (Id, S)#µ and consider the map R := S−1 ◦ T . The map R is clearly a permutation of the
set {x1, . . . , xN}. Consider any cycle of this permutation, say - up to a relabeling - x1, x2, . . . , xk,
so that R(xi) = xi+1 for 1 ≤ i < k and R(xk) = x1. Up to relabeling also the points in the
support of ν, we may assume that T (xi) = yi for 1 ≤ i ≤ k, so that S(xi) = yi−1 for 1 < i ≤ k
and S(x1) = yk. Since (Id, T )#µ is d2-cyclically monotone by hypothesis, we have

k∑
i=1

d2(xi, yi) ≤
k∑
i=1

d2(xi, yi−1).

On the other side, since (Id, S)#µ is optimal, by the previous step we know that it is d2-cyclically
monotone, therefore it also holds the opposite inequality. Thus we have

k∑
i=1

d2(xi, yi) =
k∑
i=1

d2(xi, yi−1).

Adding up this equality over all the cycles of R we obtain that the cost of (Id, T )#µ is equal to
the cost of (Id, S)#
mu, and therefore it is optimal. �

We will denote by L2
µ the set of measurable vector fields v on M such that

∫
|v(x)|2xdµ(x) <∞

endowed with the scalar product 〈v, w〉µ :=
∫
〈v(x), w(x)〉x dµ(x) where we identify two vector

fields which differs only on a µ−negligible set. The norm of a vector v ∈ L2
µ will be denoted by

‖v‖µ. For a real valued function ϕ we will write ‖ϕ‖µ for (
∫
|ϕ(x)|2dµ(x))1/2.

Definition 1.4 (Optimal tangent plans) Given µ, ν ∈ P2(M), we will denote by
OptTan(µ, ν) the set of plans γ ∈P(TM) satisfying

(πM , exp)#γ ∈ Opt(µ, ν),∫
|v|2dγ(x, v) = W 2

2 (µ, ν).
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Thus a plan γ ∈ OptTan(µ, ν) describes in which direction the mass of µ should move to reach
ν in the fastest way. Observe that plans in OptTan(µ, ν) carry more information about optimal
transport, than those in Opt(µ, ν), as the latter is only an optimal coupling between the initial and
final mass , while the former describe also which geodesic path we are choosing from the starting
point to the final one (if the starting measure is sufficiently regular - absolutely continuous w.r.t.
the volume measure is enough - then there is no difference in the two descriptions, since the
optimal map ‘almost never hits the cut locus’ - see e.g. [25], bibliographical notes of Chapter
13 - In this case it is well known that both the sets contain only one element, which is induced
by a map, see also theorem 1.17).

Definition 1.5 (Rescalation of plans) For a general measure γ ∈P(TM) and a real num-
ber λ we define the rescaled measure λ · γ ∈P(TM) as

λ · γ := (Omot(λ))#γ,

where Omot(λ) : TM → TM is defined by Omot(λ)(x, v) := (x, λv).

It is well known that geodesics connecting two measures µ and ν in P2(M) are in corre-
spondence with plans in OptTan(µ, ν):

Proposition 1.6 Let µ, ν ∈ P2(M) and [0, 1] 3 t 7→ µt ∈ P2(M) a curve. Then t 7→ µt is a
geodesic connecting µ to ν if and only if there exists γ ∈ OptTan(µ, ν) such that

µt = (exp)#(t · γ), ∀t ∈ [0, 1].

This proposition motivates the following definition:

Definition 1.7 (Exponential map in (P2(M),W2)) Let γ ∈ P2(TM), i.e. a measure in
P(TM) satisfying πM# γ ∈ P2(M) and

∫
|v|2dγ(x, v) < ∞. Then the exponential exp(γ) ∈

P2(M) is defined by
exp(γ) := (exp)#γ.

Similarly, if µ ∈ P2(M) and v ∈ L2
µ, the exponential expµ(v) ∈ P2(M) of the vector v with

base measure µ is:
expµ(v) :=

(
exp(v)

)
#
µ.

We conclude with the definition of convergence of vector fields belonging to different L2

spaces.

Definition 1.8 (Convergence of maps) Let µn, µ ∈ P2(M), vn ∈ L2
µn, and v ∈ L2

µ, n ∈ N,
and assume that W2(µn, µ) → 0 as n → ∞. We say that the sequence of maps (vn) weakly
converges to v if the following two conditions hold:

sup
n∈N
‖vn‖µn <∞ as n→∞,

〈vn, ξ〉µn → 〈v, ξ〉µ as n→∞ ∀ξ ∈ V(M).

It is possible to check that in this situation it holds ‖v‖µ ≤ limn→∞ ‖vn‖µn. We say that (vn)
strongly converges to v (or simply converges) if it converges weakly and limn→∞ ‖vn‖µn = ‖v‖µ.
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1.3 Kantorovich’s dual problem

Here we recall briefly the dual problem, introduced by Kantorovich, of the optimal transport.
Again, everything works in a level of generality much bigger than the one described here: for a
complete treatment of the problem, see Chapter 5 of [25].

Just a word on the notation used. There is not yet a universal alignment regarding the signs
to use in the definition of c−convexity, c−concavity and c−transforms, here we use the same
notation of [25], with just one exception: we distinguish between the two notions of c−transforms
which arise.

Definition 1.9 (c+ and c− transforms) Let ϕ : M → R ∪ {±∞}. The functions ϕc+, ϕc−
are defined as

ϕc+(x) := inf
y∈M

(c(x, y)− ϕ(y)) ,

ϕc−(x) := sup
y∈M

(−c(x, y)− ϕ(y)) .

The relation between c+ and c− transform is:

ϕc+ = − (−ϕ)c−

Observe that we have the following two trivial inequalities:

ϕ(x) + ϕc−(y) ≥ −c(x, y), ∀x, y ∈M,

ϕ(x) + ϕc+(y) ≤ c(x, y), ∀x, y ∈M,

where in the first we adopted the convention +∞+ (−∞) = +∞ and in the second −∞+∞ =
−∞.

Definition 1.10 (c−convexity and c−concavity) We say that ϕ : M → R ∪ {−∞} is
c−concave if it is not identically −∞ and there exists ψ : M → R ∪ {±∞} such that

ϕ = ψc+ .

Similarly, we say that ϕ : M → R ∪ {+∞} is c−convex if it is not identically +∞ and there
exists ψ : M → R ∪ {±∞} such that

ϕ(x) = ψc− .

Clearly the opposite of a c−convex function is c−concave and viceversa.

Definition 1.11 (c−subdifferential and c−superdifferential) Let ϕ : M → R ∪ {+∞} be
a c−convex function. Its c−subdifferential ∂c−ϕ ⊂M2 is defined as

∂c−ϕ := {(x, y) : ϕ(x) + ϕc−(y) = −c(x, y)} ,

and the c−subdifferential ∂c−ϕ(x) at a point x ∈ M is the set of y such that (x, y) ∈ ∂c−ϕ.
Analogously, if ϕ : M → R∪{−∞} is a c−concave function, its c−superdifferential ∂c+ϕ ⊂M2

is defined as
∂c+ϕ := {(x, y) : ϕ(x) + ϕc+ = c(x, y)} ,

and the c−superdifferential ∂c+ϕ(x) at a point x ∈M is the set of y such that (x, y) ∈ ∂c+ϕ.
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We recall the statement of Kantorovich’s duality result.

Theorem 1.12 (Kantorovich’s duality) Let µ, ν ∈ P2(M). Then there exists a c−concave
function ψ such that for every γ ∈ Opt(µ, ν) it holds supp(γ) ⊂ ∂c+ψ. For any such ψ it holds
ψ ∈ L1

µ, ψc+ ∈ L1
ν and

W 2
2 (µ, ν) =

∫
ψdµ+

∫
ψc−dν. (1.12)

A similar statement holds with c−convex functions.

Given a couple µ, ν ∈ P2(M), we will call any c−concave function ψ satisfying equation
(1.12) a c−concave potential. Similarly, if ψ is c−convex and satisfies

W 2
2 (µ, ν) = −

∫
ψ dµ−

∫
ψc−dν,

we will say that it is a c−convex potential. The theorem we just proved ensures the existence of
both c−concave and c−convex potentials.

Remark 1.13 Suppose that the manifold M has non negative sectional curvature. Then the
squared distance function is −1-concave. Thus in this situation any c-convex potential is −1-
convex and any c-concave potential is −1-concave. �

Remark 1.14 In case the two given measures µ, ν have compact support, there exists a
c−concave Kantorovich potential ψ of the form

ψ(x) = inf
y∈K

c(x, y)− f(y),

for some function f : M → R ∪ {±∞}, where K is a compact set whose interior contains the
supports of µ and ν.

In particular, by the bound on the Hessian of the squared distance function, this potential
is −HK−concave in the interior of K. �

It is important to underline that the c−subdifferential (as well as the c−superdifferential),
at a certain point x is made of points on the manifold, and not of tangent vectors. However
there is a strict link between the c−subdifferential and the usual subdifferential, as the following
proposition shows: this link was exploited in the setting of optimal transport by McCann in [18]
(the same argument used by McCann was already known to Cabré which used it in an earlier
work on elliptic equation on manifolds [4]).

Proposition 1.15 (Cabré-McCann) Let ϕ : M → R ∪ {+∞} be a c-convex function and
x, y ∈M such that y ∈ ∂c−ϕ(x). Then exp−1

x (y) ⊂ ∂−ϕ(x). Conversely, if ϕ is differentiable at
x and ∇ϕ(x) = v, then y := expx(v) is the unique point in ∂c−ϕ(x). Similarly for c−concave
functions.
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Proof Choose v ∈ TxM such that expx(v) = y and recall that the superdifferential of d2(·, y)
contains v, that is:

d2(z, y)
2

≤ d2(x, y)
2

+
〈
v, exp−1

x (z)
〉

+ o(d(x, z)).

Now observe that the condition y ∈ ∂c−ϕ(x) may be written as

−ϕ(z)− d2(z, y)
2

≤ −ϕ(x)− d2(x, y)
2

, ∀z ∈M,

from which it follows

ϕ(z)− ϕ(x) ≥ −d2(z, y)
2

+
d2(x, y)

2
≥
〈
v, exp−1

x (z)
〉

+ o(d(x, z)),

which is the conclusion.
To prove the converse, is enough to show that the c−subdifferential of ϕ at x is non empty,

as then from what we just proved the (only) point in it must coincide with expx(v). From the
definition of c−convexity we know that there exists sequences n 7→ yn ∈ M and n 7→ an ∈ R
such that for every n ∈ N it holds

ϕ(x) ≤ −d2(x, yn)
2

+ an + εn,

ϕ(x̃) ≥ −d2(x, yn)
2

+ an, ∀x̃ ∈M,

(1.13)

for some εn ↓ 0. To conclude it is sufficient to show that {yn}n∈N is bounded, as then any limit
of (yn) belongs to ∂c−ϕ(x). Argue by contradiction and assume that d(x, yn) =: dn → ∞ as
n → ∞. Now for every n ∈ N let γn be a constant speed geodesic on [0, 1] from x to yn and
define

xn := γn

(
d
− 3

2
n

)
.

Note that d(x, xn) = d
− 1

2
n → 0. The second equation in (1.13) gives

ϕ(xn) ≥ −d2(xn, yn)
2

+ an = −1
2

(
dn −

1√
dn

)2

+ an ≥ ϕ(x)− εn +
√
dn −

1
2dn
→ +∞,

which contradicts the continuity of ϕ in x. �

Remark 1.16 The converse implication in this theorem is false if one doesn’t assume ϕ to be
differentiable at x: i.e. it is not true in general that v ∈ ∂−ϕ(x) implies expx(v) ∈ ∂c−ϕ(x).
(We thank Figalli for having helped us understanding this point). The question is related to
the so called regularity of the cost function. A sufficient condition for this regularity is the
satisfaction of the Ma-Trudinger-Wang condition (see [16]). We won’t stress this point further,
the interested reader may look at [25], chapter 12. �
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The Kantorovich duality result and the above proposition allow to understand when the
optimal plan is unique and induced by a map and to characterize this map. Quite surprisingly, we
won’t need this result in this work (we chose to include it because of its fundamental importance
in the theory of mass transportation).

Theorem 1.17 (Brenier-McCann) Let µ, ν ∈ Pc(M) and assume that µ is absolutely con-
tinuous. Then there exists a unique optimal plan from µ to ν and this plan is induced by the
map exp(∇ϕ), where ϕ is a Kantorovich c-convex potential for µ, ν.

Proof By remark 1.14 we know that there exists a Kantorovich potential ϕ which is semi-convex
in some open set Ω containing the supports of both µ and ν. By a classical result of convex
analysis, ϕ is a.e. differentiable in Ω w.r.t. the volume measure. Thus, by the hypothesis on µ,
it is also µ−a.e. differentiable. By theorem 1.12 we know that every optimal plan γ from µ to
ν must be concentrated on ∂c−ϕ. By proposition 1.15 and what we said on the differentiability
of ϕ we get that for µ-a.e. x there is only on y ∈M such that (x, y) ∈ supp(γ), and that this y
is identified by y = expx(∇ϕ(x)). Which is the thesis. �

In the previous section we pointed out the structure of geodesics in P2(M); a natural
question which arises is then: how are c−convex potential interpolated along geodesics? The
answers is: through the Hopf-Lax formula. We recall below the basic facts and proofs, the
exposition is mainly burrowed from [25].

Definition 1.18 (Interpolation of supports) Let µ, ν ∈ P2(M) and let A0 := supp(µ),
A1 := supp(ν). The sets At, t ∈ [0, 1], are defined as:

At :=
{
γ(t) : γ(·) is a minimizing geodesic, γ(0) ∈ A0, γ(1) ∈ A1

}
.

From proposition 1.6 it follows immediately that supp(µt) ⊂ At for every t, when (µt) is a
geodesic connecting µ0 to µ1.

Definition 1.19 (Interpolated costs) For any t < s ∈ [0, 1] we define the function ct,s :
M2 → R as

ct,s(x, y) :=
d2(x, y)
s− t

Proposition 1.20 Let t1 < t2 < t3 ∈ [0, 1]. Then it holds

ct1,t3(x, y) = inf
z∈M

ct1,t2(x, z) + ct2,t3(z, y). (1.14)

Proof From the inequality

(a+ b)2 ≤ a2

t
+

b2

1− t
,

valid for any a, b ∈ R and t ∈ (0, 1) we get that the inequality ≤ holds in (1.14). To gain that
equality can be reached, consider a constant speed geodesic γ : [t1, t3] → M connecting x to y
and choose z = γ(t2). �
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From the definition of the interpolated costs, they come out naturally the definitions of
ct,s−concavity, ct,s−convexity, ct,s± transforms and ct,s± differentials by imitating the analogous
definition given for the cost c = c0,1, we omit the details.

Fix µ0, µ1 ∈P2(M).

Definition 1.21 (Hopf-Lax formula) Let φ : M → R ∪ {±∞} be a function and t, s ∈ [0, 1].
Define the function Hs

t (φ) as

Hs
t (φ)(x) :=


inf
y∈As

{
ct,s(x, y) + φ(y)

}
, if t < s,

φ(x) if t = s,

sup
y∈At

{
− ct,s(x, y) + φ(y)

}
, if t > s.

Proposition 1.22 (Basic properties of the Hopf-Lax formula) We have the following
three properties:

i) For any t, s ∈ [0, 1] the maps Hs
t is order preserving, that is φ ≤ ψ ⇒ Hs

t (φ) ≤ Hs
t (ψ).

ii) For any t < s ∈ [0, 1] it holds

Ht
s

(
Hs
t (φ)

)
= φc

t,s
+ ct,s− ≤ φ,

Hs
t

(
Ht
s(φ)

)
= φc

t,s
− ct,s+ ≥ φ,

iii) For any t, s ∈ [0, 1] it holds
Hs
t ◦Ht

s ◦Hs
t = Hs

t .

Proof The order preserving property is a straightforward consequence of the definition. To
prove property (ii) observe that

Ht
s

(
Hs
t (φ)

)
(x) = sup

y
inf
x′

(
φ(x′) + ct,s(x′, y)− ct,s(x, y)

)
,

which gives the equality Ht
s

(
Hs
t (φ)

)
= φc

t,s
+ ct,s− : in particular, choosing x′ = x we get claim (the

proof of the other equation is similar). For the last property assume t < s (the other case is
similar) and observe that

Hs
t ◦Ht

s︸ ︷︷ ︸
≥Id

◦Hs
t ≥ Hs

t

and
Hs
t ◦Ht

s ◦Hs
t︸ ︷︷ ︸

≤Id

≤ Hs
t .

�
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Proposition 1.23 Let ψ be a c−convex potential for (µ0, µ1) and define ψs := Hs
0(ψ). Then it

holds
ψs(γ(s)) = c0,s(γ(0), γ(s)) + ψ(γ(0)),

for every curve γ of the kind t 7→ expx(tv), where (x, v) ∈ supp(γ) and γ ∈ OptTan(µ0, µ1).

Proof Let γ as in the hypothesis. By definition of Hs
0 we have

ψs(γ(s)) ≤ c0,s(γ(0), γ(s)) + ψ(γ(0)).

To prove the opposite inequality, observe that from the c−convexity hypothesis, we know that

ψ(x) ≥ −c0,1(x, γ(1))− ψc+(γ(1))

= −c0,1(x, γ(1)) + c0,1(γ(0), γ(1)) + ψ(γ(0)), ∀x ∈M,

thus it holds

ψs(γ(s)) = inf
x∈M

{
c0,s(γ(s), x) + ψ(x)

}
≥
(

inf
x∈M

{
c0,s(γ(s), x)− c0,1(x, γ(1))

)}
+ c0,1(γ(0), γ(1)) + ψ(γ(0))

= −cs,1(γ(s), γ(1)) + c0,1(γ(0), γ(1)) + ψ(γ(0))

= c0,s(γ(0), γ(s)) + ψ(γ(0)).

�

Proposition 1.24 (Interpolated potentials) Let ψ be a c−convex potential for µ0, µ1 ∈
P2(M) and let (µt) be a constant speed geodesic connecting µ0 to µ1. Define ψs := Hs

0(ψ)
for any s ∈ (0, 1]. Then ψs is a ct,s−concave potential for µt, µs for any t < s.

Similarly, if ψ is a c−concave potential for µ1, µ0 and we define ψt := Ht
1(ψ), then ψt is a

ct,s−convex potential for µt, µs for any t < s.

Proof We need to show that

ψs(γ(s)) + ψ
ct,s+
s (γ(t)) = ct,s(γ(t), γ(s)).

By definition of ct,s+ transform we have

ψ
ct,s+
s (γ(t)) = inf

y∈M
ct,s(γ(t), y) + ψs(y) ≤ ct,s(γ(t), γ(s)) + ψs(γ(s)).

To prove the other inequality start observing that

ψs(y) = inf
x∈M

{
c0,s(x, y) + ψ(x)

}
≤ c0,s(γ(0), y) + ψ(γ(0))

≤ c0,t(γ(0), γ(t)) + ct,s(γ(t), y) + ψ(γ(0)),

21



and conclude by

ψ
ct,s+
s (γ(t)) = inf

y∈M

{
ct,s(γ(t), y) + ψs(y)

}
≥ −c0,t(γ(0), γ(t))− ψ(γ(0))

= ct,s(γ(t), γ(s))− c0,s(γ(0), γ(s))− ψ(γ(0))
= ct,s(γ(t), γ(s))− ψs(γ(s)).

�

Remark 1.25 (Concavity and convexity of interpolated potentials) A direct conse-
quence of the definition and of remark 1.14 is that if µ0, µ1 ∈ Pc(M), then ψt is −HKt -concave
on K, where K := ∪tAt. Similarly, ϕt is −HK1−t -convex on K. �

Proposition 1.26 (Regularity properties of the interpolated potentials) Let ψ be a
c−convex potential for (µ0, µ1) and let ϕ := H1

0 (ψ). Define ψt := Ht
0(ψ) and ϕt := Ht

1(ϕ)
and choose a geodesic (µt) from µ0 to µ1. Then for every t ∈ (0, 1) it holds:

i) ψt ≥ ϕt and both the functions are real valued,

ii) ψt(x) = ϕt(x) for any x ∈ supp(µt),

iii) ψt and ϕt are differentiable in the support of µt and ∇ψt(x) = ∇ϕt(x) for any x ∈
supp(µt).

Proof For (i) we have

ϕt = Ht
1(ϕ) = (Ht

1 ◦H1
0 )(ψ) = (Ht

1 ◦H1
t︸ ︷︷ ︸

≤Id

◦Ht
0)ψ ≤ Ht

0(ψ) = ψt.

Now observe that by definition, ψt(x) < +∞ and ϕt(x) > −∞ for every x ∈M , thus it holds

+∞ > ψ(x) ≥ ϕ(x) > −∞, ∀x ∈M.

To prove (ii), choose γ ∈ OptTan(µ0, µ1) which induces (µt), choose (x, v) ∈ supp(γ) and define
γt := expx(tv). Recall that it holds

ψt(γt) = c0,t(γ0, γt) + ψ(γ0),

ϕt(γt) = ct,1(γt, γ1) + ϕ(γ1).

Thus from ϕ(γ1) = c0,1(γ0, γ1) +ψ(γ0) we get that ψt(γt) = ϕt(γt). Since supp(µt) = {γt} when
γ varies in the set of curves of the kind expx(tv) with (x, v) ∈ supp(γ), (ii) follows.

Now we turn to (iii). With the same choice of t 7→ γt as above, recall that it holds

ψt(γt) = c0,t(γ0, γt) + ψ(γ0)

ψt(x) ≤ c0,t(γ0, x) + ψ(γ0), ∀x ∈M,

22



and that the function x 7→ c0,t(γ0, x) +ψ(γ0) is superdifferentiable at x = γt. Thus the function
x 7→ ψt is superdifferentiable at x = γt. Similarly, ϕt is subdifferentiable at γt. Choose v1 ∈
∂+ψt(γt), v2 ∈ ∂−ϕt(γt) and observe that

ψt(γt) +
〈
v1, exp−1

γt (x)
〉

+ o(d(x, γt)) ≥ ψt(x) ≥ ϕt(x) ≥ ϕt(γt) +
〈
v2, exp−1

γt (x)
〉

+ o(d(x, γt)),

which gives v1 = v2 and the thesis. �

This proposition has deep consequences in term of structure of geodesics in (P2(M),W2):
the first of them are given below:

Proposition 1.27 Let (µt) be a geodesic in (P2(M),W2). With the same notation of the
previous proposition, define

vt(x) := ∇ϕt(x) = ∇ψt(x), ∀t ∈ (0, 1), x ∈ supp(µt).

Then for every s ∈ [0, 1] the map exp
(
(s− t)vt

)
is the unique optimal map from µt to µs.

What is interesting in this proposition is the fact that the transport from intermediate times is
always unique and induced by a map. It can be proved that this map is locally Lipschitz, but
we postpone the proof of this fact to section 2.3, where we refine a bit this well known result.

Proof Given the structure of geodesics, it is sufficient to prove the claim for s > t. The previous
proposition ensures that the vectors vt are well defined. Now fix t ∈ (0, 1), s ∈ [0, 1] and
choose a plan γ ∈ Opt(µt, µs). By theorem 1.12 we know that γ is concentrated on ∂c

t,s
+ ψt,

and by proposition 1.15 that ∂c
t,s
+ ψt ⊂ {expx((s − t)∂+ψt)} (well, actually we stated both

theorems when dealing with c−concavity/convexity, but it is immediate to reformulate them for
ct,s−concavity/convexity). Since we know that ∂+ψt(x) is single valued for any x ∈ supp(µt),
and that its value is vt(x), we get

γ =
(
Id, exp

(
(s− t)vt

))
#
µt,

which is the claim. �

In particular we proved that vt ∈ L2
µt for any t ∈ (0, 1) and that ‖vt‖µt = W2(µ0, µ1).

1.4 First order differentiable structure

In this section we recall the main features of the first order differentiable calculus in Wasserstein
spaces.

Let (E, d) be a metric space. Recall that a curve x(t) : [0, T ] → E is said to be absolutely
continuous if there exists g ∈ L1(0, T ) satisfying

d(x(s), x(t)) ≤
∫ t

s
g(r)dr ∀s, t ∈ [0, T ], s ≤ t.
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It turns out (see for instance [2, 1.1.2]) that for absolutely continuous curves there exists a
minimal function g (of course up to Lebesgue negligible sets) with this property, the so-called
metric derivative, given for a.e. t by

|x′|(t) := lim
h→0

d(x(t+ h), x(t))
|h|

.

In order to describe the differentiable structure of the Wasserstein space we start with purely
heuristic considerations, as in [20]: the continuity equation

d

dt
µt +∇ · (vtµt) = 0 (1.15)

describes the evolution of a time-dependent mass distribution µt under the action of a velocity
field vt. In this perspective Otto suggested to consider the tangent space at µ as −∇ · (vµ),
where v runs in L2

µ; furthermore, since optimal transport maps are exponential of gradients,
when looking for “minimal” velocity fields it is natural to restrict the admissible velocities to be
gradients only. Otto suggested to endow the tangent bundle with the metric inherited from L2

µ:

〈−∇ · (vµ),−∇ · (wµ)〉µ :=
∫
〈v, w〉 dµ.

We shall consider the tangent space at µ directly as a subset of L2
µ, retaining the link with the

continuity equation. The following result, proved in [2, 8.3.1], provides a complete differential
characterization of the class of absolutely continuous curves in the Wasserstein space and makes
rigorous this picture (in [2] the theorem is proved when the underlying space is Rd, the general-
ization to the case of manifolds is a straightforward consequence of Nash’s embedding theorem
and presents no difficulties, we skip the details).

All the curves we consider are defined on [0, 1], unless otherwise stated. We will write (µt)
for the map [0, 1] 3 t 7→ µt ∈P2(M).

Theorem 1.28 Let (µt) be an absolutely continuous curve in (P2(M),W2). Then there exists
a velocity field vt ∈ L2

µt with ‖vt‖µt ∈ L1(0, 1) such that the continuity equation (1.15) holds and

‖vt‖µt ≤ |µ′t| for a.e. t ∈ (0, 1). (1.16)

Conversely, if (µt, vt) satisfies (1.15) and ‖vt‖µt ∈ L1(0, 1), then (µt) is absolutely continuous
and

‖vt‖µt ≥ |µ′t| for a.e. t ∈ (0, 1). (1.17)

The previous result shows that, among all velocity fields vt compatible with (µt) (in the
sense that the continuity equation holds) there exists a distinguished one, of minimal L2

µt norm.
This vector field is clearly unique (up to a negligible set of times), thanks to the linearity with
respect to vt of the continuity equation and to the strict convexity of the L2

µt norms.
It turns out that the “optimal” vector field constructed in the proof of the first statement of

Theorem 1.28 satisfies, besides (1.16), also

vt ∈ {∇ϕ : ϕ ∈ C∞c (M)}L
2
µt for a.e. t ∈ (0, 1). (1.18)

This, and the previous heuristic remarks, motivate the following definition.
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Definition 1.29 (Tangent bundle of P2(M)) Let µ ∈P2(M). We define

Tanµ(P2(M)) := {∇ϕ : ϕ ∈ C∞c (M)}L
2
µ .

We shall call tangent velocity field the vector field vt provided by Theorem 1.28 and we shall
denote by Pµ : L2

µ → Tanµ(P2(M)) the orthogonal projection.
The definition of Normal space is then:

Tan⊥µ (P2(M)) :=
{
w ∈ L2

µ :
∫
〈w, v〉 dµ = 0, ∀v ∈ Tanµ(P2(M))

}
=
{
w ∈ L2

µ : ∇ · (wµ) = 0 in the sense of distributions
}
.

It turns out that vt, besides the metric characterization based on (1.16), has also a differential
characterization based on (1.18).

Proposition 1.30 Let (µt, vt) be such that (1.15) holds and ‖vt‖µt ∈ L1(0, T ). Then vt satisfies
(1.16) if and only if vt ∈ Tanµt(P2(M)) for a.e. t ∈ (0, 1).

Proof Suppose that vt satisfies (1.16), then (1.17) gives that vt has for a.e. t minimal norm
in L2

µt among the solutions of the continuity equation. Now pick any measurable vector field
t 7→ wt ∈ L2

µt such that wt ∈ Tan⊥µt(P2(M)) for a.e. t ∈ [0, 1] and observe that since ∇· (vtµt) =
∇ · ((vt + wt)µt), the vector field t 7→ vt + wt is compatible with the curve (µt) with respect to
the continuity equation. Therefore the minimality of the vt’s ensures that for a.e. t ∈ [0, 1] it
holds

‖vt‖2µt ≤ ‖vt + wt‖2µt ,

which easily implies ∫
〈vt, wt〉 dµt = 0, a.e. t ∈ [0, 1].

By the arbitrariness of wt ∈ Tan⊥µt(P2(M)) we get vt ∈ Tanµt(P2(M)) for a.e. t ∈ [0, 1].
Conversely, if vt ∈ Tanµt(P2(M)) for a.e. t ∈ [0, 1] and ṽt is the velocity field satisfying

(1.16), then ∇ · ((vt − ṽt)µt) = 0 as a space-time distribution. This easily implies that

∇ · ((vt − ṽt)µt) = 0 in Rd, for a.e. t ∈ (0, T ),

so that vt − ṽt is orthogonal in L2(µt) to all functions ∇ϕ, ϕ ∈ C∞c (Rd). But since vt − ṽt ∈
Tanµt(P2(M)), this proves that vt = ṽt. �

Having defined a tangent velocity field, a satisfactory theory of evolution problems in P2(Rd)
based on these concepts can be built on these grounds. We refer to Chapters 10 and 11 of [2]
(see also [5, 25]) and we just mention in particular the characterization of gradient flows for
convex functionals F : P2(Rd)→ R ∪ {+∞}, based on the evolution variational inequalities

d

dt

1
2
W 2

2 (µt, σ) + F (µt) ≤ F (σ) in (0, T ), for all σ ∈P2(Rd).
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The link between this formulation and the most classical ones is provided by the following purely
geometric results (see [2, 8.4.6] and [2, 8.4.7]). The first result relates the tangent field to the
infinitesimal behavior of optimal transport maps (or plans) along the curve; the second result,
which is actually a consequence of the first one, provides an explicit formula for the derivative
of the Wasserstein distance.

Theorem 1.31 Let (µt) be an absolutely continuous curve and let (vt) be its tangent velocity
field. Then:

(i) for a.e. t ∈ (0, 1), for any choice of plans γh ∈ OptTan(µt, µt+h), the rescaled transport
plans

γ̃h :=
1
h
· γh

converge in P2(TM) to (Id, vt)#µt (the definition of rescalation of plans is given in 1.5).

(ii) for all σ ∈P2(Rd) and a.e. t ∈ (0, 1) we have

d

dt

1
2
W 2

2 (µt, σ) = −
∫
〈vt(x), v〉dγ(x, v) ∀γ ∈ OptTan(µt, σ).

In the particular case when the transport plans γh are induced by transport maps Th (i.e.
(Id× Th)#µt = γh), statement (i) is equivalent to

lim
h→0

Th
h

= vt in L2
µt . (1.19)

It is interesting to note that when the curve (µt) is a geodesic, the velocity vector field is
well defined of any t ∈ (0, 1), and not just for a.e. t.

Proposition 1.32 Let (µt) be a geodesic in P2(M). Then its velocity vector field (vt) is the
one defined in proposition 1.27. Also, it holds

vt =
d

dt
exp

(
(t− s)vs

)
, ∀t, s ∈ (0, 1). (1.20)

Proof Using proposition 1.27 and up to splitting the analysis in the two intervals [0, 1
2 ], [12 , 1],

we can assume that it holds µt = (exp(tv))#µ0 for some v ∈ L2
µ0

such that exp(v) is the unique
optimal map from µ0 to µ1. Define

ṽt

(
exp

(
tv(x)

))
:=

d

dt
exp

(
tv(x)

)
, ∀t ∈ [0, 1), a.e. x ∈ supp(µ0).

Since we know from proposition 1.27 that exp(tv) is invertible for t < 1, the above equation
defines a vector field ṽt(x) for µt-a.e. x. Also, ṽt ∈ L2

µt and ‖ṽt‖µt = ‖v‖µ.
We start by proving that (ṽt) is the velocity vector field of (µt). Choose ϕ ∈ C∞c (M) and

calculate the derivative of t 7→
∫
ϕdµt to get:

d

dt

∫
ϕdµt =

d

dt

∫
ϕ ◦

(
exp(tv)

)
dµ =

∫ 〈
∇ϕ
(

exp
(
tv(x)

))
,
d

dt
exp

(
tv(x)

)〉
dµ = 〈∇ϕ, ṽt〉µt .
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This tells that the choice of the vectors (ṽt) is admissible with the continuity equation. To prove
that they are of minimal norm, just observe that

W2(µ0, µ1) = ‖v‖µ0 =
∫ 1

0
‖ṽt‖µtdt.

It remains to prove ṽt = vt. Consider the map exp((s − t)ṽt): it it clear that exp((1 −
t)ṽt)#µt = µs. Also, it holds∫

d2
(
x, expx

(
(s− t)ṽt(x)

))
dµt(x) ≤ (s− t)2‖ṽt‖2µt = (s− t)2‖v‖2µ0

= (s− t)2W 2
2 (µt, µ1).

This means that this map is optimal. By the uniqueness part of 1.27 we get the thesis. �

Remark 1.33 (Tangent space at singular measures) In the particular case in which the
measure µ ∈P2(M) is concentrated on an at most countable set, it holds Tanµ(P2(M)) = L2

µ.
Indeed, let {xn}n∈N be the set where µ is concentrated and choose v ∈ L2

µ. By density, it is
sufficient to deal with the case of v bounded and compactly supported. Thus with a partition
of coordinate argument, it is enough to prove the claim in the case M = Rd and v bounded. In
this situation, let S := supn∈N |v(xn)| and check that for every N ∈ N it is possible to find a
function ϕN ∈ C∞c (Rd) satisfying

∇ϕN (xn) = vn(xn), ∀n ≤ N,
sup
x∈Rd

|∇ϕN (x)| ≤ S.

Letting N → +∞ and using the dominate convergence theorem we get ‖∇ϕN − v‖µ → 0. Since
∇ϕN ∈ Tanµ(P2(M)), the claim is proved. �

2 Regular curves

Here we introduce the notions of regular curve, starting from those introduced in [1],[10] and
going deeper in the analysis. As said in the introduction, regular curves t 7→ µt are interesting
from two points of view:

• From an algebraic point of view, as along a regular curve there is a natural notion of
‘translation’ of vector fields, i.e. natural isometries τ st : L2

µt → L2
µs , t, s ∈ [0, 1] (see

definition 2.11). As we will see in the next chapter, from these maps it comes out a
natural notion of absolute continuity for a vector field defined along a regular curve.

• From a geometric point of view, as along a regular curve, the tangent space varies ‘smoothly
in time’ (see theorem 2.13). This property will be the key enabler for the proof of existence
of parallel transport that we will give in Chapter 4.

All the curves we consider are defined on the unit interval [0, 1], unless otherwise stated.
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2.1 Cauchy Lipschitz theory on Riemannian manifolds

Definition 2.1 (The constant L(v)) Let ξ ∈ V(M) and define the constant L̃(ξ) as

L̃(ξ) := sup
x∈M
‖∇ξ(x)‖op,

which is finite by regularity and compactness of support. Then for µ ∈ P2(M) and v ∈ L2
µ we

define L(v) as:
L(v) := inf lim

n→+∞
L̃(ξn),

where the infimum is taken among all the sequences (ξn) ⊂ V(M) converging to v in L2
µ.

We will say that a vector field v ∈ L2
µ is Lipschitz if L(v) <∞, and will call L(v) the Lipschitz

constant of v. A simple application of the Ascoli-Arzelà theorem gives that if L(v) < ∞, then
there exists a sequence (ξn) ⊂ V(M) with equibounded Lipschitz constant, which converges to
v in L2

µ and locally uniformly to some vector field ṽ defined on the whole M (which therefore
µ-a.e. coincides with v). In particular, any Lipschitz vector field has a continuous representative
well defined on the whole supp(µ): when dealing with Lipschitz vector fields we will always
implicitly assuming to deal with this continuous representative.

In particular, if µ has compact support and L(v) < ∞, then v is bounded. Since we will
need this bound later on on the work, let us underline this point with the following definition:

Definition 2.2 (Supremum of Lipschitz vector fields) Let µ ∈ Pc(M) and v ∈ L2
µ with

L(v) <∞. We will denote by S(v) the supremum (actually, maximum) of |v| on supp(µ).

A word on notation: in writing L(v) we are losing the reference to the base measure µ. In most
cases, this is not at an issue, as it will be clear from the context who is the measure. However,
the value of L(ξ) may be less clear when ξ ∈ V(M) is a smooth vector field defined on all the
manifold. The convention we will use is L(ξ) := supx∈M ‖∇ξ(x)‖op for these kind of vectors.

Remark 2.3 (The case M = Rd) In the case M = Rd, and ξ ∈ V(M), L(ξ) =
supx∈M ‖∇ξ(x)‖op is precisely the Lipschitz constant of ξ. �

Before passing to the study of regular curves, we want to discuss an important example
which we will need to keep in mind in our analysis. The setting is the following: suppose we
have v ∈ L2

µ which is both tangent and Lipschitz. Then we know that there exists a sequence of
functions (ϕn) ⊂ C∞c (M) such that ‖∇ϕn−v‖µ → 0 and a sequence of vector fields (ξn) ⊂ V(M)
such that ‖ξn−v‖µ → 0 and L(ξn)→ L(v). A natural question which arises is: can we ‘combine’
these convergences? In other words, is that true that we can find a sequence (ϕn) ⊂ C∞c (M)
such that ‖∇ϕn − v‖µ → 0 and L(∇ϕn) → L(v)? The answer is no: actually it may happen
that for any sequence of gradients (∇ϕn) approximating v in L2

µ the Lipschitz constant L(∇ϕn)
diverges as n→∞.
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Example 2.4 Let M = R2 and define, for every n ∈ N, the set An ⊂ R2 as

An :=
{
e2πi

k
2n : k = 1, . . . , 2n

}
,

where we identified R2 with the set of complex numbers (in the above formula i =
√
−1). Let

A := ∪nAn and µ be a measure concentrated on A which gives positive mass to each point of
A. Define

v(x, y) := (−y, x).

Clearly v belongs to L2
µ and L(v) ≤ 1. Also, since µ has countable support, any vector field in

L2
µ is tangent (see remark 1.33), so is v.

Now let (ϕn) ⊂ C∞c (R2) be such that ‖v − ∇ϕn‖µ → 0. In particular, given the atomic
structure of µ, ∇ϕn(x)→ v(x) for any x ∈ A. Thus for every n ∈ N, there exists Nn such that
|∇ϕNn(x)− v(x)| ≤ 1/2 for any x ∈ An. Define the curve [0, 1] 3 t 7→ γ(t) := e2πit and observe
that since ∇ϕNn is a gradient, it holds∫ 1

0

〈
v
(
γ(t)

)
,∇ϕNn

(
γ(t)

)〉
dt =

∫ 1

0

〈
γ′(t),∇ϕNn(γ(t))

〉
dt = 0, ∀n ∈ N.

Therefore there must exists some t0 such that
〈
v
(
γ(t0)

)
,∇ϕNn

(
γ(t0)

)〉
≤ 0, which, together

with |v(γ(t0))| = 1, implies that
∣∣v(γ(t0)

)
−∇ϕNn

(
γ(t0)

)∣∣ ≥ 1. Let x0 be the nearest point to
t0 among those in ANn and observe that it holds |t0 − x0| ≤ π2−Nn . Thus

Lip(∇ϕNn) ≥ |∇ϕNn(t0)−∇ϕNn(x0)|
|t0 − x0|

≥ |∇ϕNn(t0)− v(t0)| − |v(t0)− v(x0)| − |v(x0)−∇ϕNn(x0)|
|t0 − x0|

≥
1− π

2Nn
− 1

2
π

2Nn

=
2Nn

2π
− 1,

therefore L(∇ϕn) = Lip(∇ϕn)→ +∞ as n→ +∞, which is our claim.

Observe that vector fields like the one just described, may appear as velocity vector field of
an absolutely continuous curve. Indeed, consider the map Rott : R2 → R2 given by the counter-
clockwise rotation of an angle t around the origin and let µt := (Rott)#µ, with µ as above. It is
immediate to check that this curve is absolutely continuous, with length 1, and that for every
time its velocity vector field is given by the rotation of the vector v described above. �

We conclude recalling some well known facts about the Cauchy Lipschitz theory on manifolds.

Definition 2.5 (Transport couples and their convergence) We will call transport couple
a map [0, 1] 3 t 7→ (µt, vt) with µt ∈P2(M) and vt ∈ L2

µt such that t 7→ ‖vt‖µt is integrable and
the continuity equation

d

dt
µt +∇ · (vtµt) = 0, (2.1)
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holds in the sense of distribution. Thus a transport couple is just an absolutely continuous curve
for which we specified a particular vector field, not necessarily tangent. We say that a sequence
of transport couples n 7→ (µnt , v

n
t ) converges to (µt, vt) if the following three things happen:

• W (µnt , µt)→ 0 as n→∞ uniformly on t ∈ [0, 1],

• vnt converges strongly to vt in the sense of definition 1.8 as n→∞ for a.e. t ∈ [0, 1]

•
∫ 1

0
‖vnt ‖µnt dt→

∫ 1

0
‖vt‖µtdt as n→∞.

We recall the following theorem.

Theorem 2.6 (Cauchy-Lipschitz on manifolds) Let [0, 1] 3 t 7→ (µt, vt) be a transport cou-
ple. Assume that ∫ 1

0
L(vt) <∞.

Then:

i) There exists a unique family of maps T(t, s, ·) : supp(µt) → supp(µs), t, s ∈ [0, 1], such
that the curve s 7→ T(t, s, x) is absolutely continuous for every t ∈ [0, 1], x ∈ supp(µt) and
satisfying:

T(t, t, x) = x, ∀t ∈ [0, 1], x ∈ supp(µt)

d

dr
T(t, r, x)|r=s = vs

(
T(t, s, x)

)
, ∀t ∈ [0, 1], x ∈ supp(µt), a.e. s ∈ [0, 1]

(2.2)
Also, these maps satisfy:

T
(
r, s,T(t, r, x)

)
= T(t, s, x),

T(t, s, ·)#µt = µs

for every t, s, r ∈ [0, 1] and x ∈ supp(µt).

ii) If the vectors vt are defined on the whole M and for every t, and (vt) ∈ V(M × [0, 1]),
the maps T(t, s, ·) are defined on the whole M , (t, s, x) 7→ T(t, s, x) is C∞, and equations
(2.2) hold for every choice of t, s ∈ [0, 1] and x ∈M . Furthermore, there exists a compact
set K ⊂M such that T(t, s, x) = x for any x /∈ K and any t, s ∈ [0, 1].
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iii) (µt) may be approximated in the sense of 2.5 by a sequence of transport couples n 7→
(µnt , v

n
t ), n ∈ N, such that the vector fields (vnt ) satisfy the conditions in (ii) and∫ 1

0

∣∣∣L(vnt )− L(vt)
∣∣∣dt→ 0,∫ 1

0

∣∣∣‖vnt ‖µnt − ‖vt‖µt∣∣∣dt→ 0,∫ 1

0
‖vnt − vt‖µtdt→ 0,

as n→∞. Also, such transport couples may be chosen to satisfy µn0 = µ0 for every n ∈ N.

It is worth underlying that it is not part of the approximation result of (iii) the fact that
the approximating vector fields vnt are tangent, not even in the case in which the vt’s are.
Approximating with smooth and tangent vector fields is actually possible (we will do this in the
appendix 9.1), but requires a quite heavy theoretical machinery - at least in our approach.

2.2 Definition and first properties of regular curves

Just a word on notation: when considering curves of measures, we will write t 7→ µt or (µt) for
the curve and µt for the single measure which is the value at t of the curve. Given the curve
(µt), we will always denote by t 7→ vt or (vt) its velocity vector field, and by vt the value of this
vector field at the point t, unless otherwise stated. Recall that (vt) is identified, up to equality
t−a.e., among the other solutions of the continuity equation by vt ∈ Tanµt(P2(M)) for a.e. t.

Definition 2.7 (Regular curves) Let (µt) be an absolutely continuous curve on [0, 1]. We
say that (µt) is regular if its velocity vector field (vt) satisfies∫ 1

0
‖vt‖2µtdt <∞,

and ∫ 1

0
L(vt)dt <∞.

It is key in this definition the fact that the vector fields considered are the tangent ones: we will
understand why in remark 5.4.

The important part of the definition is the integrability of the Lipschitz constant. The
requirement on the square-integrability of the norms of the vt’s (as opposed to plain integrability,
which is ensured by the absolute continuity of (µt)) is just a ‘light’ technical assumption: observe
that the quantity

∫ 1
0 L(vt)dt is independent on the parametrization of the curve, so if it is finite,

we can always reparametrize the curve in order to have
∫ 1
0 ‖vt‖

2
µtdt <∞.

Also, observe that the regularity of the curve (µt) has nothing to do with properties of the
underlying measures µt’s (like absolute continuity).
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Whenever (µt) is a regular curve and (vt) its tangent velocity vector field, we will call the
associated maps T(t, s, ·) given by theorem 2.6 the flow maps of µt. Observe that it holds∫

d
(
T(t, s, x),T(t, s′, x)

)2
dµt(x) ≤

∫ (∫ s′

s

∣∣vr(T(t, r, x)
)∣∣ dr)2

dµt(x)

≤ (s′ − s)
∫ s′

s

∫ ∣∣vr(T(t, r, x)
)∣∣2dµt dr

= (s′ − s)
∫ s′

s
‖vr‖2µrdr, ∀0 ≤ s ≤ s′ ≤ 1.

(2.3)

Definition 2.8 (The maps (τx)ts) Let (µt) be a regular curve and T(t, s, ·) its flow maps.
Given t, s ∈ [0, 1] and x ∈ supp(µt), we let (τx)ts : TT(t,s,x)M → TxM be the map which associate
to v ∈ TT(t,s,x)M its parallel transport along the absolutely continuous curve r 7→ T(t, r, x) from
r = s to r = t.

Definition 2.9 (The constant L(T(t, s, ·))) Let (µt) be a regular curve, (vt) its velocity vector
field and T(t, s, ·) its flow maps. Given t, s ∈ [0, 1] we define the constant L(T(t, s, ·)) ∈ [0,+∞)
by

L(T(t, s, ·)) := inf lim
n→∞

sup
x∈supp(µnt )

‖∇(Tn(t, s, ·))(x)− (τnx )st‖op,

where ‖ · ‖op is the operator norm, the infimum is taken among all the transport couples n 7→
(µnt , v

n
t ) converging to (µt, vt) as defined in 2.5 and satisfying (vnt ) ∈ V(M×[0, 1]), and Tn(t, s, ·)

are the maps associated to such curves.

It is easy to check that if the vector field (vt) of (µt) is made of smooth vectors and supp(µt) = M ,
then L(T(t, s, ·)) is exactly the supremum of ‖∇(T(t, s, ·))(x) − (τx)st‖op among all x ∈ M .
Furthermore, in the case M = Rd and supp(µt) = Rd, it holds L(T(t, s, ·)) = Lip

(
T(t, s, ·)−Id

)
.

The following bounds are just consequences of the definition:

Proposition 2.10 Let (µt) be a regular curve and T(t, s, ·) its flow maps. Then for any t, s ∈
[0, 1] it holds:

Lip(T(t, s, ·)) ≤ e|
∫ s
t L(vr)dr| (2.4a)

L(T(t, s, ·)) ≤ e|
∫ s
t L(vr)dr| − 1, (2.4b)

where Lip(T(t, s, ·)) is the Lipschitz constant of T(t, s, ·) : (supp(µt), d)→ (supp(µs),d).

Proof It is enough to prove the statement for the case t ≤ s. Let us assume at first that the
curve (µt) satisfies the regularity assumption of (ii) of theorem 2.6, so that the map T(t, s, ·) is
C∞. In this case it clearly holds Lip(T(t, s, ·)) = supx∈supp(µt) ‖∇(T(t, s, ·))(x)‖op. Taking the
gradient in d

dsT(t, s, ·) = vs(T(t, s, ·)) we get:

d

ds
∇T(t, s, ·) = ∇

(
vs
(
T(t, s, ·)

))
=
(

(∇vs) ◦T(t, s, ·)
)
·
(
∇T(t, s, ·)

)
.
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Taking the norms this leads to

d

ds
‖∇T(t, s, ·)‖op ≤ ‖∇vs‖op‖∇T(t, s, ·)‖op,

from which it follows, by the Gronwall lemma and the fact that Lip(T(t, t, ·)) = 1, equation
(2.4a).

To prove (2.4b), fix t ∈ I, x ∈ supp(µt), v ∈ TxM such that |v|x = 1 and consider the
function s 7→ |((∇T(t, s, ·))(x)− (τx)st )(v)|2. Its derivative is given by:

d

ds

∣∣∣((∇T(t, s, ·)
)
(x)− (τx)st

)
(v)
∣∣∣2 = 2

〈(
∇T(t, s, ·)(x)− (τx)st

)
(v),

(
∇vs(T(t, s, ·))(x)

)
(v)
〉
.

Taking the norms, the supremum over v and x and using (2.4a) this gives

d

ds
L(T(t, s, ·)) ≤ L(vs)e

∫ s
t L(vr)dr

from which it follows (2.4b) by integration.
The case for general maps T follows from part (iii) of theorem 2.6 and from the definition

of L(T(t, s, ·)). �

As said, the importance of regular curves comes from the algebraic point that there are well
defined translation maps between the L2 spaces at different measures and on the geometric fact
that the angle between tangent spaces varies smoothly along them.

We already saw a bit of the algebraic point of view in the definition of the maps (τx)ts: now
we define to the ‘global’ version of these maps:

Definition 2.11 (Translation of vectors along a regular curve) Let (µt) be a regular
curve, T(t, s, ·) its flow maps and u ∈ L2

µs. We define the translation τ ts(u) ∈ L2
µt of u along the

curve (µt) up to the measure µt as:

τ ts(u)(x) :=
{

the parallel transport of u(T(t, s, x)) along the curve
r 7→ T(t, r, x) from r = s to r = t.

In formula, the above definition may be written as:

τ ts(u)(x) = (τx)ts(u(T(t, s, x)))

It is an immediate consequence of the fact that the parallel transport is norm preserving and of
the identity T(s, t, ·)#µs = µt, the fact that the map τ ts in an isometry from L2

µs to L2
µt for any

t, s ∈ [0, 1]. Furthermore, from the group property of the flow maps, it follows

τ ts ◦ τ sr = τ tr (2.5)

for every t, r, s ∈ [0, 1].
It is worth underlying that in general nothing ensures that τ ts(u) is tangent if u is.
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Remark 2.12 (The case M = Rd) In the case M = Rd the translation maps are nothing but
the composition with the flow maps. This may help understanding why τ ts(u) may be not tangent
if u is. Indeed, let u = ∇ϕ for some ϕ ∈ C∞c (Rd): we have

τ st (∇ϕ) = (∇ϕ) ◦T(t, s, ·),

and clearly there is no reason for the right hand side to be a gradient. �

Before passing to the analysis of the geometric point of view, let us describe the heuristic
idea. We just said that to a given tangent vector u ∈ Tanµs(P2(M)), we can naturally associate
the vector τ ts(u) in L2

µt . Such a vector is certainly a well defined vector in L2
µt , but, as said, in

general nothing ensures that it is tangent. However, if ‘the angle varies smoothly’, we can hope
that the distance from this vector to the tangent space Tanµt(P2(M)) is controlled uniformly
in ‖u‖µs by a function of s, t which goes to 0 as t tends to s. This is actually the case, as we are
going to show now: this result is the main justification for the introduction of regular curves.

Theorem 2.13 Let (µt) be a regular curve, T(t, s, ·) its flow maps and us ∈ Tanµs(P2(M)).
Then it holds:

‖P⊥µt(τ
t
s(us))‖µt ≤ L(T(t, s, ·))‖us‖µs . (2.6)

Proof The statement is equivalent to

‖τ ts(∇ϕ)− Pµt(τ
t
s(∇ϕ))‖µt ≤

(
e|
∫ s
t L(vr)dr| − 1

)
‖∇ϕ‖µs , ∀ϕ ∈ C∞c (M). (2.7)

Thus to prove the theorem we need to find a smooth function ψ ∈ C∞c (M) such that
‖τ ts(∇ϕ)−∇ψ‖µt is small. Let us assume for a moment that the vectors vt’s satisfy the regularity
assumption in (ii) of theorem 2.6. In this case our candidate is ψ := ϕ ◦T(t, s, ·), which belongs
to C∞c (M), since the map T(t, s, ·) is different from the identity only in a compact set. The
gradient of ψ is given by ∇ψ =

(
∇T(t, s, ·)

)t · ∇ϕ ◦T(t, s, ·), thus we have

‖τ ts(∇ϕ)− Pµt(τ
t
s(∇ϕ))‖µt ≤ ‖τ ts(∇ϕ)−∇ψ‖µt

=

√∫ ∣∣∣(τx)ts
(
∇ϕ
(
T(t, s, x)

))
−
(
∇T(t, s, x)

)t · ∇ϕ(T(t, s, x))
∣∣∣2dµt(x)

=

√∫ ∣∣∣((τx)ts −
(
∇T(t, s, x)

)t)(∇ϕ(T(t, s, x))
)∣∣∣2dµt(x)

≤

√∫ ∥∥∥(τx)ts −
(
∇T(t, s, x)

)t∥∥∥2

op

∣∣∣∇ϕ(T(t, s, x)
)∣∣∣2dµt(x)

=

√∫ ∥∥∥(τx)st −∇T(t, s, x)
∥∥∥2

op

∣∣∣∇ϕ(T(t, s, x)
)∣∣∣2dµt(x)

≤ L(T(t, s, ·))

√∫ ∣∣∇ϕ(T(t, s, x)
)∣∣2dµt(x)

= L(T(t, s, ·))‖∇ϕ‖µs ,
(2.8)
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which implies, thanks to (2.4b), equation (2.7).
To remove the smoothness assumption on the velocity vector fields, it is enough to use the

approximation result in (iii) of theorem 2.6. Indeed, fix t, s ∈ [0, 1] and let (µnt , v
n
t ) be a sequence

of transport couples satisfying the assumptions in (ii) of theorem 2.6, converging to (µt, vt) in
the sense of 2.5 and such that

L(T(t, s, ·)) = lim
n→∞

sup
x∈supp(µnt )

‖∇(T(t, s, ·))(x)− (τnx )st‖op, (2.9)

where Tn(t, s, ·) are the maps associated to (µnt , v
n
t ). Under this assumptions, it is not hard to

check that

lim
n→∞

(τn)ts(∇ϕ) = τ ts(∇ϕ), in L2
µt ,

lim
n→∞

Tn(t, s, ·)#µt = µs in (P2(M),W2).
(2.10)

Now let ψn := ϕ ◦Tn(t, s, ·), observe that ψn ∈ C∞c (M) and therefore

‖τ ts(∇ϕ)− Pµt(τ
t
s(∇ϕ))‖µt ≤ ‖τ ts(∇ϕ)−∇ψn‖µt

≤ ‖τ ts(∇ϕ)− (τn)ts(∇ϕ)‖µt + ‖(τn)ts(∇ϕ)−∇ψn‖µt .

Arguing as in (2.8) we obtain

‖(τn)ts(∇ϕ)−∇ψn‖µt ≤ L(Tn(t, s, ·))‖∇ϕ‖Tn(t,s,·)#µt .

Therefore using (2.9) and (2.10) we obtain

‖τ ts(∇ϕ)− Pµt(τ
t
s(∇ϕ))‖µt ≤ lim

n→∞

(
‖τ ts(∇ϕ)− (τn)ts(∇ϕ)‖µt + L(Tn(t, s, ·))‖∇ϕ‖Tn(t,s,·)#µt

)
≤ L(T(t, s, ·))‖∇ϕ‖µs ,

which is the thesis. �

Remark 2.14 (Topological restriction) If (µt) is a regular curve, then all the supports
supp(µt) are homeomorphic. Indeed, the flow maps T(t, s, ·) are Lipschitz, and satisfy

T
(
t, s, supp(µt)

)
= supp(µs),

thus, since their inverse is Lipschitz as well, they provide a bi-Lipschitz homeomorphism of the
supports. �

Having introduced the notion of regular curve, it is natural to ask whether these curves are
dense or not, and whether geodesics are regular or not. The answer to the first question is
affirmative, and actually it holds a more general result, according to which any transport couple
may be approximated by regular curves made of ‘smooth measures with smooth velocity’. We
postpone the proof of this fact to the appendix, as we won’t need this result in the rest of the
work and the proof is a bit technical.

In the next section we discuss the problem of regularity of geodesics.
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2.3 On the regularity of geodesics

It is worth underlying from the beginning that from remark 2.14 it follows that in general
geodesics are not regular: it is sufficient to choose µ0, µ1 such that their supports are not
homeomorphic to have that no geodesic between them is regular. Thus the best we can hope
is to replicate the result valid in the case M = Rd, where the restriction of a geodesic on [0, 1]
to an interval of the kind [ε, 1 − ε] is always regular (see [1], [10]). This is what we will prove
here for the case of a geodesic connecting two measures with compact support. The general case
seems to be more tricky, see remark 2.24. Still, observe that as soon as we prove that restriction
of geodesics between measures with compact support are regular, we easily derive that the class
of regular geodesic is dense in the class of all geodesics in P2(M).

The proof of regularity of restriction of geodesics is a consequence of the following proposition,
due to Fathi (see appendix of [8]), which we restate in our terminology:

Proposition 2.15 For every compact set K ⊂ M there exists a constant C, such that the
following is true. Assume that µ ∈ Pc(M) is concentrated on K and ϕ,ψ : M → R satisfy: ϕ is
-1-concave, ψ is -1-convex, ϕ ≥ ψ on M and ϕ = ψ on supp(µ). Then the vector field defined
by v(x) = ∇ϕ(x) = ∇ψ(x) for every x ∈ suppµ belongs to L2

µ (the fact that v is well defined
comes from an argument similar to that of proposition 1.26) and L(v) ≤ C.

Idea of the proof. Use a partition of the unit subordinate to a cover by charts to reduce the
problem to a problem in Rd. The fact that K is compact, and thus only a finite number of
coordinate charts are needed to cover it, ensures that the functions ϕ, ψ read in each of the
charts are −D-concave and −D-convex respectively, for some D ∈ R.

Now look at the problem in Rd. Let A := {ϕ = ψ}, so that v is well defined on A. From the
hypothesis we have that for any x ∈ A, y ∈ Rd it holds:

〈v(x), y − x〉 − D

2
|x− y|2 ≤ ψ(y)− ψ(x) ≤ ϕ(y)− ϕ(x) ≤ 〈v(x), y − x〉 − D

2
|x− y|2.

Therefore
|ϕ(y)− ϕ(x)− 〈v(x), y − x〉 | ≤ D

2
|y − x|2, ∀x ∈ A, y ∈ Rd.

In particular, for any couple x1, x2 ∈ A and any y ∈ Rd we have

ϕ(x2)− ϕ(x1)− 〈v(x1), x2 − x1〉 ≤
D

2
|x2 − x1|2,

ϕ(x2 + y)− ϕ(x2)− 〈v(x2), y〉 ≤ D

2
|y|2,

−ϕ(x2 + y) + ϕ(x1) + 〈v(x1), x2 + y − x1〉 ≤
D

2
|x2 + y − x1|2.

Adding up these inequalities we obtain

〈v(x1), y〉 − 〈v(x2), y〉 ≤ D

2

(
|x2 − x1|2 + |y|2 + |x2 + y − x1|2

)
,

≤ 3D
2

(
|x2 − x1|2 + |y|2).
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Choosing y = v(x1)−v(x2)
3D we obtain

|v(x1)− v(x2)|2 ≤ 9D2|x1 − x2|2.

Reading back this result in the manifold we obtain the thesis. �

Notice that the value of the constant C provided by Fathi’s argument is, in some sense, not
intrinsic as it depends on the partition of the unit chosen to put the compact K into charts.

An immediate consequence of Fathi’s proposition is the regularity of the restriction of
geodesics:

Corollary 2.16 (Regularity of restriction of geodesics) Let (µt) be a geodesic in Pc(M).
Then its restriction to any interval of the kind [ε, 1− ε], 0 < ε < 1

2 is regular.

Proof Let K ⊂ M be a compact set whose interior contains the support of all the µt’s and C
the constant associated to it via Fathi’s result. We know from propositions 1.27 and 1.32 that
the velocity vector field (vt) of (µt) is given by the formula

vt(x) = ∇ϕt(x) = ∇ψt(x), ∀t ∈ (0, 1) x ∈ supp(µt),

where ψt is H(K)
t -concave and ϕt is H(K)

1−t -convex on K, ψt ≥ ϕt and ψt = ϕt in supp(µt). Then
by the result of Fathi we deduce:

L(vt) ≤ C
H(K)

min{t, 1− t}
,

whence the thesis follows. �

Now that regularity of restriction of geodesic is proven, we pass to a more detailed analysis
of the Lipschitz constant of the velocity vector fields. The result we want to prove is the
following: for any t ∈ (0, 1) there exists a sequence n 7→ ϕnt ∈ C∞c (M) of functions such that
‖∇ϕnt − vt‖µt → 0 as n→∞ and supn L(∇ϕnt ) <∞. Because of example 2.4, this fact is not a
consequence of L(vt) <∞ and vt ∈ Tanµt(P2(M)). Our argument does not improve the value
of the constant C provided by Fathi’s result, as we will do a similar reduction to coordinate
charts.

We advice the reader that we won’t need the result proven below until the end of the work,
where we study Jacobi fields, thus those more interested in the calculus with vector fields on
(P2(M),W2) may skip this part at a first reading.

Our strategy consists in reducing the problem to a problem in Rd and then in showing that
whenever we have a −1-concave function ψ and a −1-convex function ϕ satisfying ψ ≥ ϕ on
the whole Rd, then there exists a third function φ which is both −1-convex and −1-concave and
satisfies:

ψ ≥ φ ≥ ϕ,

on the whole Rd. Thus the vector field v defined as ∇ψ = ∇ϕ on the contact set, may be actually
seen as the gradient of φ on the whole Rd (as since φ is both −1-concave and −1-convex, it is
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differentiable everywhere with Lipschitz gradient). Thus to approximate v with gradients of
smooth functions we can simply consider the gradients of some functions φn converging to φ in
a sufficiently smooth way.

Our proof is based on a purely geometrical result valid for functions on Rd. To state it, we
need the following definition.

Definition 2.17 (Upper and lower envelope) Let f : Rd → R ∪ {±∞}. The upper and
lower envelopes Upp(f), Low(f) of f are defined as:

Upp(f)(x) := inf
y

sup
x′
|x− y|2 − |x′ − y|2 + f(x′),

Low(f)(x) := sup
y

inf
x′
−|x− y|2 + |x′ − y|2 + f(x′).

It is immediate to verify that
Low(f) ≤ f ≤ Upp(f)

and that Upp(f) is the infimum on y, a of all the functions of the kind x 7→ |x− y|2 + a which
are bigger or equal than f on the whole Rd; similarly, Low(f) is the supremum on y, a of the
functions of the kind −|x− y|2 + a which are lesser or equal than f on the whole Rd. For these
kind of functions we deserve a name:

Definition 2.18 (Parabolas) Let y ∈ Rd, a ∈ R. The parabola P+(y, a) is the function from
Rd to R defined by P+(y, a)(x) := |x − y|2 + a. Similarly, the parabola P−(y, a) : Rd → R is
defined by P−(y, a)(x) = −|x− y|2 + a.

In the language of c-transforms, for c(x, y) = |x − y|2, the upper and lower envelope may be
written as

Upp(f) = f c+c+ ,

Low(f) = f c−c− .

Lemma 2.19 Let P+(y, a) and P−(y, a) be given. Then P+(y, a) ≥ P−(y, a) on the whole Rd if
and only if

|y − y|2

2
≥ a− a.

Similarly, it holds P+(y, a)(x) ≤ P−(y, a)(x) for some x ∈ Rd if and only if

|y − y|2

2
≤ a− a.

Thus in particular it holds P+(y, a)(x) ≥ P−(y, a)(x) on the whole Rd with equality for some
point x ∈ Rd if and only if

|y − y|2

2
= a− a.
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Proof It holds |x− y|2 + a ≥ −|x− y|2 + a for every x ∈ Rd, if and only if

inf
x∈Rd

|x− y|2 + |x− y|2 ≥ a− a.

The infimum on the right hand side is attained at x = y+y
2 , and the value is |y−y|

2

2 .
The claims follow. �

The following is the crucial and purely geometrical result on which is based our argument.

Lemma 2.20 Let f : Rd → R ∪ {±∞} be a function with compact support. Then it holds

Upp(Low(Upp(f))) = Low(Upp(f)). (2.11)

Proof If Upp(f)(x0) = +∞ for some x0 ∈ Rd, then Upp(f) ≡ +∞, and in this case the thesis
is obvious. Also, if Upp(f)(x0) = −∞, then Low(Upp(f)) ≡ −∞, and this case the thesis is
obvious as well. Similarly, if Low(Upp(f))(x0) = −∞, then Low(Upp(f)) ≡ −∞ and there is
nothing more to prove; while if Low(Upp(f))(x0) = +∞, then Upp(x0) ≥ Low(Upp(f))(x0) =
+∞ and, as before, we conclude Upp(f) = Low(Upp(f)) ≡ +∞. Thus we may assume that
both Upp(f) and Low(Upp(f)) are real valued: in particular they are continuous.

For better clarity, we define:

g := Upp(f),
h := Low(g) = Low(Upp(f)),

so that the problem consists in proving Upp(h) ≤ h.
Step 1: existence of ‘optimal parabola’. Our first claim is that for every x0 ∈ Rd there

exists y0 ∈ Rd and a ∈ R such that

g(x0) = |x0 − y0|2 + a,

g(x) ≤ |x− y0|2 + a, ∀x ∈ Rd.

Indeed, pick a minimizing sequence yn in the definition of g(x0): that is, a sequence satisfying

g(x0) = −εn + |x0 − yn|2 + sup
x′
−|x′ − yn|2 + f(x′),

g(x) ≤ |x− yn|2 + sup
x′
−|x′ − yn|2 + f(x′), ∀x ∈ Rd,

for some sequence εn ↓ 0. To prove the claim it is sufficient to show that |yn| is bounded.
Argue by contradiction and assume that limn |yn| = +∞; let xn := x0 + yn−x0

|yn−x0| . Observe that
|x0 − xn| = 1 and

g(xn)− g(x0) ≤ |xn − yn|2 − |x0 − yn|2 + εn

= |xn − x0|2 + 2 〈xn − x0, x0 − yn〉+ εn

= 1− 2|x0 − yn|+ εn → −∞,
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which contradicts the continuity of g. Thus our claim is proved; similarly, it can be proved that
for every x0 ∈ Rd there exists y0 ∈ Rd and a0 ∈ R such that

h(x0) = −|x0 − y0|2 + a0,

h(x) ≥ −|x− y0|2 + a0, ∀x ∈ Rd.
(2.12)

Step 2: the contact set. For any x0 ∈ Rd and any y0 satisfying (2.12) for some a0, we
define the contact set C(x0, y0) ⊂ Rd of those points where the graph of the parabola P−(y0, a0)
touches the graph of g, i.e.:

C(x0, y0) :=
{
x ∈ Rd : g(x) = P−(y0, a0)(x)

}
.

Clearly C(x0, y0) is a closed sets.
An important property of the contact set is the following: if x ∈ C(x0, y0) then

g(x) = P+

(
2x− y0, −2|x− y0|2 + a0

)
(x),

g(x′) ≤ P+

(
2x− y0, −2|x− y0|2 + a0

)
(x′), ∀x′ ∈ Rd.

(2.13)

Indeed, the parabola P+(2x − y0,−2|x − y0|2 + a0) is the only parabola of the kind P+(y, a)
which stays above the parabola P−(y0, a0) on the whole Rd and for which it holds

P+(y, a)(x) = P−(y0, x0)(x).

Therefore since the value of g(x) must be attained for some convex parabola, it is attained for
this one, and the claim follows.

Step 3: interpolation of parabolas. Given two parabolas P+(y0, a0) and P+(y1, a1) we
define their interpolation as the family of parabolas depending on a parameter t ∈ [0, 1], defined
as P+(yt, at), where yt and at are given by:

yt := (1− t)y0 + ty1,

at := (1− t)a0 + ta1 + t(1− t) |y0 − y1|2

2
.

The interpolation of two parabolas has two important properties: the first is that if for some
y ∈ Rd and a ∈ R it holds P−(y, a) ≤ P+(y0, a0) and P−(y, a) ≤ P+(y1, a1) on the whole Rd,
then it holds P−(y, a) ≤ P+(yt, at) on the whole Rd for any t ∈ [0, 1]. The second property
is that if for some y ∈ Rd and a ∈ R the parabola P−(y, a) is tangent to both P+(y0, a0) and
P+(y1, a1), then it is tangent to all the P+(yt, at), for any t ∈ [0, 1].

Let us start proving the first property. From lemma 2.19 we know that the hypothesis
P−(y, a) ≤ P+(y0, a0) and P−(y, a) ≤ P+(y1, a1), is equivalent to

|y − y0|2

2
≥ a− a0,

|y − y1|2

2
≥ a− a1.
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Figure 1: The envelope of the interpolated parabolas is a concave parabola

Then it holds

|y − yt|2

2
= (1− t) |y − y0|2

2
+ t
|y − y1|2

2
− t(1− t) |y0 − y1|2

2
≥ a− at, ∀t ∈ [0, 1],

and this equation is, again by lemma 2.19, equivalent to P−(y, a) ≤ P+(yt, at) on the whole Rd

for any t ∈ [0, 1].
The second property is proven in a similar way: it is enough to substitute the ≥ signs with

equalities.
Step 4: convex hull of the contact set. Fix x0 ∈ Rd and pick y0 satisfying (2.12) for

some a0 ∈ R. Let C(x0, y0) be the convex hull of C(x0, y0). To each point x ∈ C(x0, y0) we
associate the parabola P+(y, a) given by:

y := 2x− y0,

a := −2|x− y0|2 + a0.
(2.14)

It is just a matter of algebraic manipulations to see that if x0, x1 ∈ C(x0, y0) are two given points,
then the parabola associated to (1 − t)x0 + tx1 is precisely the interpolation of the parabolas
associated to x0 and x1 in the sense described above.

Here it comes the main idea of the proof: we claim that x0 ∈ C(x0, y0). To prove this,
we argue by contradiction. Assume that x0 /∈ C(x0, y0) and let x ∈ C(x0, y0) be the point
in C(x0, y0) which realizes the distance between x0 and C(x0, y0) (which exists and is unique
because C(x0, y0) is closed and convex). Let P+(y, a) be the parabola associated to x via
equations (2.14). Define

yt := y0 + t(2x0 − y − y0),

at :=
|yt − y|2

2
− |y0 − y|2

2
+ a0.
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We claim that for t > 0 sufficiently small, the parabola P−(yt, at) is less or equal than g on the
whole Rd. To prove this we argue by contradiction: thus we assume that there exists a sequence
tn ↓ 0 and a sequence (xn) ⊂ Rd such that

P−(ytn , atn)(xn) > g(xn). (2.15)

The fact that f has compact support and that P−(yt, at)(x) → −∞ as |x| → ∞ gives that the
sequence (xn) is bounded. Thus, extracting if necessary a subsequence, we may assume that
(xn) converges to some x̃. Clearly P−(y0, a0)(x̃) = g(x̃), that is x̃ ∈ C(x0, y0). Now observe that

P−(yt, at)(x)− P−(y0, a0)(x) = |x− yt|2 − |x− y0|2 + at − a0

= t 〈2x− y − y0, 2x0 − y − y0〉+
3t2

2
|2x0 − y − y0|2,

thus recalling that x = y0+y
2 and that x ∈ C(x0, y0) realizes the distance from x0 to C(x0, y0),

we get that 〈x− x0, x− x̃〉 < 0 and therefore

P−(yt, at)(x̃)− P−(y0, a0)(x̃) = 4t 〈x− x0, x− x̃〉+ 6t2|x0 − x|2 < 0

for sufficiently small t. We deduce that for sufficiently small t the above strict inequality holds
in a neighborhood of x̃, which gives P−(yt, at)(x) < P−(y0, a0)(x) ≤ g(x) for x near to x̃. This
contradicts inequality (2.15) and gives the desired absurdum.

What we have proved is that if x0 /∈ C(x0, y0), then P−(yt, at) stays below g on the whole
Rd for sufficiently small t. To conclude that this is absurdum, and thus that x0 ∈ C(x0, y0),
observe that

d

dt
P−(yt, at)(x0)|t=0

= 4|x− x0|2 > 0,

where the inequality is strict because we assumed x0 /∈ C(x0, y0) 3 x. This contradicts our
choice of y0: indeed since for small t we have P−(yt, at) ≤ g on the whole Rd and P−(yt, at)(x0) >
P−(y0, a0)(x0), the value of h(x0) is strictly greater than P−(y0, a0)(x0), which is absurdum.

Thus x0 ∈ C(x0, y0).
Step 5: conclusion. Now we summarize all what we proved up to now to conclude our

proof. Choose x0 ∈ Rd: we want to prove that Upp(h)(x0) ≤ h(x0). Choose y0, a0 satisfying
(2.12): since

P−(y0, a0)(x0) = P+

(
2x0 − y0,−2|x0 − y0|2 + a0

)
(x0),

to achieve the thesis it is sufficient to show that P+(2x0 − y0, 2h(x0)− |x0 − y0|2) is greater or
equal than h on the whole Rd. For any point x ∈ C(x0, y0) define Y (x) ∈ Rd and A(x) ∈ R as:

Y (x) := 2x− y0,

A(x) := −2|x− y0|2 + a0.

Also, define the set C1(x0, y0) as the union of all the segments joining elements of C(x0, y0),
C2(x0, y0) as the union of all the segments joining elements of C1(x0, y0) and so on, so that, in
particular, it holds Cd(x0, y0) = C(x0, y0).
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Choose any x0 ∈ C(x0, y0) and use equations (2.13) to gain

P+(Y (x0), A(x0))(x0) = g(x0) = h(x0) = P−(y0, a0)(x0),

P+(Y (x0), A(x0))(x) ≥ g(x) ≥ h(x) ≥ P−(y0, a0)(x), ∀x ∈ Rd.
(2.16)

Since this is valid for any x0 ∈ C(x0, y0), by the results on the interpolation of parabolas and the
definitions of Y (x), A(x), we get that the equations (2.16) are valid also for any x1 ∈ C1(x0, y0).
Again by interpolation, equations (2.16) must hold for points in C2(x0, y0). Continue this way
up to get that they are valid for any element of C(x0, y0). Thus in particular they are valid for
x0 and we obtain

P+

(
2x0 − y0,−2|x0 − y0|2 − a0

)
(x0) = g(x0) = h(x0) = P−(y0, a0)(x0),

P+

(
2x0 − y0,−2|x0 − y0|2 − a0

)
(x) ≥ g(x) ≥ h(x) ≥ P−(y0, a0)(x), ∀x ∈ Rd.

(2.17)

�

Now we come back to our discussion about velocity vector field of a regular geodesic. Fix
a geodesic (µt) ⊂ Pc(M), let (vt) be its velocity vector field and let K ⊂ M be a compact set
whose interior contains the support of all the µt’s. Also, let ψt and ϕt as in proposition 1.26.

Finally, consider a partition of the unit of M subordinate to a cover by charts, and let
{θi}i=1...,N be those functions θ in the partition such that supp(θ) ∩ K 6= ∅. Let Ωi ⊂ M ,
i = 1, . . . , N , be the open set containing supp(θi) which is diffeomorphic to RdimM and let
ιi : Ωi → RdimM be the diffeomorphism.

Theorem 2.21 With the notation just described, there exist two constants A,B ∈ R depend-
ing on {θi}, {ιi},K such that for every t ∈ (0, 1), there exists a function φt which is both
−
(

A
min{t,1−t} +B

)
concave and −

(
A

min{t,1−t} +B
)

convex satisfying

ϕt ≤ φt ≤ ψt. (2.18)

Proof Fix t ∈ (0, 1) and observe that for any y ∈ K, the gradient of x 7→ d2(x, y) is bounded by
diam(K) in K (that is: for any x ∈ K and any v in the superdifferential of d2(·, y) at x it holds
|v| ≤ diam(K)). Therefore any element of the superdifferential of ψt(x) for x ∈ K has norm
bounded by diam(K)

t . Similarly, any element of the subdifferential of ϕt(x) for x ∈ K has norm
bounded by diam(K)

1−t .
Up to adding to both ψt and ϕt the same constant, we may assume that ψt(x0) = ϕt(x0) = 0

for some x0 ∈ K (this doesn’t affect our problem), thus from the above bound on the norm of
elements in sub/super-differential it follows

max
{

sup
x∈K
|ψt(x)|, sup

x∈K
|ϕt(x)|

}
≤
(
diam(K)

)2
min{t, 1− t}

.

Now fix i ∈ {1, . . . , N} and consider the functions ψtθi, ϕtθi. The differential identities

∇(fg) = (∇f)g + f(∇g),

∇2(fg) = (∇2f)g + f(∇2g) +∇f ⊗∇g +∇g ⊗∇f,
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valid for any couple of smooth functions f, g : RdimM → R, gives that the norm of the gradient
of ψtθi and ϕtθi is bounded by A1

t +B1 and that ψtθi is −(A1
t +B1) concave on K and ϕtθi is

−( A1
1−t +B1) convex on K, where A1, B1 depend only on K and {θi}.
Now consider the function (ψtθi) ◦ ι−1

i : RdimM → R. The differential identity

∇2(f ◦ g) = (∇2f) ◦ g · (∇g)2 + (∇f) ◦ g · ∇2g,

valid for any couple of smooth functions f : RdimM → R, g : RdimM → RdimM gives that the
distributional Hessian of (ψtθi) ◦ ι−1

i is bounded above by (A2
t +B2), where A2, B2 depend only

on A1, B1 and ιi. Similarly, the distributional Hessian of (ϕtθi) ◦ ι−1
i : RdimM → R is bounded

below by −( A2
1−t +B2). In particular, the functions

η1,i,t := (ψtθi) ◦ ι−1
i

(
A2

min{t, 1− t}
+B2

)−1

η2,i,t := (ϕtθi) ◦ ι−1
i

(
A2

min{t, 1− t}
+B2

)−1

satisfy: η1,i,t is −1 concave and η2,i,t is −1 convex.
The fact that η1,i,t is −1 concave implies that Upp(η1,i,t) = η1,i,t. Define ηi,t := Low(η1,i,t).

By definition, ηi,t is −1 convex; also, it holds ηi,t ≥ η2,i,t, since η2,i,t is a −1 convex function
everywhere less or equal than η1,i,t and ηi,t is the supremum of all such functions. Here we apply
lemma 2.20: since

Upp(ηi,t) = Upp(Low(η1,i,t)) = Upp(Low(Upp(η1,i,t)))
= Low(Upp(η1,i,t)) = Low(η1,i,t) = ηi,t,

we obtain that ηi,t is also −1 concave.
Therefore the function

φi,t :=
(

A2

min{t, 1− t}
+B2

)−1

ηi,t

is both −( A2
min{t,1−t} +B2)−1 convex and −( A2

min{t,1−t} +B2)−1 concave and satisfies

(ψtθi) ◦ ι−1
i ≥ φi,t ≥ (ϕtθi) ◦ ι−1

i ,

on the whole RdimM . Also, since both (ψtθi) ◦ ι−1
i and (ϕtθi) ◦ ι−1

i have compact support,
the same is true for φi,t. Observe that the ‘convexity-concavity’ property of φi,t gives that its
distributional Hessian is absolutely continuous.

Now it is just a matter of ‘coming back’ to the manifold. The function φi,t ◦ ιi satisfies

|∇(φi,t ◦ ιi)(x)| ≤ A3

min{t, 1− t}
+B3, ∀x ∈ Ωi

‖∇2(φi,t ◦ ιi)(x)‖op ≤
A3

min{t, 1− t}
+B3, a.e. x ∈ Ωi,
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where A3, B3 depend only on A2, B2 and {ιi}.
Finally, the function φt :=

∑
i φi,t ◦ ιiθi satisfies

‖∇2φt(x)‖op ≤
A4

min{t, 1− t}
+B4, a.e. x ∈ K,

for some A4, B4 depending only on A3, B3 and {θi}. By construction, it also satisfies equation
(2.18); thus the proof is achieved. �

The fact that the vectors vt may be approximated by gradients of smooth functions with
bounded Lipschitz constant now follows:

Corollary 2.22 With the same notation as above, for every t ∈ (0, 1) there exists a sequence
φnt ∈ C∞c (M) such that

lim
n→∞

‖vt −∇φnt ‖µt = 0,

sup
n∈N

L(∇φnt ) <∞.

Proof In the case M = Rd, just find φt as in the statement of theorem 2.21 and define φn as
approximation by convolution of φ: in this case ∇φnt converges to ∇φt uniformly, and L(∇φnt ) ≤
L(∇φt) for any n ∈ N.

For the general case, just pass to a finite set of coordinate system, approximate as above,
and come back to the manifold. The uniform convergence of ∇φnt to ∇φt is still true, while for
the Lipschitz constants it holds

L(∇φnt ) ≤ CL(∇φt), ∀n ∈ N,

where C ∈ R depends on the partition of the unit and on the charts chosen. �

Remark 2.23 (The case M = Rd) In the Euclidean case, a direct application of lemma 2.20
shows that if (µt) ⊂ P2(Rd) is a geodesic and (vt) its velocity vector field, then there are
functions φt which are both − 1

min{t,1−t} -convex and − 1
min{t,1−t} -concave, such that µ-a.e. it

holds vt = ∇φt. thus the result of theorem 2.21 is true for the Euclidean case regardless of the
compactness assumption. �

Remark 2.24 (The non compact case) The assumption of compactness of the supports of
the µt’s was used in two points: in order to apply remark 1.14 - to obtain the semiconvex-
ity/semiconcavity of the interpolated potentials -, and in order to use only a finite number of
charts. If the manifold M has non-negative sectional curvature, then remark 1.13 ensures that
the potentials ϕt and ψt are − 1

1−t -convex and −1
t -concave respectively. Therefore it seems there

is some hope to generalize theorem 2.21 to such manifolds without imposing the compactness
assumption.

We don’t have a guess on the validity of the same theorem in the general case. �
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3 Absolutely continuous vector fields

3.1 Definition and first properties

In this section we introduce the notion of absolutely continuous vector fields defined along a
regular curve and analyze the first properties of these fields. It is worth underlying that the
vector fields we consider here may be not tangent, and their derivative in the sense of definition
3.6 below, is not the covariant derivative. A good analogy to think at is the following. Imagine
a Riemannian manifold embedded on RD and think at a smooth non tangent vector field defined
along a smooth curve on the manifold: in this analogy, the Riemannian manifold is P2(M), the
smooth curve is a regular curve, and the smooth vector field is the absolutely continuous vector
fields we analyze here. The derivative we are going to define corresponds, in this analogy, to the
time derivative of the vector field along the curve, which we think as a vector in RD which varies
in time. The result of this derivation process does not produce, in general, a tangent vector
field, not even if we assume that the starting vector field is tangent: we are going to show later
on Chapter 5 how from these concepts it arises the natural Levi-Civita connection on P2(M).

Definition 3.1 (Vector fields along a curve) Let (µt) be a curve in P2(M). A vector field
along (µt) is a measurable map t 7→ ut from [0, 1] to the set of measurable vector fields on M
such that ut ∈ L2

µt for any t. We will denote it by (ut) or by t 7→ ut ∈ L2
µt.

There is some ambiguity with this terminology, as we say ‘vector field’ both for the map t 7→ ut
and for a single vector field u belonging to some L2

µ. Hopefully, the context should always
clarify in which sense we intend ‘vector field’. Also, in the following we will often deal with
vector fields defined only for a.e. t: the typical example being the velocity vector field (vt) of a
given absolutely continuous curve.

We will say that a vector field (ut) is L1 if
∫ 1
0 ‖ut‖µtdt <∞, and that it is continuous if it is

continuous w.r.t. the strong convergence of maps (definition 1.8).

For regularity higher than mere continuity, plain convergence is not sufficient to give a good
definition, as it doesn’t quantify the variation in time of the vector field.

The way to control this variation we propose is the following. Suppose our curve (µt) is
regular. Then we can read the regularity of a vector field along it, by ‘translating’ the vector
field (a priori defined in different L2 spaces for different times) onto the same reference space
using the translation maps τ st .

Definition 3.2 (Regularity of vector fields) Let (µt) be a regular curve and (ut) a vector
field along it. We say that (ut) is absolutely continuous (or Cn, or Cn,1 or C∞) if the map
t 7→ τ st (ut) ∈ L2

µs is absolutely continuous (or Cn, or Cn,1 or C∞) for any s ∈ [0, 1].

As said, the definition does not require the vector field to be tangent.

Remark 3.3 Given that τ ts is an isometry from L2
µs onto L2

µt , to check the desired regularity of
a vector field it is sufficient to check the regularity of the map t 7→ τ st (ut) for some s ∈ [0, 1]. �
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Remark 3.4 It is easy to check that a vector field (ut) is L1 if and only if the map t 7→ τ st (ut) ∈
L2
µs is L1 for every s ∈ [0, 1], and that it is continuous if and only if the map t 7→ τ st (ut) ∈ L2

µs
is continuous. Thus the above definition works also for lower kind of regularity. �

Remark 3.5 (Lebesgue points) For an L1 vector field (ut) they are well defined its Lebesgue
points: we say that t0 is a Lebesgue point of (ut) if and only if t0 is a Lebesgue point of
t 7→ τ0

t (ut) ∈ L2
µ0

. �

The definition of derivative of an absolutely continuous vector field, now comes quite natural:

Definition 3.6 (Total derivative of absolutely continuous vector fields) Let (µt) be a
regular curve and (ut) an absolutely continuous vector field along it. We denote by t 7→ d

dtut ∈
L2
µt its total derivative, defined by

d

dt
ut := lim

s→t

τ ts(us)− ut
s− t

,

where the limit is intended to be in L2
µt.

The reader should not be offended if we underline once again that this is not the definition of
covariant derivative: nothing ensures that d

dtut is tangent, provided ut is.

Proposition 3.7 (First properties of the derivation of vector fields) Let (ut) be an ab-
solutely continuous vector field along the regular curve (µt). Then it holds:

d

dt
ut = τ ts

(
d

dt

(
τ st (ut)

))
a.e. t, ∀s ∈ [0, 1]. (3.1)

The derivation of absolutely continuous vector fields is a linear operator and satisfies the Leibniz
rule:

d

dt

〈
u1
t , u

2
t

〉
µt

=
〈
d

dt
u1
t , u

2
t

〉
µt

+
〈
u1
t ,
d

dt
u2
t

〉
µt

, (3.2)

for any couple of absolutely continuous vector fields (u1
t ), (u

2
t ).

Proof The first equation follows directly from (2.5) and the group property of the maps τ st . To
prove the Leibniz rule observe that

d

dt

〈
u1
t , u

2
t

〉
µt

=
d

dt

〈
τ0
t (u1

t ), τ
0
t (u2

t )
〉
µ0

=
〈
d

dt
τ0
t (u1

t ), τ
0
t (u2

t )
〉
µ0

+
〈
τ0
t (u1

t ),
d

dt
τ0
t (u2

t )
〉
µ0

=
〈
d

dt
u1
t , u

2
t

〉
µt

+
〈
u1
t ,
d

dt
u2
t

〉
µt

�

47



The first part of the statement above ensures that the total derivative of an absolutely
continuous vector field is defined for a.e. t and is an L1 vector field, as expected. It is interesting
to observe that it is possible to ‘integrate’ vector fields as well.

Proposition 3.8 (Integral of vector fields) Let (µt) be a regular curve, (ut) be an L1 vector
field defined along it, and U0 ∈ L2

µ0
. Then there exists a unique absolutely continuous vector

field t 7→ Ut ∈ L2
µt satisfying {

U0 = U0,
d

dt
Ut = ut, a.e. t.

Proof (Ut) solves the problem if and only if the vector field (Vt) defined by Vt := τ0
t (Ut) ∈ L2

µ0

solves {
V0 = U0,
d

dt
Vt = τ0

t (ut).

The conclusion follows. �

Another straightforward consequence of equation (3.1) is that if a vector field is C1, then
its derivative is defined for every t ∈ [0, 1] (and not just for almost every) and is a continuous
vector field. Similarly, if a vector field (ut) is Cn, then its i-th derivative di

dti
ut, i ≤ n, can be

computed by
di

dti
ut = τ ts

(
di

dti
τ st (ut)

)
,

so that (thankfully!) a Cn vector field has total derivatives up to order n and all of them are
continuous.

A couple of interesting examples of vector fields along a regular curve (µt) are the following.
The first one is given by t 7→ ξ ∈ L2

µt for a given ξ ∈ V(M) independent on time. Even if it may
seem that the vector field does not depend on the time variable, this vector field should not be
thought as a constant vector field along (µt). Observe that from

‖τ st (ξ)− ξ‖2µs ≤ L(ξ)(s− t)
∫ s

t
‖vr‖2µrdr, ∀t < s ∈ [0, 1],

we have that (ξ) is absolutely continuous; now compute its total derivative from the definition
to get:

d

dt
ξ = lim

h→0

τ tt+h(ξ)− ξ(x)
h

= ∇ξ · d
ds

T(t, s, ·)|s=t = ∇ξ · vt, a.e. t ∈ [0, 1].

The fact that the derivative is not zero explains why these vector fields are not ‘constant’. More
generally, any smooth time dependent vector field (ξt) ∈ V(M × [0, 1]), is absolutely continuous
and its derivative is given by

d

dt
ξt = ∂tξt +∇ξ · vt, a.e. t ∈ [0, 1]. (3.3)
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Vector fields of the kind (ξt) ∈ V(M × [0, 1]), despite their smoothness, in general are no more
regular than absolutely continuous: their regularity is strictly linked to the regularity of the
velocity vector field (vt) of the curve, as shown in the following proposition.

Proposition 3.9 Let (µt) be a regular curve and (ξt) ∈ V(M × [0, 1]). Then t 7→ ξt ∈ L2
µt is

Cn, n ≥ 1, if and only if (vt) is Cn−1.

Proof Let n = 1. We already know that t 7→ ξt ∈ L2
µt is absolutely continuous; its derivative

is given by ∂tξt +∇ξ · vt. Clearly this vector field is continuous if and only if (vt) is. The rest
follows by a recursion argument. For instance: if (vt) is C1, the derivative of ( ddtξt) is given by

d

dt

(
∂tξt +∇ξt · vt

)
= ∂ttξt +∇(∂tξt) · vt +∇2ξ(vt, vt) +∇ξ · d

dt
vt,

so that d2

dt2
ξ is continuous; the same formula shows that if d2

dt2
ξ is continuous, then (vt) has to

be C1. �

In the following, when speaking about time regularity of vector fields we will always refer to
definition 3.2, which, in view of what just proved, is not equivalent to the usual concept of
smoothness in time.

The second example of vector field we want to mention now is
(
τ tt0(u)

)
for some u ∈ L2

µt0
.

These are the vector fields that we can call ‘constant’: indeed it is an immediate consequence of
the definition the fact that

(
τ tt0(u)

)
is absolutely continuous and that its derivative is 0. Thus

these vector field are C∞. An important class of vector fields of this kind is the velocity vector
field of a geodesic:

Proposition 3.10 Let (µt) ⊂ Pc(M) be the restriction to [0, 1] of a geodesic defined on some
larger interval [−ε, 1 + ε], and (vt) its velocity vector field. Then it holds

vs = τ st (vt), ∀t, s ∈ [0, 1]. (3.4)

In particular, (vt) is of class C∞ and it holds

d

dt
vt = 0, ∀t ∈ (0, 1)

.

Proof Recall that from corollary 2.16 we know that (µt) is regular, so that the statement makes
sense. Now observe that a direct consequence of propositions 1.27 and 1.32 is that the flow maps
are given by

T(t, s, ·) = exp
(
(s− t)vt

)
.

Equation (3.4) is then just a restatement of equation (1.20). The rest follows. �
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Remark 3.11 We will see later that the equation d
dtvt = 0 implies that the covariant derivative

of the vector field (vt) is 0. It is curious the fact that for the velocity vector field of a geodesic,
not only the covariant derivative is 0 - as expected by Riemannian analogy - but also the total
one.

Also, observe that from a formal point of view, the equation d
dtvt = 0 may be written as

∂tvt +∇vt · vt = 0,

which is nothing but the spatial gradient of the Hamilton-Jacobi equation satisfied by the Kan-
torovich potentials (φt) along a geodesic:

∂φt +
|∇φt|2

2
= 0.

�

We conclude this introductory section by giving an equivalent characterization of absolute
continuity. Let us start recalling the following result valid on Hilbert spaces.

Lemma 3.12 Let µ ∈ P2(M) and (wt) ⊂ L2
µ be a given time dependent family of vectors.

Then (wt) is absolutely continuous as a curve from [0, 1] to L2
µ if and only if for µ−a.e. x, the

curve t 7→ wt(x) ∈ TxM admits an absolutely continuous representative - not relabeled - and the
vector field (wt) defined by

wt(x) :=
d

dt
wt(x), µ× L1 − a.e. (x, t),

where L1 is the 1-dimensional Lebesgue measure, is an L1 family in L2
µ, i.e.

∫ 1
0 ‖wt‖µ <∞ (in

this case the family (wt) is also the derivative of (wt) in the L2 sense).

From lemma 3.12 we have the following equivalent characterization of absolute continuity of
a vector field defined along a regular curve.

Proposition 3.13 (Equivalent formulation of absolute continuity) Let (µt) be a regular
curve, T(t, s, ·) its flow maps and (ut) a vector field defined along it. Then (ut) is absolutely
continuous if and only if:

• for µ0−a.e. x the vector field t 7→ ut(T(0, t, x)) defined along the curve t 7→ T(0, t, x)
admits an absolutely continuous representative (not relabeled),

• the vector field (u′t) defined by u′t(T(0, t, x)) =
d

dt
ut(T(0, t, x)) (where

d

dt
is the covariant

derivative along t 7→ T(0, t, x)), belongs to L2
µt for almost every t and the map t 7→ ‖u′t‖µt

is integrable.

In this case it holds d
dtut = u′t in L2

µt for a.e. t.

Proof It is enough to apply lemma 3.12 to the measure µ := µ0 and the family wt := τ0
t (ut).

�
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A simple recursion argument shows that if the vector field (ut) is Cn,1, i.e. the n−th derivative
is absolutely continuous, then for µ−a.e. x the vector field t 7→ ut(x) is Cn,1 as well: for instance,
if (ut) is C1,1, then its derivative (u′t) is absolutely continuous, therefore t 7→ u′t(x) is absolutely
continuous and thus t 7→ ut(x) is C1,1.

Observe that in general, to know that (ut) is C1 it is not sufficient to derive that t 7→
ut(T(0, t, x)) is C1 as well for µ−a.e. x, as the following example shows.

Example 3.14 Let µ := L1|[0,1]
∈P(R) and ut ∈ L2

µ be defined as

ut(x) :=
{

0 if x ≤ t,
1 if x > t,

and wt :=
∫ t
0 us ds. Since (ut) is continuous as a time depending function with values in L2

µ,
(wt) is C1. However, the map t 7→ wt(x) is given by

wt(x) :=
{
t if x ≥ t,
x if x < t,

and thus is not C1 for any x ∈ (0, 1). �

3.2 Approximation of absolutely continuous vector fields

Here we discuss the problem of approximating a given absolutely continuous vector field with
regular ones.

The definition of convergence of vector fields is quite natural:

Definition 3.15 (Convergence of absolutely continuous vector fields) Let (µt) be a
regular curve and (ut), (unt ), n ∈ N, be given absolutely continuous vector fields along it. We
say that the sequence n 7→ (unt ) converges to (ut) if:

i) unt → ut in L2
µt as n→∞ for any t ∈ [0, 1],

ii)
∫ 1

0

∥∥∥∥ ddtunt
∥∥∥∥
µt

dt→
∫ 1

0

∥∥∥∥ ddtut
∥∥∥∥
µt

dt as n→∞.

It should be clear that instead of asking pointwise convergence in (i), one could ask for uniform
convergence, and that condition (ii) is equivalent to∫ 1

0

∥∥∥∥ ddtunt − d

dt
ut

∥∥∥∥
µt

dt→ 0

as n→∞, that is: ‘the sequence of functions (‖ ddtu
n
t ‖µt) converges to (‖ ddtut‖µt) in L1(0, 1).

We start with the following simple result.

Proposition 3.16 (Approximation with vector fields regular in time) Let (µt) be a
regular curve and (ut) an absolutely continuous vector field along it. Then there exists a se-
quence (unt ) of C∞ vector fields along (µt) which converges to (ut).
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Proof Consider the vector field t 7→ ut := τ0
t (ut) ∈ L2

µ0
which is, by definition, absolutely

continuous in L2
µ0

. In the Hilbert space L2
µ0

we can find (e.g. by convolution) a sequence (unt )
of C∞ vector fields uniformly converging to (ut) and satisfying

lim
n→∞

∫ s

t

∥∥∥∥ ddtunr
∥∥∥∥
µ0

dr =
∫ s

t

∥∥∥∥ ddtur
∥∥∥∥
µ0

dr,

for any t < s ∈ [0, 1]. Then it is sufficient to define unt := τ t0(unt ) for any n ∈ N, t ∈ [0, 1].
�

Thus the approximation of absolutely continuous vector fields with ones which are regular
in time, is easy obtainable from the definitions. More delicate (but still possible) is the question
of approximating a vector field with others ‘regular in space’1, i.e. with vector fields of the kind
(ξt) ∈ V(M × [0, 1]).

The following lemma reduces this problem to the one of approximating vector fields of the
kind (τ t0(u0)), for u0 ∈ L2

µ0
.

Lemma 3.17 Let (µt) be a regular curve and (ut) an absolutely continuous vector field along
it. Fix n ∈ N and define the vector field (unt ) by

un(t) := (1− nt+ i)τ ti
n

(
u i
n

)
+ (nt− i)τ ti+1

n

(
u i+1

n

)
, ∀t ∈

[
i

n
,
i+ 1
n

]
.

Then (unt ) is absolutely continuous for every n ∈ N and the sequence n 7→ (unt ) converges to
(ut).

Proof Defining ut := τ0
t (ut) and analogously unt , we see that (unt ) is nothing but a piecewise

affine interpolation of ut. Whence the result follows. �

Thus, our problem of approximating general absolutely continuous vector fields is reduced
to the problem of approximating vector fields of the kind τ t0(u0) for u0 ∈ L2

µ0
. A way to produce

such an approximation is given in the following proposition.

Proposition 3.18 Let (µt) be a regular curve and u0 ∈ L2
µ0

. Then there exists a sequence
n → (ξnt ) of vector fields of in V(M × [0, 1]) which converges to (τ t0(u0)). Also, if u0 ∈ V(M),
such a sequence may be chosen to satisfy ξn0 = u0 for every n ∈ N.

Proof It is clear that we can assume u0 = ξ ∈ V(M). Use part (iii) of 2.6 to find a sequence
of regular curves (µnt ) whose velocity vector fields (vnt ) satisfy (vnt ) ∈ V(M × [0, 1]) and the
transport couples (µnt , v

n
t ) converge to the transport couple (µt, vt). Let Tn(t, s, ·) be the flow

maps of (µnt ) and define ξnt := (τn)t0(ξ). Observe that due to the smoothness of the vectors vnt ,
we have that (ξnt ) ∈ V(M × [0, 1]), thus, in particular, (ξnt ) is an absolutely continuous vector
field along (µt). We claim that the sequence (ξnt ) converges to (τ0

t (ξ)) as n→∞.
1The approximating vector fields we are looking for are C∞c in time and space in the sense that they belong to

V(M × [0, 1]), still, as already said, we prefer to say that this is an approximation with vectors regular in space
(thus not mentioning the regularity in time) since we prefer to use the terminology of regularity in time only in
the sense of definition 3.2.
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To prove this, observe that from the convergence of the transport couples and the uniform
bound, in n, on the Lipschitz constants of the vector fields vnt it follows that ξnt converges in
L2
µt to τ0

t (ξ) as n→∞ for any t ∈ [0, 1] (we omit the details). Thus we only have to check the
convergence of derivatives. We have:

d

dt
ξnt = ∂tξ

n
t +∇ξnt · vt = ∇ξ · d

dt
Tn(t, 0, ·) +∇ξ · ∇Tn(t, 0, ·) · vt. (3.5)

Now observe that derivating in time the identity

Tn(t, 0,Tn(0, t, x)) = x, ∀x ∈M,

we get

0 =
d

dt

(
Tn
(
t, 0,Tn(0, t, ·)

))
=
(
d

dt
Tn(t, 0, ·)

)
◦Tn(0, t, ·) +

(
∇Tn(t, 0, ·)

)
◦Tn(0, t, ·) · vnt ◦Tn(0, t, ·),

which means
d

dt
Tn(t, 0, ·) = −∇Tn(t, 0, ·) · vnt .

Substituting in (3.5) we obtain

d

dt
ξnt = −∇ξ · ∇Tn(t, 0, ·) · vnt +∇ξ · ∇Tn(t, 0, ·) · vt

= ∇ξ · ∇Tn(t, 0, ·) ·
(
vt − vnt

)
,

and therefore∥∥∥∥ ddtξnt
∥∥∥∥ ≤ L(ξ)Lip

(
Tn(t, 0, ·)

)
‖vt − vnt ‖µt ≤ L(ξ)e

∫ 1
0 L(vnr )dr‖vt − vnt ‖µt .

The conclusion follows from the L1(0, 1) convergences of (L(vnt )) to (L(vt)), of (‖vt − vnt ‖µt) to
0 and the dominated convergence theorem. �

Corollary 3.19 Let (µt) be a regular curve and (ut) a vector field of the kind

ut = (1− t)τ t0(u0) + tτ t1(u1),

for some u0 ∈ L2
µ0

and u1 ∈ L2
µ1

. Then there exists a sequence of vector fields (ξnt ) ∈ V(M×[0, 1])
which converges to (ut). Also, if u0 ∈ V(M), the sequence may be chosen to satisfy ξn0 = u0 for
every n ∈ N.

Proof Straightforward. �
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We are now ready to prove our main approximation result.

Proposition 3.20 (Approximation with vector fields regular in space) Let (µt) be a
regular curve and (ut) an absolutely continuous vector field defined along it. Then there ex-
ists a sequence of vector fields n 7→ (ξnt ) ∈ V(M × [0, 1]) which converges to (ut).

Proof Choose m ∈ N and define the vector field (umt ) as

umt := (1− t)τ ti
m

(u i
m

) + tτ ti+1
m

(u i+1
m

), ∀t ∈
[
i

m
,
i+ 1
m

]
.

By lemma 3.17 we know that the sequence of vector fields (umt ) converges to (ut) as m→∞.
Now fix m ∈ N. We want to approximate the vector field (umt ) with vector fields (ξm,nt ) ∈

V(M× [0, 1]) using corollary 3.19. We proceed by recursion. Focus on the interval [0, 1/m]: here
we apply corollary 3.19 to find a sequence n1 7→ (ξm,n1

t ) which converges to (umt ) as n → ∞ in
[0, 1/m]. Up to considering a subsequence, we may assume∥∥∥∥ξm,n1

1
m

− um1
m

∥∥∥∥
µ 1
m

≤ 1
m2

, ∀n1 ∈ N.

Now look at the interval [1/m, 2/m] and consider the vector field

(2−mt) τ t1
m

(
ξm,n1

1
m

)
+ (mt− 1) τ t2

m

(
um2
m

)
. (3.6)

Using again corollary 3.19 we get the existence of a sequence of vector fields n2 7→ (ξm,n2
t ) on

[1/m, 2/m] which converges to the above vector field as n2 → ∞. Also, we may choose such a
sequence to satisfy

ξm,n2
1
m

= ξm,n1
1
m

, (3.7a)∥∥∥∥ξm,n2
2
m

− um2
m

∥∥∥∥
µ 2
m

≤ 1
m2

, (3.7b)

for every n2 ∈ N. Equation (3.7b) and the convergence of (ξm,n2
t ) to the vector field defined on

(3.6) implies∫ 2
m

1
m

∥∥∥∥ ddtξm,n2
t

∥∥∥∥
µt

dt ≤
∥∥∥∥ξm,n1

1
m

− τ
1
m
2
m

(um2
m

)
∥∥∥∥
µ 1
m

+ f(n2),

≤
∥∥∥∥um1

m

− τ
1
m
2
m

(um2
m

)
∥∥∥∥
µ 1
m

+
∥∥∥∥ξm,n1

1
m

− um1
m

∥∥∥∥
µ 1
m

+ f(n2)

≤
∫ 2

m

1
m

∥∥∥∥ ddtumt
∥∥∥∥
µt

dt+
1
m2

+ f(n2),

(3.8)

where f(n2)→ 0 as n2 →∞. Proceeding in this way and then ‘gluing’ the various vector fields
(ξm,nkt ), k = 1, . . .m, that we found, we obtain vector fields (ξm,nt ) defined on [0, 1] which satisfy
for every m,n ∈ N:
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• the map
M × [0, 1] 3 (x, t) 7→ ξm,nt (x) ∈ TxM

is C∞ in time and space in every interval of the kind [ im ,
i+1
m ], i = 0, . . . ,m− 1.

• For any t ∈ [0, 1] it holds
ξm,nt → umt , in L2

µt ,

as n→∞.

• For some function N 3 n 7→ fm(n) ∈ R such that fm(n)→ 0 as n→∞ it holds∫ 1

0

∥∥∥∥ ddtξm,nt

∥∥∥∥
µt

≤
∫ 1

0

∥∥∥∥ ddtumt
∥∥∥∥+

1
m

+ fm(n).

A diagonalization argument shows that there exists a sequence m 7→ (ξm,nmt ) which converges
to (ut).

Now observe that from the first of the properties above and using any standard smoothening
argument at the finite number of times t = i

m , i = 1, . . . ,m − 1, we can modify a bit the
vector fields (ξm,nt ) to obtain a new family of vector fields in V(M × [0, 1]) without affecting the
convergence to (ut). We omit the details. �

Proposition 3.21 (Approximation of Lipschitz vector fields) Let (µt) be a regular curve
and (ut) an absolutely continuous vector field defined along it satisfying

∫ 1
0 L(ut)dt <∞. Then

there exists a sequence of vector fields n 7→ (ξnt ) ∈ V(M × [0, 1]) which converges to (ut) such
that the sequence of functions t 7→ L(ξnt ) converge to t 7→ L(ut) in L1(0, 1) as n→∞.

Proof The approximation argument is precisely the same that we just used. The only thing we
have to add is the (easy to prove) bound:

L
(
τ st (u)

)
≤ L(u)Lip(T(t, s, ·)), (3.9)

valid for any u ∈ L2
µt .

Step 1: variant of proposition 3.18. Assume that L(u0) < ∞. Recall that from part
(iii) of theorem 2.6 we can approximate the regular curve (µt) with a sequence of transport
couples (µnt , v

n
t ) such that the sequence of functions t 7→ L(vnt ) converge to t 7→ L(vt) as n→∞

in L1(0, 1). Now use the same approximation argument of proposition 3.18 to derive that the
vector field (τ t0(u0)) may be approximated by vector fields (ξnt ) satisfying ξn0 = u0 and, by (3.9),
the bound

L(ξnt ) ≤ L(u0)Lip(Tn(0, t, ·)) ≤ L(u0)e
∫ t
0 L(vns )ds ≤

(
e
∫ 1
0 g(s)ds − 1

)
L(u0)

∫ t

0
g(s)ds, (3.10)

where g : [0, 1] → R dominates the sequence n 7→ (L(vnt )). This inequality shows that the
approximation result of 3.18 may be improved to have L1-convergence of (L(ξnt )) to (L(τ t0(u0))).

Step 2: variant of lemma 3.17. Assume that supt∈[0,1] L(ut) < ∞. Then proceed as in
the proof of lemma 3.17 and use inequality (3.9) to derive that the sequence of vector fields (unt )
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not only converges to (ut), but also satisfies ‘the sequence of functions n 7→ (L(unt )) converges
to (L(ut)) in L1(0, 1) as n→∞’.

If t 7→ L(ut) is not bounded, but just L1, the same argument works, provided, instead of
splitting the interval [0, 1] with the points i

n , we choose the splitting points tni , i = 0, . . . , n− 1,
such that L(utni ) is close to the essential infimum of L(ut) in the interval [ in ,

i+1
n ] (then we should

produce an approximation also in the intervals [0, tn0 ] and [tnn, 1], but this presents no difficulties,
we omit the details).

Step 3: variant of proposition 3.20. The conclusion follows as in proposition 3.20:
the approximation argument is precisely the same, we only need to keep track of the Lipschitz
constants of the approximating vector fields. This is done using the first two steps of the proof.

�

4 Parallel transport

Rather than proceeding by first introducing the covariant derivative and then studying the
problem of parallel transport, we introduce the parallel transport at first, and then we define
the covariant derivative via the analogous of the formula

∇γ′(0)ut :=
d

dt
T 0
t (ut)|t=0

,

valid for Riemannian manifolds, where T 0
t is the parallel transport along the curve t 7→ γ(t)

from the point γ(t) to γ(0).
We chose this approach, because in proving the existence of parallel transport along regular

curves we will develop analytical tools that will be useful also in the following.
In order to clarify the idea of the proof, we start proving the existence of parallel transport

in the well known case of a Riemannian manifold embedded in RD. The tools we are going to
use for this case have a Wasserstein analogous, and imitating the proof for the Riemannian case
we will be able to prove the existence of the parallel transport along regular curves.

It is worth underlying that the results of this chapter, especially those of the first 3 sections,
are a direct generalization to the case of manifolds of the results in [1] and [10].

4.1 The case of an embedded Riemannian manifold

Throughout this subsection, M̃ will be a C∞ manifold embedded in RD with the induced
Riemannian structure (the ˜ just stands to recall that M̃ has nothing to do with our ‘universe’
manifold M).

Let γ(t) : [0, 1] → M̃ be a fixed C∞ curve and let v(t) = γ̇(t) ∈ Tγ(t)M̃ , t ∈ [0, 1], be
the derivative of γ(t). We will think to the tangent space Vt := Tγ(t)M̃ at the point γ(t) as
a linear subspace of RD (i.e. we ‘translate’ it to let the origin be included) and we denote by
Pt : RD → Vt the orthogonal projection of RD onto Vt.
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Let u(t) : [0, 1]→ Vt be a smooth vector field along the curve. In this setting the Levi-Civita
derivative of u(t) along γ(t) is given by:

∇v(t)u(t) := Pt

(
d

dt
u(t)

)
. (4.1)

Thus, the vector field u(t) is the parallel transport of the vector u(0) along γ(t) if

Pt

(
du

dt
(t)
)

= 0. (4.2)

Observe that it is easy to prove the uniqueness of the solution of this equation: indeed by
linearity it is sufficient to show that the norm is preserved in time, and this follows by:

d

dt
|u(t)|2 = 2

〈
d

dt
u(t), u(t)

〉
= 2

〈
Pt

( d
dt
u(t)

)
, u(t)

〉
= 0.

Therefore the problem is to show the existence of a solution of (4.2) for a given initial datum
u(0). This is usually done by using coordinates and solving an appropriate system of differential
equations. However, this technique cannot be applied to the space P2(M), since we don’t
have coordinates in such space. Here we are going to show how the parallel transport can be
constructed using tools which have a Wasserstein analogous.

Let us start with a useful concept.

Definition 4.1 (Angle between subspaces) Let V0, V1 ⊂ RD be two given subspaces, and
let Pi, i = 0, 1, be the orthogonal projections of Rn onto Vi. Then the angle θ(V0, V1) ∈ [0, π/2]
is defined by:

cos θ(V0, V1) = inf
v0∈V0
|v0|=1

|P1(v0)|.

It is not difficult to see that, letting V ⊥i , i = 0, 1, be the orthogonal complement of Vi, it
holds

sin θ(V0, V1) = sup
v0∈V0
|v0|=1

|v0 − P1(v0)| = ‖P⊥1 |V0
‖

= sup
v0∈V0, |v0|=1

v⊥1 ∈V
⊥
1 , |v⊥1 |=1

〈
v0, v

⊥
1

〉
= sin θ(V ⊥1 , V

⊥
0 ),

(4.3)

where P⊥i , i = 0, 1, is the projection onto V ⊥i .
In general θ(V0, V1) = θ(V1, V0) does not hold: for instance, if V0 ( V1 we have θ(V0, V1) = 0,

while θ(V1, V0) = π/2 if the inclusion is strict. By applying this concept to a smooth curve
on M , we clearly have that both functions (t, s) 7→ θ(Vt, Vs), (t, s) 7→ θ(Vs, Vt) are Lipschitz.
Therefore, for some constant C depending on γ, we have:

|u− Ps(u)| ≤ C|u||s− t|, ∀t, s ∈ [0, 1] and u ∈ Vt, (4.4a)

|Ps(u⊥)| ≤ C|u⊥||s− t|, ∀t, s ∈ [0, 1] and u⊥ ∈ V ⊥t . (4.4b)
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The idea of the construction is based on the identity:

∇v(0)Pt(u) = 0, ∀u ∈ V0. (4.5)

That is: the vectors Pt(u) are a first order approximation at t = 0 of the parallel transport. To
prove (4.5) observe that taking (4.1) into account, (4.5) is equivalent to

|P0(u− Pt(u))| = o(t), u ∈ V0. (4.6)

Equation (4.6) follows by applying twice the inequalities (4.4) (note that u− Pt(u) ∈ V ⊥t ):

|P0(u− Pt(u))| ≤ Ct|u− Pt(u)| ≤ C2t2|u|.

Now, let P be the direct set of all the partitions of [0, 1], where, for P, Q ∈ P, P ≥ Q if P is a
refinement of Q. For P = {0 = t0 < t1 < · · · < tN = 1} ∈ P and u ∈ V0 define P(u) ∈ V1 as:

P(u) := PtN (PtN−1(· · · (Pt0(u)))).

Our first goal is to prove that the limit P(u) for P ∈ P exists. This will naturally define a curve
t → ut ∈ Vt by taking partitions of [0, t] instead of [0, 1]. The final goal is to show that this
curve is actually the parallel transport of u along the curve γ.

The proof is based on the following lemma.

Lemma 4.2 Let 0 ≤ s1 ≤ s2 ≤ s3 ≤ 1 be given numbers. Then it holds:∣∣Ps3(u)− Ps3(Ps2(u))
∣∣ ≤ C2|u||s1 − s2||s2 − s3|, ∀u ∈ Vs1 .

Proof Since Ps3(u)−Ps3(Ps2(u)) = (Ps3(Id−Ps2))(u), the proof is a straightforward application
of inequalities (4.4). �

From this lemma, an easy induction shows that for any 0 ≤ s1 < · · · < sN ≤ 1 and u ∈ Vs1
we have ∣∣PsN (u)− PsN (PsN−1(· · · (Ps2(u)) · · · ))

∣∣
≤

∣∣PsN (u)− PsN (PsN−1(u))
∣∣+
∣∣PsN−1(u)− PsN−1(· · · (Ps2(u)))

∣∣
≤ · · ·

≤ C2|u|
N−1∑
i=2

|s1 − si||si − si+1| ≤ C2|u||s1 − sN |2. (4.7)

With this result, we can prove existence of the limit of P (u) as P varies in P:

Theorem 4.3 For any u ∈ V0 there exists the limit of P(u) as P varies in P.

Proof We have to prove that, given ε > 0, there exists a partition P such that

|P(u)−Q(u)| ≤ |u|ε, ∀Q ≥ P. (4.8)

In order to do so, it is sufficient to find 0 = t0 < t1 < · · · < tN = 1 such that
∑

i |ti+1 − ti|2 ≤
ε/C2, and repeatedly apply equation (4.7) to all partitions induced by Q in the intervals (ti, ti+1)
(see the next section for a more detailed proof in the Wasserstein setting). �
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Now, for s ≤ t we can introduce the maps T ts : Vs → Vt which associate to the vector u ∈ Vs
the limit of the process just described (taking into account partitions of [s, t]).

Theorem 4.4 For any t1 ≤ t2 ≤ t3 ∈ [0, 1] it holds

T t3t2 ◦ T
t2
t1

= T t3t1 . (4.9)

Moreover, for any u ∈ V0 the curve t→ ut := T t0(u) ∈ Vt is the parallel transport of u along γ.

Proof Equation (4.9) follows by considering those partitions of [t1, t3] which contain t2 and pass
to the limit first on [t1, t2] and then on [t2, t3]. To prove the second part of the statement, observe
that due to (4.9) it is sufficient to check that the covariant derivative vanishes at 0. From (4.7)
it follows that |Pt(u)− ut| ≤ C2t2, thus the thesis follows from (4.5). �

4.2 Parallel transport along regular curves

Definition 4.5 (Parallel transport) Let (µt) be a regular curve, (vt) its velocity vector field
and (ut) an absolutely continuous tangent vector field. We say that (ut) is a parallel transport if

Pµt

(
d

dt
ut

)
= 0, a.e. t ∈ [0, 1].

It is clear from the linearity of the covariant derivative that linear combinations of parallel
transports are parallel transports; furthermore, from the equality

d

dt
‖ut‖2µt = 2

〈
ut,

d

dt
ut

〉
µt

= 2
〈
ut,Pµt

(
d

dt
ut

)〉
µt

= 0,

valid for any parallel transport (ut), we get that the parallel transports have constant norm. By
linearity, it follows the uniqueness and the fact that the parallel transport preserves the scalar
product.

The proof of existence is more delicate. From what we saw on smooth manifolds embedded
in RD, it seems that the key step which allows to prove the existence of the parallel transport
is the Lipschitz property of the angle between tangent spaces. As shown by theorem 2.13 and
by inequality (2.4b), a similar property holds true even for in the space P2(M) along a regular
curve, in the sense that it holds:

‖P⊥µt(τ
t
s(us))‖µt ≤

(
e|
∫ s
t L(vr)dr| − 1

)
‖us‖µs , ∀us ∈ Tanµs(P2(M)).

Thus hopefully we can replicate the proof given for the case of Riemannian manifolds: we are
going to show that this is actually possible. Observe that the convexity of r 7→ er − 1 gives that
the above inequality may be written as

‖P⊥µt(τ
t
s(us))‖µt ≤ C

∣∣∣∣∫ s

t
L(vr)dr

∣∣∣∣ ‖us‖µs , ∀us ∈ Tanµs(P2(M)), (4.10)
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with C := e
∫ 1
0 L(vr)dr − 1.

To shorten a bit the notation, define

Ps
t (u) := Pµs

(
τ st (u)

)
, ∀u ∈ L2

µt

Observe that the maps Ps
t are non-expansive and that, by inequality (4.10) and the analogous

of (4.3) we get:

‖Pt
s(w)‖µt ≤C

∣∣∣∣∫ s

t
L(vr)dr

∣∣∣∣ ‖w‖µs , t, s ∈ [0, 1], w ∈ Tan⊥µs(P2(M)), (4.11a)

‖τ st (u)−Ps
t (u)‖µs ≤C

∣∣∣∣∫ s

t
L(vr)dr

∣∣∣∣ ‖u‖µt , t, s ∈ [0, 1], u ∈ Tanµt(P2(M)). (4.11b)

As for the case of manifolds, let P be the direct set of all partitions of [0, 1], where, for
P, Q ∈ P, Q ≥ P if Q is a refinement of P. For P = {0 = t0 < t1 < · · · < tN = 1} ∈ P and
u ∈ Tanµ0(P2(M)) define P(u) ∈ Tanµ1(P2(M)) as:

P(u) := P1
tN−1

(PtN−1

tN−2
(· · · (Pt1

0 (u)))).

We will use several times the fact that:

lim
P∈P

n−1∑
i=0

(∫ ti+1

ti

L(vr)dr
)2

= 0, (4.12)

which follows from
n−1∑
i=0

(∫ ti+1

ti

L(vr)dr
)2

≤ max
i=0,...,n−1

{∫ ti+1

ti

L(vr)dr
} n−1∑

i=0

∫ ti+1

ti

L(vr)dr

= max
i=0,...,n−1

{∫ ti+1

ti

L(vr)dr
}∫ 1

0
L(vr)dr.

We will prove first that there exists a unique limit T 1
0 (u) ∈ Tanµ1(P2(M)) of P(u) as P

varies in P; then we will define a curve ut with ut = T t0 (u) ∈ Tanµt(P2(M)) by considering
partitions of [0, t], and finally prove that this curve is the parallel transport of u along the curve
µt.

The following lemma corresponds to Lemma 4.2:

Lemma 4.6 Let 0 ≤ s1 ≤ s2 ≤ s3 ≤ 1 and let u ∈ Tanµs1 (P2(M)). Then:∥∥Ps3
s1 (u)−Ps3

s2 (Ps2
s1 (u))

∥∥
µs3
≤ C2

∫ s2

s1

L(vr)dr
∫ s3

s2

L(vr)dr‖u‖µs1 . (4.13)

Proof Observe that, thanks to the group property of the translation maps, we have

Ps3
s1 (u)−Ps3

s2 (Ps2
s1 (u)) = Ps3

s2 (τ s2s1 (u)−Ps2
s1 (u)),

and that τ s2s1 (u)−Ps2
s1 (u) ∈ Tan⊥µs2 (P2(M)). Therefore the thesis follows by a direct application

of inequalities (4.11). �
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Corollary 4.7 Let P = {t = t0 < t1 < · · · < tn = s} be a partition of [t, s] ⊂ [0, 1] and let Q be
a refinement of P. Then:

‖P(u)−Q(u)‖µs ≤ C2‖u‖µt
n−1∑
i=0

(∫ ti+1

ti

L(vr)dr
)2

∀u ∈ Tanµt(P2(M)). (4.14)

Proof Without loss of generality we may assume [t, s] = [0, 1]. Fix i < n and write Q∩[ti, ti+1] =
{ti = si,0 < si,1 < · · · < si,k(i) = ti+1} for some k(i) ≥ 1. Now, we claim that∥∥∥∥Psi,k(i)

si,0 (uti)−P
si,k(i)
si,k(i)−1

(
P

si,k(i)−1
si,k(i)−2

(
· · ·
(
P

si,1
si,0 (uti)

)))∥∥∥∥
µti+1

≤ C2‖uti‖µti

(∫ ti+1

ti

L(vr)dr
)2

(4.15)
for all uti ∈ Tanµti (P2(M)). Indeed, the left hand side of (4.15) can be estimated by∥∥∥Psi,k(i)

si,0 (uti)−P
sik(i)
si,k(i)−1

(
P

si,k(i)−1
si,0 (uti)

)∥∥∥
µti+1

+
∥∥∥∥Psi,k(i)

si,k(i)−1

(
P

si,k(i)−1
si,0 (uti)

)
−P

si,k(i)
si,k(i)−1

(
P

si,k(i)−1
si,k(i)−2

(
· · ·
(
P

si,1
si,0 (uti)

)))∥∥∥∥
µti+1

≤ C2‖uti‖µti

∫ si,k(i)−1

si,0

L(vr)dr
∫ si,k(i)

si,k(i)−1

L(vr)dr

+
∥∥∥∥Psi,k(i)−1

si,0 (uti)−P
si,k(i)−1
si,k(i)−2

(
P

si,k(i)−2
si,k(i)−3

(
· · ·
(
P

si,0
ti

(uti)
)))∥∥∥∥

µti+1

≤ · · ·

≤ C2‖uti‖µti

k(i)−1∑
j=0

∫ si,j

si,0

L(vr)dr
∫ si,j+1

si,j

L(vr)dr

≤ C2‖uti‖µti

∫ ti+1

ti

L(vr)dr
k(i)−1∑
j=0

∫ si,j+1

si,j

L(vr)dr

= C2‖uti‖µti

(∫ ti+1

ti

L(vr)dr
)2

.

Now let P ′ = [t1, 1] ∩ P, Q′ = [t1, 1] ∩ Q, choose u ∈ Tanµ0(P2(M)) and define v, w ∈
Tanµt1 (P2(M)) by

v := Pt1
t0

(u),

w := P
s0,k(0)
s0,k(0)−1

(
· · ·
(
P

s0,1
s0,0 (u)

))
,

so that P(u) = P ′(v) and Q(u) = Q′(w). Then, the inequality (4.15) with i = 0 reads

‖v − w‖µt1 ≤ C
2‖u‖t0

(∫ t1

t0

L(vr)dr
)2

,
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so that

‖P(u)−Q(u)‖µ1 ≤ ‖P ′(v)−Q′(v)‖µ1 + ‖Q′(v)−Q′(w)‖µ1

≤ ‖P ′(v)−Q′(v)‖µ1 + ‖v − w‖µt1

≤ ‖P ′(v)−Q′(v)‖µ1 + C2‖u‖t0
(∫ t1

t0

L(vr)dr
)2

.

Since ‖v‖t1 ≤ ‖u‖t0 we can apply repeatedly (4.15) in the intervals (ti, ti+1) to obtain

‖P(u)−Q(u)‖µ1 ≤ C2‖u‖µ0

n−1∑
i=0

(∫ ti+1

ti

L(vr)dr
)2

. �

The following result follows directly from the previous corollary and (4.12).

Theorem 4.8 (Existence of the limit of P(u0)) Let (µt) be a regular curve and let u0 ∈
Tanµ0(P2(M)). Then limP∈P P(u0) exists.

Proof Straightforward. �

Define T 1
0 (u0) as the vector obtained by the limit process described above and observe that,

by repeating the arguments to the restriction of µt to the interval [t, s], we can define a map
T st : Tanµt(P2(M)) → Tanµs(P2(M)) whenever t ≤ s. Furthermore, by considering the curve
t→ µ1−t, we can define the maps T st even for t > s.

Proposition 4.9 (Group property) Let (µt) be a regular curve and let T st :
Tanµt(P2(M))→ Tanµs(P2(M)) be defined as above. Then

T st ◦ T tr = T sr , ∀r, s, t ∈ [0, 1]. (4.16)

Proof Let us first assume r ≤ t ≤ s. In this case it is sufficient to observe that, by definition
of limit over a direct set, the limit over all partitions coincides with the limit over all partitions
which contain the point t. The thesis then follows easily. For the general case it is sufficient to
prove that T st = (T ts )−1, or, without loss of generality, that T 1

0 = (T 0
1 )−1. The latter equation

will follow if we show that

lim
P∈P
‖u− P−1(P(u))‖µ0 = 0 ∀u ∈ Tanµ0(P2(M)), (4.17)

where P−1 : Tanµ1(P2(M))→ Tanµ0(P2(M)) is defined by

P−1(u) := P0
t1(Pt1

t2
(· · ·Ptn−1

1 (u)))

for the partition P = {0 = t0 < t1 < · · · < tn = 1} (and, in particular, is not the functional in-
verse of u→ P(u)). Observe that for any u ∈ Tanµti (P2(M)) the identities u = Pti

ti+1
(τ ti+1

ti
(u))
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and P
ti+1

ti
(u)− τ ti+1

ti
(u) ∈ Tan⊥µti+1

(P2(M)), in conjunction with inequalities (4.11), yield∥∥∥Pti
ti+1

(
P

ti+1

ti
(u)
)
− u
∥∥∥
µti

=
∥∥∥Pti

ti+1

(
P

ti+1

ti
(u)− τ ti+1

ti
(u)
)∥∥∥
µti

≤C‖Pti+1

ti
(u)− τ ti+1

ti
(u)‖µti

∫ ti+1

ti

L(vr)dr

≤C2‖u‖µti

(∫ ti+1

ti

L(vr)dr
)2

.

For any u ∈ Tanµ0(P2(M)) we obtain∥∥∥∥u−P0
t1

(
· · ·
(
P

tn−1

1

(
P(u)

))
· · ·
)∥∥∥∥

µ0

≤
∥∥u−P0

t1

(
Pt1

0 (u)
)∥∥
µ0

+
∥∥∥∥P0

t1(Pt1
0 (u))−P0

t1

(
Pt1
t2

(
· · ·
(
P

tn−1

1

(
P(u)

))))∥∥∥∥
µ0

≤ C2‖u‖µ0

(∫ t1

t0

L(vr)dr
)2

+
∥∥∥∥v −Pt1

t2

(
· · ·
(
P1
tn−1

(
P ′(v)

)))∥∥∥∥
µt1

,

where v = Pt1
0 (u) and P ′ = {t1 < · · · < tn = 1} (so that P ′(v) = P(u)). Since ‖v‖µt1 ≤ ‖u‖µ0

we can continue in this way, to arrive at∥∥∥∥u−P0
t1

(
· · ·
(
P

tn−1

1

(
P(u)

)))∥∥∥∥
µ0

≤ C2‖u‖µ0

n−1∑
i=0

(∫ ti+1

ti

L(vr)dr
)2

and this, taking (4.12) into account, leads to (4.17). �

Theorem 4.10 (The limit maps produce the parallel transport) Let (µt) be a regular
curve, u0 ∈ Tanµ0(P2(M)) and let T st be the maps defined as above. Then the vector field
ut := T t0 (u0) is the parallel transport of u0 along the curve.

Proof Consider any interval [t, s] ⊂ [0, 1], its trivial partition P = {t, s} and any (finer) partition
Q. Applying inequality (4.14) and passing to the limit on Q ∈ P we get

‖Ps
t (u)− T st (u)‖µs ≤ C2‖u‖µt

(∫ s

t
L(vr)dr

)2

∀u ∈ Tanµt(P2(M)). (4.18)

Coupling this equation with inequality (4.11b) we get

‖τ st (u)− T st (u)‖µs ≤‖τ st (u)−Ps
t (u)‖µs + ‖Ps

t (u)− T st (u)‖µs

≤C (1 + C) ‖u‖µt
∫ s

t
L(vr)dr ∀u ∈ Tanµt(P2(M)),

(4.19)

which gives the absolute continuity of t 7→ T t0 (u0).
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Now, pick a Lebesgue point t of the function t 7→ L(vt) and observe that inequality (4.18)
gives

‖Ps
t (ut)− us‖µs = o(s− t),

therefore, to conclude it is sufficient to prove that

lim
s→t

∥∥∥∥Pµt (τ ts(Ps
t (u))− u
s− t

)∥∥∥∥
µt

= 0 ∀u ∈ Tanµt(P2(M)).

Observe that Ps
t (u)− τ st (u) ∈ Tan⊥µs(P2(M)), therefore from inequalities (4.11) we get

‖Pµt(τ ts(Ps
t (u))− u)‖µt = ‖Pt

s(P
s
t (u)− τ st (u))‖µt

≤ C‖Ps
t (u)− τ st (u)‖µt

∫ s

t
L(vr)dr ≤ C2‖u‖µt

(∫ s

t
L(vr)dr

)2

.

�

It is worth to underline that from this proof we get also an estimate on the modulus of
absolute continuity of the parallel transport, which we state apart in the following proposition:

Proposition 4.11 (Modulus of absolute continuity of the parallel transport) Let (µt)
be a regular curve, (vt) its velocity vector field and (ut) a parallel transport along it. Then it
holds

‖τ st (ut)− us‖µs ≤ C(1 + C)‖u0‖µ0

∫ s

t
L(vr)dr.

Proof The thesis is equivalent to equation (4.19). �

We will see later (theorem 5.15) that this bound is non optimal: actually it can be proved that
it holds ‖τ st (ut)− us‖µs ≤ ‖u0‖µ0

∫ s
t L(vr)dr.

Remark 4.12 (Parallel transport along a different flow) In this proof of existence we
never used the fact that (vt) was a tangent vector field, but just the fact that it was Lips-
chitz. This means that the same construction works as well if the curve (µt), rather then being
regular, has a velocity field (ṽt) - not necessarily tangent - satisfying∫ 1

0
L(ṽt)dt <∞.

The vector field which (ut) which is produced by the limiting process has properties similar
to that of the parallel transport. Indeed, defining the maps T̃(t, s, ·) as the flow maps of (ṽt),
and τ̃ st as the associate translation maps (in the same spirit of definition 2.11), we have that
the vector field (ut) satisfies: t 7→ τ̃0

t (ut) ∈ Tanµ0(P2(M)) is absolutely continuous. Also, this
transport preserves the scalar product.

However, if the vector field (ṽt) is not a.e. tangent, this transport is not the natural parallel
transport on (P2(M),W2), since the covariant derivative which it induces does not satisfy the
torsion free identity (while the fact that this new transport preserves the norm is equivalent to
the fact that the induced covariant derivative is compatible with the metric). See also remark
5.4. �
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4.3 Forward and Backward parallel transport

The purpose of this section is twofold: on one hand we show how the existence result for the
parallel transport along regular curves admits a slight generalization to the case of forward
parallel transport, on the other we show by an explicit example that the backward parallel
transport may not exist. In particular, we will see that the parallel transport may fail to exist
if the underlying curve is not regular.

The approach here is the following. Consider an absolutely continuous curve (µt) on [0, 1]
such that the function t→ L(vt) belongs to L1

loc((0, 1]). We say that (ut) is a parallel transport
along (µt) if it is tangent for every t ∈ [0, 1], is a parallel transport on the interval (0, 1] (which
makes sense, due to the locality of the definition of parallel transport) and ut strongly converge
to u0 as t→ 0. Having this definition in mind, two questions come out naturally: the first one
is whether there exists the parallel transport along (µt) of a vector in Tanµ0(P2(M)), which we
call forward parallel transport, the second one is whether there exists the parallel transport of
a vector in Tanµ1(P2(M)), which we call backward parallel transport.

For the proof of existence of the forward parallel transport, we will need the following tech-
nical result which is of its own interest.

Lemma 4.13 Let t→ µt be a regular curve and T st the optimal transport maps along it. Then
it holds

‖T st (∇ϕ)−∇ϕ‖µs ≤ L(∇ϕ)
∫ s

t
‖vr‖µrdr, ∀ϕ ∈ C∞c (Rd), (4.20)

Proof Observe that s → T st (∇ϕ) − ∇ϕ ∈ Tanµs(P2(M)) is an absolutely continuous vector
field along (µt). The conclusion follows from the differential inequality:

d

ds
‖T st (∇ϕ)−∇ϕ‖2µs = 2

〈
T st (∇ϕ)−∇ϕ, d

ds

(
T st (∇ϕ)−∇ϕ

)〉
µs

= 2
〈
T st (∇ϕ)−∇ϕ,Pµs

(
d

ds

(
T st (∇ϕ)−∇ϕ

))〉
µs

= −2
〈
T st (∇ϕ)−∇ϕ, Pµs(∇2ϕ · vs)

〉
µt

= −2
〈
T st (∇ϕ)−∇ϕ,∇2ϕ · vs

〉
µt

≤ 2‖T st (∇ϕ)−∇ϕ‖µsL(∇ϕ)‖vs‖µs .

�

Proposition 4.14 (Existence of forward parallel transport) Let (µt) be an absolutely
continuous curve such that the function t 7→ L(vt) belongs to L1

loc((0, 1]) and let u0 ∈
Tanµ0(P2(M)). Then there exists a forward parallel transport of u0 along (µt).

Proof Start assuming that u0 is the gradient of ϕ ∈ C∞c (Rd). Fix ε > 0, think ∇ϕ as a vector in
Tanµε(P2(M)) and define the vectors uεt := T tε (∇ϕ) for any t ∈ [ε, 1], so that we have uεε = ∇ϕ.
From

‖uε′t − uεt‖µt = ‖uε′ε − uεε‖µε = ‖T εε′(∇ϕ)−∇ϕ‖µε ≤ L(∇ϕ)ω(ε) 0 < ε′ ≤ ε ≤ t ≤ 1,
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with ω(ε) :=
∫ ε
0 ‖vt‖µtdt, we get that for any t, the family {uεt} converges in Tanµt(P2(M)), as

ε → 0, to a vector ut satisfying ‖uεt − ut‖µt ≤ Lip(∇ϕ)ω(ε). The limit vector field ut is easily
seen to be a parallel transport in the interval (0, T ]: indeed from the uniform bound given in
proposition 4.11 we get its local absolute continuity, and we conclude by the stability of the
solutions of

d

dt
〈ut,∇ϕ〉µt =

〈
ut,∇2ϕ · vt

〉
µt
, a.e. t ∈ [0, 1], (4.21)

which characterizes the parallel transport among the set of all absolutely continuous and tangent
vector fields.

From
‖ut‖µt = lim

ε
‖uεt‖µt = lim

ε
‖uεε‖µε = lim

ε
‖∇ϕ‖µε

we get that the norm of ut is constant, and equal to ‖∇ϕ‖µ0 . Finally it holds

〈uε, η〉µε = 〈uε − uεε, η〉µε + 〈uεε, η〉µε = Rε + 〈∇ϕ, η〉µε ∀η ∈ V(M),

where the term Rε is bounded by ‖uε − uεε‖µt‖η‖µε ≤ ω(ε)L(∇ϕ) sup |η|.
For the general case, just approximate u0 with smooth gradients un0 , apply the construction

above to obtain the existence of forward parallel transports t→ unt of un0 and use the fact that
(clearly) ‖unt − umt ‖µt = ‖un0 − um0 ‖µ0 to get that for any t the sequence (unt ) strongly converges
to some ut such that ‖ut‖µt = ‖u0‖µ0 . By the stability argument used above we get that t→ ut
is a parallel transport on (0, 1], so we need just to prove that ut weakly converges to u0 as t→ 0.
To prove this, observe that since [0, 1] 3 t→ unt is a forward parallel transport, equation (4.21)
gives ∣∣∣ 〈unt ,∇ψ〉µt − 〈un0 ,∇ψ〉µ0

∣∣∣ =
∣∣∣∣∫ t

0

〈
unr ,∇2ψ · vr

〉
µr
dr

∣∣∣∣ ≤ ‖unt ‖µtL(∇ψ)ω(t).

Letting n→∞ in the above inequality the weak convergence follows. �

Now we turn to the counterexample to the existence of the backward parallel transport.
As we will see, it is possible that a parallel transport ut exists for positive t, that the vectors
ut converge strongly to some vector u0 as t → 0, while having that the vector u0 is not a
tangent vector: this shows that the problem of existence of the parallel transport is, in general,
intrinsically prohibited by the geometry of P2(Rd). Observe that the curve considered is a
geodesic.

Example 4.15 Let Q = [0, 1] × [0, 1] be the unit square in R2 and let Ti, i = 1, 2, 3, 4, be
the four open triangles in which Q is divided by its diagonals. Let µ0 := χQL2 and define the
function v : Q → R2 as the gradient of the convex map max{|x|, |y|}, as in the figure. Set also
u = v⊥, the rotation by π/2 of v, in Q and u = 0 out of Q. Notice that u is orthogonal to
Tanµ(P2(M)), since it holds ∇ · (uµ) = 0.

Set µt := (Id + tv)#µ0 and observe that, for positive t, the support Qt of µt is made of 4
connected components, each one the translation of one of the sets Ti, and that µt = χQtL2.
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It is immediate to check that the velocity vectors of µt are given by vt := v ◦ (Id+ tv)−1, so
that Lip(vt) = t−1 and µt is locally regular in (0, 1), and that the flow maps of µt in (0, 1] are
given by

T(t, s, ·) = (Id+ sv) ◦ (Id+ tv)−1, ∀t, s ∈ (0, 1].

Now, set ut := τ t0(u) = u ◦ T(t, 0, ·) and notice that ut is tangent at µt, because ut is constant
in the connected components of the support of µt. Since ut+h ◦ T(t, t + h, ·) = ut, we obtain
that ut is a parallel transport in (0, 1]. Furthermore, since ut converges to u as t → 0 and
u /∈ Tanµ(P2(M)), there is no way to extend ut to a continuous tangent vector field on the
whole [0, 1]. �

4.4 On the question of stability and the continuity of µ 7→ Pµ

A natural question which arises is the following: suppose that we have a sequence of regular
curves converging (in a sense to be specified) to a limit regular curve, and assume also that a
sequence of parallel transports along these curves is given and that these vector fields converge
to a limit vector field. Is that true that the limit vector field is a parallel transport?

The general answer is no, as we show with an example.

Example 4.16 (The limit vector field may fail to be tangent) Choose any regular
curve (µt) whose velocity vector field (vt) is well defined and smooth in time and space on the
whole M . Also, choose u0 ∈ Tanµ0(P2(M)) such that τ1

0 (u0) /∈ Tanµ1(P2(M)) (it is clear that
such a couple curve-vector exists: that’s why we had to take sequences of projections to be able
to define the parallel transport). Given that (vt) ∈ V(M × [0, 1]), the flow maps T(t, s, ·) of
(µt) are actually well defined and smooth on the whole M . Now choose any sequence n 7→ µn0
of measures with finite support which converges to µ0 w.r.t. W2 and define

µnt := T(0, t, ·)#µn0 .

It is clear that the vt’s are the velocity vector fields of the curves (µnt ), so that these curves are
regular. Also, it is immediate to check that W2(µnt , µt)→ 0 as n→∞ uniformly in t.
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Now find a sequence of vectors un0 ∈ L2
µn0

which converges to u0 (this is always possible - see
e.g. proposition 4.17 below for our case u0 ∈ Tanµ0(P2(M))), and define

unt := τn,t0 (un0 ),

where τn,st are the translation maps along (µnt ). Since µnt has finite support for any n, t, remark
1.33 gives that unt ∈ Tanµnt (P2(M)), thus (unt ) is the parallel transport of un0 along (µnt ).

From the definition of (µnt ) and the fact that un0 strongly converges to u0, it is not hard to
see that that unt = τn,t0 (u0) strongly converges to τ t0(u0) as n→∞.

Therefore we got a sequence of parallel transports which converges to a limit vector field
which is not a parallel transport, as τ1

0 (u0) is not a tangent vector by hypothesis. �

On the other hand, we already noticed in the proof of 4.14 that the parallel transport may
be characterized as those vector fields absolutely continuous, tangent and satisfying

d

dt
〈ut,∇ϕ〉µt =

〈
ut,∇2ϕ · vt

〉
µt
, a.e. t ∈ [0, 1].

Therefore it is clear from the stability of this condition that once a limit vector field exists, is
absolutely continuous and tangent, it has to be a parallel transport.

Thus the big point behind the question of stability is the following: when is it true that limit
of tangent vector fields is tangent?

Let us start with the following general result:

Proposition 4.17 (‘Lower semicontinuity’ of tangent spaces) Let n 7→ µn be a sequence
in P2(M) W2−converging to some µ. Also, let un ∈ Tan⊥µn(P2(M)), n ∈ N and assume that
n 7→ un weakly converges to some u ∈ L2

µ. Then u ∈ Tan⊥µ (P2(M)).
Conversely, for any u ∈ Tanµ(P2(M)), there exists a sequence n 7→ un ∈ Tanµn(P2(M))

strongly converging to it.

Proof To check that u ∈ Tan⊥µ (P2(M)) is equivalent to check that 〈u,∇ϕ〉µ = 0 for any
ϕ ∈ C∞c (M). Since we know that 〈un,∇ϕ〉µn = 0 for every n, the convergence of n 7→ un to u
guarantees that we can pass to the limit in this equality and get the claim.

For the converse, just pick γn ∈ OptTan(µn, µ) and define

L2
µn 3 (u ◦ γn)(x) :=

∫
τv
(
u(expx(v))

)
d(γn)x(v),

where {(γn)x} is the disintegration of γ w.r.t. the projection πM and τv : Texpx(v)
M → TxM is

the parallel transport map along the curve t 7→ expx((1 − t)v). Also, let un := Pµn(u ◦ γn). It
is easy to check that n 7→ u ◦ γn strongly converges to u as n→ +∞, so we only have to prove
that

‖u ◦ γn − Pµn(u ◦ γn)‖µn → 0.
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To this aim, assume for a moment that u = ∇ϕ for some ϕ ∈ C∞c (M) and observe that:

‖∇ϕ ◦ γn − Pµn(∇ϕ ◦ γn)‖µn ≤ ‖∇ϕ ◦ γn −∇ϕ‖µn

≤

√∫ ∣∣τv(∇ϕ(expx(v))
)
−∇ϕ(x)

∣∣2dγn(x, v)

≤ L(∇ϕ)

√∫
d2(expx(v), x)2dγn(x, v)

= L(∇ϕ)W2(µ, µn)→ 0

The general case follows by approximation using the fact the maps u 7→ u ◦ γn − Pµn(u ◦ γn)
are equicontinuous (their norm is bounded by 1). �

Remark 4.18 Approximating a measure µ with measures with finite support µn, it is not
hard to see that for any v ∈ L2

µ we can find a sequence vn ∈ L2
µn = Tanµn(P2(M)) strongly

converging to v. Also, by a standard smoothening argument, it is possible to check that the
approximating measures may be chosen absolutely continuous w.r.t the volume measure and
with smooth density (but still having the support made of several connected components).

Thus, in general, tangent vectors may converge to anything. �

The fact that it may happen that a sequence of tangent vectors may converge to a non-
tangent vector, may be seen as the discontinuity of the projection operator: indeed, choose any
ξ ∈ V(M) and consider the map µ 7→ Pµ(ξ). From the examples we saw it should be clear that
this map is discontinuous if we endow the starting space with the natural topology induced by
W2 and the arriving space with the topology of weak convergence of maps. Before analyzing in
which cases we have continuity, we observe that it holds the following sort of stability result:

Proposition 4.19 Let n 7→ µn be a sequence W2 converging to some µ and let un ∈ L2
µn be a

sequence of vector fields weakly converging to some u ∈ L2
µ. Assume that n 7→ Pµn(un) weakly

converges to some ũ. Then it holds
Pµ(u) = Pµ(µ̃).

Proof Just observe that

〈u,∇ϕ〉µ = lim
n→∞

〈un,∇ϕ〉µ = lim
n→∞

〈Pµn(un),∇ϕ〉µ = 〈ũ,∇ϕ〉µ , ∀ϕ ∈ C∞c (M).

�

Let us now focus on finding some conditions to ensure that limit of tangent vectors is a
tangent vector. From the examples that we saw, we are allowed to guess that in order to avoid
this discontinuity of the projection operator, we should be sure, at least, that the support of
the limit measure is not split along the approximating sequence. While it is clear that we have
continuity of the projection operator on the range of a regular curve (actually we are going to see
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that in this case it is absolutely continuous - see theorem 5.29), the discussion below covers more
general situations.t along the approximating sequence. While it is clear that we have continuity
of the projection operator on the range of a regular curve (actually we are going to see that
in this case it is absolutely continuous - see theorem 5.29), the discussion below covers more
general situations.

We are going to give two sufficient conditions, both of them are phrased for simplicity in the
case M = Rd. It’s not hard to generalize them to the general case of Riemannian manifold, but
a bit wordy, therefore we preferred to avoid it.

Proposition 4.20 (By convolution) Let n 7→ µn ∈ P2(Rd) be a sequence W2−converging
to some µ ∈ P2(Rd). Assume that it holds µn = µ ∗ ρn for some sequence of functions ρn :
Rd → [0,+∞) satisfying

∫
ρn = 1 which weakly converge to δ0 in duality with continuous and

bounded functions (smoothness is not an hypothesis). Let un ∈ Tanµn(P2(M)) be a sequence
weakly converging to some u ∈ L2

µ. Then u ∈ Tanµ(P2(M)).

Proof We will argue by duality. Let w ∈ Tan⊥µ (P2(M)) and define

wn :=
(wµ) ∗ ρn

µn
,

having identified the measure µn with its density w.r.t. the volume measure. It is known that
‖wn‖µn ≤ ‖w‖µ (see lemma 8.1.10 in [2]) and thus it’s not hard to check that n 7→ wn strongly
converges to w.

Observe that for any ϕ ∈ C∞c (Rd) it holds

〈wn,∇ϕ〉µn =
∫
〈(wµ) ∗ ρn,∇ϕ〉 dx =

∫
〈w, (∇ϕ) ∗ ρn〉 dµ =

∫
〈w,∇(ϕ ∗ ρn)〉 dµ = 0,

which means wn ∈ Tan⊥µn(P2(Rd)). It is not hard to prove that the strong convergence of the
wn’s plus the weak convergence of the un’s implies

lim
n→∞

〈wn, un〉µn = 〈w, u〉µ .

From wn ∈ Tan⊥µn(P2(Rd)) and un ∈ Tanµn(P2(Rd)) we get 〈wn, un〉µn = 0 for every n ∈ N.
Therefore

〈w, u〉µ = 0, ∀w ∈ Tan⊥, (P2(Rd))

which is the thesis. �

The second condition was proven was proven in [1] and [10]. It can be regarded as a gener-
alization of theorem 2.13.

Proposition 4.21 (By Lipschitz maps) Let µ, ν ∈ P2(Rd) and let T ∈ L2
µ be a transport

map from µ to ν (not necessarily optimal). Then it holds

‖v ◦ T − Pµ(v ◦ T )‖µ ≤ Lip(T − Id)‖v‖ν , ∀v ∈ Tanν(P2(Rd)). (4.22)
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In particular, assume that n 7→ µn is a sequence in P2(Rd) which converges to some µ w.r.t.
W2. Assume also that there exists a sequence of maps (not necessarily optimal) Tn : Rd → Rd

such that (Tn)#µ = µn for every n ∈ N, ‖Tn − Id‖µ → 0 and Lip(Tn − Id) → 0 as n → ∞.
Then for every sequence n 7→ un ∈ Tanµn(P2(M)) weakly converging to some u ∈ L2

µ, we have
u ∈ Tanµ(P2(M)).

Proof The first claim is equivalent to

‖∇ϕ ◦ T − Pµ(∇ϕ ◦ T )‖µ ≤ ‖∇ϕ‖νLip(T − Id), ∀ϕ ∈ C∞c (Rd). (4.23)

Let us suppose first that T − Id ∈ C∞c (Rd). In this case the map ϕ ◦ T is in C∞c (Rd), too, and
therefore ∇(ϕ ◦ T ) = ∇T t · (∇ϕ) ◦ T belongs to Tanµ(P2(M)). From the minimality properties
of the projection we get:

‖∇ϕ ◦ T − Pµ(∇ϕ ◦ T )‖µ ≤ ‖∇ϕ ◦ T −∇T t · (∇ϕ) ◦ T‖µ

=
(∫
|(I −∇T (x)t) · ∇ϕ(T (x))|2dµ(x)

)1/2

≤
(∫
|∇ϕ(T (x))|2‖∇(Id− T )(x)‖2opdµ(x)

)1/2

≤ ‖∇ϕ‖νLip(T − Id).

Now turn to the general case. Find a sequence (Tn − Id) ⊂ C∞c (Rd) such that Tn → T
uniformly on compact sets and limn Lip(Tn − Id) ≤ Lip(T − Id). It is clear that for such a
sequence it holds ‖T − Tn‖µ → 0, and we have

‖∇ϕ ◦ T − Pµ(∇ϕ ◦ T )‖µ ≤ ‖∇ϕ ◦ T −∇(ϕ ◦ Tn)‖µ
≤ ‖∇ϕ ◦ T −∇ϕ ◦ Tn‖µ + ‖∇ϕ ◦ Tn −∇(ϕ ◦ Tn)‖µ
≤ Lip(∇ϕ)‖T − Tn‖µ + ‖∇ϕ ◦ Tn‖µLip(Tn − Id).

Letting n→ +∞ we get the thesis.
Let us turn to the second statement. Let γn := (Id, Tn)#µ and fix ξ ∈ V(Rd). Observe that

〈un ◦ Tn, ξ〉µ =
∫
〈un(y), ξ(x)〉 dγn(x, y) =

∫
〈un(y), ξ(y)〉 dγn(x, y) +Rn = 〈un, ξ〉µn +Rn,

where the reminder term Rn is bounded by∫
|un(y)||ξ(x)− ξ(y)|dγn(x, y) ≤ ‖un‖µnLip(ξ)‖Tn − Id‖µ,

and therefore,since supn ‖un‖µn <∞ and ‖Tn − Id‖µ → 0, converges to 0. Thus we know that
un◦Tn weakly converges to u in L2

µ. From the first statement and the hypothesis Lip(Tn−Id)→ 0
we know that ‖un ◦ Tn −Pµ(un ◦ Tn)‖µ → 0 as n→∞. Therefore Pµ(un ◦ Tn) ∈ Tanµ(P2(Rd))
weakly converges to u as well. This implies u ∈ Tanµ(P2(Rd)). �
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5 Covariant derivative

In this chapter we introduce the Levi-Civita connection on (P2(M),W2), analyze its properties
and develop a calculus for vector fields along regular curves.

In the first section we show how the notion of parallel transport lead to a natural covariant
differentiation, and we will see that this differentiation is the unique Levi-Civita connection on
(P2(M),W2). In the second one, we introduce the important tensor Nµ which, in a certain
sense, describes precisely the infinitesimal variation of the tangent spaces. Then we pass to the
‘practical’ computation of covariant and total derivatives of some classes of absolutely continuous
vector fields. Finally, we study the problem of the smoothness in time of the operators like Pµt(·)
along a regular curve.

5.1 Levi-Civita connection

From the notion of parallel transport, the one of covariant derivative comes out naturally:

Definition 5.1 (Covariant derivative) Let (µt) be a regular curve, T st the parallel transport
maps along it and (ut) an absolutely continuous tangent vector field along (µt). The covariant
derivative D

dtut along (µt) is defined as:

D

dt
ut := lim

h→0

T tt+h(ut+h)− ut
h

,

where the limit is intended in Tanµt(P2(M)), or equivalently in L2
µt.

Recalling inequality (4.18) it is immediate to verify that the covariant derivative may be equiv-
alently defined as

D

dt
ut = Pµt

(
d

dt
ut

)
,

so that it exists for a.e. t ∈ [0, 1]. Also, the trivial inequality∥∥∥∥Ddt ut
∥∥∥∥
µt

≤
∥∥∥∥ ddtut

∥∥∥∥
µt

,

shows that the covariant derivative is an L1 vector field.

In order to show that this derivative is the Levi-Civita connection on (P2(M),W2), we need
to prove its compatibility with the metric and the torsion free identity.

The compatibility with the metric is a straightforward consequence of the Leibniz rule (3.2).
Indeed for any couple of tangent and absolutely continuous vector fields u1

t , u
2
t it holds:

d

dt

〈
u1
t , u

2
t

〉
µt

=
〈
d

dt
u1
t , u

2
t

〉
µt

+
〈
u1
t ,
d

dt
u2
t

〉
µt

=
〈
Pµt

(
d

dt
u1
t

)
, u2

t

〉
µt

+
〈
u1
t , Pµt

(
d

dt
u2
t

)〉
µt

=
〈
D

dt
u1
t , u

2
t

〉
µt

+
〈
u1
t ,
D

dt
u2
t

〉
µt

.
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To prove the torsion-free identity we consider two regular curves µ1
t , µ

2
t defined on some right

neighborhood of 0 with the same starting point µ = µ1
0 = µ2

0 whose velocity vector fields (v1
t )

and (v2
t ) are continuous. Along these curves, we consider two C1 vector fields (u1

t ) and (u2
t ) ((u1

t )
lies along (µ1

t ) and (u2
t ) along (µ2

t )), such that u2 = v1
0, u1 = v2

0 (the continuity assumption on
the velocity vector fields is necessary to give a meaning to this initial condition). Observe that
with these hypothesis it makes sense to consider the covariant derivative D

dtu
2
t of (u2

t ) along (µ2
t )

at t = 0: for this derivative we write ∇u1
0
u2
t . Similarly for (u1

t ).

Fix ϕ ∈ C∞c and consider the functional µ → Fϕ(µ) :=
∫
ϕdµ. By the continuity equation,

the derivative of Fϕ along u2
t is equal to

〈
∇ϕ, u2

t

〉
µ2
t
, therefore the Leibniz rule (3.2) gives:

u1
0(u2(Fϕ))(µ) =

d

dt

〈
∇ϕ, u2

t

〉
µ2
t
|t=0

=
〈
∇2ϕ · u1, u2

0

〉
µ

+
〈
∇ϕ,∇u1u2

t

〉
µ
.

Subtracting the analogous term u2(u1(Fϕ))(µ) and using the symmetry of∇2ϕ given by equation
(1.3) we get

[u1, u2](Fϕ)(µ) =
〈
∇ϕ,∇u1u2

t −∇u2u1
t

〉
µ
.

Given that the set {∇ϕ}ϕ∈C∞c is dense in Tanµ(P2(M)), the above equation characterizes
[u1, u2](µ) as:

[u1, u2](µ) = ∇u1u2
t −∇u2u1

t , (5.1)

which is the torsion free identity, as desired.
The existence of parallel transport allows to prove the existence of the integral of an L1

tangent vector field, in the same spirit of proposition 3.8:

Proposition 5.2 Let (µt) be a regular curve, (ut) an L1 tangent vector field along it and U0 ∈
Tanµ0(P2(M)). Then there exists a unique vector field (Ut) tangent and absolutely continuous
along (µt) which satisfies {

U0 = U0,
D

dt
Ut = ut, a.e. t ∈ [0, 1].
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Proof (Ut) solves the problem if and only if the vector field (Vt) defined by Vt := T 0
t (Ut) ∈

Tanµ0(P2(M)) solves {
V0 = U0,
d

dt
Vt = T 0

t (ut), a.e. t ∈ [0, 1],

The conclusion follows. �

Remark 5.3 (Equation in the smooth case) If the vector field (ut) is given by the gradient
of a smooth function ϕ ∈ C∞c (M × [0, 1]), i.e. if it holds ut = ∇xϕt for every t, the covariant
derivative is given by:

D

dt
ut = Pµt

(
∂t∇xϕt +∇2

xϕ · vt
)

= ∇x∂tϕt + Pµt
(
∇2
xϕ · vt

)
.

In particular, if ϕ does not depend on time we have:

D

dt
∇ϕ = Pµt

(
∇2ϕ · vt

)
, (5.2)

Remark 5.4 (On the uniqueness of the Levi-Civita connection) The question on
whether the covariant derivative is the unique Levi-Civita connection or not, is subtler than
it seems at a first glance. Indeed, we defined a priori which are the derivable vector fields
by using the maps T(t, s, ·), and after that we defined their derivative using again the maps
T(t, s, ·). This kind of argument may seem a bit ‘circular’.

Actually, we just proved that the covariant derivative we defined is the Levi-Civita connec-
tion, so we may be satisfied with this result. Also, from the algebraic point of view, the existence
of the flow maps and of the associated translation maps seems necessary to start the machine.
Such an existence is ensured by the integrability of the Lipschitz constant of the velocity vector
field, which in turn is also a sufficient condition for the geometric result 2.13 to work.

What is possibly unclear, is the role of the choice of tangent vectors in the definition of
regular curves: a priori it may be non evident where this choice came into play. The short
answer to this question is: in the proof of the torsion-free identity.

To make this point clear, let us assume that to every regular curve (µt) is associated not
only the velocity vector field (vt), but also another vector field (ṽt) (non tangent) for which the
continuity equation is satisfied and for which it holds∫ 1

0
‖ṽt‖2µtdt <∞,∫ 1

0
L(ṽt)dt <∞.

In this situation, we can naturally associate to this new vector field, the flow maps T̃(t, s, ·) and
the translation maps τ̃ st by imitating the analogous definition given for the tangent vector field
(vt). Also, we can then define a vector field (ut) along (µt) to be absolutely continuous with
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respect to the vectors (ṽt) if the map t 7→ τ̃0
t (ut) ∈ L2

µ0
is absolutely continuous. This definition

is possibly non coherent with 3.2, but still meaningful: it is naturally associated to the variant
of the total derivative defined by

d̃

dt
ut := lim

h→0

τ̃ tt+h(ut+h)− ut
h

.

Now observe that in the proof of theorem 2.13 we didn’t use the fact that the translation maps
where associated to tangent vector fields, but only the integrability of the Lipschitz constant.
Thus the analogous of such result holds also for the maps τ̃ st . This means that all the results
of Chapter 4 are valid in this new setting: in particular, there exists natural parallel transport
maps T̃ st : Tanµt(P2(M)) → Tanµs(P2(M)) associated to the ṽt’s along (µt). These maps
are characterized by the fact that for any u ∈ Tanµ0(P2(M)) the vector field t 7→ T̃ t0 (u) ∈
Tanµt(P2(M)) is absolutely continuous w.r.t. the vectors (ṽt), and

d̃

dt
T̃ t0 (u) = 0, a.e. t.

As for the standard parallel transport, one can prove that these maps preserve the scalar product.
Once one has the parallel transport, he can define the covariant differentiation w.r.t. the ṽt’s

by
D̃

dt
ut := Pµt

(
d̃

dt
ut

)
.

Since the maps T̃ st preserve the scalar product, it is immediate to check that this covariant
differentiation is compatible with the metric.

Now assume that the covariant derivative D̃
dt satisfies also the torsion free identity. Then, by

doing the calculations indicated in the Koszul formula, we deduce that the covariant derivatives
have to coincide.

From the equality of covariant derivatives, one would like to conclude that the vector fields
(vt) and (ṽt) are actually equal. We believe that this is true, but we don’t have a proof. Let us
just mention that the conclusion holds at least in the case M = Rd. We report the argument,
due to L.Ambrosio [1]. Consider a vector field of the kind (∇ϕ): by what we just proved we
have

Pµt
(
∇2ϕ · vt

)
=
D

dt
∇ϕ =

D̃

dt
∇ϕ = Pµt

(
∇2ϕ · ṽt

)
,

so that the situation essentially is: we have a measure µ ∈P2(Rd) and two vector fields v, ṽ ∈ L2
µ

such that
Pµ
(
∇2ϕ · (v − ṽ)

)
= 0, ∀ϕ ∈ C∞c (Rd),

and we want to prove that v − ṽ = 0. To prove this, rewrite the above equality as〈
∇2ϕ · (v − ṽ),∇ψ

〉
µ

= 0, ∀ϕ,ψ ∈ C∞c (M), (5.3)
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observe that thanks to the bound
∫
|x|2dµ(x) < ∞ we can take as test functions, functions

whose gradient has linear growth, and choose ϕ(x) := | 〈x, v〉 |2 for some v ∈ Rd. Then equation
(5.3) becomes ∫

〈∇ψ, v〉 〈v − ṽ, v〉 dµ = 0, ∀ψ ∈ C∞c (Rd), v ∈ Rd,

which tells that the symmetric part of the distributional gradient of (v − ṽ)µ is 0. By the Korn
inequality, this means that such distribution has to be a constant. By integrability, this constant
is 0. �

Remark 5.5 (Gradient of a vector field and related notions) Once the covariant
derivative is defined, it is natural to define a notion of gradient of a smooth vector field defined
on the whole P2(M). The only problem is that, up to now, we have a smoothness definition
only for vector fields defined along a curve, and not for vector fields defined everywhere.
Although it would be possible to give such a definition, the analysis results quite heavy: thus
we prefer to restrict the attention to some very specific kind of vector fields, namely those of
the kind µ 7→ ∇ϕ for some fixed ϕ ∈ C∞c (M). In this case, equation (5.2) suggests to define
∇(∇ϕ) : Tanµ(P2(M))→ Tanµ(P2(M)) as:

∇(∇ϕ) · v := Pµ(∇2ϕ · v).

The trivial inequality

‖Pµ(∇2ϕ · v)‖µ ≤ ‖∇2ϕ · v‖µ ≤ L(∇ϕ)‖v‖µ,

shows that the linear operator ∇(∇ϕ) is bounded for every µ ∈P2(M).
Having defined the gradient of a vector field, we can naturally define its divergence as the

trace of the gradient. However, this object is in general not well defined, or attains the value
+∞: the problem is not that much related to the smoothness of the vector field, but rather on
the fact that dimension of the ‘manifold’ is infinite. Indeed, if we try to evaluate the divergence
∇· ∇ϕ of µ 7→ ∇ϕ we get

∇· ∇ϕ :=
∑
i∈N

〈
∇2ϕ · ei, ei

〉
µ
,

where {ei}i∈N is an orthonormal base of Tanµ(P2(M)) (recall that Tanµ(P2(M)) has infinite
dimension as soon as suppµ is infinite). Thus, for instance, if M = RD, µ ∈P2(M) has compact
support and ϕ(x) = |x|2 on the support of µ the above quantity is

∇· ∇ϕ =
∑
i∈N
〈I · ei, ei〉µ =

∑
i∈N
〈ei, ei〉µ =

∑
i∈N

1 = +∞.

For different choices of ϕ, in general nothing ensures that the above sum makes sense at all.
For the same reason, while one can hope to define the Hessian of a functional on P2(M)

(which is perfectly possible, at least, for those functionals of the kind µ 7→
∫
ϕdµ, whose gradient

is µ 7→ ∇ϕ), the Laplacian is in general not well defined.
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The fact that the Laplacian is not well defined creates some limits in the analysis over the
space (P2(M),W2). The first being: if there is no Laplacian, there is no heat equation and
there is no Brownian Motion. Also, the lack of Laplacian implies the lack of volume measure,
as we show now. Indeed, recall that in a Riemannian manifold M̃ , the volume measure vol is
uniquely identified, up to multiplicative constant, by the equation∫

M̃
〈∇ϕ,∇ψ〉 dvol = −

∫
M̃
ψ∆ϕdvol, ∀ϕ,ψ ∈ C∞c (M̃).

We can try to do the same on (P2(M),W2): assume for simplicity that M is compact (so
that P2(M) is compact as well and we can avoid boundary terms in the integration by parts)
and consider the two functionals µ 7→ Fϕ(µ) :=

∫
ϕdµ and the analogous Fψ, for ϕ,ψ ∈ C∞(M).

We are willing to write:∫
P2(M)

〈∇ϕ,∇ψ〉µ dvol(µ) = −
∫

P2(M)
Fψ(µ)∆Fϕ(µ)dvol(µ),

where vol is the hypothetic volume measure on (P2(M),W2). In this formula, we are able to
compute all the terms apart vol and ∆Fϕ = ∇ · ∇ϕ. Thus if the volume measure exists, we
would be able to use this equality to gather informations on, and potentially identify, the value
of ∆Fϕ. However, we already know that ∆Fϕ is not a well defined object. Therefore we must
conclude that the same is true for vol.

I recently had a conversation with K.T.Sturm, who told me that from a more measure-
theoretical approach he came to the same conclusion that both the Laplacian and the volume
measure are not well defined (the measures built in [22] and [23] are not the volume measures
on the space of probability measures).

The fact that two very different approaches (our differential one, and Sturm’s measure-
theoretical one) lead to the same conclusions, strongly suggests that we should stop searching
the Laplacian, the volume measure and the Brownian Motion on (P2(M),W2), and simply
admit that these objects cannot exist. �

Our problem now is how to calculate covariant derivatives. Here we are going to explain
heuristically our strategy for vector fields of the kind (Pµt(ut)), where (ut) is a given abso-
lutely continuous vector fields: in the following two sections we are going to make rigorous the
arguments used here, and to see how they can be used to compute other kind of derivatives.

Thus, let (ut) be an absolutely continuous and not necessarily tangent vector field, and
consider the tangent vector field (Pµt(ut)). Using the tools developed in the previous chapter it
won’t be hard to prove that (Pµt(ut)) is absolutely continuous once (ut) is: for the moment we
skip the proof of this fact, and focus on trying to identify who is its covariant derivative.

We start observing that to know the value of DdtPµt(ut), it is sufficient to know the value of〈
D
dtPµt(ut),∇ϕ

〉
µt

for any ϕ ∈ C∞c (M). Using the Leibniz rule for covariant derivatives (i.e. the
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compatibility with the metric) we know that it holds〈
D

dt
Pµt(ut),∇ϕ

〉
µt

=
d

dt
〈Pµt(ut),∇ϕ〉µt−

〈
Pµt(ut),

D

dt
∇ϕ
〉
µt

=
d

dt
〈Pµt(ut),∇ϕ〉µt−

〈
Pµt(ut),Pµt(∇2ϕ · vt)

〉
µt
.

In order to compute the derivative of 〈Pµt(ut),∇ϕ〉µt , observe that∇ϕ ∈ Tanµt(P2(M)). There-
fore it holds 〈Pµt(ut),∇ϕ〉µt= 〈ut,∇ϕ〉µt for any t. This means that to calculate the derivative
of this function, we can use the Leibniz rule for total derivatives (in this way we got rid of the
problem of differentiating something where the operator Pµt appears) and obtain〈

D

dt
Pµt(ut),∇ϕ

〉
µt

=
d

dt
〈ut,∇ϕ〉µt −

〈
Pµt(ut),Pµt(∇2ϕ · vt)

〉
µt

=
〈
d

dt
ut,∇ϕ

〉
µt

+
〈
ut,

d

dt
∇ϕ
〉
µt

−
〈
Pµt(ut),Pµt(∇2ϕ · vt)

〉
µt

=
〈
d

dt
ut,∇ϕ

〉
µt

+
〈
ut,∇2ϕ · vt

〉
µt
−
〈
Pµt(ut),Pµt(∇2ϕ · vt)

〉
µt

=
〈
d

dt
ut,∇ϕ

〉
µt

+
〈

P⊥µt(ut),P
⊥
µt(∇

2ϕ · vt)
〉
µt
.

This formula identifies the value of DdtPµt(ut) tested against gradient of smooth functions. How-
ever it presents a problem: the appearance of the term ∇2ϕ. Indeed, if DdtPµt(ut) is vector in
Tanµt(P2(M)) (which it is, because (Pµt(ut) is absolutely continuous), it has to have a meaning
its scalar product with any tangent vector, not just with gradients of smooth functions. From
the expression above it is unclear the meaning of P⊥µt(∇

2ϕ · vt) if we want to substitute ∇ϕ with
a generic w ∈ Tanµt(P2(M)).

Here it comes an important observation. Suppose that vt is smooth. Then it holds the
formula

∇(〈∇ϕ, vt〉) = ∇2ϕ · vt + (∇vt)t · ∇ϕ,
and considering this equality as an equality between vectors in L2

µt and taking the projection
onto the normal space, we get

0 = P⊥µt
(
∇2ϕ · vt

)
+ P⊥µt

(
(∇vt)t · ∇ϕ

)
. (5.4)

In this way we ‘transferred’ the spatial derivative from the factor ∇ϕ to vt. Using this equality
in the formula for the covariant derivative of Pµt(ut), we get〈

D

dt
Pµt(ut),∇ϕ

〉
µt

=
〈
d

dt
ut,∇ϕ

〉
µt

−
〈

P⊥µt(ut),P
⊥
µt

(
(∇vt)t · ∇ϕ

)〉
µt
,

which identifies D
dtPµt(ut) as

D

dt
Pµt(ut) = Pµt

(
d

dt
ut −∇vt · P⊥µt(ut)

)
.
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In the following section, we are going to show how to make this calculation rigorous when
the vt’s are not smooth.

5.2 The tensor Nµ
Let us forget for a moment the problem of calculating covariant derivatives, and let us focus on
understanding when the ‘transfer of the spatial derivative’ that we did in formula (5.4) is well
defined.

Motivated by the previous heuristic calculation we introduce the tensor Nµ as the bilinear
operator on [V(M)]2 with values in Tan⊥µ (P2(M)) given by

Nµ(ξ, η) := P⊥µ
(
(∇ξ)t · η

)
, (5.5)

(the letter ‘N’ comes from the fact that the tensor is defined in terms of a projection onto the
Normal space). We want to understand if we can extend this operator to some larger class of
vector fields. A trivial observation is that the smoothness of the second variable is not required
to give a meaning to the expression above; thus certainly Nµ can be defined on V(M) × L2

µ.
Now considering the gradient of 〈ξ(x), η(x)〉 along a certain test vector field η̃ ∈ V(M):

∇〈ξ, η〉 · η̃ = 〈∇ξ · η̃, η〉+ 〈ξ,∇η · η̃〉 ,

we identify ∇〈ξ, η〉 as
∇〈ξ, η〉 = ∇ξt · η +∇ηt · ξ.

Thus, as before, taking the projection onto the normal space at µ we get

Nµ(ξ, η) = −Nµ(η, ξ).

Therefore by (anti-)symmetry Nµ is certainly well defined also on L2
µ ×V(M). In summary, we

proved that there is a natural extension of Nµ(ξ, η) at least to the set of couples of vector fields
in L2

µ for which at least one vector field is smooth. Actually, we are going to prove now that it is
possible to give a meaning to Nµ(ξ, η) also in the case in which one component is just Lipschitz
and the other in L2

µ. This is quite surprising if we think that if the support of µ is small it may
happen that the gradient of a Lipschitz vector field is never defined in the support of µ.

Now we turn to the rigorous definitions.

Definition 5.6 (The Lipschitz-non-Lipschitz set) Let µ ∈ P2(Rd). The set LnLµ is the
subset of [L2

µ]2 of those couples of vector fields (u,w) such that at least one between u and w is
Lipschitz.

We are going to show that Nµ can be extend by continuity to the whole LnLµ: what we need
to clarify is the topology of LnLµ.

To this aim, we introduce the set S of those sequences n 7→ (un, wn) in LnLµ which are
Cauchy sequences in [L2

µ]2 and satisfy

sup
n∈N

{
min{L(un),L(wn)}

}
< +∞.
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It is easy to check that a sequence n 7→ (un, wn) belongs to S if and only if it is a Cauchy
sequence in [L2

µ]2 and for every subsequence, not relabeled, there exists a further extraction
k 7→ (unk , wnk) such that

sup
k∈N

L(unk) < +∞ or sup
k∈N

L(wnk) < +∞,

thus converging sequences are basically Cauchy sequences in [L2
µ]2 for which at least one of the

components is uniformly Lipschitz.
Our aim now is to show that there exists a topology on LnLµ for which converging sequences

are exactly those in S. To do this define, for every n ∈ N, the set

Xn :=
{

(u,w) ∈ L2
µ : L(u) ≤ n or L(w) ≤ n

}
,

and endow it with the topology τn induced by its inclusion in [L2
µ]2. Clearly LnLµ = ∪nXn.

Definition 5.7 (The topology of LnLµ) We endow LnLµ with the inductive limit τ of the
topologies τn on Xn. This means that τ is the strongest topology that lets all of the embeddings
ιn : Xn ↪→ LnLµ be continuous.

It holds the following result.

Proposition 5.8 The space (LnLµ, τ) is an Hausdorff space for which converging sequences
are those belonging to S. Also, a function f : (LnLµ, τ)→ (Y, τ̃) is continuous if and only if so
are the functions ιn ◦ f = f |Xn : (Xn, τn)→ (Y, τ̃).

Proof Let σ be the topology on LnLµ induced by its inclusion in [L2
µ]2. We claim that τ is finer

than σ (and thus in particular is Hausdorff), and that A ∈ τ if and only if A ∩ Xn ∈ τn for
every n ∈ N. The first claim follows from the fact that the embeddings (Xn, τn) ↪→ (LnLµ, σ)
are continuous, and from the fact that τ is by definition the strongest topology for which these
embeddings are continuous. Now take A ∈ τ . Since (ιn)−1(A) = A ∩Xn and ιn is continuous,
we get A ∩Xn ∈ τn for every n ∈ N. Conversely the set identities(⋃

i∈I
Ai

)
∩Xn =

⋃
i∈I

(Ai ∩Xn) ∀n ∈ N,

(A1 ∩A2) ∩Xn = (A1 ∩Xn) ∩ (A2 ∩Xn) ∀n ∈ N,

imply that the set of A’s for which A ∩ Xn ∈ τn for every n ∈ N is a topology. Thus this
topology is τ . From this, it immediately follows that a function on (LnLµ, τ) is continuous if
and only if so are its restrictions to the spaces (Xn, τn).

Now we claim that n 7→ (un, wn) is a τ -converging sequence if and only if it is a σ−converging
sequence and there exists N ∈ N such that (un, wn) ∈ XN for every n ∈ N. The ‘if’ part of
the statement is obvious, so we turn to the ‘only if’. Pick a τ−converging sequence and observe
that since τ is finer than σ, this sequence is σ−converging; therefore we need only to prove that
the sequence is contained in some XN . Arguing by contradiction, it is enough to show that the
image of a sequence n 7→ (un, wn) ⊂ LnLµ such that (un, wn) /∈ Xn is a τ -closed set. But this is
obvious, as the intersection of such image with any Xn is a finite set. The conclusion follows.

�
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It is worth underlying that in the space (LnLµ, τ) the axiom of first countability does not hold.
In particular, this space is not a metric space.

Theorem 5.9 (The tensor Nµ) Let µ ∈P2(M). For any ξ, η ∈ V(M) define

Nµ(ξ, η) = P⊥µ
(
(∇ξ)t · η

)
.

Then the tensor Nµ extends in a unique way to a continuous bilinear antisymmetric tensor,
still denoted by Nµ, to the whole LnLµ, with values in Tan⊥µ (P2(M)). Moreover, it holds the
estimate:

‖Nµ(u,w)‖µ ≤ min
{

L(u)‖w‖µ,L(w)‖u‖µ
}
. (5.6)

Proof To prove existence and continuity of the extension ofNµ to the whole LnLµ, it is sufficient,
by the characterization of continuous functions on (LnLµ, τ), to prove existence and uniqueness
of the continuous extension of Nµ|V(M)∩XN

to XN , for every N ∈ N. Since (XN , τN ) is a

metric space, continuity is equivalent to sequential continuity; thus pick a sequence (ξn, ηn) ∈
V(M) ∩ XN converging in the [L2

µ]2 topology to some (u,w) and observe that up to taking a
subsequence and exchanging, if necessary, the variables, we may assume that L(ξn) ≤ N for
every n ∈ N. Choose η ∈ V(M) and observe that by the bilinearity of Nµ on V(M)2 it holds

‖Nµ(ξn, ηn)−Nµ(ξm, ηm)‖µ ≤ ‖Nµ(ξn, ηn − η)‖µ + ‖Nµ(ξn − ξm, η)‖µ + ‖Nµ(ξm, ηm − η)‖µ
≤ L(ξn)‖ηn − η‖µ + ‖ξn − ξm‖µL(η) + L(ξm)‖ηm − η‖µ,

(5.7)

so that we get

lim
n→∞

lim
m→∞

‖Nµ(ξn, ηn)−Nµ(ξm, ηm)‖µ ≤ lim
n

L(ξn)‖w − η‖µ ≤ N‖w − η‖µ.

Letting η tend to w in the L2
µ norm, and observing that this argument does not depend on

the subsequence chosen, we obtain that n 7→ Nµ(ξn, ηn) is a Cauchy sequence whenever n 7→
(ξn, ηn) ∈ XN is. Thus Nµ extends uniquely to a continuous function on LnLµ. The fact that
Nµ is bilinear, antisymmetric and with values in Tan⊥µ (P2(M)) is obvious by continuity.

It remains only to prove (5.6). To this aim, by antisymmetry it is sufficient to prove that

‖Nµ(u,w)‖µ ≤ L(u)‖w‖µ,

holds whenever L(u) <∞. Choose ξ, η ∈ V(M). From the inequality

‖Nµ(ξ, η)‖µ = ‖P⊥µ ((∇ξ)t · η)‖µ ≤ ‖(∇ξ)t · η‖µ ≤ L(ξ)‖η‖µ,

we get that the bound (5.6) holds for smooth vector fields. Now pick u,w ∈ L2
µ such that

L(u) <∞. By definition of L(u), we know that there exists a sequence (ξn) ⊂ V(M) such that
L(ξn) → L(u) and ‖ξn − u‖µ → 0 as n → ∞. Consider also a sequence (ηn) ⊂ V(M) such that
‖ηn − w‖µ → 0. The conclusion follows by letting n go to infinity in

‖Nµ(ξn, ηn)‖µ ≤ L(ξn)‖ηn‖µ.

�
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Remark 5.10 (Something has to be Lipschitz) A priori, it is possible to think that the
tensor Nµ can be rigorously defined, or at least makes heuristically sense in the whole [L2

µ]2,
as it may be that there is some approximation process, smarter than the one proposed in
inequalities (5.7), that lead to a good definition of Nµ on [L2

µ]2. Although we cannot disprove
this, we strongly believe that such a generalization is not possible. We believe this, because some
kind of Lipschitz condition on the vector fields comes out from two very different situations:

• in theorem 2.13 (based on proposition 2.10) to give a quantitative bound on the ‘variation
of tangent spaces’,

• here, in the definition of Nµ.

Also, we already know that when we forget about Lipschitz conditions on vector fields ‘something
goes wrong’: namely, the parallel transport doesn’t exist.

Therefore, in the author’s humble opinion, this Lipschitz conditions that appear here and
there are not ad hoc hypothesis, but rather symptomatic of true geometrical obstructions2. �

A standard approximation argument shows that that the equality

Nµ(u,w) = P⊥µ
(
∇u · w

)
,

holds for any u,w ∈ L2
µ such that L(u) <∞ and u is differentiable µ−a.e.. However, as already

noticed, since we are making no assumption on µ, it may happen that a Lipschitz vector field u
is not µ−a.e. differentiable: still, it makes sense the object Nµ(u,w) for any w ∈ L2

µ.

Definition 5.11 (The operators Ov (·) and O∗v (·)) Given v ∈ L2
µ Lipschitz, the map w 7→

Nµ(v, w) is a continuous map from L2
µ into itself with norm bounded by L(v). We will denote

this map with Ov (·), so that Nµ(v, w) = Ov (w) for any v, w ∈ L2
µ with L(v) < ∞. We will

use the notation Nµ(v, w) when we want to highlight the (anti-)symmetry of the expression, and
Ov (w) when we know that the vector v is Lipschitz. Also, we will denote by O∗v (·) : L2

µ → L2
µ

the adjoint map of Ov (·): i.e., for any w ∈ L2
µ, the vector O∗v (w) ∈ L2

µ is defined by

〈O∗v (w) , u〉µ = 〈w,Ov (u)〉µ , ∀u ∈ L2
µ.

As for Ov (·), the norm of O∗v (·) is bounded by L(v). When v is smooth, the operator O∗v (·)
reads as

w 7→ ∇vt · P⊥µt(w).

2up to our understanding, it is possible only a small enlargement of the domain of definition of Nµ, which passes
through a different definition of Lipschitz constant. Define L̃µ(ξ) := supx∈supp(µ) ‖∇ξ(x)‖op for ξ ∈ V(M) and

then L̃µ(v) for arbitrary v ∈ L2
µ by lower semicontinuous relaxation. Then, with the same process it is possible to

see that Nµ can be defined on the set of couples (u, v) for which L̃(u) <∞ or L̃(v) <∞. The difference between
the constant L(ξ) and L̃(ξ) relies on the set on which we are taking the supremum: in the first case it is the
whole M , in the second only the support of µ. It is not hard to check that there exists measures µ and vectors
v ∈ L2

µ such that L(v) = +∞ and L̃(v) = 0, so that this new approach would actually lead to a generalization of
the definition of Nµ. However, neither the Cauchy-Lipschitz theorem 2.6, nor the proposition 2.10 work with this
kind of Lipschitz constant, thus we preferred to avoid its introduction and to keep, also for the definition of Nµ
the ‘classical’ Lipschitz constant
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There is a little abuse of notation in the definition of the operators Ov (·) and O∗v (·), as we lost
the reference to the measure µ, which of course plays a role in the definition. However, hopefully,
in what follows the context should always clarify the measure, and leave no ambiguity.

Notice that by the properties of Nµ, for a fixed u ∈ L2
µ, the maps v 7→ Ov (u) and v 7→ O∗v (u)

are continuous in v w.r.t. convergence in L2
µ plus uniform bound on the Lipschitz constant.

Observe that the adjoint of the operator Ov
(
P⊥µt(·)

)
= P⊥µt(Ov

(
P⊥µt(·)

)
) is the operator

P⊥µt(O
∗
v

(
P⊥µt(·)

)
) = P⊥µt(O

∗
v (·)). In general, these two operators are different, however, if the

vector field v is of the form ∇ϕ, from the symmetry of ∇2ϕ we have〈
P⊥µ
(
∇2ϕ · P⊥µ (u1)

)
, u2

〉
µ

=
〈
u1,P⊥µ

(
∇2ϕ · P⊥µ (u2)

)〉
µ
, ∀u1, u2 ∈ L2

µ,

so that actually it holds
O∇ϕ

(
P⊥µ (·)

)
= P⊥µ (O∗∇ϕ (·)).

It is then natural to think that the vectors v ∈ L2
µ such that

Ov
(

P⊥µ (·)
)

= P⊥µ (O∗v (·)), (5.8)

are precisely the vectors which are both Lipschitz and tangent: we will call vectors v for which
the above is true, vectors with symmetric gradient.

We don’t know whether Lipschitz tangent vector fields have symmetric gradients or not.
What creates difficulties are situations like the one of example 2.4: indeed in that case the
tangent vector field may be smooth, but its gradient can be not symmetric. Still, in that case
the tangent space coincides with the L2

µ space, so that the tensor Nµ is identically 0 and equation
(5.8) is still satisfied.

What we can prove is that the velocity vector field of a geodesic in Pc(M) have symmetric
gradient. The result heavily relies on corollary 2.22.

Proposition 5.12 (Symmetry of ∇vt along a geodesic) Let (µt) ⊂ Pc(M) be a geodesic.
Then for every t ∈ (0, 1) it holds

Ovt
(

P⊥µt(·)
)

= P⊥µt(O
∗
vt (·)).

Proof Fix t ∈ (0, 1). By corollary 2.22 we know that there exists a sequence of smooth functions
(φnt ) ⊂ C∞c (M) such that

lim
n→∞

‖∇φnt − vt‖µt = 0,

sup
n→∞

L(∇φnt ) <∞.

Now choose u1, u2 ∈ L2
µt . Since φnt is smooth for every n, we know that it holds〈

P⊥µt
(
∇2φnt · P⊥µt(u

1)
)
,P⊥µt(u2)

〉
µt

=
〈

P⊥µt(u
1),P⊥µt

(
∇2φnt · P⊥µt(u2)

)〉
µt
,

and since the sequence (∇φnt ) converges to vt and has uniformly bounded Lipschitz constant,
the above equation passes to limit as n goes to ∞ and we get the thesis. �
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Remark 5.13 (The case M = Rd) Thanks to remark 2.23, the same conclusion of the above
proposition holds in the Euclidean case, regardless of any compactness assumption on the sup-
ports of µt. �

5.3 Calculus of derivatives

Here we calculate the total and covariant derivative of some basic kind of vector fields. Our
first goal is to study the vector field (Pµt(ut)) for a given (ut) absolutely continuous and not
necessarily tangent. The curve (µt) will be a fixed regular curve with velocity vector field (vt).

Recall that since (µt) is regular, for any bounded vector field (ut), the vector field

t 7→ Nµt(ut, vt) = −Ovt (ut)

is well defined for a.e. t ∈ [0, 1] and, due to inequality ‖Nµt(ut, vt)‖µt ≤ L(vt)‖ut‖µt , is an L1

vector field. The same is true for the vector field

t 7→ O∗vt (ut) .

The discussion of the previous section allows us to compute the covariant derivative of
(Pµt(ut)):

Theorem 5.14 Let (ut) be an absolutely continuous (not necessarily tangent) vector field along
(µt). Then the vector field (Pµt(ut)) is absolutely continuous as well and its covariant derivative
is given by

D

dt
Pµt(ut) = Pµt

(
d

dt
ut −O∗vt (ut)

)
.

Proof We start by proving the absolute continuity of (Pµt(ut)). Choose t < s ∈ [0, 1] and recall
equations (4.11) to get:∥∥τ ts(Pµs(us))− Pµt(ut)

∥∥
µt
≤
∥∥∥τ ts(Pµs(us))− Pµt

(
τ ts
(
Pµs(us)

))∥∥∥
µt

+
∥∥∥Pµt

(
τ ts
(
Pµs(us)

))
− Pµt

(
τ ts(us)

)∥∥∥
µt

+
∥∥Pµt

(
τ ts(us)

)
− Pµt(ut)

∥∥
µt

≤
∥∥∥P⊥µt

(
τ ts
(
Pµs(us)

))∥∥∥
µt

+
∥∥∥Pµt

(
τ ts
(
P⊥µs(us)

))∥∥∥
µt

+
∥∥τ ts(us)− ut∥∥µt

≤ 2NC
∫ s

t
L(vr)dr +

∫ s

t

∥∥∥∥ ddrur
∥∥∥∥
µr

dr,

where N := supt∈[0,1] ‖ut‖µt and C := e
∫ 1
0 L(vt)dt − 1. Thus (Pµt(ut)) is absolutely continuous.

Now we compute the covariant derivative by doing the same calculations we did at the end
of the first section of this Chapter: now that we understood the domain of definition and the
behavior of Nµ we can give a rigorous justification to them. Let ϕ ∈ C∞c (M), consider the
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absolutely continuous and tangent vector field (∇ϕ) and recall the Leibniz rule for covariant
and total derivatives to get

d

dt
〈Pµt(ut),∇ϕ〉µt =

〈
D

dt

(
Pµt(ut)

)
,∇ϕ

〉
µt

+
〈

Pµt(ut),
D

dt
∇ϕ
〉
µt

,

d

dt
〈ut,∇ϕ〉µt =

〈
d

dt
ut,∇ϕ

〉
µt

+
〈
ut,

d

dt
∇ϕ
〉
µt

,

Since (∇ϕ) is tangent, it holds 〈Pµt(ut),∇ϕ〉µt = 〈ut,∇ϕ〉µt for every t ∈ [0, 1], thus the left
hand sides of the above equations are equal for a.e. t ∈ [0, 1]. From the equality of the right
hand sides we get〈

D

dt

(
Pµt(ut)

)
,∇ϕ

〉
µt

=
〈
d

dt
ut,∇ϕ

〉
µt

+
〈
ut,

d

dt
∇ϕ
〉
µt

−
〈

Pµt(ut),
D

dt
∇ϕ
〉
µt

=
〈
d

dt
ut,∇ϕ

〉
µt

+
〈

P⊥µt(ut),P
⊥
µt

(
d

dt
∇ϕ
)〉

µt

=
〈
d

dt
ut,∇ϕ

〉
µt

+
〈

P⊥µt(ut),P
⊥
µt

(
∇2ϕ · vt

)〉
µt

=
〈

Pµt

(
d

dt
ut

)
,∇ϕ

〉
µt

−
〈

P⊥µt(ut),Ovt (∇ϕ)
〉
µt

=
〈

Pµt

(
d

dt
ut −O∗vt (ut)

)
,∇ϕ

〉
µt

,

and the conclusion follows from the arbitrariness of ϕ ∈ C∞c (M). �

This theorem has important consequences in terms of description of the geometry of
(P2(M),W2). The first is given in the next theorem, where we compute the difference be-
tween the total and the covariant derivative of a tangent and absolutely continuous vector field.

Theorem 5.15 Let (µt) be a regular curve, (vt) its velocity vector field and (ut) a tangent and
absolutely continuous vector field. Then it holds

d

dt
ut =

D

dt
ut −Ovt (ut)

Proof Let (wt) be an arbitrary absolutely continuous vector field, not necessarily tangent.
Observe that we have

d

dt
〈ut, wt〉µt =

〈
d

dt
ut, wt

〉
µt

+
〈
ut,

d

dt
wt

〉
µt

,

d

dt
〈ut,Pµt(wt)〉µt =

〈
D

dt
ut,Pµt(wt)

〉
µt

+
〈
ut,
D

dt
Pµt(wt)

〉
µt

.

Since (ut) is tangent, we have 〈ut, wt〉µt = 〈ut,Pµt(wt)〉µt for any t ∈ [0, 1], therefore the left
hand sides of the above equations are equal. From the equality of the right hand sides and
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theorem 5.14 we get〈
d

dt
ut −

D

dt
ut, wt

〉
µt

=
〈
d

dt
ut −

D

dt
ut,P⊥µt(wt)

〉
µt

= −
〈
ut,

d

dt
wt −

D

dt
Pµt(wt)

〉
µt

= −
〈
ut,Pµt

( d
dt
wt

)
− D
dt

Pµt(wt)
〉
µt

= −
〈
ut,O∗vt (wt)

〉
µt

= −〈Ovt (ut) , wt〉µt

And the conclusion follows by the arbitrariness of (wt). �

Remark 5.16 (The operator d
dt −

D
dt ) Observe that what a consequence of the above theo-

rem, is the fact that that the map (ut) 7→ d
dtut −

D
dtut is a zero order map, rather then a first

order one: indeed the result of this difference does not depend on any derivative of (ut) but just
on its value at the time t. This could have been guessed also from the following calculation: let
f : [0, 1]→ R a smooth function, and consider the vector field (f(t)ut). Then we have

d

dt
(f(t)ut)−

D

dt
(f(t)ut) = f ′(t)ut + f(t)

d

dt
ut − f ′(t)ut − f(t)

D

dt
ut = f(t)

(
d

dt
ut −

D

dt
ut

)
,

which suggest that d
dtut−

D
dtut is a tensor in ut (as it actually is). This fact is not surprising, as

a similar thing happens in the classical case of Riemannian manifolds embedded in some higher
dimensional Riemannian structure, where the difference between the derivative in the ambient
space and the covariant derivative produces a tensor in the object being derivated.

However, there is an important difference with the classical case: to see which one, let us
write the statement of the above theorem as

d

dt
ut −

D

dt
ut = Nµt(ut, vt).

Thus the difference between the total derivative and the covariant one is an antisymmetric
operator. In the case of a Riemannian manifold embedded in some higher dimensional manifold,
the difference between the derivative in the ambient space and the covariant derivative is actually
a symmetric (!) operator, not an antisymmetric one (see e.g. Chapter 6.2 of [6]). Given that we
built the second order theory on (P2(M),W2) on the analogy of an embedded manifold, this
difference is a bit strange.

Up to our understanding, the point here is simply that there is no true ambient manifold on
which (P2(M),W2) is embedded: the analogy stops at this point. If one tries, for instance, to
follow the proof of proposition 2.1 of Chapter 6 of [6] (the one in which symmetry is proven), he
discovers that some of the objects introduced in the calculations are meaningless in our setting:
namely, there is no way to define the (analogous of the) Lie Bracket of two vector fields defined
in the (non existing) ambient space. �
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Remark 5.17 (Infinitesimal variation of vector fields) If we apply the previous theorem
to the vector field ut := T t0 (u), where u ∈ Tanµ0(P2(M)) and T st are the parallel transport
maps along (µt) we get

d

dt
T t0 (u) = Nµt(T t0 (u), vt).

Therefore we see that the tensor Nµt here is describing ‘how the tangent space is varying along
(µt)’. This is why we said at the beginning of the chapter that the tensor Nµ describes the
infinitesimal variation of the tangent spaces. �

A direct consequence of the last two theorems are the formulas for the total derivatives of
Pµt(ut) and P⊥µt(ut):

Proposition 5.18 Let (µt) be a regular curve, (vt) its velocity vector field and (ut) an absolutely
continuous vector field along it. Then both (Pµt(ut)) and (P⊥µt(ut)) are absolutely continuous and
their total derivatives are given by:

d

dt
Pµt(ut) = Pµt

(
d

dt
ut −O∗vt (ut)

)
−Ovt (Pµt(ut)) , (5.9a)

d

dt
P⊥µt(ut) = P⊥µt

(
d

dt
ut

)
+ Pµt

(
O∗vt (ut)

)
+Ovt (Pµt(ut)) . (5.9b)

Proof The absolute continuity of (Pµt(ut)) was already established in theorem 5.14; the formula
for its total derivative then follows from 5.15.

The fact that (P⊥µt(ut)) is absolutely continuous follows from ut = Pµt(ut) + P⊥µt(ut); the
formula for its derivative comes differentiating this trivial identity. �

Now we pass to calculus of the total derivative of (Nµt(ut, wt)) for given absolutely contin-
uous vector fields (ut), (wt). Let us observe that in order to obtain the absolute continuity of
(Nµt(ut, wt)) we will need to impose some additional condition on either (ut) or (wt): to under-
stand why, observe - just at an heuristic level - that for the total derivative of (Nµt(ut, wt)) we
expect something like

d

dt
Nµt(ut, wt) = Nµt

(
d

dt
ut, wt

)
+Nµt

(
ut,

d

dt
wt

)
+

 some tensor - which we may think
as the derivative of Nµt -
applied to the couple (ut, wt)

 .

Forget about the last object and look at the first two addends: given that the domain of definition
of Nµt is not the whole [L2

µt ]
2, in order for the above formula to make sense, we should ask that

in each of the couples ( ddtut, wt) and (ut, ddtwt), at least one vector is Lipschitz. We will assume
that {

∫ 1
0 L(ut)dt <∞ and

∫ 1
0 L( ddtut)dt < +∞ }.

Having said this, we may turn to the precise formula. Let us just mention that when
everything is smooth, the derivative of Nµt(ξt, ηt) may be written as

d

dt
P⊥µt
(
∇ξt · ηt

)
= P⊥µt

((
∇ d
dt
ξt

)t
· ηt
)

+ P⊥µt

(
∇ξtt ·

(
∇ d
dt
ηt

))
− P⊥µt

(
R(ξt, ηt)vt

)
− P⊥µt

(
∇vt

t · P⊥µt(∇ξ
t
t · ηt)

)
+ Pµt

(
∇vt · P⊥µt(∇ξ

t
t · ηt)

)
,
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where of course the total derivative of (ξt) and (ηt) may be computed by formula (3.3).
In particular, the curvature tensor R appears; let us spend two words on it. Given µ ∈

P2(M) and three vector fields u1, u2, u3 ∈ L2
µ, we may consider the vector field R(u1, u2)u3,

which is well defined µ-a.e. by x 7→ R(u1(x), u2(x))u3(x). The question is: how do we know that
R(u1, u2)u3 belongs to L2

µ? In general, if µ /∈ Pc(M) we don’t have an answer, as the curvature
tensor may be not uniformly bounded on the support of µ. If µ has compact support, then from
the inequality

|R(u1(x), u2(x))u3(x)| ≤ C(supp(µ))|u1(x)||u2(x)||u3(x)|,

we can conclude that R(u1, u2)u3 ∈ L2
µ if we know that two of the three vector fields u1, u2, u3

are (essentially) bounded. In the next lemma we show how the essential bound follows from
the Lipschitz condition (recall that for Lipschitz vector fields defined on measures with compact
support the essential bound is a true bound - see also definition 2.2).

Lemma 5.19 Let (µt) ⊂ Pc(M) be a regular curve and (ut) an L1 vector field along it. Then
it holds

S(ut) ≤ L(ut)D + ‖ut‖µt , ∀t ∈ [0, 1], (5.10)

D being the diameter of ∪t supp(µt).
Also, if (ut) is absolutely continuous and

∫ 1
0 L( ddtut)dt <∞, then

sup
t∈[0,1]

S(ut) ≤ S(u0) +D

∫ 1

0
L
(
d

ds
us

)
ds+N, (5.11)

where N := supt∈[0,1] ‖ut‖µt.

Proof Recall that for Lipschitz vector field we assume that we are dealing with its continuous
representative. Fix t ∈ [0, 1] and x ∈ supp(µt). A simple approximation argument shows that

|ut(y)| ≤ |ut(x)|+ L(ut)d(x, y),

thus we have S(ut) ≤ |ut(x)|+ L(ut)D, and hence, by integration

S(ut) ≤ L(ut)D +
∫
|ut(x)|dµ(x) ≤ L(ut)D + ‖ut‖µt .

For the second claim, observe that considering the vector field t 7→ τ0
t (ut) ∈ L2

µ0
it is

immediate to verify that

S(ut) ≤ S(u0) +
∫ t

0
S
(
d

ds
us

)
ds,

therefore using (5.10) we obtain

S(ut) ≤ S(u0) +
∫ 1

0
S
(
d

ds
ut

)
ds ≤ S(u0) +D

∫ 1

0
L
(
d

ds
us

)
ds+N, ∀t ∈ [0, 1]

�
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Lemma 5.20 Let (µt) ⊂ P2(M) be a regular curve and (ut) an absolutely continuous vector
field satisfying

∫ 1
0 L(ut)dt <∞ and

∫ 1
0 L( ddtut)dt <∞. Then it holds

sup
t∈[0,1]

L(ut) <∞.

Proof Let ut := τ0
t (ut) ∈ L2

µ0
. It is immediate to verify that

L(ut) ≤ L(ut)Lip
(
T(0, t, ·)

)
,

L(
d

dt
ut) ≤ L

( d
dt
ut

)
Lip
(
T(0, t, ·)

)
,

(5.12)

so that
∫ 1
0 L(ut)dt < ∞ and

∫ 1
0 L
(
d
dtut

)
dt < ∞. For the vector field t 7→ ut ∈ L2

µ0
is is obvious

that

L(ut) ≤ L(us) +
∫ s

t
L
( d
dt
ur

)
dr ≤ L(us) +

∫ 1

0
L
( d
dt
ur

)
dr, ∀t < s ∈ [0, 1]

and similarly for t > s, therefore integrating over s we obtain

L(ut) ≤
∫ 1

0
L(us)ds+

∫ 1

0
L
( d
dt
ur

)
dr <∞,

which provides a uniform bound on L(ut). The conclusion follows from

L(ut) ≤ L(ut)Lip
(
T(t, 0, ·)

)
.

�

Theorem 5.21 Let (µt) ⊂ Pc(M) be a regular curve and (ut), (wt) two absolutely continuous
vector fields along it. Assume that

∫ 1
0 L(ut)dt <∞ and

∫ 1
0 L( ddtut)dt < +∞. Then (Nµt(ut, wt))

is absolutely continuous and it holds:

d

dt
Nµt(ut, wt) =Nµt

(
d

dt
ut, wt

)
+Nµt

(
ut,

d

dt
wt

)
− P⊥µt

(
R(ut, wt)vt

)
+Nµt

(
Nµt(ut, wt), vt

)
+ Pµt

(
O∗vt (Nµt(ut, wt))

)
.

(5.13)

Proof The delicate point we need to take care of, and which prevents us from applying directly
formula (5.9b) to the vector field P⊥µ (∇ut

t ·wt), is the fact that ∇ut
t ·wt is not a well defined vector

in L2
µt . What makes sense is only its projection onto the Normal space. Therefore, we proceed

by first proving the formula for smooth vector fields, and then arguing by approximation.
Step 1: why the formula works. Let ξ, η ∈ V(M), µ ∈ Pc(M) and v ∈ L2

µ a Lipschitz
vector field. We claim that it holds:

P⊥µ
(
∇
(
∇ξt · η

)
· v
)

+Ov
(

Pµ(∇ξt · η)
)

= Nµ
(
∇ξ · v, η

)
+Nµ

(
ξ,∇η · v

)
− P⊥µ

(
R(ξ, η)v

)
−Ov (Nµ(ξ, η)) .

(5.14)
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Start observing that both sides are continuous in v w.r.t. convergence in L2
µ plus uniform bound

on the Lipschitz constant. Thus we may assume v ∈ V(M).
Now, to prove the formula, we need to identify the value of ∇

(
∇ξt · η

)
· v. In order to do so,

choose an auxiliary vector field η̃ ∈ V(M) and observe that it holds:〈
∇
(
∇ξt · η

)
· v, η̃

〉
= ∇

〈
∇ξt · η, η̃

〉
· v −

〈
∇ξt · η,∇η̃ · v

〉
= ∇〈η,∇ξ · η̃〉 · v − 〈η,∇ξ · ∇η̃ · v〉
= 〈∇η · v,∇ξ · η̃〉+ 〈η,∇(∇ξ · η̃) · v〉 − 〈η,∇ξ · ∇η̃ · v〉
= 〈∇η · v,∇ξ · η̃〉+

〈
η,∇2ξ(η̃, v)

〉
.

(5.15)

We want to get rid of the term involving ∇2ξ. Observe that〈
∇ (∇ξ · v)t · η, η̃

〉
= 〈η,∇ (∇ξ · v) · η̃〉
=
〈
η,∇2ξ(v, η̃) +∇ξ · ∇v · η̃

〉
=
〈
η,∇2ξ(η̃, v)

〉
+ 〈R(v, η̃)ξ, η〉+ 〈η,∇ξ · ∇v · η̃〉 .

Substitute the value of
〈
η,∇2ξ(η̃, v)

〉
just found in (5.15) and use the arbitrariness of η̃ to get

∇
(
∇ξt · η

)
· v = ∇(∇ξ · v)t · η +∇ξt · ∇η · v −R(ξ, η)v −∇vt · ∇ξt · η.

Taking the projection of both members onto the normal space at µ and observing that

P⊥µ (∇vt · ∇ξt · η) = P⊥µ
(
∇vt · Pµ(∇ξt · η)

)
+ P⊥µ

(
∇vt · P⊥µ (∇ξt · η)

)
we get equation (5.14).

Step 2: rigorous justification for smooth vector fields. Let us come back to our
derivative along the regular curve (µt). Assume that the vector fields (ut) and (wt) are of the
form (ξ), (η) respectively for some ξ, η ∈ V(M). Since ∇ξt · η ∈ V(M), by proposition 5.18
we know that (P⊥µt(∇ξ

t · η)) is an absolutely continuous vector field along (µt). Apply formula
(5.9b) to get that for a.e. t ∈ [0, 1] it holds

d

dt
P⊥µt(∇ξ

t · η) = P⊥µt
(
∇(∇ξt · η) · vt

)
+ Pµt

(
O∗vt

(
∇ξt · η

) )
+Ovt

(
Pµ(∇ξt · η)

)
.

Since vt is Lipschitz for a.e. t ∈ [0, 1], applying equation (5.14) we get (5.13).
Thus the thesis is proved for vector fields of the kind (ξ), (η). It is immediate to verify that

more generally, the formula holds for vector fields of the kind (ξt), (ηt) ∈ V(M×[0, 1]) (we avoided
time dependency in our calculations just to focus on the most important aspects of the proof).
Step 3: first passage to the limit. Let (ut) be given as in the hypothesis of the theorem,
and (ηt) ∈ V(M × [0, 1]). Use proposition 3.21 to find a sequence n 7→ (ξnt ) ∈ V(M × [0, 1]) such
that ‖ξnt − ut‖µt → 0 as n → ∞ uniformly in t, t 7→

∥∥ d
dtξ

n
t

∥∥
µt

converges to t 7→
∥∥ d
dtut

∥∥
µt

as
n→∞ in L1(0, 1) and t 7→ L(ξnt ) converges to t 7→ L(ut) as n→∞ in L1(0, 1). Also, it is easy
to check that we can choose ξn0 such that S(ξn0 )→ S(u0) (the fact that S(u0) <∞ follows from
lemmata 5.20 and 5.19).
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From the result of the previous step we know that (Nµt(ξnt , ηt)) is an absolutely continuous
vector field for every n ∈ N. Also, we know that Nµt(ξnt , ηt) → Nµt(ut, ηt) for every t ∈ [0, 1]
as n → ∞ and that the derivative of Nµt(ξnt , ηt) converges pointwise to the right hand side of
(5.13) with wt = ηt. Therefore, in order to prove formula (5.13) for the couple (ut, ηt) we need
only to show that the sequence of derivatives n 7→ ( ddtNµt(ξ

n
t , ηt)) is dominated in L1(0, 1).

Let K be a compact set containing ∪t supp(µt) and observe that we have the bound∥∥∥∥ ddtNµt(ξnt , ηt)
∥∥∥∥
µt

≤
∥∥∥∥ ddtξnt

∥∥∥∥
µt

L(ηt)︸ ︷︷ ︸
(A)

+ ‖ξnt ‖µtL
(
d

dt
ηt

)
︸ ︷︷ ︸

(B)

+ C(K)S(ξnt )‖ηt‖µtS(vt)︸ ︷︷ ︸
(C)

+2 L(vt)‖ξnt ‖µtL(ηt)︸ ︷︷ ︸
(D)

.
(5.16)

We are going to show that each of the 4 addends is dominated as function of t uniformly in n.
(A) This is obvious, as supt L(ηt) <∞ and n 7→ (‖ ddtξ

n
t ‖µt) converges to (‖ ddtut‖) in L1(0, 1).

(B) The fact that ‖ξnt ‖µt → ‖ut‖µt uniformly on t and the continuity of (ut) gives that first
factor is uniformly bounded in t, n. For the second observe that

L
(
d

dt
ηt

)
= L (∂tηt +∇ηt · vt) ≤ L(∂tηt) + C̃S(vt) + L(ηt)L(vt),

where C̃ is a uniform bound on the second order derivatives of ηt. By smoothness we have
supt{L(∂tηt),L(ηt)} < +∞ and by the bound (5.10) and the fact that

∫ 1
0 L(vt)dt <∞ we have∫ 1

0 S(vt)dt <∞. Thus we have that
∫ 1
0 L( ddtηt)dt <∞ and the conclusion.

(C) By the bound (5.11) we have

sup
t∈[0,1]

S(ξnt ) ≤ S(ξn0 ) +N +D

∫ 1

0
L(
d

ds
ξns )ds,

for some N,D independent on n (recall that ‖ξnt ‖µt converges to ‖ut‖µt uniformly on t). By
smoothness, it holds

sup
t∈[0,1]

‖ηt‖µt <∞,

and, as before by (5.10), we have∫ 1

0
S(vt)dt ≤ D

∫ 1

0
L(vt)dt+

∫ 1

0
‖vt‖µtdt <∞.

The conclusion follows from the fact that (L( ddtξ
n
t )) converges to (L( ddtut)) in L1(0, 1) and

S(ξn0 )→ S(u0).
(D) We already noticed that supn,t ‖ξnt ‖µt <∞, that supt ‖ηt‖µt <∞ and that

∫ 1
0 L(vt)dt <

∞. There is nothing more to add.
Step 4: second passage to the limit. Use proposition 3.20 to find a sequence n 7→ (ηnt ) ∈

V(M × [0, 1]) which converges to (wt) in the sense that: ‖ηnt − wt‖µt → 0 as n→∞ uniformly
on t, and the sequence of functions t 7→ ‖ ddtη

n
t ‖µt converges to t 7→ ‖ ddtwt‖µt in L1(0, 1).
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Arguing as before, we need only to show that n 7→ (‖ ddtNµt(ut, η
n
t )‖µt) is a dominated

sequence in L1(0, 1). By the result of the previous step we know that (Nµt(ut, ηnt )) is absolutely
continuous and that its derivative is given by formula (5.13), thus we know that∥∥∥∥ ddtNµt(ut, ηnt )

∥∥∥∥
µt

≤ L
(
d

dt
ut

)
‖ηnt ‖µt + L(ut)

∥∥∥∥ ddtηnt
∥∥∥∥
µt

+ C(K)S(ut)‖ηnt ‖µtS(vt) + 2L(vt)L(ut)‖ηnt ‖µt .

With arguments similar to those used in the previous step we know that supn,t ‖ηnt ‖µt < ∞,
that supt S(ut) < ∞ and that the function t 7→ S(vt) is integrable. Thus to conclude
we need only to show that supt L(ut) < ∞. To prove this, let ut := τ0

t (ut) and ob-
serve that L(ut) ≤ L(ut)Lip(T(t, 0, ·)) and L( ddtut) ≤ L( ddtut)Lip(T(0, t, ·)). Therefore from
L(ut) ≤ L(u0) +

∫ t
0 L( ddsus)ds (which is obvious) we get

L(ut) ≤ L(ut)Lip(T(t, 0, ·)) ≤ e
∫ 1
0 L(vs)ds

(
L(u0) +

∫ 1

0
L
( d
ds
us

)
ds

)
≤ e

∫ 1
0 L(vs)ds

(
L(u0) +

∫ 1

0
L
( d
ds
us

)
Lip
(
T(0, s, ·)

)
ds

)
≤ e

∫ 1
0 L(vs)ds

(
L(u0) + e

∫ 1
0 L(vs)ds

∫ 1

0
L
( d
ds
us

)
ds

)
, ∀t ∈ [0, 1].

The conclusion follows. �

Remark 5.22 (The case M = Rd) In this proposition we needed to assume the measures µt’s
to be compactly supported to be sure that the vector field R(ut, wt)vt belongs to L2

µt . If M = Rd,
or more generally M is a flat manifold, then it is possible to see, with the same arguments, that
everything is true without such compactness assumption. �

An immediate consequence of this theorem are the formulas for the total derivatives of
(Ovt (ut)) and (O∗vt (ut)).

Corollary 5.23 Let (µt) be a regular curve and assume that its velocity vector field (vt) satisfies:∫ 1

0
L
(
d

dt
vt

)
dt <∞.

Then for every absolutely continuous vector field (ut) both (Ovt (ut)) and (O∗vt (ut)) are absolutely
continuous and their total derivatives are given by:
d

dt
Ovt (ut) = O d

dt
vt

(ut) +Ovt
(
d

dt
ut

)
− P⊥µt

(
R(vt, ut)vt

)
−Ovt (Ovt (ut)) + Pµt

(
O∗vt (Ovt (ut))

)
d

dt
O∗vt (ut) = O∗d

dt
vt

(ut) +O∗vt

(
d

dt
ut

)
−R

(
vt,P⊥µt(ut)

)
vt −O∗vt

(
O∗vt (ut)

)
+O∗vt (Ovt (Pµt(ut)))

(5.17)

Proof The first formula follows directly from theorem 5.21, the second from the fact that O∗vt (·)
is the adjoint of Ovt (·). �
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5.4 Smoothness of time dependent operators

The discussion we just had on the calculus of total and covariant derivatives, shows that any
time we have an absolutely continuous vector field (µt), the vector field (Pµt(ut)) is absolutely
continuous as well. This says that in a certain sense the projection operator varies smoothly in
time along a regular curve. Here we want to study this question more in detail.

The main result of this section, shortly said, is that along (the restriction of) a geodesic in
Pc(M), the operators Pµt(·), Ovt (·) and O∗vt (·) are C∞ in the sense that for any n ∈ N, and any
vector field (ut) of class Cn, the vector fields (Pµt(ut)), (Ovt (ut)) and (O∗vt (ut)) are Cn as well.

As for the study of vector fields, the first thing to do is to give a definition of regularity for
a family of operators defined along a regular curve. To this aim, recall that if At : H → H is a
given curve of operators on a certain Hilbert space H, we have a natural definition of continuity
and absolutely continuity: namely, continuity w.r.t. the operator norm, and existence of a family
(A′t) satisfying

∫ 1
0 ‖A

′
t‖opdt <∞ and

As −At =
∫ s

t
A′r dr,

where the integral is the Bochner integral.
By analogy with the definition of regularity of a vector field we give the following:

Definition 5.24 (Regularity of time dependent operators) Let (µt) be a regular curve
and At : L2

µt → L2
µt, t ∈ [0, 1] a given family of operators. Define At : L2

µ0
→ L2

µ0
as

At(u) := τ0
t

(
At
(
τ t0(u)

))
, ∀u ∈ L2

µ0
.

We say that (At) is L1 (or continuous, or absolutely continuous, or C1 ...) if and only if so
is (At).

If (At) is absolutely continuous, its derivative can be defined by

d

dt
At(u) := τ t0

( d
dt
At
(
τ0
t (u)

))
= lim

h→0

At+h(τ t+ht (u))−At(u)
h

, ∀u ∈ L2
µt , (5.18)

and it is clear that ( ddtAt) is an L1 family of operators.
The absolute continuity of a family of operators may be tested in the following weak way.

Proposition 5.25 (Check of absolute continuity for operators) Let (µt) be a regular
curve and (At) a family of operators along it. Then (At) is absolutely continuous and its deriva-
tive is the L1 family (Bt) if and only if for any absolutely continuous vector field (ut), the vector
field (At(ut)) is absolutely continuous and it holds

d

dt
At(ut) = Bt(ut) +At (ut) , a.e.t (5.19)
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Proof The ‘only if’ part is obvious, so we turn to the ‘if’. Define At(u) :=
τ0
t

(
At
(
τ t0(u)

))
, ∀u ∈ L2

µ0
and similarly (Bt). Now we have that for any absolutely con-

tinuous curve (ut) ⊂ L2
µ0

, the curve (At(ut)) ⊂ L2
µ0

is absolutely continuous and it holds

d

dt
At(xt) = Bt(xt) +At

(
d

dt
xt

)
.

In particular, considering a constant curve (u), we have that (At(u)) is absolutely continuous
and the above equation implies

As(u)−At(u) =
∫ s

t
Br(u)dr,

thus
‖(As −At)(u)‖µ0 ≤ ‖u‖µ0

∫ s

t
‖Br‖opdr, ∀u ∈ L2

µ0

and the thesis follows. �

Remark 5.26 It is clear that a family of operators is C1 if and only if it is absolutely continuous
and its derivative admits a continuous representative. Also, in this case equations (5.18), (5.19)
hold for every t. We will use this remark in the following without explicit mention. �

In the following proposition we will indicate the composition of two operators A,B by A ·B.

Proposition 5.27 (Basic properties of the derivation of operators) Let (µt) be a regu-
lar curve and (At), (Bt) two absolutely continuous families of operators. Then for a.e. t it
holds:

i)
d

dt
(At + Bt) =

d

dt
(At) +

d

dt
(Bt),

ii)
d

dt

(
φ(t)At

)
= φ′(t)At + φ(t)

d

dt
At, for every φ ∈ C∞([0, 1]),

iii)
d

dt
(At · Bt) =

(
d

dt
At
)
· Bt +At ·

(
d

dt
Bt
)

,

iv)
d

dt
(At)t =

(
d

dt
At
)t

, where At is the adjoint of the operator A.

If (At), (Bt) are C1 then the above equations are true for every t ∈ [0, 1].

Proof All the properties are immediate consequences of the definition of derivative. �
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With this terminology, and thanks to propositions 5.18 and 5.25, we have that the projection
operator Pµt(·) is absolutely continuous along a regular curve and that its derivative is given by

d

dt
Pµt(·) = −Pµt

(
O∗vt (·)

)
−Ovt (Pµt(·)) .

Similarly, if the regular curve satisfies
∫ 1
0 L( ddtvt)dt < +∞, from corollary 5.23 we have that the

operators Ovt (·) and O∗vt (·) are absolutely continuous and their derivatives are

d

dt
Ovt (·) = O d

dt
vt

(·)− P⊥µt
(
R(vt, ·)vt

)
−Ovt (Ovt (·)) + Pµt

(
O∗vt (Ovt (·))

)
,

d

dt
O∗vt (·) = O∗d

dt
vt

(·)−R
(
vt,P⊥µt(·)

)
vt −O∗vt

(
O∗vt (·)

)
+O∗vt (Ovt (Pµt(·))) ,

Lemma 5.28 Let (µt) ⊂ Pc(M) be a regular curve and assume that its velocity vector field (vt)
is absolutely continuous and satisfies supt L(vt) <∞. Then the operator R(vt, ·)vt is absolutely
continuous and its derivative is given by

d

dt
R(vt, ·)vt = (∇vtR)(vt, ·)vt +R

( d
dt
vt, ·
)
vt +R(vt, ·)

d

dt
vt,

where (∇vtR)(vt, ut)vt ∈ L2
µt is defined as ((∇vtR)(vt, ut)vt)(x) := (∇vt(x)R)(vt(x), ut(x))vt(x).

More generally, if (vt) is of class Cn,1 and supt L
(
di

dti
vt
)
<∞ for any i = 0, . . . , n, then the

operator R(vt, ·)vt is Cn,1 as well. In particular, if (µt) is the restriction of a geodesic, R(vt, ·)vt
is C∞.

Proof Observe that

‖R(vt, ut)vt‖µt ≤ C(K)‖ut‖µtS2(vt) ≤ 2C‖ut‖µt
(
D2L2(vt) + ‖vt‖2µt

)
,

where K := ∪t supp(µt) and in the second inequality we used lemma 5.19. This inequality shows
that for any t ∈ [0, 1] the operator R(vt, ·)vt maps L2

µt into L2
µt .

Now pick an absolutely continuous vector field (ut) and use proposition 3.13 to get

d

dt
R(vt, ut)vt = (∇vtR)(vt, ut)vt +R

(
d

dt
vt, ut

)
vt +R

(
vt,
d

dt
ut

)
vt +R(vt, ut)

d

dt
vt.

Therefore the only thing we need to show is that
∫ 1
0 ‖(∇vtR)(vt, ut)vt‖µtdt < ∞. This follows

from the regularity of the manifold: indeed, since the curvature tensor is C1, we know that it
holds

|(∇v1R)(v2, v3)v4| ≤ C ′x|v1||v2||v3||v4|, ∀x ∈M, vi ∈ TxM, i = 1, 2, 3, 4,

for some constant C ′x depending continuously on x. Therefore there exists C ′(K) ∈ R which
bounds C ′x for all x ∈ K and we have

‖(∇vtR)(vt, ut)vt‖µt ≤ C ′(K)
(

S(vt)
)3
‖ut‖µt .

the conclusion follows from 5.25.
The general case follows analogously. �
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From this lemma and the results of the previous section we get the following theorem.

Theorem 5.29 (Smoothness of operators) Let (µt) ⊂ Pc(M) be a regular curve. Then the
operators Pµt(·) and P⊥µt(·) are absolutely continuous. Also, assume that its velocity vector field
(vt) is Cn,1 for some n ∈ N and that∫ 1

0
L
(
di

dti
vt

)
dt <∞, ∀i = 0, . . . , n+ 1.

Then the operators Pµt(·) and P⊥µt(·) are Cn+1,1 along (µt), and the operators Ovt (·) and O∗vt (·)
are Cn,1.

In particular, if (µt) is the restriction of a geodesic in Pc(M) defined on some larger interval
[−ε, 1 + ε], ε > 0, then all these operators are C∞.

Proof The first claim follows directly from propositions 5.18 and 5.25. The case n = 0 follows
taking into account corollary 5.23. Also, since the derivative of Pµt(·) involves only the projection
operators and the operators Ovt (·) and O∗vt (·), the thesis follows if we prove the claim for the
latter operators. To this aim, it is sufficient to work by induction: we do the explicit calculation
for the case n = 1 and the operator Ovt (·). We know that in this case Ovt (·) is absolutely
continuous and that its derivative is given by

d

dt
Ovt (·) = O d

dt
vt

(·)− P⊥µt
(
R(vt, ·)vt

)
−Ovt (Ovt (·)) + Pµt

(
O∗vt (Ovt (·))

)
,

The last two terms of the above expression are absolutely continuous by inductive hypothesis,
the term involving the curvature is absolutely continuous by lemma 5.28, thus we only need to
prove that t 7→ O d

dt
vt

(·) = Nµt( ddtvt, ·) is absolutely continuous as well. This fact follows from

theorem 5.21 and hypothesis
∫ 1
0 L( d

2

dt2
vt)dt <∞. The conclusion follows. �

Remark 5.30 (The regularity of M) The fact that M is a smooth manifold came into play
for the first time in lemma 5.28, where we used the fact that the curvature tensor is C∞. Prior to
that, we only used that M was a C2 manifold, rather than C∞, as we only needed the existence
of the parallel transport along absolutely continuous curves on M to define the translation maps
τ st . Observe that even if M is only C2, we can still speak about, say, C∞ vector fields along a
regular curve: definition 3.2 still makes perfectly sense. The regularity of the manifold does not
come into play, because once we translate the vector fields onto a fixed L2 space (and to do this
we only need the manifold to be C2), the question of regularity trivializes into regularity of a
curve in an Hilbert space. Therefore all the results up to section 5.3 are still valid, also those
concerning, e.g., the fact that the velocity vector field of a geodesic is C∞.

If the reader is skeptical about the possibility of defining an highly regular vector field on
a space with less regularity, observe that in a certain sense we already did such an operation:
think to the C∞ vector field (τ t0(u)) along a generic regular curve (µt). For a generic regular
curve, we don’t have any kind of time-dependent regularity of the vector field, so that we cannot
say, for instance, that this curve is C1. Still, it make perfectly sense to speak about C∞ vector
fields along it.
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The regularity of the manifold comes into play only when checking the regularity of the
operators like Pµt(·).

Also, let us mention that if M is analytic, that the operator Pµt(·) (and similarly Ovt (·),
O∗vt (·)) is analytic as well along (the restriction of) a geodesic. This means that for any t0 ∈ [0, 1],
the family of operators P t : L2

µt0
→ L2

µt0
defined by

P t(u) := τ t0t

(
Pµt0

(
τ tt0(u)

))
,

admits the power series expansion around t0:

P t =
∑
i≥0

(t− t0)i

i!
di

dti
P t|t=t0 . (5.20)

Indeed, we already know that (Pµt(·)) is C∞, so that P t is C∞ as well. Thus, the only thing
we need to check is the summability of the series. Now, along the restriction of a geodesic, the
Lipschitz constant of the vectors vt is uniformly bounded by some constant, say L. Thus the
norm of the first derivative of P t is bounded, by equation (5.9a), by 2L. Arguing inductively
and using equations (5.17), it is immediate to check that in the n-th derivative of (Pµt(·)) they
appear up to n consecutive applications of the operators Ovt (·) and O∗vt (·) (plus possibly various
projection onto the tangent/normal space, which do not increase the norm), and the derivatives
of the operator R(vt, ·)vt up to the order n − 2. Since the norm of a sequence of n operators
of the kind Ovt (·) , O∗vt (·) is bounded by Ln, in order to have the summability of the series in
(5.20), we only need to check the summability of the norm of the derivatives of R(vt, ·)vt. This
is a consequence of the fact that M is analytic. �

The theorem just proved has an interesting consequence. Consider a tangent vector field (ut)
along a certain regular curve (µt) and consider the maps t 7→ τ0

t (ut) and t 7→ T 0
t (ut). Both of

these maps take value in L2
µ0

. Also, it is not hard to check that from proposition 4.11 it follows
that one of them is absolutely continuous if and only if the other is. In general, equivalence
between higher order regularity is not true: in order to get it, we need to make some assumptions
on the velocity vector field of (µt), like in the previous theorem.

Proposition 5.31 Let (µt) ⊂ Pc(M) be a regular curve and assume that its velocity vector field
(vt) is Cn,1 for some n ∈ N and that∫ 1

0
L
(
di

dti
vt

)
dt <∞, ∀i = 0, . . . , n+ 1.

Let (ut) be a tangent vector field along it. Then the map t 7→ τ0
t (ut) is Cn+1,1 (i.e. (ut) is

Cn+1,1) if and only of t 7→ T 0
t (ut) is Cn+1,1. Equivalently, (ut) is Cn,1 if and only if it admits

covariant derivatives up to order n and the n-th covariant derivative is absolutely continuous.

Proof Let n = 0. Recall that it holds

d

dt
ut =

D

dt
ut +Nµt(ut, vt). (5.21)
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From the hypothesis on (vt) we know that (Nµt(ut, vt)) is absolutely continuous. Thus ( ddtut) is
absolutely continuous if and only if (Ddtut) is. Which is the claim.

The general case follows by induction. We run the explicit calculation for the case n = 1.
Derivate (5.21) to get

d2

dt2
ut =

d

dt

D

dt
ut +

d

dt
Nµt(ut, vt) =

D2

dt2
ut +Nµt

(
D

dt
ut, vt

)
+
d

dt
Nµt(ut, vt) (5.22)

By the hypothesis on (vt) and theorem 5.29 the vector field ( ddtNµt(ut, vt)) is absolutely contin-
uous. Now assume that t 7→ τ0

t (ut) is C2,1. In particular ( ddtut) is absolutely continuous and
from the result for the case n = 0 we have that (Ddtut) is absolutely continuous. By theorem
5.21 we get that (Nµt

(
D
dtut, vt

)
) is absolutely continuous as well. Thus from equation (5.22) we

deduce that (D
2

dt2
ut) is absolutely continuous.

Arguing analogously and assuming that (D
2

dt2
ut) is absolutely continuous, we can deduce that

( d
2

dt2
ut) is absolutely continuous. �

6 Curvature

6.1 The curvature tensor

In this section we study the curvature operator in (P2(Rd),W2) together with its domain of
definition. This operator was already introduced in [14] and, in the case M = Rd, in [1] and
[10], but in both cases there was no analysis on minimal regularity requirements (Lott considered
only smooth positive measures on a compact Riemannian manifold and smooth vector fields,
while the author and Ambrosio dropped the smoothness assumption on the measures, but kept
the one on vector fields).

Trying to find the minimal regularity requirements is not just an academic exercise: as we
will see in Chapter 8, the results proven here allow a precise discussion on existence of Jacobi
fields on (Pc(M),W2).

Following the analogy with the Riemannian case, we are lead to define the curvature tensor
in the following way: given three vector fields µ 7→ ∇ϕiµ ∈ Tanµ(P2(M)), i = 1, . . . , 3, the
curvature tensor R calculated on them at the measure µ is defined as:

R(∇ϕ1
µ,∇ϕ2

µ)(∇ϕ3
µ) := ∇∇ϕ2

µ
(∇∇ϕ1

µ
∇ϕ3

µ)−∇∇ϕ1
µ
(∇∇ϕ2

µ
∇ϕ3

µ) + ∇[∇ϕ1
µ,∇ϕ2

µ]∇ϕ3
µ,

where the objects like ∇∇ϕµ(∇ψµ), are, heuristically speaking, the covariant derivative of the
vector field µ 7→ ∇ψµ along the vector field µ 7→ ∇ϕµ.

However, in order to give a precise meaning to the above formula, we should be sure, at
least, that the derivatives we are taking exist. Such an approach is possible, but heavy: indeed,
consider that we should define what are C1 and C2 vector field, and in doing so we cannot just
consider derivatives along curves. Indeed we would need to be sure that ‘the partial derivatives
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have the right symmetries’, otherwise there won’t be those cancellations which let the above
operator be a tensor.

Instead, we adopt the following strategy:

• First we calculate the curvature tensor for some very specific kind of vector fields, for which
we are able to do and justify the calculations. Specifically, we will consider vector fields
of the kind µ 7→ ∇ϕ, where the function ϕ ∈ C∞c (M) does not depend on the measure µ
(the calculations we will do are basically the same done by Lott in [14]).

• Then we prove that the object found is actually a tensor, i.e. that its value depends only
on the µ−a.e. value of the considered vector fields, and not on the fact that we obtained
the formula assuming that the functions ϕ’s were independent on the measure.

• Finally, we discuss the minimal regularity requirements for the object found to be well
defined.

We will use the following proposition.

Proposition 6.1 Let µ ∈ Pc(M) and ϕ ∈ C∞c (M). Then for T > 0 sufficiently small the
curve t 7→ (exp(t∇ϕ))#µ is a regular geodesic on [0, T ] whose velocity vector field (vt) satisfies
supt∈[0,T ] L(vt) <∞.

Proof From theorem 13.5 of [25] we know that for T > 0 sufficiently small the map exp(T∇ϕ)
is d2-cyclically monotone; also, up to taking T a bit smaller, we can assume that exp(t∇ϕ) is
invertible with C∞ inverse for any t ∈ [0, T ]. In particular, (µt) is a geodesic on [0, T ]. To get
the second part of the statement observe that τ t0(∇ϕ) is the velocity vector field of (µt) on [0, T ]
(τ t0 being the natural translation maps along the curves r 7→ expx(r∇ϕ)). Since we are in a
smooth setting, it is easy to check that from L(∇ϕ) < ∞ it follows L(τ t0(∇ϕ)) < ∞ for any
t ∈ [0, T ]. �

The covariant derivative of a vector field of the kind (∇ψ) along a curve of the kind t 7→
(exp(t∇ϕ))#µ is clearly continuous, and its value in 0 is given by Pµ(∇2ψ ·∇ϕ). Thus we write:

∇∇ϕ∇ψ := Pµ(∇2ψ · ∇ϕ) ∀ϕ,ψ ∈ C∞c (M). (6.1)

Proposition 6.2 Let µ ∈ Pc(M) and ϕ1, ϕ2, ϕ3 ∈ C∞c (M). The curvature tensor in µ calcu-
lated for the 3 vector fields ∇ϕi, i = 1, 2, 3 is given by

R(∇ϕ1,∇ϕ2)∇ϕ3 =Pµ

(
R(∇ϕ1,∇ϕ2)∇ϕ3 +∇2ϕ2 · Nµ(∇ϕ1,∇ϕ3)

−∇2ϕ1 · Nµ(∇ϕ2,∇ϕ3) + 2∇2ϕ3 · Nµ(∇ϕ1,∇ϕ2)
)
.

(6.2)

Proof Equation (6.2) is equivalent to

〈R(∇ϕ1,∇ϕ2)∇ϕ3,∇ϕ4〉µ = 〈R(∇ϕ1,∇ϕ2)∇ϕ3,∇ϕ4〉µ
+ 〈Nµ(∇ϕ1,∇ϕ3),Nµ(∇ϕ2,∇ϕ4)〉µ
− 〈Nµ(∇ϕ2,∇ϕ3),Nµ(∇ϕ1,∇ϕ4)〉µ
+ 2 〈Nµ(∇ϕ1,∇ϕ2),Nµ(∇ϕ3,∇ϕ4)〉µ ,

(6.3)
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for any ϕ4 ∈ C∞c (M).
Define µt := exp(t∇ϕ2)#µ and F (ν) :=

∫
ηdν with η :=

〈
∇2ϕ3 · ∇ϕ1,∇ϕ4

〉
. Evaluate the

derivative at t = 0 of F (µt) to get

d

dt
F (µt)|t=0

=
d

dt

∫
η ◦ exp(t∇ϕ2)dµ|t=0

= 〈∇η,∇ϕ2〉µ .

On the other hand, using equations (6.1) and the fact that (µt) is a regular geodesic on [0, T ]
for some T > 0 (proposition 6.1), we have

d

dt
F (µt)|t=0

=
d

dt

〈
∇2ϕ3 · ∇ϕ1,∇ϕ4

〉
µt |t=0

=
d

dt
〈∇∇ϕ1∇ϕ3(µt),∇ϕ4〉µt |t=0

= 〈∇∇ϕ2(∇∇ϕ1∇ϕ3),∇ϕ4〉µ + 〈∇∇ϕ1∇ϕ3,∇∇ϕ2∇ϕ4〉µ .

Coupling the last two equations and then using the trivial identity 〈Pµ(v), Pµ(w)〉µ = 〈v, w〉µ −〈
P⊥µ (v), P⊥µ (w)

〉
µ
, valid for any v, w ∈ L2

µ, we obtain the equality

〈∇∇ϕ2(∇∇ϕ1∇ϕ3),∇ϕ4〉µ =
〈
∇
( 〈
∇2ϕ3 · ∇ϕ1,∇ϕ4

〉 )
,∇ϕ2

〉
µ
− 〈∇∇ϕ1∇ϕ3,∇∇ϕ2∇ϕ4〉µ

=
〈
∇
( 〈
∇2ϕ3 · ∇ϕ1,∇ϕ4

〉 )
,∇ϕ2

〉
µ
−
〈
∇2ϕ3 · ∇ϕ1,∇2ϕ4 · ∇ϕ2

〉
µ

+ 〈Nµ(∇ϕ3,∇ϕ1),Nµ(∇ϕ4,∇ϕ2)〉µ .

The computation of the gradient of 〈∇2ϕ3 · ∇ϕ1,∇ϕ4〉 gives

〈∇∇ϕ2(∇∇ϕ1∇ϕ3),∇ϕ4〉µ =
〈
∇3ϕ3(∇ϕ1,∇ϕ2),∇ϕ4

〉
µ

+
〈
∇2ϕ3 · ∇ϕ4,∇2ϕ1 · ∇ϕ2

〉
µ

+ 〈Nµ(∇ϕ3,∇ϕ1),Nµ(∇ϕ4,∇ϕ2)〉µ .
(6.4)

Analogously, it holds:

〈∇∇ϕ1(∇∇ϕ2∇ϕ3),∇ϕ4〉µ =
〈
∇3ϕ3(∇ϕ2,∇ϕ1),∇ϕ4

〉
µ

+
〈
∇2ϕ3 · ∇ϕ4,∇2ϕ2 · ∇ϕ1

〉
µ

+ 〈Nµ(∇ϕ3,∇ϕ2),Nµ(∇ϕ4,∇ϕ1)〉µ ,
(6.5)

so that, subtracting (6.5) from (6.4), from the formula (1.5) with ξi = ∇ϕi, i = 1, 2, 3 we get

〈∇∇ϕ2(∇∇ϕ1∇ϕ3),∇ϕ4〉µ − 〈∇∇ϕ1(∇∇ϕ2∇ϕ3),∇ϕ4〉µ
= 〈R(∇ϕ1,∇ϕ2)∇ϕ3,∇ϕ4〉µ+

〈
∇2ϕ3 · ∇ϕ4,∇2ϕ1 · ∇ϕ2

〉
µ
−
〈
∇2ϕ3 · ∇ϕ4,∇2ϕ2 · ∇ϕ1

〉
µ

+ 〈Nµ(∇ϕ3,∇ϕ1),Nµ(∇ϕ4,∇ϕ2)〉µ − 〈Nµ(∇ϕ3,∇ϕ2),Nµ(∇ϕ4,∇ϕ1)〉µ .
(6.6)
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Recalling the torsion free identity (5.1) we get〈
∇[∇ϕ1,∇ϕ2]∇ϕ3,∇ϕ4

〉
µ

=
〈
∇2ϕ3 · Pµ

(
∇2ϕ2 · ∇ϕ1 −∇2ϕ1 · ∇ϕ2

)
,∇ϕ4

〉
µ

=
〈
Pµ

(
∇2ϕ2 · ∇ϕ1 −∇2ϕ1 · ∇ϕ2

)
,∇2ϕ3 · ∇ϕ4

〉
µ

=
〈
∇2ϕ3 · ∇ϕ4,∇2ϕ2 · ∇ϕ1 −∇2ϕ1 · ∇ϕ2

〉
µ

− 〈Nµ(∇ϕ2,∇ϕ1),Nµ(∇ϕ3,∇ϕ4)〉µ
+ 〈Nµ(∇ϕ1,∇ϕ2),Nµ(∇ϕ3,∇ϕ4)〉µ .

Adding this equation to (6.6) we get the thesis. �

In the following, mostly in order to highlight the symmetries of R, we will think the curvature
tensor as a map which takes four vector fields and gives a real number, rather than a map which
takes 3 vector fields and gives a vector field. In practice, we will mostly use equation (6.3),
rather than equation (6.2).

Proposition 6.3 Let µ ∈ Pc(M). The curvature operator, given by formula (6.3), is a tensor
on [V(M)]4 ⊂ [L2

µ]4, i.e. its value depends only on the µ−a.e. value of the 4 vector fields.

Proof Clearly the left hand side of equation (6.3) is a tensor w.r.t. the fourth coordinate. The
conclusion follows from the symmetries of the right hand side. �

Let us now observe that by arguments analogous to those used to describe the tensor Nµ,
it possible to show that the set of 4−ples of vector fields in Tanµ(P2(M)) such that at least
3 of them are Lipschitz, may be endowed with a topology such that n 7→ (v1

n, v
2
n, v

3
n, v

4
n) is

converging if and only if it is a Cauchy sequence in [Tanµ(P2(M))]4 and for every subsequence,
not relabeled, there exists a further extraction k 7→ (v1

nk
, v2
nk
, v3
nk
, v4
nk

) such that

sup
k

L(vink) <∞ for at least 3 indexes i ∈ {1, 2, 3, 4}.

Proposition 6.4 Let µ ∈ Pc(M). The curvature tensor is well defined and sequentially continu-
ous on the set of 4−ples of vector field in Tanµ(P2(M)) such that at least 3 of them are Lipschitz,
endowed with the topology described above. For a given 4-ple v1, v2, v3, v4 ∈ Tanµ(P2(M)) it is
given by

〈R(v1, v2)v3, v4〉µ = 〈R(v1, v2)v3, v4〉µ + 〈Nµ(v1, v3),Nµ(v2, v4)〉µ
− 〈Nµ(v2, v3),Nµ(v1, v4)〉µ + 2 〈Nµ(v1, v2),Nµ(v3, v4)〉µ

(6.7)

Proof Is a straightforward consequence of the properties of Nµ, we omit the details. �

Remark 6.5 (On the compactness assumption) The hypothesis µ ∈ Pc(M) plays the
same role played in theorem 5.21: it deserves to be sure that R(v1, v2)v3 belongs to L2

µ. When
M = Rd, or more generally is a flat manifold, this hypothesis can be dropped. �
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It is important to underline that the fact that the curvature tensor extends continuously
to the space described above, does not mean that its value can be recovered directly from the
definition by taking double derivatives and running the calculations: those calculations are in
general not justified under the loose regularity assumptions on the vectors we are making now.
What we are saying here, is just that there is a well defined notion of 〈R(v1, v2)v3, v4〉µ as soon
as 3 of these vectors are Lipschitz. If we want to recover the usual links between the curvature
tensor and the geometry of the space we are still in need to be careful about the regularity
assumptions we make.

Proposition 6.6 (Symmetries of R) Let µ ∈ Pc(M). Then the curvature tensor R has the
following symmetries:

〈R(v1, v2)v3, v4〉µ = −〈R(v2, v1)v3, v4〉µ = −〈R(v1, v2)v4, v3〉µ = 〈R(v3, v4)v1, v2〉µ ,
〈R(v1, v2)v3, v4〉µ + 〈R(v3, v1)v2, v4〉µ + 〈R(v2, v3)v1, v4〉µ = 0

Proof All the equations are direct consequence of the analogous equations valid for R and of
the antisymmetry of Nµ. �

It possible, making appropriate smoothness assumptions, to prove that the curvature tensor
satisfies also the second Bianchi identity, and not just the first one. However, the calculations
would be really cumbersome, and we believe at this stage it is not worth to investigate in this
direction.

Remark 6.7 (Curvature tensor and of local geometry: handle with care) It is natu-
ral to expect that the curvature tensor R on (Pc(M),W2) describes the local geometry like
the curvature tensor R does on M . However, this is not always the case. To make this point
as clear as possible, think at the case M = Rd: we know that even if the origin space is flat,
the space P2(Rd) is actually curved. Also, from many points of view, measures with a singular
part, and in particular finite combinations of δ’s, are measures where the Riemannian structure
of P2(Rd) degenerates (e.g. the tangent space is not an Hilbert space - see appendix of [2] and
chapter 4 of [10]). Therefore, it would be natural to expect that the curvature tensor degenerates
at such measures.

However, this is not the case. Consider for instance a measure µ ∈P2(Rd) with finite sup-
port. In this case Tanµ(P2(M)) = L2

µ, and therefore the tensorNµ is identically 0. Furthermore,
since M = Rd, we have R = 0 and thus we obtain R = 0 at µ.

Also, if the underlying manifold is not Rd, it is still true that Nµ is identically 0 on measures
with finite support: this means that the curvature tensor R is actually a bounded operator
defined on the whole [L2

µ]4. On the other side, Sturm proved in [24] with an example based on
geometrical arguments, that when the base space is not flat, the sectional curvature degenerates
both to +∞ and −∞ at these measures. So how is it possible that both the arguments are
correct? The point is that Sturm proved that there is a sequence of measures µn with finite
support along which the sectional curvature (Alexandrov curvature, in his setting) becomes
unbounded from both above and below near this sequence. But nothing excludes that at each
of these measures the curvature is bounded. For better clarity, we explicitate the calculus of
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the sectional curvature for this kind of measures. Let µ =
∑n

i=1 aiδxi , ai > 0 for every i and∑
i ai = 1. Then we have

| 〈R(v, w)w, v〉µ | =

∣∣∣∣∣
n∑
i=1

ai 〈R(vi, wi)wi, vi〉

∣∣∣∣∣ ≤ C
n∑
i=1

ai
(
|vi|2|wi|2 − 〈vi, wi〉2

)
,

where C is the maximum value of the sectional curvature of M at the points xi (so that equality
can be reached), vi = v(xi) and wi = w(x1), i = 1, . . . , n. Now, to ask if the sectional curvature
is bounded at µ and who is its best bound, is the same as to ask who is the best constant C(µ),
if any, for which it holds

| 〈R(v, w)w, v〉µ | ≤ C(µ)
(
‖v‖2µ‖w‖2µ − 〈v, w〉

2
µ

)
= C(µ)

(
n∑
i=1

ai|vi|2
n∑
i=1

ai|wi|2 −
( n∑
i=1

ai 〈vi, wi〉
)2
)
.

From the finiteness of the problem, it is immediate to verify that some C(µ) satisfying the
above inequality always exists. However, this constant depends on the values ai’s, and actually
it explodes if some of the ai’s goes to 0. This is precisely what happens in Sturm’s example,
thus the two approaches give the same conclusion.

But if the curvature is bounded at some fixed measure with finite support, why we don’t see
the degeneracy of the Riemannian structure? The point is the following: R is defined on a dense
subset of [Tanµ(P2(M))]4, and therefore can reasonably describe the local geometry only for
those measures µ for which the image of the exponential map Tanµ(P2(M)) 3 v 7→ expµ(v) ∈
P2(M) contains a neighborhood of µ in P2(M). It is not hard to see that this is the case if
and only if the exponential map is surjective, and this is true if and only if for every ν ∈P2(M)
there exists an optimal transport map from µ to ν. It is known that all the measures which give
0 mass to all dim(M)− 1 dimensional sets have this property. For a complete characterization
of the measures for which the exponential map is surjective, see [12].

For instance, consider a measure µ with finite support on Rd. It is easy to check that for
r > 0 sufficiently small, the exponential map restricted to Br(0) ⊂ Tanµ(P2(M)) is an isometry.
Since Tanµ(P2(M)) is an Hilbert space (in this case it also has finite dimension), it is flat. Thus
there is no surprise that the curvature tensor R is 0 at µ, since it is ‘interested’ only on those
measures in the image of Br(0), which is a set isometric to a flat ball in Tanµ(P2(M)). �

6.2 Related notions of curvature

Even if the curvature tensor requires 3 vector fields to be Lipschitz to be well defined, other im-
portant notions of curvature make sense with less regularity assumptions. Consider for instance
the sectional curvature: if we evaluate the formula of the curvature tensor for a 4-ple of vector
fields of the form (v, w,w, v), the formula reduces to:∫

K(v, w)(|v|2|w|2 − 〈v, w〉2)dµ+ 3‖Nµ(v, w)‖2µ,
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where K(v(x), w(x)) is the sectional curvature of M at the point x along the plane generate by
the vectors v(x), w(x) ∈ TxM . This formula makes sense as soon as just one of the vectors is
Lipschitz. Thus we give the following definition.

Definition 6.8 (Sectional curvature) Let µ ∈ Pc(Rd) and (v, w) ∈ LnLµ be two non pro-
portional vector fields. The sectional curvature K(v, w) is:

K(v, w) :=
〈R(v, w)w, v〉µ

‖v‖2µ‖w‖2µ − 〈v, w〉µ2
=

∫
K(v, w)

(
|v|2|w|2 − 〈v, w〉2

)
dµ+ 3‖Nµ(v, w)‖2µ

‖v‖2µ‖w‖2µ − 〈v, w〉µ2
(6.8)

As already noticed by Lott ([14]) (who found the formula (6.8) - below we briefly recall his argu-
ments), the expression for the sectional curvature confirms that if the manifold M has nonnega-
tive sectional curvature, the same is true for P2(M), while in general other bounds on the sec-
tional curvature are not inherited by P2(M). Indeed, it is clear that from K(v(x), w(x)) ≥ 0 for
µ-a.e. x we deduce K(v, w) ≥ 0. On the other hand, from a bound of the kind K(v(x), w(x)) ≤ c
we cannot deduce anything on K(v, w), because of the presence of the term 3‖Nµ(v, w)‖2µ. Fi-
nally, from K(v(x), w(x)) ≥ c > 0, it is not possible, due to normalization issues, to deduce
K(v, w) ≤ c, and if K(v(x), w(x)) < 0 for a µ-positive (and infinite) set of x’s, then the same
normalization issues lead to inf(v,w)∈LnLµ K(v, w) = −∞, in complete analogy with Sturm’s
example ([24]), as already discussed in remark 6.7.

Observe that the formula (6.8) is consistent with the O’Neill formula already present in [20].

To conclude, consider two vector fields u, v ∈ Tanµ(P2(M)) and assume that L(v) < ∞.
Then there is a good definition of the vector field R(v, u)v ∈ Tanµ(P2(M)), as there are
simplifications in the formula for the curvature tensor similar to those appearing in the definition
of the sectional curvature. From formula (6.7) we can write it as:

R(v, u)v := Pµ
(
R(v, u)v + 3O∗v (Ov (u))

)
.

The operator Tanµ(P2(M)) 3 u 7→ R(v, u)v ∈ Tanµ(P2(M)) is continuous and its norm is
bounded by C(supp(µ))S2(v)+(3L(v))2. When v ∈ V(M), the above formula may be written as

R(v, u)v = Pµ
(
R(v, u)v + 3∇v · P⊥µ (∇vt · u)

)
,

A direct consequence of theorem 5.29 is the smoothness of R(vt, ·)vt along a geodesic:

Proposition 6.9 (R(vt, ·)vt along a geodesic) Let (µt) ⊂ Pc(M) be the restriction to [0, 1]
of a geodesic defined in some larger interval [−ε, 1 + ε] and (vt) its velocity vector field. Then
the operator R(vt, ·)vt is C∞.

7 Differentiability of the exponential map

7.1 Introduction to the problem

Recall that given a Riemannian manifold M̃ , a way to define the differential of the exponential
map is the following. We pick a smooth curve t 7→ (xt, ut) ∈ TM and define the curve t 7→ yt :=
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expxt(ut). Then we say that the differential of the exponential map exp : TM →M at the point
(xt, ut) along the direction (ẋt,∇ẋtut) is the vector ẏt ∈ TytM .

It is not hard to imitate this definition in the case of the ‘manifold’ (P2(M),W2). Let us
start recalling that given µ ∈P2(M) and u ∈ L2

µ, the exponential expµ(u) ∈P2(M) is defined
as

expµ(u) := (exp(u))#µ. (7.1)

This definition is justified by the fact that if ϕ is a smooth Kantorovich potential, then [0, 1] 3
t 7→ expµ(t∇ϕ) is a constant speed geodesic. Since the formula (7.1) makes sense for general
vectors u ∈ L2

µ, it is customary to keep the definition at this level of generality, and not, for
instance, to restrict it to tangent vectors.

Now, we didn’t define a smooth structure on TM , and we won’t, but still we can try to do
the following. Pick a regular curve (µt) and an absolutely continuous vector field (ut) along it;
then define the curve t 7→ νt := expµt(ut). Hopefully, the curve (νt) is absolutely continuous,
and if this is the case we may consider its velocity vector field (wt). Then, it is reasonable
to affirm that the differential of the exponential map at the point (µt, ut) along the direction
(vt, ddtut) is given by wt ∈ Tanνt(P2(M)) for a.e. t (here (vt) is the velocity vector field of (µt)).

We will see in a moment that this heuristic argument actually works under only minimal
boundedness assumptions on (µt) and (ut), but before turning to the technical details, let us
take some time to understand ‘who’ is the velocity vector field (wt) of (νt) in terms of the data
of the problems, i.e. (µt) and (ut).

We are going to be sloppy about regularity/integrability assumptions here, the rigorous
result will be given in the next section (theorem 7.2). In order to check if (νt) is absolutely
continuous and to identify its velocity vector field, let us check directly the validity of the
continuity equation. As usual, let T(t, s, ·) be the flow maps of (µt) and (vt) its velocity vector
field. Fix ϕ ∈ C∞c (M) and consider the derivative d

dt

∫
ϕdνt. Since

νt = expµt(ut) = (exp(ut))#µt =
(

exp(ut) ◦T(0, t, ·)
)
#
µ0,

we have

d

dt

∫
ϕdνt =

d

dt

∫
ϕ ◦ exp(ut) ◦T(0, t, ·)dµ0

=
∫ 〈

(∇ϕ) ◦ exp(ut) ◦T(0, t, ·), d
dt

(
exp(ut) ◦T(0, t, ·)

)〉
dµ0.

To express the value of d
dt

(
exp(ut)◦T(0, t, ·)

)
a bit more explicitly, let us introduce the following

notation. Let µ ∈ P2(M), and u, ũ1, ũ2 ∈ L2
µ and assume that exp(u) : supp(M) → M is µ-

essentially invertible. Then we can define the vector field jµ,u(ũ1, ũ2) as

jµ,u(ũ1, ũ2)(expx(u(x))) :=


the value at t = 1 of the Jacobi field t 7→ jt ∈ Texpx(tu(x))

M

along the geodesic t 7→ expx(tu(x))
having initial conditions j0(x) = ũ1(x), j′0(x) = ũ2(x),
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the assumption on the invertibility of exp(u) guarantees that jµ,u(ũ1, ũ2) is well defined expµ(u)-
a.e.. Let us assume that jµ,u(ũ1, ũ2) belongs to L2

expµ(u) (this will actually require some hypoth-
esis on µ, u).

Figure 2:
(i) Along the curve (µt), each ‘atom’ x of the mass of µt is moving in the direction vt(x)
(ii) In order to produce the distribution νt, each ‘atom’ x of µt is moved to expx(ut(x))
(iii) When t varies, the infinitesimal variation of expx(ut(x)) (which is the infinitesimal variation
of mass along the curve (νt)) is given by the Jacobi field jµt,ut(vt,

d
dtut), whose initial conditions

depend on vt and the variation of ut
(iv) The vector field jµt,ut(vt,

d
dtut) may be not optimal in terms of kinetic energy spent to

produce the variation of (νt): the optimal one is found by taking the projection of jµt,ut(vt,
d
dtut)

onto the tangent space at νt.

With this notation and recalling that by proposition 3.13 we have that

d

dt

(
ut
(
T(0, t, x)

))
=
( d
dt
ut

)(
T(0, t, x)

)
, µ0 − a.e. x, a.e. t,

it is easy to check that

d

dt

(
exp(ut) ◦T(0, t, ·)

)
= jµt,ut

(
vt,
d

dt
ut

)(
exp(ut) ◦T(0, t, ·)

)
, a.e. t,

and therefore

d

dt

∫
ϕdνt =

∫ 〈
(∇ϕ) ◦ exp(ut) ◦T(0, t, ·), d

dt

(
exp(ut) ◦T(0, t, ·)

)〉
dµ0

=
∫ 〈
∇ϕ, jµt,ut

(
vt,
d

dt
ut

)〉
dνt, ∀ϕ ∈ C∞c (M).

This means that (νt) is an absolutely continuous curve, and that an admissible choice of vector
fields satisfying the continuity equation with (νt) is given by

(
jµt,ut

(
vt,

d
dtut

))
. Therefore, by
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theorem 1.28, the velocity vector field (wt) of (νt) (i.e. the tangent one), is given by

wt = Pνt

(
jµt,ut

(
vt,
d

dt
ut

))
.

7.2 Rigorous result

In order to turn the discussion of the previous section into a rigorous result, the only thing we
need to check is the fact that the vector field (jµt,ut)(vt,

d
dtut) belongs to L2

νt and its norm is
integrable. Also, it would be nice to drop the hypothesis on the invertibility of exp(u) in the
definition of jµ,u, at least because is a condition difficult to check in practice.

Let us address the first issue. From inequality (1.8b) we get the bound

‖jµ,u(ũ1, ũ2)‖2ν ≤ 2‖ũ1‖2µ cosh2
(
S
√
C
)

+ 2
‖ũ2‖2µ
S2C

sinh2
(
S
√
C
)
,

where ν := expµ(u), S is the essential supremum of u and C is a bound of the curvature of
M on the set {expx(t(u(x)))}x∈supp(µ),t∈[0,1]. Therefore in general, in order to be sure that
‖jµ,u(ũ1, ũ2)‖ν <∞ we must impose that u is essentially bounded and that µ has compact sup-
port, so that S <∞ and the set {expx(t(u(x)))}x∈supp(µ),t∈[0,1] is relatively compact. For general
manifolds, we can’t do better than this, however, if M has non negative sectional curvatures,
then inequality (1.9) provides a much better bound on the norm of the Jacobi fields. Under this
assumption it holds:

‖jµ,u(ũ1, ũ2)‖2ν ≤ 2‖ũ1‖µ + 2‖ũ2‖µ,

and therefore it always hold ‖jµ,u(ũ1, ũ2)‖2ν <∞ (we will always assume ũ1, ũ2 ∈ L2
µ).

To drop the hypothesis of µ-essential invertibility of exp(u) we do the following: for any
y ∈ supp(ν) for which there is more than one x ∈ supp(µ) such that exp(u(x)) = y, we define
the value of jµ,u(ũ1, ũ2) as average of the values given by each of these x’s, the average being
taken w.r.t. the disintegration of µ with respect to the map exp(u).

The rigorous definition is the following.

Definition 7.1 Let µ ∈P2(M) and u, ũ1, ũ2 ∈ L2
µ. Assume that µ has compact support and u

is essentially bounded. Define the map Jµ,u(ũ1, ũ2) : supp(µ)→ TM satisfying Jµ,u(ũ1, ũ2)(x) ∈
Texp(u(x))M by3

Jµ,u(ũ1, ũ2)(x) :=


the value at t = 1 of the Jacobi field t 7→ jt ∈ Texpx(tu(x))

M

along the geodesic t 7→ expx(tu(x))
having initial conditions j0(x) = ũ1(x), j′0(x) = ũ2(x),

and the plan γµ,u(ũ1, ũ2) ∈P(TM) by

γµ,u(ũ1, ũ2) :=
(

exp(u), Jµ,u(ũ1, ũ2)
)
,

3if exp(u) is µ-essentially invertible it holds Jµ,u(ũ1, ũ2) = jµ,u(ũ1, ũ2) ◦ exp(u), with jµ,u(ũ1,ũ2) defined as in
the previous section.
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(observe that for γµ,u(ũ1, ũ2)-a.e. (x, v) it holds v ∈ TxM). Then the vector field jµ,u(ũ1, ũ2) ∈
L2

expµ(u) is defined as the barycentric projection of γµ,u(ũ1, ũ2), i.e.:

jµ,u(ũ1, ũ2)(x) :=
∫

vd
(
γµ,u(ũ1, ũ2)

)
x
(v),

where
(
γµ,u(ũ1, ũ2)

)
x

is the disintegration of γµ,u(ũ1, ũ2) w.r.t. the natural projection πM :
TM →M .

If the manifold M has non negative sectional curvatures, we keep this definition also in the
case µ /∈ Pc(M) and u not essentially bounded.

In order to prove that this is a good definition we need to show that
(
γµ,u(ũ1, ũ2)

)
x

has finite
first moment for expµ(u)-a.e. x and that jµ,u(ũ1, ũ2) belongs to L2

expµ(u). Both these facts are
obvious, since the bound (1.8b) gives

‖Jµ,u(ũ1, ũ2)‖2µ ≤ 2‖ũ1‖2µ cosh2
(
S
√
C
)

+ 2
‖ũ2‖2µ
S2C

sinh2
(
S
√
C
)
<∞,

by the hypothesis on µ, u, and therefore∫ (∫
|v|d

(
γµ,u(ũ1, ũ2)

)
x

)2

dexpµ(u) ≤
∫ ∫

|v|2d
(
γµ,u(ũ1, ũ2)

)
x
dexpµ(u)

=
∫
|v|2dγµ,u(ũ1, ũ2) = ‖Jµ,u(ũ1, ũ2)‖2µ <∞,

this shows that jµ,u(ũ1, ũ2) is well defined expµ(u)-a.e., to show that it belongs to
L2

expµ(u)(ũ
1, ũ2) it is enough to observe

‖jµ,u(ũ1, ũ2)‖2expµ(u) =
∫ (∫

vd
(
γµ,u(ũ1, ũ2)

)
x

)2

≤
∫ (∫

|v|d
(
γµ,u(ũ1, ũ2)

)
x

)2

<∞.

Similar arguments work for the case of M with non negative sectional curvatures.

Theorem 7.2 (Differentiability of exponential map) Let (µt) ⊂ Pc(M) be a regular
curve, (vt) its velocity vector field, (ut) an absolutely continuous vector field along it and define
νt := (exp(ut))#µt. Assume that the vectors ut are equibounded in L∞µt and that∫ 1

0

∥∥∥∥ ddtut
∥∥∥∥2

µt

dt <∞.

Then (νt) is absolutely continuous and its velocity vector field (wt) is given by

wt := Pνt

(
jµt,ut

(
vt,
d

dt
ut

))
. (7.2)
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If the manifold M has non-negative sectional curvatures, then the conclusion is true also dropping
the hypothesis of uniform bound of L∞ norms and the compactness hypothesis on the supports
of the µt’s.

Proof As usual, denote by T(t, s, ·) the flow maps of the curve (µt) and by τ st the associated
translation maps. For any t, s ∈ [0, 1] define

γst :=
(

exp(ut) ◦T(0, t, ·), exp(us) ◦T(0, s, ·)
)

#
µ0,

so that γst ∈ Adm(νt, νs). By equation (1.11), the cost of γst is bounded by∫
d2(X,Y )dγst (X,Y ) ≤

(
cosh(S

√
C) +

sinhS
√
C

S
√
C

)2 ∫
D2
(
(x, ut(x)), (y, us(y))

)
dσst (x, y),

where σst := (T(0, t, ·),T(0, s, ·))#µ0, S is the essential bound of all the ut’s in L∞µt and C is a
bound of the curvature of M on the relatively compact set {expx(tus(x))}t,s∈[0,1],x∈supp(µs).

The value of D2
(
(x, ut(x)), (y, us(y))

)
can be bounded from above by d2(x, y) + |τ ts(us(y))−

ut(x)|2, therefore it holds∫
D2
(
(x, vt(x)),(y, vs(y))

)
dσ(x, y)

≤
∫

d2(x, y) + |τ ts(us(y))− ut(x)|2dσst (x, t)

≤
∫ (∫ s

t

∣∣∣vr(T(t, r, x)
)∣∣∣dr)2

+
(∫ ∣∣∣ d

dr
ur
(
T(t, r, x)

)∣∣∣)2

dµt(x)

≤ |s− t|

(∫ s

t
‖vr‖2µrdr +

∫ s

t

∥∥∥∥ ddrur
∥∥∥∥2

µr

dr

)
,

which shows that (νt) is absolutely continuous. The fact that a choice of velocity vector field
(not necessarily tangent) is given by the vectors jµt,ut

(
vt,

d
dtut

)
defined in 7.1 comes observing

that from
νt :=

(
exp(ut) ◦T(0, t, ·)

)
#
µ0,

we have
d

dt

∫
ϕdνt =

d

dt

∫
ϕ ◦ exp(ut) ◦T(0, t, ·)dµ0

=
∫ 〈

(∇ϕ) ◦
(

exp(ut) ◦T(0, t, ·)
)
, Jµ,u(ũ1, ũ2) ◦T(0, t, ·)

〉
dµ0

=
∫
〈∇ϕ(x), v〉 dγµ,u(ũ1, ũ2)

=
∫ 〈
∇ϕ(x),

∫
vd
(
γµ,u(ũ1, ũ2)

)
x

〉
dνt(x)

=
∫ 〈
∇ϕ, jµ,u(ũ1, ũ2)

〉
dνt.

The rest is obvious. �
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Remark 7.3 (The result read as a result on infinitesimal perturbation) Recalling
theorem 1.31, we can deduce from the result just proven the following fact. For any t, s ∈ [0, 1]
choose a plan γst ∈ OptTan(νt, νs) and define the rescaled plans

σst :=
1

s− t
· γst ,

where the rescalation of a plan in P(TM) is defined in 1.5. Then for almost every t ∈ [0, 1] the
plans σst converge to (Id, wt)#νt in (P2(TM),W2), where the wt are given in equation (7.2) �

Remark 7.4 (Tangent variation) It is worth underlying that the derivative of (ut) appearing
in the above theorem is the total one, and not the covariant one. This means that if (ut) is a
tangent and absolutely continuous vector field (a situation which fits better into the intrinsic
Riemannian structure of (P2(M),W2) - see in particular the next chapter), the velocity vectors
(wt) of (νt) may be written as

wt = Pνt

(
jµt,ut

(
vt,
D

dt
ut +Nµt(ut, vt)

))
(7.3)

�

Remark 7.5 (Non tangent velocities) Observe that in formula (7.2) the velocity vector field
(vt) is always tangent, while the total derivative d

dtut is generally not. This ‘asymmetry’ is due
to the fact that we preferred to state the result considering regular curves. A more general
version of the theorem (which can be proven analogously) works for curves (µt) for which there
is a vector field (ṽt) compatible with it via the continuity equation (but not necessarily tangent)
for which it holds ∫ 1

0
L(vt)dt <∞,∫ 1

0
‖vt‖2µtdt <∞.

In this situation, we have to ask for the vector field (ut) to be absolutely continuous w.r.t. (ṽt)
(plus uniform essential bound in L∞µt if the curve has not compact support), and the result of
the theorem would read as

wt = Pνt

(
jµt,ut

(
ṽt,
d̃

dt
ut

))
,

see also remark 5.4. �

7.3 A pointwise result

Having proved theorem 7.2 and taking into account remark 7.3, it is natural to ask whether the
results expressed, which are valid for a.e. t, are valid also for every t ∈ [0, 1], possibly under some
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additional hypothesis. Or, which is more or less the same, we may question whether remark 7.3
remains valid for the time t = 0.

The aim of this section is twofold: on one side we want to point out that this question is not
trivial at all, in the sense that a pointwise result cannot be deduced by the ‘a.e. one’ by adding
some kind of continuity assumptions (see example 7.13). The convergence that we prove here, is
much weaker that the one expressed in remark 7.3. On the other hand, proposition 7.8 below,
although weak, is enough to prove inequality (8.7) in the last section of the work. Therefore the
result proven here deserves to produce a ‘practical’ consequence of the existence of Jacobi fields.

The following definition is quite natural:

Definition 7.6 (Perturbation of (µ, u)) Let µ ∈ P2(M) and u, ũ1, ũ2 ∈ L2
µ with ũ1 ∈

Tanµ(P2(M)). A perturbation of (µ, u) along the direction (ũ1, ũ2) is a couple (µt), (ut), where:

• (µt) is a regular curve defined on some interval [0, T ], T > 0, such that its velocity vector
field (vt) admits a continuous representative (not relabeled) satisfying v0 = ũ1,

• (ut) is a C1 vector field along (µt) satisfying

u0 = u,

d

dt
ut|t=0

= ũ2.

Remark 7.7 It is not clear to us whether a perturbation exists for any ũ1 ∈ Tanµ(P2(M)).
By proposition 6.1 we know that existence is ensured if ũ1 = ∇ϕ for some ϕ ∈ C∞c (M): in this
case an admissible choice of regular curve is simply given by µt := expµ(t∇ϕ). Then it is easy
to produce a C1 vector field along (µt) with the prescribed derivative in 0. �

In the next proposition, we are going to consider the barycentric projection of a plan γ ∈
P2(TM), which is the function B(γ) ∈ L2

πM# γ
defined by

B(γ)(x) :=
∫
TxM

vdγx(v),

where γx is the disintegration of γ w.r.t. the natural projection πM : TM → M . The trivial
inequality∫

M

∣∣B(γ)(x)
∣∣2dπM# γ(x) =

∫
M

∣∣∣∣∫
TxM

vdγx(v)
∣∣∣∣2 dπM# γ ≤ ∫

TM
|v|2dγ(x, v) <∞,

shows that B(γ) ∈ L2
πM# γ

.

Proposition 7.8 (Directional derivative of the exponential map) Let µ ∈ P2(M),
u, ũ1, ũ2 ∈ L2

µ with ũ1 ∈ Tanµ(P2(M)), and (µt), (ut) a perturbation of (µ, u) along the di-
rection (ũ1, ũ2). Define νt := expµt(ut) and choose γt0 ∈ OptTan(ν0, νt). Consider the rescaled
plans

σt0 :=
1
t
· γt0.
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Then:

A) Assume that (µt) ⊂ Pc(M) and that the vectors ut’s are uniformly bounded in L∞µt . Then
the maps Pν0(B(σt0)) weakly converge to Pν0(jµ,u(ũ1, ũ2)) in L2

ν0 as t→ 0.

B) Assume that M has non negative sectional curvatures. Then the same result as above is
true without the compactness assumptions on the supports of (µt) and the uniform bound
on the ut’s.

Proof For both the cases (A) and (B), the same arguments used in proof of theorem 7.2 together
with the fact that (vt) is continuous ((vt) being the velocity vector field of (µt)) and (ut) is C1,
give that (νt) is a Lipschitz curve. Therefore, letting L be its Lipschitz constant, we have

‖Pν0(B(σt0))‖ν0 ≤ ‖B(σt0)‖ν0 ≤ ‖v‖σt0 =
1
t
‖v‖γst =

W2(ν0, νt)
t

≤ L.

Thus to conclude it is enough to check that

lim
t→0

〈
B(σt0),∇ϕ

〉
ν0

=
〈
jµ,u(ũ1, ũ2),∇ϕ

〉
ν0
, ∀ϕ ∈ C∞c (M).

To prove this, fix ϕ ∈ C∞c (M) and define the function t 7→ f(t) :=
∫
ϕdνt. By theorem 7.2 we

know that

f ′(t) =
〈
jµt,ut

(
vt,
d

dt
ut

)
,∇ϕ

〉
νt

, a.e. t. (7.4)

Now we use the continuity hypothesis in the definition of perturbation: since both (vt) and
d
dtut are continuous, by the regularity of the Jacobi fields on M it is easy to check that vector
field (jµt,ut(vt,

d
dtut)) is continuous along (νt). Therefore the right hand side of equation (7.4) is

continuous. This means that f is C1 and that (7.4) actually holds for every t. In particular it
holds

lim
t↓0

f(t)− f(0)
t

=
〈
jµ,u(ũ1, ũ2),∇ϕ

〉
ν0
. (7.5)

The same limit can be computed from

f(t)− f(0)
t

=
∫
ϕdνt −

∫
ϕdν0

t
=

1
t

∫
ϕ(y)− ϕ(x)d(πM , exp)#γt0(x, y)

=
1
t

∫
〈∇ϕ(x), v〉 dγt0(x, v) +R(t)

=
∫
〈∇ϕ(x), v〉 dσt0(x, v) +R(t)

=
∫ 〈
∇ϕ,

∫
vd(σt0)x(v)

〉
dν0(x) +R(t)

=
〈
∇ϕ,B(σt0)

〉
ν0

+R(t).

So that to conclude we need only to show that the reminder term R(t) goes to 0 with t. To see
this, just integrate the trivial inequality

|ϕ(expx(v))− ϕ(x)− 〈∇ϕ(x), v〉 | ≤ Lip(∇ϕ)
|v|2

2
,
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to obtain

|R(t)| ≤ 1
t

∫
|ϕ(expx(v))− ϕ(x)− 〈∇ϕ(x), v〉 |dγt0(x, v)

≤ Lip(∇ϕ)
‖v‖2γt0(t)

2t
≤ Lip(∇ϕ)

W 2
2 (ν0, νt)

2t
≤ tLip(∇ϕ)

L2

2
.

The thesis follows. �

Remark 7.9 It can be proved that, with the same notation as above, B(σst ) actually belongs
to Tanνt(P2(M)) (see [12]). Therefore the above proposition actually tells that B(σt0) weakly
converges to Pν0(jµ,u(ũ1, ũ2)). �

Remark 7.10 Observe that we didn’t prove any kind of converging result at the level of plans,
but only at the level of barycentric projections. Our conjecture here is the following. If the map
exp(u) is µ-essentially invertible or ν0 is absolutely continuous w.r.t. the volume measure, then
the family of plans σt0 converge to (Id,Pν0(jµ,u(ũ1, ũ2)))#ν0 in P2(TM) as t ↓ 0. If the map
exp(u) is not essentially invertible, then the family of plans σt0 should still converge in an appro-
priate sense to the ‘projection onto the tangent space at ν0’ of the plan (exp(u), Jµ,u(ũ1, ũ2))#µ
(see Chapter 4 of [10] for a discussion about the projection operator on plans). �

Remark 7.11 In the proof of the above proposition, we never used the fact that (πM , exp)#γt0
is optimal. The only properties used, which are therefore sufficient to have the same conclusion,
are

(πM , exp)#γt0 ∈ Adm(ν0, νt),

lim
t→0

‖v‖γt0
t

<∞

�

Remark 7.12 (How to read the result for tangent variations) Observe that in the def-
inition of perturbation we asked for the vector ũ1 to be tangent, while the same requirement is
not imposed on ũ2. This is motivated by the look for the maximal generality: the same actually
happens in theorem 7.2, where the base measure µt is moved accordingly to the tangent vector
field vt, while the vector field ut is moved along the general direction d

dtut (clearly we can perturb
the mass also along non tangent directions, like in remark 7.5, but we won’t stress this point any
further). Also, the result on differentiation of the exponential map looks simpler - and to some
extent more natural - when considering general vector fields, rather than tangent ones (compare
formula (7.2) with (7.3)).

If u ∈ Tanµ(P2(M)), then one can speak of tangent perturbations, like in remark 7.4. In
this case the correct formulation of perturbation for the vector field (ut) is the following: (ut)
is a C1 and tangent vector field along (µt) such that Pν0

(
d
dtut|t=0

)
= ũ2 (observe that if (ut) is

C1 and (vt) is continuous, then not necessarily (Ddtut) is continuous as well - see example 7.13
below).
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In this case, if we assume also that ũ1 is Lipschitz, the limit vector in proposition 7.8 can be
written in terms of ũ1, ũ2 as

Pν0
(
jµ,u

(
ũ1, ũ2 +Nν0(u, ũ1)

))
.

In the next chapter, we are going to see that vector fields of this kind are the (only) solutions
of the Jacobi equation, thus closing the gap between the work done here in the identification of
the differential of the exponential map, and the description of the curvature tensor done in the
previous chapter. �

We conclude this section by showing that the pointwise result cannot be derived by continuity
arguments from theorem 7.2. The main issue here is the fact that there are no reasonable
assumptions on (µt) and (ut) which guarantees that the vector field

Pνt

(
jµt,ut

(
vt,
d

dt
ut

))
is continuous: indeed, the continuity of jµt,ut(vt,

d
dtut), that we used in the proof of 7.8, is not

enough to conclude, since the projection operator may very well be discontinuous. The following
example should clarify this fact. Observe the similarity with the example of non-existence of
parallel transport 4.15.

Example 7.13 Let M = R2 and µt ≡ µ := L2|[0,1]2
for any t. Divide the unit square into four

triangles by its diagonals, as shown in the picture.

Define the vector field u : [0, 1]2 → R2 as:

u(x) :=


(1, 1), if x ∈ T1,
(−1, 1), if x ∈ T2,
(−1,−1), if x ∈ T3,
(1,−1), if x ∈ T4,
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and ut := tu. Then the curve (µt) is clearly regular and its velocity vector field is continuous
(because it is constantly equal to 0), and the vector field (ut) along it is C∞. Also, it is immediate
to check that it holds

jµt,ut

(
vt,
d

dt
ut

)
◦ exp(ut) = jµ,tu(0, u) ◦ (Id+ tu) = u,

and that the support of νt := expµt(ut) = (Id + tu)#µ is, for positive times, made of four
different connected components, like in the picture above.

Since for positive times the vector field jµt,ut(vt,
d
dtut) is constant on each connected compo-

nent of supp(νt), it is easy to check that it is tangent. Then, since (jµt,ut(vt,
d
dtut)) is continuous,

our example will be concluded if we show that jµ0,u0(v0, ddtu0) = u /∈ Tanµ(P2(M)). A quick
way to see this, is to check that the vector field w ∈ L2

µ defined by

w(x) :=


(0, 1), if x ∈ T1,
(−1, 0), if x ∈ T2,
(0,−1), if x ∈ T3,
(1, 0), if x ∈ T4,

belongs to Tan⊥µ (P2(M)) (since by direct calculation one verifies that 〈w,∇ϕ〉µ = 0 for any
ϕ ∈ C∞c (R2)). Then, since it holds 〈w, u〉µ 6= 0 it cannot hold u ∈ Tanµ(P2(M)). �

8 Jacobi fields

In this chapter we study the Jacobi fields on our ‘manifold’ (Pc(M),W2). What we know about
basic Riemannian geometry, is that the differential of the exponential map satisfies the Jacobi
equation: we are going to see that the same is true in the Wasserstein space.

The chapter is organized as follows. In the first section, we introduce the Jacobi equation:
we will see when it is meaningful and study, from an abstract point of view, which are the
main properties of its solutions. Then, in the second section, we will see that the differential
of the exponential map that we calculated in the previous chapter, actually identifies all the
solution of the Jacobi equation. Finally, in the last section, we will use the knowledge we
gathered on the Jacobi fields to derive some quantitative estimate on the regularity of the map
ν 7→ {optimal transport map from a fixed measure µ to ν}.

8.1 The Jacobi equation

We have a curvature tensor, so we can write down the Jacobi equation. Let (µt) ⊂ Pc(M) be a
geodesic and (vt) its velocity vector field: the Jacobi equation along (µt) is:

D2

dt2
Jt + R(vt,Jt)vt = 0. (8.1)

Let us understand when this equation makes sense. The first term presents no problem: it simply
asks for the solution (Jt) to be a C1,1 vector field along (µt). In the second term, however, it
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appears the velocity vector field of the geodesic, which exists for every time except, possibly, 0
and 1. This means that the equation may be not meaningful outside the open interval (0, 1).
For 0 < t < 1, the vector vt is well defined and Lipschitz, thus from the discussion made at the
end of section 6.2, we know that the operator R(vt, ·)vt : Tanµt(P2(M)) → Tanµt(P2(M)) is
well defined and continuous. So the Jacobi equation is always well defined in the interval (0, 1).

The fact that the equation is possibly meaningless for t = 0, implies that we cannot prescribe
the initial condition on its solution by imposing the value of Jt and its covariant derivative at
t = 0 (like we are used to do in common Riemannian manifolds). Rather, we can only give
‘intermediate’ conditions of the kind Jt0 = ut0 ,

D

dt
Jt |t=t0 = u′0,

for some t0 ∈ (0, 1) and certain given ut0 , u
′
t0 ∈ Tanµt0 (P2(M)).

In order to simplify the exposition, we will use the following approach: we will assume that
(µt) is the restriction to [0, 1] of some geodesic defined on a larger interval [−ε, 1+ε], so that the
Jacobi equation will be meaningful in the whole [0, 1] and we can prescribe the initial conditions
in the classical way at t = 0. It is obvious that once we will be able to solve the equation in this
context, a simple step-by-step argument allows to produce a solution in the internal part of any
geodesic in Pc(M).

Thus throughout this Chapter we will use the following assumption and notation:
Assumption and notation: (µt) is a fixed geodesic on [0, 1] that is the restriction of a

geodesic defined on a larger interval [−ε, 1 + ε], (vt) is its velocity vector field, and the constants
L, S, C ∈ R are defined by:

L := sup
t∈[0,1]

L(vt),

S := sup
t∈[0,1]

S(vt) = S(v0),

C := a bound on the curvature of M on the compact set ∪t∈[0,1] supp(µt).

Definition 8.1 (Solutions of the Jacobi equation) We say that (Jt) is a solution of the
Jacobi equation with initial conditions u0, u

′
0 ∈ Tanµ0(P2(M)) if it is a C1,1 vector field along

(µt), satisfies  J0 = u0,
D

dt
Jt |t=0

= u′0,
(8.2)

and the equation (8.1) is fulfilled for a.e. t ∈ [0, 1].

Note that since (Jt) is C1,1, by proposition 5.31 its covariant derivative is absolutely continuous
and thus the initial condition makes sense.

We have the following result:
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Proposition 8.2 (Existence, uniqueness and regularity) For any u0, u
′
0 ∈

Tanµ0(P2(M)) there exists a unique solution (Jt) of the Jacobi equation satisfying the
initial conditions (8.2). Such solution is a C∞ vector field along (µt).

Proof Observe that (Jt) solves the Jacobi equation with the prescribed initial conditions if and
only if the curve t 7→ J t := T 0

t (Jt) ∈ Tanµ0(P2(M)) solves
d2

dt2
J t +At(J t) = 0,

J0 = u0,
d

dt
J t|t=0

= u′0,

where At : Tanµ0(P2(M))→ Tanµ0(P2(M)) is defined, for every t ∈ [0, 1], as

At(u) := τ0
t

(
R
(
vt, τ

t
0(u)

)
vt

)
, ∀u ∈ Tanµ0(P2(M)).

Since it holds
‖At‖op = ‖R

(
vt, ·
)
vt‖op ≤ CS2 + 3L2,

by standard arguments there is a unique C1,1 solution (J t) of the above system. It remains to
prove that the corresponding C1,1 solution (Jt) is C∞. This is a consequence of the smoothness
of R(vt, ·)vt. Indeed, since (Jt) is C1,1, from the equality

D2

dt2
Jt = −R(vt,Jt)vt,

we get that the second covariant derivative of (Jt) is C1,1. By proposition 5.31 and remark
6.9, it follows that (Jt) is C3,1. But then, again from the Jacobi equation, its second covariant
derivative is C3,1, and so on. The thesis follows. �

8.2 Solutions of the Jacobi equation

Here we prove that the solutions of the Jacobi equation can be explicitly characterized as the
differential of the exponential map, as in usual Riemannian manifolds.

In order to prove this, it is better to introduce the following notation. Recall that since our
geodesic (µt) is the restriction of a geodesic defined in some larger interval, the velocity vector
field (vt) is well defined at t = 0; also, for any t ∈ [0, 1] the map exp(tv0) is invertible, its inverse
being exp(−tvt).

Definition 8.3 (The vector field Jt(u1, u2)) For any couple of vector fields u1, u2 ∈ L2
µt0

(thus not necessarily tangent), the vector field Jt(u1, u2) ∈ L2
µt, t ∈ [0, 1] is defined by

Jt(u1, u2)
(

expx(tv0(x))
)

:=


the value at s = t of the (usual) Jacobi field js along the
geodesic s 7→ expx(sv0(x)) which has the
initial conditions j0 = u1(x), and j′0 = u2(x).
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The invertibility of exp(tv0) ensures that Jt(u1, u2) is well defined for µt−a.e. x; furthermore,
from inequality (1.8b) we have that

‖Jt(u1, u2)‖2µt ≤ 2‖u1‖2µ0
cosh2

(
S
√
C
)

+ 2
‖u2‖2µ0

S2C
sinh2

(
S
√
C
)
.

With respect to the notation of the previous chapter, here we just added the time dependence,
indeed it holds:

J1(u1, u2) = jµ0,v0(u1, u2),

By proposition 3.13 and the regularity of the (usual) Jacobi fields on M , we know that(
Jt(u1, u2)

)
is a C∞ vector field along (µt) and that it holds

d2

dt2
Jt +R(vt, Jt)vt = 0,

J0 = u1

d

dt
Jt|t=0

= u2.

where we wrote Jt for Jt(u1, u2).
Motivated by remark 7.12 (and the analogous 7.4), we are lead to suppose that the solution

of the Jacobi equation with initial conditions (8.2) is given by the vector field (Jt) defined by

Jt := Pµt
(
Jt
(
u0, u

′
0 −Nµ0(u0, v0)

))
. (8.3)

(well, actually in remark 7.12, read with current notation, the Lipschitz vector field was u0,
while v0 was arbitrary. However, here we know that v0 is Lipschitz and that some solution must
exists for any u0, so that by the properties of Nµ the ‘only possible guess’ is given by the above
formula also for u0 non Lipschitz).

This is actually true, as we prove now:

Theorem 8.4 (Jacobi fields) For any u0, u
′
0 ∈ Tanµ0(P2(M)), the vector field (Jt) defined

by (8.3) solves the Jacobi equation (8.1) with the initial conditions (8.2).

Proof Fix u0, u
′
0 ∈ Tanµt(P2(M)) and let

Jt := Jt
(
u0, u

′
0 −Nµ0(u0, v0)

)
.

We know that (Jt) is a C∞ vector field along (µt) and that
(
Pµt(·)

)
is C∞ as well. Thus (Jt) is

C∞. Notice that
J0 = Pµ0(J0) = Pµ0(u0) = u0,

so that the first initial condition is satisfied. Now evaluate the covariant derivative of (Jt) using
theorem 5.14:

D

dt
Jt = Pµt

(
d

dt
Jt −O∗vt (Jt)

)
.
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Evaluate this derivative at t = 0 and recall that since u0 ∈ Tanµ0(P2(M)) we have O∗vt (u0) = 0,
to get

D

dt
Jt|t=0

= Pµ0

(
u′0 −Nµ0(u0, v0)−O∗vt (J0)

)
= u′0.

Thus also the second initial condition is fulfilled.
Using again theorem 5.14, corollary 5.23 and recalling that d

dtvt ≡ 0 we can compute the
second covariant derivative of (Jt):

D2

dt2
Jt =

D

dt
Pµt

(
d

dt
Jt −O∗vt (Jt)

)
= Pµt

(
d2

dt2
Jt −O∗vt

(
d

dt
Jt

)
+R(v,P⊥µt(Jt))vt +O∗vt

(
O∗vt (Jt)

)
−O∗vt (Ovt (Pµt(Jt)))

)
− Pµt

(
O∗vt

(
d

dt
Jt −O∗vt (Jt)

))
= −Pµt

(
R(vt, Jt)vt

)
− 2Pµt

(
O∗vt

(
d

dt
Jt

))
+ Pµt

(
R(vt,P⊥µt(Jt))vt

)
+ 2Pµt

(
O∗vt

(
O∗vt (Jt)

))
− Pµt

(
O∗vt (Ovt (Pµt(Jt)))

)
= −Pµt

(
R(vt,Jt)vt

)
− 2Pµt

(
O∗vt

(
d

dt
Jt

))
+ 2Pµt

(
O∗vt

(
O∗vt (Jt)

))
− Pµt

(
O∗vt (Ovt (Jt))

)
.

Recalling that
R(vt,Jt)vt = Pµt

(
R(vt,Jt)vt

)
+ 3Pµt

(
O∗vt (Ovt (Jt))

)
,

we just proved that

D2

dt2
Jt + R(vt,Jt)vt = −2Pµt

(
O∗vt

(
d

dt
Jt −O∗vt (Jt)−Ovt (Pµt(Jt))

))
therefore our thesis will be achieved if we show that the right hand side of the above equation
is identically 0. To this aim, it is sufficient to show that the vector field (ut) defined by

ut := P⊥µt

(
d

dt
Jt −O∗vt (Jt)−Ovt (Pµt(Jt))

)
,

is identically 0. Notice that since we are along a geodesic in Pc(M), the gradient of vt is
symmetric: that is, by proposition 5.12, it holds

P⊥µt(O
∗
vt (Jt)) = Ovt

(
P⊥µt(Jt)

)
,

and thus we have

ut = P⊥µt

(
d

dt
Jt −Ovt (Jt)

)
.

(Actually, this - important - step of the proof is the only place where we needed proposition
5.12. Thus, it is due to this proof the hard work that we did in section 2.3 to prove that the
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velocity vector fields of a geodesic are not just Lipschitz, but gradients of C1,∞ functions). The
value at t = 0 of ut is:

u0 = P⊥µ0

(
u′0 +Nµ0(v0, u0)−Ov0 (u0)

)
= P⊥µ0

(
Nµ0(v0, u0)−Nµ0(v0, u0)

)
= 0.

It is clear that (ut) is C∞ along (µt). Evaluate its total derivative:

d

dt
ut =

d

dt

(
P⊥µt

(
d

dt
Jt

)
−Ovt (Jt)

)
= P⊥µt

(
d2

dt2
Jt

)
+ Pµt

(
O∗vt

(
d

dt
Jt

))
+Ovt

(
Pµt

(
d

dt
Jt

))
−Ovt

(
d

dt
Jt

)
+ P⊥µt(R(vt, Jt)vt) +Ovt (Ovt (Jt)) + Pµt

(
O∗vt (Ovt (Jt))

)
= Pµt

(
O∗vt

(
d

dt
Jt −Ovt (Jt)

))
−Ovt

(
P⊥µt

(
d

dt
Jt

)
−Ovt (Jt)

)
= Pµt

(
O∗vt (ut)

)
−Ovt (ut) .

Define f : [0, 1] → [0, 1] as f(t) := ‖ut‖µt . We know that f is absolutely continuous, f(0) = 0
and that

f ′(t) ≤
∥∥∥∥ ddtut

∥∥∥∥
µt

≤
∥∥∥Pµt

(
O∗vt (ut)

)∥∥∥
µt

+‖Ovt (ut)‖µt ≤ 2L(vt)‖ut‖µt = 2L(vt)f(t), a.e. t ∈ [0, 1].

From the Gronwall lemma we deduce that f(t) ≡ 0, which means ut ≡ 0. This concludes the
proof. �

Remark 8.5 (The case M = Rd) If M = Rd, the norm of the Jacobi field Jt(u1, u2) grows
linearly in time, regardless of the compactness assumption of the supports of the µt’s, therefore
the vector field (Jt) is well defined for general (µt) ⊂ P2(Rd). Also, by remark 5.13, we know
that the gradients of the velocity vector field of (µt) are symmetric and, by remark 6.5, that
the curvature tensor is well defined for any µ ∈ P2(Rd), and not just for those with compact
support. Thus the previous theorem is true in the Euclidean case even without the compactness
assumption. �

Remark 8.6 (A way to check tangency) In the last part of the proof we used a particular
case of the following general statement. Let (µt) be a regular curve, (vt) its velocity vector
field and (wt) an absolutely continuous vector field such that w0 ∈ Tanµ0(P2(M)). Then
wt ∈ Tanµt(P2(M)) for every t if and only if

d

dt
wt +Ovt (wt) ∈ Tanµt(P2(M)), a.e. t ∈ [0, 1].
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Indeed the ‘only if’ is obvious from theorem 5.15. For the ‘if’ consider the vector field ut :=
P⊥µt(wt), notice that

d

dt
ut = P⊥µt

(
d

dt
wt

)
+ Pµt(O∗vt (wt)) +Ovt (Pµt(wt))

= P⊥µt

(
d

dt
wt +Ovt (wt)

)
+ Pµt

(
O∗vt

(
P⊥µt(wt)

))
−Ovt

(
P⊥µt(wt)

)
= Pµt

(
O∗vt (ut)

)
−Ovt (ut) ,

and conclude as before by applying the Gronwall lemma to the function f(t) := ‖ut‖µt �

Remark 8.7 (A more geometrical way to conclude) The last part of the proof of theorem
8.4 concerns with the proof that

P⊥µt

(
d

dt
Jt −Ovt (Jt)

)
= 0, ∀t. (8.4)

We proceeded in an analytic way by calling into play the Gronwall lemma, but from a geometrical
perspective this is not particularly insightful.

A different approach could be the following (we are going to be sloppy about regularity
assumptions - just think that everything is C∞): the vector field in (8.4) is equal to 0 if and
only if the vector field

d

dt
Jt −∇vt

t · Jt

is tangent for any t. This means that we should have something like:

d

dt
Jt −∇vt

t · Jt = ∇φt, (8.5)

and the geometrical question we could ask is: ‘who’ is φt? We are going to give the answer -
and run the calculations - in the case M = Rd.

Assume that (Jt) satisfies the initial conditions

J0 = ∇ψ,
d

dt
Jt|t=0

= ∇ϕ+ P⊥µ0
(∇vt

0 · ∇ψ),

let φ be such that
∇φ = ∇ϕ+ Pµ0(∇vt

0 · ∇ψ),

so that the initial conditions may be written as

J0 = ∇ψ,
d

dt
Jt|t=0

= ∇φ+∇vt
0 · ∇ψ.
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We claim that equation (8.5) is satisfied with φt := φ ◦T(t, 0, ·).
Indeed, observe that on Rd we have

T(0, t, ·) = Id+ tv0,

T(t, 0, ·) = (Id+ tv0)−1 = Id− tvt,

and that Jacobi fields on Rd are linear vector field, so that

Jt ◦ (Id+ tv0) = ∇ψ + t(∇φ+∇vt
0 · ∇ψ),

d

dt
Jt ◦ (Id+ tv0) = ∇φ+∇vt

0 · ∇ψ,

or, which is the same:

Jt =
(
∇ψ + t(∇φ+∇vt

0 · ∇ψ)
)
◦ (Id− tvt),

d

dt
Jt = (∇φ+∇vt

0 · ∇ψ) ◦ (Id− tvt).

Thus we have

d

dt
Jt −∇vt

t · Jt = (∇φ+∇vt
0 · ∇ψ) ◦ (Id− tvt)

−∇vt
t ·
(
∇ψ + t(∇φ+∇vt

0 · ∇ψ)
)
◦ (Id− tvt)

= ∇φ ◦ (Id− tvt)− t∇vt
t · ∇φ ◦ (Id− tvt)︸ ︷︷ ︸

(A)

+
((
∇vt

0 −∇vt
t ◦ (Id+ tv0)− t∇vt

t ◦ (Id+ tv0) · ∇vt
0︸ ︷︷ ︸

(B)

)
· ∇ψ

)
◦ (Id− tvt)

For the term (A) we have

A = (I − t∇vt)t · ∇φ ◦ (Id− tvt)
= (∇(Id− tvt))t · ∇φ ◦ (Id− tvt)
= ∇

(
φ ◦ (Id− tvt)

)
= ∇φt.

Thus to conclude we need only to show that the operator (B) is 0. To this aim, observe that
from vt ◦ (Id+ tv0) = v0 we have

∇vt ◦ (Id+ tv0) = ∇v0 ·
(
∇(Id+ tv0)

)−1

= ∇v0 ·
(
∇(Id− tvt)

)
◦ (Id+ tv0)

= ∇v0 − t∇v0 · ∇vt ◦ (Id+ tv0).

The claim follows. �
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8.3 Points before the first conjugate

In this short section we want to point out that the existence of Jacobi fields on
P2(M) allows to give some quantitative estimate on the behavior of the map ν 7→
{optimal transport map from µ to ν}, at least in some very special case.

Let (µt) as before, µ := µ0 and define the time FirstConj > 0 as the first positive 0 of the
function f : [0, 1]→ R defined by

f(0) = 0,
f ′(0) = 1,
f ′′(t) = −f(t)

(
CS2 + 3

(
L(vt)

)2)
.

If f has no zeros in (0, 1], then we put FirstConj := 1.
Now consider a Jacobi field (Jt) with initial conditions J0 = 0, D

dtJt|t=0
= u for some

u ∈ Tanµ(P2(M)). By standard comparison arguments based on the inequality∥∥∥∥D2

dt2
Jt

∥∥∥∥
µt

= ‖R(vt,Jt)vt‖µt ≤
(
CS2 + 3(L(vt))2

)
‖Jt‖µt

we know that
‖Jt‖µt ≥ f(t)‖u‖µ, ∀t ∈ [0, 1].

In particular, ‖Jt‖µt > 0 for every t < FirstConj. Fix 0 < t0 < FirstConj, define ν := µt0 ,
νs := exp(t0v0 + su)#µ. Assume also that exp(u) is an optimal map, so that exp(v0 + su) is
optimal as well for any s ≥ 0. Let γs ∈ Opt(ν, νs). Then by the result 7.8 on the differentiability
of the exponential map, we know that Pν(B(1

s · γs)) weakly converges to Jt0 as s → 0. This
implies that

lim
s→0

W 2
2 (ν, νs)
s2

= lim
s→0

∫
|v|2d

(
1
s
· γs
)
≥ lim

s→0

∥∥∥∥B(1
s
· γs
)∥∥∥∥

ν

≥ lim
s→0

∥∥∥∥Pν

(
B
(1
s
· γs
))∥∥∥∥

ν

≥ ‖Jt0‖2ν ≥
(
f(t0)

)2‖u‖2µ. (8.6)

This inequality is a kind of reverse of the standard inequality

W2(ν, ν̃) ≤ ‖v − ṽ‖µ,

valid on Riemannian manifolds with non negative sectional curvature, where ν = exp(v)#µ and
ν̃ = exp(ṽ)#µ. Indeed, let vs := v + su, so that exp(vs) is an optimal transport map from µ to
νs: we can rewrite (8.6) as

lim
s→0

‖vs − v‖µ
W2(ν, νs)

= lim
s→0

s‖u‖µ
W2(ν, νs)

≤ 1
f(t0)

, (8.7)

which is a sort of Lipschitz continuity in time of the optimal transport maps.
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Let us underline that this is a very special situation: in order for the above estimate
to hold, the measures µ, ν have to lie in the internal part of a geodesic and need to be
sufficiently near w.r.t. to length of the geodesic itself. In general, as shown in [11], if
(νs) is an absolutely continuous curve, the maximum regularity we can expect from s 7→
{optimal transport map from µ to νs} is 1

2 -Hölder continuity.

9 Appendix

9.1 Density of regular curves

Here we prove that regular curves are dense in the set of transport couples. The notion of
convergence related to this density is the following.

Definition 9.1 (L2-convergence of transport couples) Let (µnt , v
n
t ), n ∈ N, and (µt, vt) be

transport couples satisfying ∫ 1

0
‖vt‖2µtdt <∞, (9.1)

and similarly for (µnt , v
n
t ). We say that the sequence (µnt , v

n
t ) L2-converges to (µt, vt) if:

i) W2(µnt , µt)→ 0 as n→∞ uniformly on t ∈ [0, 1],

ii) vnt strongly converges to vt as n→∞ for a.e. t ∈ [0, 1] in the sense of definition 1.8,

iii) lim
n→∞

∫ 1

0
‖vnt ‖2µnt dt ≤

∫ 1

0
‖vt‖2µtdt.

This definition differs a bit from the analogous 2.5, indeed here we are requiring a stronger
integrability condition on the norm of the vector fields, and, with the third condition, we are
requiring that this kind of L2 norm converges. We prefer to work with this new definition, as it
fits more naturally into the theory. Once our density result will be proven w.r.t. L2 convergence
of transport couples, it is only a matter of standard reparametrization arguments to show that
there is density also w.r.t. the convergence 2.5. We won’t stress this point further.

The main result of this section is:

Theorem 9.2 (Density of regular curves) Let (µt, vt) be a transport couple such that (9.1)
holds. Then there exists a sequence of regular curves (µnt ) such that:

i) the sequence of transport couples (µnt , v
n
t ) L2-converges to (µt, vt), where (vnt ) is the

velocity vector field of (µnt ),

ii) for any n, t, µnt is absolutely continuous w.r.t. the volume measure with and
supp(µnt ) ⊂ Kn for some compact set Kn independent on t. Also, the map (x, t) 7→ dµnt

dvol(x)
is C∞,
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iii) vnt = ∇ϕnt with ϕnt ∈ C∞c (M) for every n, t. Also, supp(ϕnt ) ⊂ Kn and the map (x, t) 7→
ϕnt (x) is C∞.

Remark 9.3 There is a great freedom in the choice of the support of the measures µnt : it may
be chosen compact (as in the statement of the theorem), or equal to the whole M . Also, if the
given transport couple (µt, vt) is made of measures concentrated on the same compact K, the
measures µnt may be chosen with support in some compact K ′ independent on n, t. �

Remark 9.4 Observe that we can approximate any transport couple, and not only those for
which the vector field (vt) is tangent. That is, we can produce convergence to vt with gradients
of smooth functions, regardless of the tangency of the vt’s themselves. In view of the discussion
made in section 4.4 this is not that surprising. �

This result is slightly different from the one obtained in [1, 10] for the case M = Rd, where it
was proven that the measures µnt can be chosen such that limn

∥∥dµnt
dLd
∥∥
∞ ≤

∥∥ dµt
dLd
∥∥
∞ for a.e. t,

where ‖ dµ
dLd ‖∞ is the essential supremum of the density of the absolutely continuous measure µ,

but giving no informations on the smoothness of the density nor on the supports. This proof for
the case M = Rd, found by Ambrosio, strongly relies on the geometrical properties of Rd, and
it is unclear - to the author - whether an analogous result holds for general manifolds or not.

Our strategy for the proof of the above theorem is the following:

• we recall that for any transport couple there exists a (non unique in general) associated
measure on the space P(AC([0, 1],M)) of absolutely continuous curves in M ,

• we prove that convergence of transport couples is implied by convergence of the associated
measures in P2(AC2([0, 1],M)),

• using such implication, we first approximate the given transport couple with transport
couples for which the underlying measures have finite support: for these kind of transport
couples it will be easy to check regularity

• now that the problem is reduced to approximating a transport couple whose measures
have finite support, we can ‘put our hands in’ and, by a standard smoothening argument,
get the conclusion.

Unfortunately, the development of this plan is a bit lengthy in terms of vocabulary that needs
to be introduced.

We start recalling the following important result which we state without proof. It was proved
for the case M = Rd in [2]: the generalization to the case of general Riemannian manifolds follows
by Nash’s embedding theorem and presents no difficulties, we won’t give the details. We denote
by et the evaluation map defined, for any curve γ : [0, 1]→M , as et(γ) := γ(t).

Theorem 9.5 (Probabilistic interpretation of continuity equation) Let (µt, vt) be a
transport couple. Then there exists a Borel probability measure µ on AC([0, 1],M) such that:
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i) µ is concentrated on the set of curves γ which are solution of the ODE γ′(t) = vt(γ(t))
for a.e. t ∈ [0, 1],

ii) µt = et#µ.

Remark 9.6 In general the measure µ is not unique. Consider for instance the curve [−1, 1] 3
t 7→ µt := 1

2(δt + δ−t) ∈ P2(R), and let (vt) its velocity vector field. Then a possible choice of
µ is the measure 1

2(δγ(·) + δγ̃(·)), where γ, γ̃ : [−1, 1]→ R are defined by

γ(t) := t,

γ̃(t) := −t.

A different µ associated to (µt, vt) is given by the same formula above with:

γ(t) :=
{
t if t ≤ 0,
−t if t ≥ 0,

γ̃(t) :=
{
−t if t ≤ 0,
t if t ≥ 0,

.

If the curve (µt) is regular and (vt) is its velocity vector field, then the uniquen �

We will denote by AC2([0, 1],M) the set of absolutely continuous curves γ from [0, 1] to M
satisfying

∫ 1
0 |γ

′|2(t)dt <∞ endowed with the distance

d(γ1(·), γ2(·)) :=

√√√√( sup
t∈[0,1]

d(γ1(t), γ2(t))

)2

+
∫ 1

0
D2
(
γ′1(t), γ′2(t)

)
dt.

It is easy to check that (AC2([0, 1],M), d) is complete and separable. Also, if µ is a measure
associated to a transport couple (µt, vt) satisfying (9.1), the identity∫ ∫ 1

0
|γ′|2(t)dtµ(γ) =

∫ 1

0
‖vt‖2µtdt <∞,

gives that µ is concentrated on AC2([0, 1],M).

Now recall that the Wasserstein distance is well defined on all complete and separable metric
spaces (X, d). Choose x ∈ X and define

P2(X) :=
{
µ ∈P(X) :

∫
d2(x, x)dµ(x) <∞

}
,

it is clear that this set does not depend on the chosen point x. The set P2(X) is endowed with
the distance

W2(µ, ν) :=

√
inf
∫
d2(x, y)dγ(x, y),

where the infimum is taken over all γ such that π1
#γ = µ and π2

#γ = ν, where π1 and π2 are
the projections onto the first and second coordinate respectively. The following proposition is
well known, we skip the proof.
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Proposition 9.7 Let (X, d) be a complete separable metric space and µ ∈P2(X). Then there
exists a sequence (µn) ⊂ P2(X) such that W2(µn, µ) → 0 as n → ∞ and the support of µn is
made of exactly n points. Also, the following statements are equivalent:

• W2(µn, µ)→ 0,

•
∫
ϕdµn →

∫
ϕdµ for every real valued, bounded and continuous function ϕ and

limn→∞W2(µn, ν) = W2(µ, ν), for some ν ∈P(X).

•
∫
ϕdµn →

∫
ϕdµ for every real valued, continuous function ϕ with linear growth, i.e.

satisfying

|ϕ(x)| ≤ C

1 + d(x, x0)
, ∀x ∈ X

for some x0 ∈ X, and limn→∞W2(µn, ν) = W2(µ, ν), for some ν ∈P(X).

•
∫
ϕdµn →

∫
ϕdµ for every real valued, continuous function ϕ with quadratic growth, i.e.

satisfying

|ϕ(x)| ≤ C

1 + d2(x, x0)
, ∀x ∈ X

for some x0 ∈ X,

In particular, the space P2(AC2([0, 1],M)) is well defined. To characterize the measures in
such space, we define the cost C(µ) of a measure µ ∈P(AC([0, 1],M)) by:

C(µ) :=
∫ ∫ 1

0
|γ′|2(t)dt dµ(γ).

It holds the following result.

Proposition 9.8 Let µ ∈ P(AC([0, 1],M)). Then µ ∈ P2(AC2([0, 1],M)) if and only if
C(µ) < ∞ and e0#µ ∈ P2(M). In particular, any measure µ associated via theorem 9.5
to a transport couple (µt, vt) satisfying (9.1) belongs to P2(AC2([0, 1],M)).

Proof We start with the ‘only if’ part of the statement. We know that∫ ((
sup
t∈[0,1]

d(γ(t), x)
)2

+
∫ 1

0
D2(γ′(t), 0x)dt

)
dµ(γ) <∞,

where x is some chosen point of the manifold and 0x ∈ TxM is the 0 vector, and we want to
prove that ∫ ∫ 1

0
|γ′|2(t)dtdµ(γ) <∞,∫

d2(γ(0), x)dµ(γ) <∞.
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To prove this it is enough to observe that from (1.6) it follows the inequality

D(γ′(t), 0x) ≥ |γ′(t)|.

For the converse implication, start that recalling that (1.7) tells that

D2(γ′(t), 0x) ≤ d2(γ(t), x) + |γ′(t)|2.

To conclude, observe that it holds

d2(γ(t), x) ≤
(

d(γ(0), x) +
∫ t

0
|γ′|(t)dt

)2

≤ 2d2(γ(0), x) + 2
∫ 1

0
|γ′|2(t)dt

�

Now that the set P2(AC2([0, 1],M)) is identified, we pass to the description of the
relation between convergence of transport couples and of the corresponding measures in
P2(AC2([0, 1],M)). To do so, start observing that (TM,D) is a complete separable metric
space, and thus we may consider the space (P2(TM),W2), where here W2 is the Wasserstein
distance associated to D. There is a simple relation between convergence of maps in the sense
of 1.8 and convergence in P2(TM):

Proposition 9.9 Let n 7→ µn ∈ P2(M) a sequence W2-converging to some µ, un ∈ L2
µn for

any n ∈ N and u ∈ L2
µ. Then un strongly converges to u in the sense of 1.8 if and only if the

sequence of plans γn := (Id, un)#µn ∈P2(TM) converges to γ := (Id, u)#µ in P2(TM).

Proof Start assuming that W2(γn,γ) → 0. We will use proposition 9.7. Fix ξ ∈ V(M) and
consider the test function TM 3 (x, v) 7→ 〈ξ(x), v〉 ∈ R (observe that it has linear growth) to
get

lim
n→∞

∫
〈ξ(x), un(x)〉 dµn(x) =

∫
〈ξ(x), un(x)〉 dµ(x).

Now consider the measure σ ∈ P2(TM) defined by σ := (Id, 0)#µ. Observe that W 2
2 (γ,σ) =

‖v‖2µ. Similarly, define σn := (Id, 0)#µn. Obviously W2(σn,σ) → 0 as n → ∞, therefore we
obtain

‖v‖µ = W2(σ,γ) = lim
n→∞

W2(σ,γn) = lim
n→∞

W2(σn,γn) = lim
n→∞

‖vn‖µn .

We pass to the converse implication. It is clear that from the uniform bound on the norms of
vn it follows the tightness of the family {γn}. Thus, up to pass to a subsequence, not relabeled,
we may assume that n 7→ γn converges to some γ̃ in duality with continuous and bounded
functions. The functional σ 7→

∫
|v|2dσ(x, v) is lower semicontinuous w.r.t. convergence in

duality with continuous and bounded functions, so we get∫
|v|2dγ̃(x, v) ≤ lim

n→∞

∫
|v|2dγ̃n(x, v) = lim

n→∞
‖vn‖2µn .
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By the continuity of the projection on M we have πM# γ̃ = µ. Define the vector field ṽ as

ṽ(x) :=
∫

vdγ̃(x, v),

from the strict convexity of the L2 norm it follows that

‖ṽ‖2µ ≤
∫
|v|2dγ̃(x, v),

and that equality holds if and only if γ̃ = (Id, ṽ)#µ. We claim that ṽ = v. Indeed for any
ξ ∈ V(M) we have

lim
n→∞

〈vn, ξ〉µn = 〈v, ξ〉µ ,

lim
n→∞

〈vn, ξ〉µn = lim
n→∞

∫
〈v, ξ(x)〉 dγn(x, v) =

∫
〈v, ξ(x)〉 dγ̃(x, v) = 〈ṽ, ξ〉µ .

From the fact that ‖vn‖µn → ‖v‖µ we deduce that in the chain of inequalities

‖v‖2µ ≤
∫
|v|2dγ̃(x, v) ≤ lim

n→∞
|
∫

v|2dγ̃n(x, v) = lim
n→∞

‖vn‖2µn = ‖v‖2µ,

all inequalities are equality. In particular, we obtain that

γ̃ = (Id, v)#µ.

Thus we proved that γn converges to γ in duality with continuous functions with compact
support. The fact that limn→∞W2(γn, (Id, 0)#µ) = W2(γ, (Id, 0)#µ) follows by arguments
similar to those used above. �

Now observe that to each measure µ in P2(AC([0, 1],M)) we can associate the plans γµt ∈
P2(TM) defined by γµt := (et, dt)#µ, where (et, dt)(γ) := (γ(t), γ′(t)). It is clear that if the
measure µ is associated to a certain transport couple (µt, vt) via theorem 9.5, the plans γµt are
given by γµt = (Id, vt)#µt for a.e. t ∈ [0, 1].

The desired relation between convergence of transport couples and of associated measures
in P2(AC2([0, 1],M)) is based on the following proposition:

Proposition 9.10 Let µn,µ ∈ P2(AC2([0, 1],M)), n ∈ N and assume that
limn→∞W2(µ,µn) = 0. Then it holds

lim
n→∞

C(µn) = C(µ),

lim
n→∞

∫ 1

0
W 2

2 (γµ
n

t ,γµt )dt = 0.

Proof To prove the first statement, observe that the map γ 7→ c(γ) :=
∫ 1
0 |γ

′(t)|2dt is continuous
from (AC2([0, 1],M), d) to R with quadratic growth. Therefore the map µ 7→

∫
c(γ)dµ(γ) =

C(µ) from P2(AC2([0, 1],M)) to R is continuous by proposition 9.7.
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For the second, let αn be an optimal plan from µ to µn, so that it holds

W 2
2 (µ,µn) =

∫ ((
sup
t∈[0,1]

{d(γ1(t), γ2(t))}
)2

+
∫ 1

0
D2(γ′1(t), γ′2(t))dt

)
dαn(γ1, γ2).

For any t ∈ [0, 1], define the map It : [AC2([0, 1],M)]2 → [TM ]2 by It(γ1, γ2) :=(
(γ1(t), γ′1(t)), (γ2(t), γ′2(t))

)
and the plan αnt := (It)#αn. For any t ∈ [0, 1], the plan αnt is

admissible for the couple (γµt ,γ
µn

t ), thus the conclusion follows from

W 2
2 (µ,µn) =

∫ ((
sup
t∈[0,1]

{d(γ1(t), γ2(t))}
)2

+
∫ 1

0
D2(γ′1(t), γ′2(t))dt

)
dαn(γ1, γ2)

≥
∫ ∫ 1

0
D2(γ′1(t), γ′2(t))dt dαn(γ1, γ2)

=
∫ 1

0

∫
D2(v1, v2)dαnt

(
(x1, v1), (x2, v2)

)
≥
∫ 1

0
W 2

2 (γµt ,γ
µn

t )dt.

�

Remark 9.11 The fact that in general there is not a unique µ associated to a given transport
couple, shows that the converse implication in this proposition is not true. �

Corollary 9.12 Let (µnt , v
n
t ), (µt, vt) be transport couples and µn,µ be measures associated to

them via theorem 9.5. Assume that W2(µn,µ)→ 0 as n→∞. Then there is a sequence k 7→ nk
such that k 7→ (µnkt , v

nk
t ) L2converges to (µt, vt) as k →∞.

Proof It is a direct consequence of the previous proposition, of the characterization of conver-
gence of maps given in proposition 9.9 and of the fact that a sequence of L2 functions converging
to 0 admits a subsequence converging almost everywhere to 0. �

We are now ready to prove our main result

Proof of theorem 9.2 Let µ be a measure on AC2([0, 1],M) associated to (µt, vt) via theorem
9.5. By proposition 9.7 we know that there exists a sequence of measures n 7→ νn such that
W2(νn,µ)→ 0 as n→∞ and such that the support of νn is made of exactly n distinct points
(i.e. curves). For every n ∈ N, let γni : [0, 1] → M , i = 1, . . . , n be the curves in the support of
νn. Up to changing a bit these curves, we may assume that they are C∞ and that

γni (t) 6= γnj (t), ∀i 6= j,∀t ∈ [0, 1].

Working in chart, it is not hard to see that for every n ∈ N there exists a C∞ map (x, t) 7→
ϕnt (x) satisfying (∇ϕnt )(γni (t)) = (γni )′(t) for any i = 1, . . . , n, and ϕnt (x) = 0 if x /∈ K̃n, where
K̃n ⊂M is a compact set whose interior contains the range of all the γni ’s. By smoothness and
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compactness it holds Ln := supt∈[0,1] L(∇ϕnt ) < ∞ for any n ∈ N. Apply part (ii) of theorem
2.6 with vnt := ∇ϕnt to get the existence of C∞ maps Tn(t, s, ·) from M into itself satisfying
equations (2.2). From the bound (2.4a) we get supt∈[0,1] Lip(Tn(0, t, ·)) ≤ eLn <∞.

Let In : M 7→ AC2([0, 1],M) be the map which associate to each x ∈ M the curve t 7→
In(x)(t) := Tn(0, t, x). From lemma 9.14 below, we have the estimate:

d
2(In(x), In(y)) = sup

t∈[0,1]
d2
(
In(x)(t), In(y)(t)

)
+
∫ 1

0
D2
((
In(x)

)′(t), (In(y)
)′(t))dt,

≤ sup
t∈[0,1]

d2
(
In(x)(t), In(y)(t)

)
+ sup
t∈[0,1]

d2
(
In(x)(t), In(y)(t)

)(
1 + sup

t∈[0,1]
(L(ϕnt ))2

)
≤ And2(x, y),

(9.2)

where An := e2L
n
(

2 + (Ln)2
)

.
Now choose µn0 ∈ P2(M) absolutely continuous w.r.t. the volume measure, with smooth

density and compact support, satisfying W2(µn0 , e0#ν
n) < (nAn)−1. Define µn := In#µ

n
0 and

µnt := et#µn = T(0, t, ·)#µn0 . Given that the maps Tn(0, t, ·) are C∞ with C∞ inverse we have
that µnt is absolutely continuous with smooth density and compact support for any n, t Also,
for any n the map (x, t) 7→ dµnt

dvol(x) is C∞ and the support of µnt is contained in the compact set
Kn defined by

Kn :=
⋃

t∈[0,1]

Tn(0, t, supp(µn0 )).

Furthermore, it is clear that t 7→ µnt ∈ P2(M) is absolutely continuous and satisfies the conti-
nuity equation

d

dt
µnt +∇ · (µnt∇ϕnt ) = 0,

so that from the uniform bound on the Lipschitz constant of ∇ϕnt it follows that (µnt ) is regular.
It is also clear that µn is the unique measure in P2(AC2([0, 1],M)) associated to the transport
couple (µnt ,∇ϕnt ).

Define Jn : M2 → [AC2([0, 1],M)]2 as Jn(x, y) := (In(x), In(y)) and choose an optimal plan
γn from µn0 to e0#ν

n. By construction, the plan Jn#γ
n is admissible for the couple (µn,νn).

Integrating inequality (9.2) over Jn#γ
n we get

W 2
2 (µn,νn) ≤

∫
d(γ1, γ2) d

(
Jn#γ

n
)
(γ1, γ2)

=
∫
d

2(In(x), In(y))dγn(x, y)

≤W 2
2 (µn0 , e0#ν

n)An

≤ 1
n
.
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Thus it holds
W2(µn,µ) ≤W2(µn,νn) +W2(νn,µ)→ 0,

as n→∞. By corollary 9.12 we get the thesis. �

Remark 9.13 If we want to produce an approximating sequence for which the measures µnt
have positive density everywhere, it is enough to choose the measures µn0 absolutely continuous,
and with density smooth and everywhere positive. Then the proof goes on analogously.

Similarly, if our limit transport couple is made of measures whose supports are all contained
in the same compact set K ⊂ M , we can produce an approximating sequence for which all the
measures µnt are concentrated on some compact set K ′ in the following way. Find a connected
open set Ω ⊃ K with compact closure, and apply proposition 9.7 to find the approximating
sequence νn such that supp(et#ν

n) ⊂ Ω for every n, t. Then choose the measures µn0 with
support contained in Ω and proceed as before. �

Lemma 9.14 Let ξ ∈ V(M) and x, y ∈M . Then it holds

D2(ξ(x), ξ(y)) ≤
(
1 + (L(ξ))2

)
d2(x, y). (9.3)

Proof Estimating D(ξ(x), ξ(y)) from above using a geodetic γ : [0, 1]→ M between x and y in
equation (1.6), we get

D2(ξ(x), ξ(y)) ≤ d2(x, y) + |T 1
0 (ξ(x))− ξ(y)|2, (9.4)

where T ts is the parallel transport map from γ(s) to γ(t) along γ. Now observe that

d

dt

∣∣∣T 1
t

(
ξ
(
γ(t)

))
− ξ(y)

∣∣∣2 = −2
〈
T 1
t

(
ξ
(
γ(t)

))
− ξ(y),∇γ′(t)ξ

(
γ(t)

)〉
= −2

〈
T 1
t

(
ξ
(
γ(t)

))
− ξ(y),∇ξ

(
γ(t)

)
· γ′(t)

〉
≤ 2
∣∣∣T 1
t

(
ξ
(
γ(t)

))
− ξ(y)

∣∣∣L(ξ)|γ′(t)|,

from which it follows
d

dt

∣∣∣T 1
t

(
ξ
(
γ(t)

))
− ξ(y)

∣∣∣ ≤ |L(ξ)|γ′(t)|.

Integrating this inequality over [0, 1] we get

∣∣T 1
0

(
ξ(x)

)
− ξ(y)

∣∣ ≤ L(ξ)
∫ 1

0
|γ′(t)|dt = L(ξ)d(x, y).

Plugging this into (9.4) we get the result. �
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9.2 C1 curves

In this work, it often happened to consider absolutely continuous curves (µt) having a velocity
vector field, generally defined only for a.e. t, which admits a representative (vt) continuous and
tangent on the whole [0, 1]. Here we want to show that this notion, a priori purely dependent on
the topology of convergence of maps, is actually, not surprisingly, linked to the analytical and
geometrical properties of (µt).

Definition 9.15 (C1 curves) Let (µt) ⊂ P2(M) be an absolutely continuous curve. We say
that (µt) is C1 if there exists a choice of the velocity vector field (vt) for every t ∈ [0, 1] which
is continuous w.r.t. strong convergence of maps and tangent for every t ∈ [0, 1].

Lemma 9.16 Let µ ∈ Pc(M), v ∈ Tanµ(P2(M)) and define µt := expµ(tv) = (exp(tv))#µ.
Then it holds

lim
t↓0

W2(µt, µ)
t

= ‖v‖µ.

If the manifold M has non negative sectional curvature, then the result is true for any µ ∈
P2(M).

Proof Since (Id, exp(tv))# is an admissible plan for the couple µ, µt, we know that it holds

W2(µt, µ)
t

≤ t‖v‖µ, ∀t ∈ [0, 1].

Suppose v = ∇ϕ, where ϕ ∈ C∞c (M). In this case the thesis follows by proposition 6.1.
To pass to the limit in ∇ϕ, observe that given v, w ∈ L2

µ such that sup |v(x)|, sup |w(x)| ≤ S
(here the supremum is an essential supremum w.r.t. µ), equation (1.10) gives

W2

(
expµ(v), expµ(w)

)
≤ ‖v − w‖µ

sinh
(
S
√
C(supp(µ))

)
S
√
C(supp(µ))

Now, for every v ∈ Tanµ(P2(M)), define the truncation TN (v) ∈ L2
µ as

TN (v)(x) :=


v(x) if |v(x)| ≤ N,

Nv(x)
|v(x)|

if |v(x)| ≥ N.

It clearly holds

W2

(
expµ(tv), expµ(tTN (v))

)
≤ t‖v − TN (v)‖µ, ∀t ∈ [0, 1].
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We have

W2

(
expµ(tv),expµ(t∇ϕ)

)
≤W2

(
expµ(tv), expµ(tTN (v))

)
+W2

(
expµ(tTN (v)), expµ(tTN (∇ϕ))

)
+W2

(
expµ(tTN (∇ϕ)), expµ(t∇ϕ)

)
,

≤ t‖v − TN (v)‖µ + t‖∇ϕ− TN (∇ϕ)‖µ

+ t‖TN (v)− TN (∇ϕ)‖
sinh(N

√
C(supp(µ)))

N
√
C(supp(µ))

.

And therefore

W2(µt, µ)
t

≥
W2(expµ(t∇ϕ), µ)

t
−
W2

(
µt, expµ(t∇ϕ)

)
t

≥
W2(expµ(t∇ϕ), µ)

t
− ‖v − TN (v)‖µ − ‖∇ϕ− TN (∇ϕ)‖µ

− ‖TN (v)− TN (∇ϕ)‖
sinh(N

√
C(supp(µ)))

N
√
C(supp(µ))

.

Letting first t→ 0, then ∇ϕ→ v in Tanµ(P2(M)) and then N →∞ we conclude.
The conclusion for the case of non negative sectional curvature follows by equation (1.9),

which shows that in this case W2(expµ(v), expµ(w)) ≤ ‖v −w‖µ. The thesis follows as above.
�

Lemma 9.17 Let µn, µ ∈ P2(M) be such that W2(µn, µ) → 0 as n → ∞ and un ∈ L2
µn,

u ∈ L2
µ. Then un strongly converges to u if and only if for any choice of plans γn ∈ Adm(µ, µn)

(not necessarily optimal) satisfying limn

∫
d2(x, y)dγn = 0 it holds

lim
n→∞

∫
D2(u(x), un(y))dγn(x, y) = 0. (9.5)

Proof Assume that un strongly converges to u. Fix ξ ∈ V(M) and observe that it holds

lim
n→∞

‖un − ξ‖2µn = ‖u‖2µ + ‖ξ‖2µ − 2 lim
n→∞

〈un, ξ〉µn = ‖u− ξ‖2µ.

By lemma 9.14 we get that∫
D2(ξ(x), ξ(y))dγn(x, y) ≤

(
1 + (L(ξ))2

) ∫
d2(x, y)dγn(x, y),

therefore we obtain∫
D2
(
u(x), un(y)

)
dγn(x, y)

≤ 3
∫

D2
(
u(x), ξ(x)

)
dµ(x) + 3

∫
D2
(
ξ(x), ξ(y)

)
dγn(x, y) + 3

∫
D2
(
ξ(y), un(y)

)
dµn(y)

≤ 3‖u− ξ‖µ + 3
(
1 + (L(ξ))2

) ∫
d2(x, y)dγn(x, y) + 3‖un − ξ‖µn .
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The conclusion follows by letting first n→∞ and then ξ → u in L2
µ.

Conversely, assume that (9.5) holds for some sequence of plans γn satisfying∫
d2(x, y)dγn(x, y)→ 0. From the inequality D((x, u), (y, v)) ≥

∣∣|u| − |v|∣∣ we get∣∣∣‖u‖µ − ‖un‖µn∣∣∣ ≤ ∫ D2(u(x), un(y))dγn(x, y),

which gives the convergence of norms.
Now for every (x, y) ∈ supp(γn) choose the optimal curve (γn)yx in the definition of

D(u(x), u(y)) and denote by (Tn)yx(u) be the optimal transport map of u ∈ TxM to TyM along
(γn)yx. Arguing as in the proof of lemma 9.14, it is immediate to check that

∣∣ξ(y)− (Tn)yx(ξ(x))
∣∣ ≤ L(ξ)

∫ 1

0

∣∣((γn)yx
)′∣∣(t)dt, ∀ξ ∈ V(M)

so that∫ ∣∣ξ(y)− (Tn)yx(ξ(x))
∣∣2dγn(x, y) ≤ (L(ξ))2

∫ (∫ 1

0

∣∣((γn)yx
)′∣∣(t)dt)2

dγn(x, y)

≤ (L(ξ))2
∫

D2
(
u(x), un(y)

)
dγn(x, y)→ 0,

(9.6)

for any ξ ∈ V(M).
Now fix ξ ∈ V(M) and observe that

〈u, ξ〉µ − 〈un, ξ〉µn =
∫
〈u(x), ξ(x)〉+ 〈un(y), ξ(y)〉 dγn(x, y)

=
∫ 〈

u(x), ξ(x)− (Tn)xy
(
ξ(y)

)〉
+
〈
(Tn)yx

(
u(x)

)
− un(y), ξ(y)

〉
dγn(x, y).

The conclusion follows from equations (9.6), (9.5) and inequality∣∣∣(Tn)yx
(
u(x)

)
− un(y)

∣∣∣2 ≤ D2(u(x), un(y)).

�

Now we turn to the main result regarding C1 curves. For simplicity of exposition, we will
state and prove this result in the case M = Rd: it is not difficult to check, using lemma 9.16
above and adapting the formalism, that the same holds for measures on manifolds.

Theorem 9.18 (Behavior of C1 curves) Let (µt) be a C1 curve and (vt) its velocity vector
field. Then:

i) The continuity equation holds ‘for every time’, that is:

d

dt

∫
ϕdµt|t=t0 = 〈vt0 ,∇ϕ〉µt0 , ∀t0 ∈ [0, 1], ϕ ∈ C∞c (Rd). (9.7)
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ii) For any t ∈ [0, 1] it holds

lim
h→0

W2(µt+h, (Id+ hvt)#µt)
h

= 0.

iii) The metric derivative |µ̇t| of (µt) exists for every time and is continuous.

iv) For any t, s ∈ [0, 1] and any choice of optimal plans γst ∈ Opt(µt, µs), the rescaled plans

σst :=
(
π1,

π2 − π1

s− t

)
#

γst ,

converge to (Id, vt)#µt in P2(TM) as s→ t.

Proof We start with (i). Observe that from the validity of the continuity equation it follows
immediately that t 7→

∫
ϕdµt is absolutely continuous for every ϕ ∈ C∞c (Rd) and that equation

d

dt

∫
ϕdµt = 〈vt,∇ϕ〉µt

holds for a.e. t. The hypothesis of continuity of (vt) gives that the right hand side of the above
equation is continuous, thus the function t 7→

∫
ϕdµt is C1 and equality holds for every t.

Now we turn to (ii). Let η ∈P(AC([0, 1],Rd)) be a measure associated to (µt) via theorem
9.5. Observe that∫

|γ(t)− γ(s)|2dη(γ) =
∫ ∣∣∣∣∫ s

t
γ′(r)dr

∣∣∣∣2 dη(γ) =
∫ ∣∣∣∣∫ s

t
vr(γ(r))dr

∣∣∣∣2 dη(γ)

≤ |s− t|
∫ ∫ s

t
|vr(γ(r))|2 dr dη(γ)

= |s− t|
∫ s

t
‖vr‖2µrdr → 0 as s→ t.

Thus defining µst := (et, es)#η we have ‖x − y‖µst → 0 as s → t for any t ∈ [0, 1]. By the
characterization of convergence of maps given in lemma 9.17 above, and by the hypothesis of
continuity of (vt) we get∫

|vt(γ(t))− vs(γ(s))|2dη(γ) = ‖vt(x)− vs(y)‖2µst → 0, as s→ t. (9.8)

Now define the function f : [0, 1]2 → R as

f(t, s) := ‖et + (s− t)vt(et)− es‖η =

√∫ ∣∣∣γ(t) + (s− t)vt(γ(t))− γ(s)
∣∣∣2dη(γ).
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It is immediate to verify that f is absolutely continuous as a function of s (that is, for any
‘frozen’ t). For the derivative of f2 it holds

1
2
d

ds
f2(t, s) =

∫ 〈
γ(t) + (s− t)vt(γ(t))− γ(s), vt(γ(t))− γ′(s)

〉
dη(γ)

=
∫
〈γ(t) + (s− t)vt(γ(t))− γ(s), vt(γ(t))− vs(γ(s))〉 dη(γ)

≤ f(t, s)

√∫
|vt(γ(t))− vs(γ(s))|2dη(γ).

Thus from equation (9.8) we get

lim
s→t

f(t, s)
|s− t|

= 0.

Observe that the plan (et+(s−t)vt(et), es)#η is admissible for the couple
(
(Id+(s−t)vt)#µt, µs

)
,

thus the previous equation yields

lim
s→t

W2

(
(Id+ (s− t)vt)#µt, µs

)
|s− t|

≤ lim
s→t

f(t, s)
|s− t|

= 0.

Part (iii) follows immediately from (ii) and lemma 9.16: indeed for any t ∈ [0, 1] it holds

lim
s→t

W2(µt, µs)
|s− t|

= lim
s→t

W2(µt, (Id+ (s− t)vt)#µt)
|s− t|

= ‖vt‖µt . (9.9)

To prove part (iv), start proving that ‖y‖σst → ‖vt‖µt as s→ t and that
∫
〈∇ϕ(x), y〉 dσst →

〈∇ϕ, vt〉µt as s→ t for any ϕ ∈ C∞c (Rd). From the equality

‖y‖σst =
‖y − x‖γst
|s− t|

=
W2(µt, µs)
|s− t|

and equation (9.9) we get the convergence of norms. Now fix ϕ ∈ C∞c (Rd) and observe that

〈vt,∇ϕ〉µt =
d

dt

∫
ϕdµt = lim

s→t

∫
ϕdµs −

∫
ϕdµt

s− t
= lim

s→t

∫
ϕ(y)− ϕ(x)dγst (x, y)

s− t

= lim
s→t

∫ 〈
∇ϕ(x),

y − x
s− t

〉
dγst (x, y) +R(t, s, ϕ) = lim

s→t

∫
〈∇ϕ(x), y〉 dσst ,

where the last equality follows from the fact that the reminder term R(t, s, ϕ) is bounded by
|R(t, s, ϕ)| ≤ Lip(∇ϕ)W

2
2 (µt,µs)
2(s−t) and thus converges to 0 as s→ t.

Now let vst (x) :=
∫
yd(σst )x(y) ∈ L2

µt , where (σst )x is the disintegration of σst w.r.t. the
projection onto the first coordinate. Observe that we have

lim
s→t
〈∇ϕ, vst 〉µt = lim

s→t

∫
〈∇ϕ(x), y〉 dσst = 〈∇ϕ, vt〉µt , ∀ϕ ∈ C∞c (Rd),
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which tells that Pµt(vst ) weakly converges to vt in L2
µt (since vt ∈ Tanµt(P2(M))). From

‖vt‖µt ≤ lim
s→t
‖Pµt(vst )‖µt ≤ lim

s→t
‖Pµt(vst )‖µt ≤ lim

s→t
‖vst ‖µt ≤ lim

s→t
‖y‖σst = ‖vt‖µt ,

we deduce that lims→t ‖vtt‖µt = ‖vt‖µt and therefore

lim
s→t
‖P⊥µt(v

s
t )‖2µt ≤ lim

s→t
‖vst ‖2µt lim

s→t
‖Pµt(vst )‖2µt = 0,

which implies vst → vt in L2
µt as s→ t. It is easy to check that such L2-convergence implies that

(Id, vst )#µt converges to (Id, vt)#µt in P2(Rd×Rd), therefore to conclude it is enough to check
that W2(σst , (Id, v

s
t )#µt) goes to 0 as s → t. The plan (π1, π2, π1, vst ◦ π1)#σst is admissible for

the couple (σst , (Id, v
s
t )#µt), therefore we have

W2(σst , (Id, v
s
t )#µt) ≤ ‖y − vst (x)‖σst ≤

∣∣∣‖y‖σst − ‖vst ‖µt∣∣∣→ 0,

as s→ t. �

We conclude with some examples which help understanding the behavior of C1 curves.

Example 9.19 (Being tangent everytime matters) In the definition of C1 curves, it is
clear that requirement of continuity in time of the velocity vector field plays a key role. It
may be less clear that the requirement for this vector field to be tangent for everytime is both
non trivial and necessary. Here we are going to show why. Note that the example is the same
with which we discussed the difficulties in finding the pointwise derivative of the exponential
map.

Let Q = [0, 1] × [0, 1] be the unit square in R2 and Ti, i = 1, 2, 3, 4 be the four triangles in
which Q is divided by its diagonal. Define the vector field v : Q→ R2 as

v|T1
:= (1, 1),

v|T2
:= (−1, 1),

v|T3
:= (−1,−1),

v|T4
:= (1,−1).

Now define µ := L2|Q and observe that v ∈ L2
µ and that for t > 0, µt := (Id + tv)#µ is made

of 4 connected components, each one the translation of one of the Ti. Also, it is easy to check
that v /∈ Tanµ(P2(M)).

The function vt := v ◦ (Id + tv)−1 is constant on each of those components and therefore
clearly tangent. It follows that for positive t we have |µ̇t| = ‖vt‖µt = ‖v‖µ =

√
2.

Thus we have an absolutely continuous curve (µt) and a velocity vector field (vt) which is
continuous in time and tangent for every t > 0 but not for t = 0. We want to show that the
metric derivative is not continuous in 0, and that the rescaled optimal plans do not converge
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to v0. Both of this claims will be achieved if we show that |µ̇0| ≤ 1. To see this consider the
function g on Q defined as

g|T1
:= (0, 1),

g|T2
:= (−1, 0),

g|T3
:= (0,−1),

g|T4
:= (1, 0),

and let νt := (Id+ tg)#µ.
Then clearly W (µt, νt) ≤ ‖f − g‖µ = 1, therefore the conclusion will follow if we show that

W (νt, µ) = o(t). This can be proved by finding a family of transport maps whose cost goes to 0
faster than t: see the picture below (a mass of order t is moved of a distance of order t, giving
a cost of order t3/2).

�

Example 9.20 (Discontinuity of the projection operator) A simple variation of the pre-
vious example shows that the projection operator may very well be discontinuous along a C1

curve. Indeed, consider the curve (µ̃t) defined by

µ̃t := µt2 ,

with (µt) as above. Let (ṽt) be its velocity vector field and observe that ṽt = 2tvt2 and thus is
continuous and tangent on the whole [0, 1].

Now, the continuity of the projection operator along a curve is not affected by the
parametrization of the curve itself, thus to conclude is enough to observe that the projec-
tion operator is discontinuous along (µt) (the vector field (vt) is continuous along (µt), but the
projected one (Pµt(vt)) is not).

This example confirms that the continuity of the velocity vector field has little to do with
the continuity of the projection operator: what matters the most, is the Lipschitz property. �

Example 9.21 (Supporting curves are not C1) Let (µt) be a C1 curve, (vt) its velocity
vector field and η ∈P(Γ([0, 1],M)) a measure associated to (µt, vt) via theorem 9.5. We know
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that for almost every γ in the support of η it holds

γ′(t) = vt(γ(t)), a.e. t ∈ [0, 1].

Thus, given the continuity in time of the vt’s, a natural question is whether almost every γ in
the support of η is C1 and whether the above equality holds for every time, at least for some
choice of η.

The answer to both questions is no, as shown by the following example. Let M = R and for
every t ∈ [0, 1] define

µt :=
1
2
L1
|[0,2t] + L1

|[2t,1+t]
.

It is immediate to verify that (µt) is absolutely continuous and that its velocity vector field (vt)
is given by

vt(x) =
{

0 if x ∈ [0, 2t],
1 if x ∈ [2t, 1 + t],

which is tangent and continuous (in time) in the whole [0, 1]. Thus (µt) is C1. Our claim follows
by noticing that the absolutely continuous solution γ of{

γ(0) = x0 ∈ [0, 1]
γ′(t)= vt(γ(t)),

is given by

γ(t) =
{
x0 + t if t ∈ [0, x0],
2x0 if t ∈ [x0, 1],

and thus is not C1 for any x0 ∈ (0, 1). �

9.3 A weak notion of absolute continuity of vector fields

We want to conclude this work by mentioning the possibility of defining a notion of absolute
continuity of vector fields along a general absolutely continuous curve, thus generalizing the
definition given for regular curves. Not surprisingly, this notion is given in terms of weak
derivation. The approach we propose is not conclusive, and further studies are needed to fully
understand the subject.

Before beginning, let us point out the following fact: we know that ‘something goes wrong’
when trying to deal with general absolutely continuous curves. For instance, the parallel trans-
port doesn’t necessarily exist. However, the kind of problems which come out, are generally
related to the lack of regularity of time variation of the tangent spaces along a curve. What we
try do here, has some hope of making sense because we completely avoid the study of tangent
vector fields, and just focus on general ones.

Our starting point is the following proposition, which is a direct consequence of the density
of vector fields in V(M × [0, 1]) in the class of absolutely continuous vector fields along a given
regular curve (proposition 3.20). We will denote by V(M × (0, 1)) the set of vector fields smooth
in time and space and compactly supported in M × (0, 1).
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Proposition 9.22 Let (µt) be a regular curve and (ut) an L2 vector field defined along it.
Then (ut) admits an absolutely continuous representative (that is, is absolutely continuous up to
redefining it for a negligible set of times) if and only if there exists an L1 vector field (wt) such
that ∫ 1

0
〈ut, ∂tξt +∇ξ · vt〉µt dt = −

∫ 1

0
〈wt, ξt〉µt dt, ∀(ξt) ∈ V(M × (0, 1)), (9.10)

in this case wt = d
dtut.

Proof The ‘only if’ part is obvious by the Leibniz rule (3.2) and the formula for the total
derivative of (ξt) (3.3). So we turn to the ‘if’ part.

Up to restricting to an interval of the kind [ε, 1 − ε] and reparametrizing, we may assume
that our class of test vector fields is the whole V(M × [0, 1]).

Thus assume that equation (9.10) holds for every (ξt) ∈ V(M × [0, 1]). Let {ej}j∈N be an
orthonormal base of L2

µ0
, fix j ∈ N and consider the absolutely continuous vector field (τ t0(ej)).

Arguing as in proposition 3.18 and using the fact that
∫ 1
0 ‖vt‖

2
µtdt < ∞, it is not hard to find

a sequence n 7→ (ξnt ) ∈ V(M × [0, 1]) of vector fields uniformly converging to (τ t0(ej)) such that
the maps t 7→ ‖ ddtξ

n
t ‖µt converge to 0 in L2(0, 1) as n→∞

The uniform convergence of (ξnt ) to (τ t0(ej)) implies that for every t ∈ [0, 1] the number
〈ut, ξnt 〉µt converges to

〈
ut, τ

t
0(ej)

〉
µt

as n→∞, hence from∣∣∣∣∣ lim
n→∞

∫ s

t

〈
ur,

d

dr
ξnr

〉
µr

dr

∣∣∣∣∣ ≤ lim
n→∞

∫ s

t

∣∣∣∣∣
〈
ur,

d

dr
ξnr

〉
µr

∣∣∣∣∣ dr
≤ lim

n→∞

∫ s

t
‖ur‖µr

∥∥∥∥ ddrξnr
∥∥∥∥
µr

dr

≤
(∫ 1

0
‖ur‖2µrdr

)
lim
n→∞

∫ s

t

∥∥∥∥ ddrξnr
∥∥∥∥2

µr

dr = 0,

we get:

〈us, τ s0 (ej)〉µs −
〈
ut, τ

t
0(ej)

〉
µt

= lim
n→∞

〈us, ξns 〉µs − 〈ut, ξ
n
t 〉µt

= lim
n→∞

∫ s

t

〈
ur,

d

dr
ξnr

〉
µr

+ 〈wr, ξnr 〉µr dr =
∫ s

t
〈wr, τ r0 (ej)〉µr dr.

(9.11)

Equation (9.11) shows that t 7→
〈
ut, τ

t
0(ej)

〉
µt

is absolutely continuous and that its derivative
is given, for a.e. t, by

〈
wt, τ

t
0(ej)

〉
µt

.
Now consider the curves ut := τ0

t (ut) ∈ L2
µ0

and wt := τ0
t (wt) ∈ L2

µ0
. Since 〈ut, ej〉µ0

=
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〈
ut, τ

t
0(ej)

〉
µt

, we have that t 7→ 〈ut, ej〉µ0
is absolutely continuous. Also, we know that∣∣∣〈us − ut, ej〉µ0

∣∣∣2 =
∣∣∣〈us, τ s0 (ej)〉µs −

〈
ut, τ

t
0(ej)

〉
µt

∣∣∣2 =
∣∣∣∣∫ s

t
〈wr, τ r0 (ej)〉µr dr

∣∣∣∣2
=
∣∣∣∣∫ s

t
〈wr, ej〉µ0

dr

∣∣∣∣2 =

〈∣∣∣∣∫ s

t
wrdr, ej

〉
µ0

∣∣∣∣∣
2

.

Adding up over j ∈ N we finally obtain that

‖us − ut‖2µ0
=
∑
j∈N

∣∣∣〈us − ut, ej〉µ0

∣∣∣2 =
∑
j∈N

∣∣∣∣∣
〈∫ s

t
wrdr, ej

〉
µ0

∣∣∣∣∣
2

=
∣∣∣∣∫ s

t
wr dr

∣∣∣∣2 ,
which shows that t 7→ ut is absolutely continuous and that its derivative is wt. By definition,
this is the same as to say that (ut) is absolutely continuous and that its derivative is (wt). �

What is important in this proposition is that it characterizes the absolute continuity without
the need of the flow maps, the translation maps and the Lipschitz property of the velocity vector
field: all the ingredients needed make sense along any absolutely continuous curve. Thus we
give the following general definition:

Definition 9.23 (Absolutely continuous vector fields along non-regular curves) Let
(µt) be an absolutely continuous curve and (ut) an L1 vector field defined along it. We say that
(ut) is absolutely continuous if there exists an L1 vector field (wt) such that∫ 1

0
〈ut, ∂tξt +∇ξt · vt〉µt dt = −

∫ 1

0
〈wt, ξt〉µt dt, ∀(ξt) ∈ V(M × (0, 1)). (9.12)

In this case we say that the vector field (wt) (which is clearly uniquely identified by the above
equation) is the derivative ( ddtut) of (ut).

As example of application of this definition, we show that for any geodesic in P2(M), the
velocity vector field is absolutely continuous and satisfies d

dtvt = 0. This, regardless of the
regularity of the geodesic. For simplicity of exposition, we will state and prove the result for the
case M = Rd, but it is immediate to verify that it holds in generic Riemannian manifolds (well,
in the case M = Rd we know that any restriction of geodesic is regular, so the statement in this
form does not add anything, however, the proof we propose generalizes to manifolds - we run
the calculations in the Euclidean case to focus on the most important aspects of the proof).

Let us mention that after finishing the work on this paper, we discovered that in the recent
paper [9] Gangbo, Nguyen and Tudorascu run similar computation to discover the equation
satisfied by the minimizers of certain Lagrangian, more general than the one examined here (see
theorem 3.9 of [9]).

Proposition 9.24 (The simplest Lagrangian) Let (µt) ⊂ P2(Rd) be a geodesic. Then its
velocity vector field (vt) is absolutely continuous in (0, 1) in the sense of the above definition and

d

dt
vt = 0, a.e. t ∈ (0, 1).
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Proof Up to splitting the problem in the analysis over the three intervals [0, 1
2 ], [13 ,

2
3 ], [12 , 1], we

may assume that (µt) is the unique geodesic from µ0 to µ1.
Let A be the set of absolutely continuous curves (µ̃t) on [0, 1] with values in P2(M) such

that µ̃0 = µ0 and µ̃1 = µ1. Define the functional L : A → R as

L(µ̃t) :=
1
2

∫ 1

0
‖ṽt‖2µ̃tdt,

where ṽt is the velocity vector field of µ̃t.
From the fact that

1
2

∫ 1

0
‖vt‖2µtdt ≥

1
2

∫ 1

0
‖vt‖µtdt ≥

1
2
W2(µ0, µ1),

we get that the range of any minimizer has to be a minimal geodesic, and, from the first inequal-
ity, that this geodesic has to have constant speed. Thus (µt) is the unique global minimizer of
L in the class A.

Now choose (x, t) 7→ ξt(x) ∈ C∞c (Rd × (0, 1),Rd), fix ε ∈ R and define:

µεt := expµt(εξt) =
(
Id+ εξt)#µt, ∀t ∈ [0, 1].

Using the plans (π1 + εξt ◦ π1, π2 + εξs ◦ π2)#γst , where γst ∈ Opt(µt, µs), it is possible to check
that (µεt ) is absolutely continuous - we skip the details. We want to identify its velocity vector
field. To this aim, start observing that for |ε| sufficiently small, the map x 7→ x + εξt(x) is
invertible for any t ∈ [0, 1]. Now choose ϕ ∈ C∞c (Rd) and calculate:

d

dt

∫
ϕdµεt =

d

dt

∫
ϕ ◦ (Id+ εξt)dµt

=
∫
〈∇ϕ ◦ (Id+ εξt), ε∂ξt〉 dµt +

∫ 〈
∇
(
ϕ ◦ (Id+ εξt)

)
, vt
〉
dµt,

= ε

∫ 〈
∇ϕ, ∂ξt ◦ (Id+ εξt)−1

〉
dµεt +

∫
〈(∇ϕ) ◦ (Id+ εξt), (Id+ ε∇ξt) · vt〉 dµt,

=
〈
∇ϕ, vt ◦ (Id+ εξt)−1

〉
µεt

+ ε
〈
∇ϕ,

(
∂tξt +∇ξt · vt

)
◦ (Id+ εξt)−1

〉
µεt
.

(9.13)

Thus, defing the vector field (vεt ) along (µεt ) bying the vector field (vεt ) along (µεt ) by

vεt :=
(
vt + ε

(
∂tξt +∇ξt · vt

))
◦ (Id+ εξt)−1,

we just proved that the velocity vector field of (µεt ) is given by (Pµεt (v
ε
t )). Observe that

L(µεt ) =
1
2

∫ 1

0

∥∥Pµεt (vεt )
∥∥2

µεt
dt ≤ 1

2

∫ 1

0
‖vεt ‖2µεtdt =

1
2

∫ 1

0

∥∥vt + ε
(
∂tξt +∇ξt · vt

)∥∥2

µt
dt

= L(µt) + ε

∫ 1

0
〈vt, ∂tξt +∇ξt · vt〉µt dt+

ε2

2

∫ 1

0
‖∂tξt +∇ξt · vt‖2µtdt,
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so that from the minimality of L(µt), we get

0 ≤ lim
ε↓0

L(µεt )− L(µt)
ε

≤
∫ 1

0
〈vt, ∂tξt +∇ξt · vt〉µt dt.

Letting ε ↑ 0 we obtain the other inequality, so that we proved:∫ 1

0
〈vt, ∂tξt +∇ξt · vt〉µt dt = 0,

which is the thesis. �

Starting from this result, one would like to try to build a general theory of Lagrangian
in (P2(M),W2), however, it is important to underline that the definition of weak absolute
continuity is still unfit for such a purpose.

For instance, a natural question is whether the inverse implication in the above theorem is
true or not, that is: is that true that if the velocity vector field (vt) of a curve (µt) is absolutely
continuous in the sense of definition 9.23 and satisfies

d

dt
vt = 0,

then (µt) is a minimal geodesic? The answer is no, as shown in the following example:

Example 9.25 (Other critical points) Let [−1, 1] 3 t 7→ µt ∈P2(R) be given by

µt :=
1
2

(δ−t + δt),

and let (vt) its velocity vector field, given, for t 6= 0, by

vt(x) :=
{

1 if x = −t,
−1 if x = t.

An explicit calculation shows that (vt) is absolutely continuous in the sense of definition 9.23
and that its derivative is 0. �

Thus, minimal geodesics are not the only critical points of the Lagrangian L. This is not that
surprising, as the same happens in Riemannian manifolds, where it is sufficient for a curve to
be locally minimizing geodesics. The curve considered in the example is, heuristically said,
‘almost locally minimizing’, indeed: its restriction to the intervals [−1, 0] and [0, 1] is a minimal
geodesic, and around 0 the mass continue moving straight. Still, observe that such a curve is
not minimizing in any interval of the form [−ε, ε].

Also, there is only one definition of v0 such that the resulting vector field is continuous in
time w.r.t. weak convergence of maps: namely, v0 = 0 (this is a general fact: if a vector field is
absolutely continuous in the sense of 9.23, then up to change it on a negligible set of times we
can have a vector field continuous w.r.t. weak convergence. This is an immediate consequence
of the definition). However with such a choice (vt) is not continuous w.r.t. strong convergence
of maps.

The situation becomes much worse when considering the following example:
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Example 9.26 (Lack of uniqueness of the integral) Let (µt), (vt) as in the previous ex-
ample. Define the vector field (ut) along (µt) as

ut :=
{
vt if t ≤ 0,
0 if t ≥ 0,

so that ut = vt for half of the interval of definition of the curve. Again, by direct calculation it is
easy to check that (ut) is absolutely continuous in the sense of definition 9.23 and its derivative
is 0. �

Our impression, is that the irregularities just described cannot be avoided without the in-
troduction of plans into the theory. The point is that the ‘true’ value of v0 is the plan γ0 given
by

γ0 :=
(Id,−1)#µ0 + (Id, 1)#µ0

2
,

and with this choice, the family of plans t 7→ γt, where γt := (Id, vt)#µt for t 6= 0, is absolutely
continuous in (P2(TM),W2), where the distance underlying the Wasserstein distance is the
Sasaki metric D, like in in section 9.1.

This avoids situations like the one of the second example, indeed observe that defining
γ̃t := (Id, ut)#µt for t 6= 0, there is no choice of γ̃0 which lets the family be absolutely continuous
on the whole [−1, 1].
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[3] J.-D. Benamou and Y. Brenier, A computational fluid mechanics solution to the Monge-
Kantorovich mass transfer problem, Numer. Math., 84 (2000), pp. 375–393.
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[21] G. Savaré, Gradient flows and diffusion semigroups in metric spaces under lower curvature
bounds, C. R. Math. Acad. Sci. Paris, 345 (2007), pp. 151–154.

[22] K.-T. Sturm, M.K. von Renesse, Entropic Measure and Wasserstein Diffusion, sub-
mitted paper.

[23] K.-T. Sturm Entropic measure on multidimensional spaces, preprint.

[24] K.-T. Sturm, On the geometry of metric measure spaces. I-II, Acta Math. 196, 1 (2006),
65–177.

146



[25] C. Villani, Optimal transport, old and new, Springer Verlag, 2008.
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