GLOBAL ATTRACTORS FOR GRADIENT FLOWS
IN METRIC SPACES

RICCARDA ROSSI, ANTONIO SEGATTI, AND ULISSE STEFANELLI

ABSTRACT. We develop the long-time analysis for gradient flow equations in metric
spaces. In particular, we consider two notions of solutions for metric gradient flows,
namely energy and generalized solutions. While the former concept coincides with the
notion of curves of mazimal slope of [AGS05], we introduce the latter to include limits of
time-incremental approximations constructed via the Minimizing Movements approach
[dGio93, Amb95].

For both notions of solutions we prove the existence of the global attractor. Since
the evolutionary problems we consider may lack uniqueness, we rely on the theory of
generalized semiflows introduced in [Bal97].

The notions of generalized and energy solutions are quite flexible and can be used to
address gradient flows in a variety of contexts, ranging from Banach spaces to Wasser-
stein spaces of probability measures. We present applications of our abstract results by
proving the existence of the global attractor for the energy solutions both of abstract
doubly nonlinear evolution equations in reflexive Banach spaces, and of a class of evo-
lution equations in Wasserstein spaces, as well as for the generalized solutions of some
phase-change evolutions driven by mean curvature.

1. INTRODUCTION

Gradient flows in metric spaces have recently been the object of intensive studies. We
especially refer to the monograph by AMBROSIO, GIGLI & SAVARE [AGS05] for a system-
atic analysis of metric gradient flows from the viewpoint of existence and approximation
of solutions, as well as their uniqueness. Moreover, some decay to equilibrium result has
also been developed.

The main aim of this paper is to progress further in the analysis of the long-time
dynamics for metric gradient flows. In particular, we focus on the existence of the global
attractor for the generalized semiflow [Bal97] associated with suitable solution notions.
Moreover, we present new convergence-to-equilibrium results and apply the abstract the-
ory to doubly nonlinear equations in Banach spaces, to evolutions in Wasserstein spaces,
and to some phase-change problems driven by mean curvature.
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Energy and generalized solutions. The possibility of discussing gradient flow dynam-
ics in metric spaces relies on a suitable scalar formulation of the evolution problem. Let
us develop some heuristics by starting from the classical setting of the Euclidean space
R? and from a proper, smooth functional ¢ on R%, driving the gradient flow equation

' (t) +Vo(ut) =0  inR? foraa. te(0,T). (1.1)
Now, testing (1.1) by u/(¢) and taking into account the chain rule
%(gf) ou)(t) = (Vo(u(t)),d'(t)  for aa. t € (0,T) (1.2)
it is straightforward to check that (1.1) may be equivalently reformulated as
%(gbo w)(t) = —%|u’(t)|2 - %yw(u(t))ﬁ for a.a. t € (0,T). (1.3)

Equation (1.1) bears no sense in a metric space where a linear structure is missing. On
the other hand, relation (1.3) is scalar and can serve as a possible notion of metric gradient
flow evolution, as soon as one provides some possible metric surrogate for the norm of
the time-derivative and the norm of a gradient (and not for the full time-derivative or
the full gradient). These are provided by the scalar metric derivative t — |u'|(t) and
slope t +— |0¢|(u(t)), which are suitably defined for the metric-space-valued trajectory
t — u(t) € (U,d) (see Section 2 for their definitions and properties). In particular, the
metric (and doubly nonlinear) reinterpretation of (1.3) reads (1 < p < oo, 1/p+1/p' =1)

the map ¢ € (0,T) — ¢(u(t)) is absolutely continuous and
d 1, 1 (1.4)
&WOU)@) = —E\U’\p (t)—

5 |06]%(u(t)) for a.a. te€ (0,7).
Our stronger notion of solvability for metric gradient flows is that of energy solutions:
namely, curves t — wu(t) fulfilling (1.4), where |0¢| is replaced by a suitable relaxation. A
weaker notion of solution we aim to consider is that of gemeralized solutions. The latter
are intimately tailored to the concept of Minimizing Movements [dGio93, Amb95], namely
a natural limiting object arising in connection with time-discretization procedures.

We know from [Amb95, AGS05] that, if
¢ has compact sublevels in U, (COMP)

(and hence ¢ is lower semicontinuous), if some conditional continuity holds (see (CONT)
in Section 2 below) and (some relaxation of) |0¢| fulfills a suitable metric chain-rule
inequality (see (2.7) below), then the time-incremental approximations constructed via
the Minimizing Movements scheme converge to an energy solution.

Moreover, the sole compactness (COMP) is sufficient to guarantee that approximate
solutions converge to some curve t — wu(t) which satisfies a specific energy inequality
(see (2.22)). The latter keeps track of the limit ¢ — ¢(t) of the energy ¢ along the
approximate solutions, which does not, in general, coincide with ¢ o u. We shall call the
pair (u, ) a generalized solution of the metric gradient flow. Note that energy solutions
t — u(t) give rise to generalized solutions ¢ — (u(t), ¢(u(t))).

Main results. In [AGS05, Chap. 4] the large-time behavior energy solutions was ana-
lyzed in case p = 2, by requiring that the functional

¢ is A-geodesically convex for some A > 0. (1.5)
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Such condition extends the usual notion of A-convexity to the metric framework (see
(2.12)). Under (1.5), it was proved that every trajectory ¢ — u(t) exponentially con-
verges as t — +00 to the unique minimum point @ of ¢. Moreover, the exponential decay
of the energy ¢(u(t)) to the equilibrium energy ¢(u) was obtained (see also [CmCVO03,
CmCV06]). In addition, it was shown that, under some structural, convexity-type con-
dition on the ambient metric space, the Cauchy problem for (1.4), in the case p = 2,
admits a unique solution, generating a A-contracting semigroup.

In this paper, we shall complement the long-time behavior results of [AGS05] in two
directions, namely the construction of the global attractor and the investigation of the
convergence of single trajectories to stationary states.

Firstly, we shall prove that, under very general hypotheses on ¢, no structural assump-
tion on the ambient space, no geodesic convexity on ¢, and for general 1 < p < oo, both
the set of energy and the set of generalized solutions admit a global attractor, namely
a maximal, compact, invariant set attracting all bounded sets in the phase space. Our
choice of the phase space is dictated by the energy ¢. Indeed, the functional ¢ decreases
along trajectories and is thus a Lyapunov function for the system. In view of this, as
already pointed out in [RoSc04, Seg06], as well as in [RSS08| (where the long-time be-
havior of gradient flows of nonconvex functionals in Hilbert spaces was investigated), it
is significant to set our long-time analysis in the metric phase space

U, du), U:=D(), du(u,v):=d(u,v)+[¢(u) - o(v)] (1.6)

for energy solutions u and in an analogously defined, augmented, phase space for genera-
lized solutions (u, ¢).

Due to the possible nonconvexity of the functional ¢ and to the doubly nonlinear
character of (1.4) for p # 2, uniqueness of energy (and, a fortiori, of generalized) solutions
may genuinely fail. In recent years, several approaches have been developed to extend
the well-established theory of attractors for semigroups (see, e.g., [Tem88]), to differential
problems without uniqueness. In this connection, without claiming completeness we may
recall the results in [Sel73, Sel96, ChVi95, MeVa98, MeVa00, CMRO03]. Here, we shall
specifically move within the frame advanced by J. M. BALL [Bal97, Bal04], namely with
the theory of generalized semiflows (Appendix A).

The two main abstract theorems of this paper run as follows:

e compactness (COMP) and the boundedness of equilibria entail the existence of
the global attractor for the generalized semiflow of generalized solutions (Thm.
4.6).

e compactness (COMP), conditional continuity (CONT). the metric chain-rule
inequality (2.7), and the boundedness of equilibria in (1.6) yield the existence of
the global attractor for the generalized semiflow of energy solutions (Thm. 4.7).

Note that, apart from the boundedness of equilibria, the existence of a global attractor is
obtained under the very same conditions ensuring existence of the corresponding solution
notions.

Moreover, we shall extend the convergence to equilibrium results of [AGS05] to the
case of energy solutions (1.4) with p # 2. As already pointed out in [AGS05, Rmk. 2.4.7],
the key condition is a suitable generalization of (1.5), in which the modulus of convexity
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depends on the p-power of the distance, i.e.
¢ is (), p)-geodesically convex for some A\ > 0, (CONV)

(see Section 2.2). Hence, in Theorem 4.8 we shall prove that, if ¢ complies with (COMP)
and (CONV), then every trajectory ¢ — wu(t) of (1.4) converges as t — +o0 to the
unique minimum point @ of ¢ exponentially fast, again with energy ¢(u(t)) exponentially
decaying to ¢(u). This in particular entails that the global attractor for energy solutions
reduces to the singleton {@}. Notice however that uniqueness of solutions to (1.4), even
under (CONV) and the convexity structural condition on (U,d) imposed in [AGS05,
Chap. 4], still seems to be an open problem.

Application to doubly nonlinear evolutions in Banach spaces. Our first example
of energy solutions (see Section 3.1) is provided by abstract doubly nonlinear evolution
equations in a reflexive Banach space B, of the type

Jp(' () + 0d(u(t)) 30 in B foraa. te(0,T), (1.7)

where J, : B =2 B’ is the p-duality map (see (3.2) later on), ¢ : B — (—o0, +00] a proper,
lower semicontinuous and convex functional and 0¢ its subdifferential in the sense of
convex analysis.

The long-time behavior of doubly nonlinear equations driven by nonconvex function-
als has been recently investigated in [Seg06, AkaO8], where the existence of the global
attractor for (1.7) has been obtained in the case ¢ is Ad-convex and, respectively, when d¢
is perturbed by a non-monotone multi-valued operator. We also refer to [SSS07, ScSe08],
where convergence to equilibrium for large times of the trajectories of Allen-Cahn type
equations has been proved.

In Section 6, following the outline of [RMS08] we shall apply our metric approach to
the long-time analysis of

Jp(W' () + Opp(u(t)) 20 in B foraa. te(0,T), (1.8)

the limiting subdifferential Oy of ¢ being a suitably generalized gradient notion, tailored
for nonconvex functionals, cf. [Mor84, Mor06, RoSa06]. We shall prove that energy
solutions in the sense of (1.4) yield solutions to (1.8) and in fact characterize the solutions
to (1.8) arising from the metric approach. Then, from our abstract results we shall deduce
that the semiflow of the energy solutions to (1.8) admits a global attractor, thus extending
to the doubly nonlinear framework the results obtained in [RSS08] in a Hilbert setting, for
the gradient flow case p = 2. Following [RMS08], we shall further exploit the flexibility
of the metric approach to tackle quasivariational doubly nonlinear evolutions of the type

OV (u(t),u'(t) + Opp(u(t)) 30  in B foraa. te(0,T),
in which the dissipation functional ¥ depends on the unknown function wu.

Application to p-gradient flows in Wasserstein spaces. In a series of pioneering pa-
pers [Ott96, JKO98, Ott98, Ott01], F. OTTO proposed a novel variational interpretation
for a wide class of diffusion equations of the form

Orp — div (pv (i‘f)) =0  inR?x (0, +00),
with p(z,t) >0 for a.a. (x,t) € R? x (0, +00), (1.9)

and / plz,t)dz = 1,/ |z|2p(x,t)dz < +oo for all t € (0, +00),
R4 R4
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where 0.2 /0p is the first variation of an integral functional
200 = [ Lo pla), Vola)) da

associated with a smooth Lagrangian L : R? x [0,+00) x R? — R. Indeed, it was
shown that (1.9) can be interpreted as a gradient flow in the Wasserstein space &5 (R%)
of the probability measures on R¢ with finite second moment, endowed with the 2-
Wasserstein distance (see [Vil03, AGS05, Vil09]). In fact, Otto’s formalism paved the
way to crucial developments in the study of equations of the type (1.9): in particular,
mass-transportation techniques have turned out to be key tools for the study of the
asymptotic behavior of solutions. While referring to [AGS05] for a thorough survey of
results in this direction, here we mention [CmCV03, CmCV06], investigating the decay
rates to equilibrium of the solutions of the following drift-diffusion, nonlocal equation

Op—div (pV (V+T'(p) +Wxp)) =0  inR?x (0,400), (1.10)

where V : R? — R is a confinement potential, I : [0, +00) — R a density of internal
energy, W : R¢ — R an interaction potential and % denotes the convolution product. On
the other hand, the convergence to equilibrium for trajectories of the doubly nonlinear
variant of (1.10) without the nonlocal term W x p, i.e.

Op — div (pjy (V(V+1I'(p)))) =0  in R? x (0,+00), (1.11)

(jpr (r) := |r|P'~2r), was studied in [Agu03]. Finally, the metric approach to the analysis
of equation (1.10) was systematically developed in [AGS05].

In this direction, in Section 7 we shall tackle the long-time behavior of the nonlocal
doubly nonlinear drift-diffusion equation

Op —div (pjy (V (V+TI'(p) + Wxp))) =0  inR* x (0,+00), (1.12)

complementing the results of [CmCV03, CmCV06, Agu03]. Indeed, reviewing the dis-
cussion in [AGS05], we are going to show that solutions to (1.12) can be obtained from
energy solutions (1.4) in the Wasserstein space (22,(R%), W,,) of the probability measures
with finite p-moment. Hence, from our abstract results we shall deduce the existence of
the global attractor for the metric solutions to (1.12).

Application to phase-change evolutions driven by mean curvature. In Sec-
tions 3.2 and 8.1 we shall consider the Stefan-Gibbs-Thomson problem, modeling solid-
liquid phase transitions obeying the Gibbs-Thomson law for the temperature evolution
at the phase interface. The gradient flow structure of this problem was first revealed in
the paper [Luc90] (see also [Vis96]). Therein, the existence of solutions was proved by
passing to the limit in the Minimizing Movements scheme. The related energy functional
does not fulfill the chain rule, which calls for the notion of generalized solutions. By
relying on our abstract theory, in Theorem 8.5 we shall prove that the semiflow of the
generalized solutions of the Stefan-Gibbs-Thomson problem possesses a global attractor.

Finally, in Section 8.2 we shall obtain some partial results for the generalized solutions
the Mullins-Sekerka flow [LuSt95, Rog06]. However, we point out that, at the moment,
the existence of the related global attractor is still open.

Plan of the paper. In Section 2.1, we specify the problem setup and recall the basic
notions on evolution in metric spaces which shall be used throughout the paper. Hence,
in Sections 2.2-2.3 we define the concepts of energy and generalized solutions, and discuss
their relation. In Section 3.1 we illustrate energy solutions by addressing abstract doubly
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nonlinear equations in Banach spaces, whereas in Section 3.2 we exemplify the concept
of generalized solution via the Stefan-Gibbs-Thomson and the Mullins-Sekerka flows. We
state our main results Theorem 4.6, 4.7, and 4.8 on the long-time behavior of generalized
and energy solutions in Section 4, and detail all proofs in Section 5.

As for the application of our abstract results, in Section 6 we study the connections
between energy solutions and doubly nonlinear equations driven by possibly nonconvex
functionals. In Section 7 we prove the existence of the global attractor for the energy
solutions of a class of gradient flows in the Wasserstein space (Z,(R%),W,), while in
Section 8 generalized solutions are used to investigate the long-time behavior of the
Stefan-Gibbs-Thomson flow.

The Appendix is devoted to a concise presentation of the theory of generalized semi-
flows by J. M. BALL, to the alternative proof of a result in Section 6.1, and to some
recaps on maximal functions.

Acknowledgments. We would like to thank Giuseppe Savaré for many inspiring and
helpful discussions.

2. SOLUTION NOTIONS

In this section, we introduce the two notions of gradient flows in metric spaces which
we shall consider in the paper, see Definitions 2.2 and 2.10 below. Preliminarily, for the
reader’s convenience we briefly recall the tools from analysis in metric spaces on which
such definitions rely, referring to [AGS05] for a systematic treatment of these issues.

2.1. Problem setup.
The ambient space. Throughout the paper

(U, d) shall denote a metric space, o a Hausdorff topology on U, and 51
¢ : U — (—o0,+00] a proper functional. (2.1)

The symbol % shall stand for the convergence in the topology o, the metric d-convergence
being denoted by — instead. We shall precisely state the links between the d- and the
o-topology in Section 4.1. However, to fix ideas one may think that, in a Banach space
setting, d is the distance induced by the norm and o is the weak/weak* topology.

Absolutely continuous curves and metric derivative. We say that a curve u :
[0,T] — U belongs to ACP([0,T);U), p € [1,00], if there exists m € LP(0,T) such that

d(u(s),u(t)) < /t m(r)dr forall 0 <s<t<T. (2.2)

For p = 1, we simply write AC([0,T];U) and refer to absolutely continuous curves. A
remarkable fact is that, for all w € ACP(]0,T];U), the limit

o dlu(s), u(t)

s—t ’t — S’

[/|(t)

exists for a.a. t € (0,7). We will refer to it as the metric derivative of v at t. We
have that the map t — [v|(¢) belongs to LP(0,7) and it is minimal within the class of
functions m € LP(0,T) fulfilling (2.2), see [AGS05, Sec. 1.1].
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The local and the strong relaxed slope. Let D(¢) := {u € U : ¢(u) < 400} denote
the effective domain of ¢. We define the local slope (see [AGS05, Che99, dGMT80]) of ¢
at u € D(¢) as

|0¢|(u) := lim sup M

vV—U d(u, ’U)

Remark 2.1. The local slope is a surrogate of the norm of V¢, for it can be shown that,
if U is a Banach space B with norm |- || and ¢ : B — (—00, +00] is (Fréchet) differentiable
at u € D(6), then |96|(u) = [|- V()]

The function u — |0¢|(u) cannot be expected to be lower semicontinuous. On the other
hand, lower semicontinuity is desirable within limiting procedures. For the purposes of
the present long-time analysis, we shall deal with the following relaxation notion

0% ¢|(u) := inf { %gﬂolf 106|(un) @ un = u, d(uy,) — ¢(u)}, forue D(¢). (2.3)

We refer to |0F¢| as the strong relaxed slope and remark that this relaxation is slightly
stronger than the corresponding notion considered in [AGS05, Def. 2.3.1] (where the
approximating points u, are additionally required to belong to a d-ball but only have
bounded energy ¢, possibly non converging.).

A weaker relaxation for the local slope. In the following we shall make use of a
second and weaker relaxation of the local slope. This second notion brings into play
the limit of the energy ¢ along the approximating sequences {u,}, and to this aim an
auxiliary variable is introduced. In particular, let the set

Xi={(u.g) € D(@) xR: o> o(u)}

be given and define
|0” ¢|(u, ) := inf { limJirnf |00 (un) = un o, d(un) — ¢ > ¢(u)} (2.4)

for (u, ) € X.

As soon as some compactness is assumed (see (A4) below), |0~ ¢| turns out to be lower
semicontinuous with respect to both its arguments, i.e. for any sequence {(u,, ¢,)} C X,

(un = u,  @n— ) = Hminf 07 |(un, n) > |07 ¢l(u, ). (2.5)
Moreover, we clearly have that |07 ¢|(u) > |0~ ¢|(u, @) for all (u, ) € X, and
07 ¢l (u) = [07 ¢l (u, d(u)) Vu € D(¢). (2.6)

Strong upper gradient. By slightly strengthening [AGS05, Def. 1.2.1], we say that a
function g : U — [0, +o0] is a strong upper gradient for the functional ¢ if, for every curve
u € ACioc([0,400); U), the function g o u is Borel and

¢ (u(t)) — ¢(u(s))] < / glu()u'|(r)dr forall0 <s <t (2.7)

(the original [AGS05, Def. 1.2.1] requires (2.7) for s > 0 only). Let us explicitly observe
that, whenever (g o u)|u'| € L ([0, 4+0oc)), then ¢pou € VVli)Cl([O, +00)) and

loc

l(pou) (t)] < glu(t)|(t) fora.a. te (0,+00).
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Curves of Maximal Slope. Let g : U — [0,+00] be a strong upper gradient and
p € (1,00). We recall (see [AGS05, Def. 1.3.2, p.32], following [dGMT80, Amb95]) that

a curve u € AC} ([0,400);U) is said to be a p-curve of mazimal slope for the functional

¢ with respect to the strong upper gradient g if
—(pou)(t) = [u/|P(t) = g” (u(t)) for a.a. t € (0, +00), (2.8)

P denoting the conjugate exponent of p. In particular, ¢ o u is locally absolutely contin-
uous in [0, +00), gou € LIOC([O +00)), and the energy identity

/ |u/|P(r)dr + / ))dr + ¢(u(t)) = Pp(u(s)) forall0 <s<t, (2.9)

directly follows.

We are now in the position of defining the two solution notions we shall be dealing
with in the sequel. Let us start from the strongest one.

2.2. Energy solutions.
Definition 2.2 (Energy solution). Assume
|0 ¢| is a strong upper gradient.

We call energy solution of the metric p-gradient flow of the functional ¢ (or, simply,
energy solution), a p-curve of mazimal slope for the functional ¢, with respect to the
strong upper gradient |0 ¢|.

In particular, an energy solution u is such that v € AC} ([0, —I—OO) U), ¢ owu is locally

absolutely continuous on [0, +00), the map ¢ — |07 ¢|(u(t)) is in Y ([0, 400)), and

loc

(pou)(t)+ ;\u’\p(t) + ;]8+q§]p/(u(t)) =0  foraa. te(0,+0). (2.10)

Remark 2.3. We point out that, being |07 ¢| a strong upper gradient, (2.10) is in fact
equivalent to the (integrated) energy inequality

/ W P(r) dr 4 = / 0% 67 (u(r)) dr + d(u(t)) < d(u(s))  forall 0< s <t (2.11)

Geodesically convex functionals. A remarkable case in which the local slope is a
strong upper gradient occurs when (cf. [AGS05, Thm. 2.4.9]) the functional ¢ is A-
geodesically convex for some A € R, i.e.

for all vp, v1 € D(¢) there exists a constant-speed geodesic v : [0,1] — U
(i.e. satisfying d(vs,v:) = (t — s)d(v0,71) for all 0 < s <t < 1), such that

Yo = vg, Y1 =v1, and ¢ is A-convex on 7, i.e.

() < (1 —=t)d(v0) +td(m) — %t(l —t)d*(v0,71) forall 0 <t<1.

Remark 2.4 (A-geodesic convexity in Banach spaces). When U is a Banach space B
with norm || - ||, A-geodesic convexity reduces to the usual notion of A-convexity, i.e.

AANeR Vug,up €B VOe0,1] :

H(1 — B)up + 6u) < (1~ )6 (uo) + 69(un) — 2361 — O)]io —

(2.12)

(2.13)
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In particular, in the Hilbertian case ¢ is A-convex if and only if the map v — ¢(v) — 5|v|?

is convex.

As pointed out in [AGS05, Rmk. 2.4.7] (see also [Agu03]), in the case of p-curves of
maximal slope one should consider a generalized notion of geodesic convexity, in which
the modulus of convexity depends on the p-power of the distance d. Also in view of the
applications to p-gradient flows in Wasserstein spaces, we thus give the following

Definition 2.5. Given A € R and p € (1,00), we say that a functional ¢ : U —
(—o0, +00] is (A, p)-geodesically convex if

for all vy, v1 € D(¢) there exists a constant speed geodesic 7y : [0,1] — U such that

Y0 =vg, Y1 =01, and @ is A-convexr on vy, i.e.

() < (1 —=1)d(v0) +td(m) — ;tu —1)dP(y0,71) for all 0 <t <1.
(2.14)

Remark 2.6 (\- versus (A, p)-convexity). Clearly, the notion of (A, p)-geodesic convexity
reduces to (\, p)-convezity in a Banach framework, i.e.

INeR VYug, u; € B VHE[O,I] :

(1 — O)uo + Our) < (1 — 0)p(u) + O (ur) — 11))\9(1 O, )

Hereafter, in a metric framework we shall always speak of (A, p)-geodesic convexity, and
refer to condition (2.12) as (A, 2)-geodesic convexity. Instead, in a Banach context we
shall simply call condition (2.13) A-convexity, and speak of (\, p)-convexity only for p # 2.

The following result extends [AGS05, Cor. 2.4.10, Lemma 2.4.13, Thm. 2.4.9] to the
case of (A, p)-geodesically convex functionals.

Proposition 2.7. Let ¢ : U — (—o0,+0o0] be d-lower semicontinuous and (X, p)-geode-
sically convex for some X € R and p € (1,00).

(1) Then, the local slope |0¢| is d-lower semicontinuous and admits the representation

= su M é “(u,v ’ or all u
\8¢|(u)—v¢5( () +pd” (,)) for all uw € D(¢). (2.16)

Furthermore, |0¢| is a strong upper gradient.
(2) Suppose further that

the (A, p)-geodesic convexity condition (2.14) holds with A > 0.

Then, the following estimate holds

$u) —infd <+ |3+¢!”( ) < |3¢>!”( ) for allu e D(¢).

=N

Moreover, if u € D(¢) is the unique minimizer of ¢, then

A (1) < dlu) — $(a) < [0 B (u) < S0P W) for allue D). (217)

p _A’|
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The proof, which we choose not to detail, follows from carefully adapting the arguments
for [AGS05, Cor. 2.4.10, Lemma 2.4.13, Thm. 2.4.9] to the general (\,p)-geodesically
convex case. Notice that, since the relaxed slope |0%¢| is defined in terms of the o-
topology, the d-lower semicontinuity of |9¢| is not sufficient to ensure that the local and
strong relaxed slopes coincide, cf. also with Remark 2.12.

2.3. Generalized solutions. We shall introduce generalized solutions by highlighting
their connections to the notion of Minimizing Movements due E. DE G1orGI [dGMT80,
dGio93], cf. Definition 2.10 later on. In particular, the discussion developed in the next
lines will show that every Generalized Minimizing Movement gives raise to a generalized
solution.

2.3.1. Heuristics for generalized solutions: the Minimizing Movements ap-
proach. The natural way of proving the existence of solutions to the Cauchy problem
for (2.10) is to approximate it by time-discretization. Hence, let us consider a partition of
[0, +00), which we identify with the corresponding vector T = (71,72, 73,...) of strictly
positive time-steps. Note that we indicate with superscripts the elements of a generic
vector. In particular 7/ represents the j-th component of the vector 7 (and not the j-th
power of the scalar 7). Let |7| = sup 7% be the diameter of the partition which we ask to

be finite, t2 = 0, and define recursively
tho=tit gt =) for 0> 1.

We shall now consider the following time-incremental minimization problem
(see [AGS05, Chap. II]).

Problem 2.8 (Variational approximation scheme). Given U := ug, find U such that
(v, U )

Uy e Argmin{ T

+ gf)(v)} for allmn > 1. (2.18)
velU

Under suitable lower semicontinuity and coercivity conditions on ¢ (cf. with (COMP)the
framework of the o-topology, see assumptions (A3)—(A4) later on), one can verify that,
for all partitions 7 and up € D(¢), Problem 2.8 admits at least one solution {U}},en.
We then construct approximate solutions by considering the left-continuous piecewise
constant interpolant U.. of the values {Ul},cn, i.e.

U(t):=UL forall tell i>1. (2.19)
We shall also deal with the right-continuous piecewise constant interpolant U, defined
by U, (t) ;== U for all t € IL and i > 1.

Definition 2.9 ([dGio93]). We say that a curve u : [0,400) — U is a Generalized
Minimizing Movement for ¢ starting from wg if there exists a sequence {7y}, with |T| —
0, such that

U, (t) % ult) as k — oo forall t>0. (2.20)

We denote by GMM(¢p;ug) the set of Generalized Minimizing Movements with initial
datum ug.

In order to show that GMM(¢;ug) is non-empty, one needs to prove some a priori
estimates on the sequence {U,, }. The crucial step in this direction is to observe that
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approximate solutions satisfy at all nodes ¢!. the following discrete energy identity

Lt (4T 0.0.0) ,
p/ﬁ‘l ( T ) ars / o9l (Ut >> a (2.21)

+¢ (UL(t) =0 (U,(1)),

where U and U respectively denote the right-continuous piecewise constant and the
De Giorgi variational interpolants of the values {UZ},.cn, see [AGS05, Def. 3.2.1] for the
latter notion. It is immediate to realize that (2.21) is the discrete counterpart to (2.10).
Exploiting the discrete energy inequality (2.21) and the coercivity of ¢, in [AGS05,
Secs. 3.3.2 and 3.3.3] suitable a priori estimates are obtained for the approximate se-
quences {U,} and {U,}, and convergence is shown along a suitable subsequence {7}
to some limit curve u : [0,4+00) — U. Furthermore, (2.21) yields that the functions
o, (t) = ¢(Ur,(t)) form a non-increasing sequence. A suitable generalization of Helly’s
theorem (cf. [AGS05, Lemma 3.3.3]) gives that, up to the extraction of a further subse-
quence,

Jp(t) = klirgo d(Ur, (1)) > d(u(t)) forall t >0,

the latter inequality by the lower semicontinuity of ¢. Altogether, passing to the limit
by lower semicontinuity in (2.21) it is proved in [AGS05] that GMM(¢; ug) # () and that
for every u € GMM(¢;up) there exists a non-increasing function ¢ : [0,4+00) — R such
that

/ |u/|?(r)dr + = / 107 ) (u(r), p(r))dr 4+ ¢(t) < ¢(s) for all 0 < s <t,
) < p(t) forallt>0,

where the weak relaxed slope |0~ ¢| naturally arises by taking the liminf of the second
integral term on the left-hand side of (2.21).

2.3.2. Definition of generalized solution. Motivated by the above discussion, we give
the definition of generalized solution, tailored to include all limits of the time-incremental
approximations constructed in (2.18).

Definition 2.10 (Generalized solution). A pair (u, ), with u € ACY ([0,+00);U) and
¢ :[0,400) — R, is a generalized solution of the metric p-gradient flow of the functional ¢
(or, simply, a generalized solution), if

/ () dr + / 10767 (u(r), o(r) dr + (1) < o(s) for all0<s<t, (2.22)
) < (1) for all t > 0. (2.23)

Remark 2.11. Notice that, if (u, ) is a generalized solution, then ¢ is non-increasing
and thus of finite pointwise variation. Moreover, letting ¢_(t) = @(t—) and @, (t) =
o(t+) denote the pointwise left- and right-limits, respectively, we have that the pairs
(u,p_) and (u, ¢+ ) are generalized solutions as well.

From generalized to energy solutions via conditional continuity. The main step
to conclude that the Minimizing Movements approach of Section 2.3.1 yields energy
solutions is to identify ¢(u(t)) as the limit of the sequence {¢(U+,(t))}, i.e. to prove that

o(t) = ¢(u(t)) for all t > 0. (2.24)
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Once (2.24) is obtained, in view of equality (2.6) one can replace |8~ ¢[P' (u, ), in the
second integral term in (2.22), with the strong relaxed slope |9+ ¢[?' (u) (see (2.3), (2.6)).
In this way, one obtains the energy inequality (2.11), yielding that w is an energy solution,
see Remark 2.3.

Indeed, a sufficient condition for (2.24) to hold is the following conditional continuity
requirement

Up > u, s%p{¢(un), |00|(un)} < 00 = od(u,) — é(u). (CONT)

Remark 2.12 (Links between (\, p)-geodesic convexity and conditional continuity.). In
the case o is the topology induced by d, let ¢ : U — (—o0, +0o0] be a lower semicontinuous
functional complying with the (A, p)-geodesic convexity condition (2.14) for some constant
A € R. Then, the conditional continuity property (CONT) holds. Indeed, let {u,} be a
sequence as in (CONT). It follows from (2.16) that

S(un) — blu) + ;dp(un, W) < |06|(un)d(wn,u)  forallmeN,  (2.25)
whence
o(u) < hmlnf d(up) < limsup ¢(uy,)

n—oo

< ¢(u) + limsup <|8¢|(un)d(un,u) — 2dp(un,u)) < o(u),

the first inequality by lower semicontinuity, the third one by (2.25), and the last one by
the properties of the sequence {uy}, cf. with (CONT).

It is immediate to see that the previous argument also works when the o- and d-
topology do not coincide, provided that ¢ has the following property: along sequences
with bounded energy, o-convergence implies d-convergence.

2.3.3. Comparison between generalized and energy solutions. Under the condi-
tional continuity (CONT), generalized and energy solutions may be compared. The first
result in this direction is the following

Lemma 2.13. Assume that the conditional continuity property (CONT) holds. Then,
|0” dl(u, ) < +00 = ¢ = ¢(u) and

107 ¢l (u, ) = 107 0l(u, () = 07 |(u) V(u,p) € X.

Proof. Tt follows from the definition (2.4) of [0~ ¢|(u, ¢) that for all £ > 0 there exists a

sequence {u,} with u, % u, ¢(u,) — ¢, and |06|(un) < |0~ ¢|(u, p) +¢. Hence, (CONT)
yields that ¢ = ¢(u), and (2.26) follows. O

(2.26)

An immediate consequence of Lemma 2.13 is the following

Proposition 2.14 (¢ = ¢ ou). Let (CONT) hold. Then, for any generalized solution
(u, ) we have ¢ = pou almost everywhere in (0, +00) and the following energy inequality
holds for allt > 0, for a.a. s € (0,t)

/ W P dr + & / P (u(r))dr + $(u(t)) < Blu(s)). (2.27)

We thus conclude
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Proposition 2.15 (Comparison between generalized and energy solutions). Given any
energy solution u, the pair (u, ¢ owu) is a generalized solution.

Conversely, assume (CONT), let |07 ¢| be a strong upper gradient for the functional
¢, and (u, @) be a generalized solution. Then, u is an energy solution and ¢ = ¢ o u.

Proof. The first part of the proposition is immediate. As for the second one, use Propo-
sition 2.14 in order to get that ¢ = ¢ o u almost everywhere in (0, +0c0), and replace the
energy inequality (2.22) with

t t
]19/ W P(r)dr + ;/ 067 (u(r)) dr + (1) < o(s) forall 0 < s < ¢,

Hence, as r — |91 ¢|(u(r)) is in LT

0% ¢l (w)[u'] € Lige ([0, +00))

([0,400)), we have that

and ¢ow is locally absolutely continuous since |(¢pou)’| < |07 ¢|(u)|u’| almost everywhere.

In particular, ¢(s) = ¢(u(s)) for all s > 0. Finally, inequality (2.27) holds for all
0 < s <'t, and the converse inequality follows again from |(¢ o u)'| < |07 ¢|(u)|u/|. O

3. EXAMPLES OF ENERCGY AND GENERALIZED SOLUTIONS

3.1. Doubly nonlinear equations in Banach spaces: the convex case. Let (B, ||-||)
be a (separable) reflexive Banach space and suppose that

¢ : B — (—o0,+0o0] is a proper, Ls.c. and convex functional.

We now show that the notion of energy solution (of the metric p-gradient flow of ¢), in
the ambient metric space U = B (with d(u,v) = ||v — u|| and o the strong topology),
relates to the doubly nonlinear equation

Jp(u'(t)) + 0d(u(t)) 20 in B foraa. te(0,7T), (3.1)
where Jp, : B =2 B’ is the p-duality map, defined by

Eedpv) & (&v) = [ollP = €T = llvlli]l- , (32)
and 0¢ is the Fréchet subdifferential of ¢, defined at a point u € D(¢) by
§€0P(u) & ¢v) —o(u) = (v —u)+o(fv—ul) asv—u (3.3)

(which, in the present convex case, in fact reduces to the standard subdifferential of ¢ in
the sense of convex analysis).

The link between the formulation of Definition 2.2 and equation (3.1) is based on the
following key fact: denoting

{ 9°¢(v) == Argmin {||¢l. : £ € 0p(v)} for v € D(¢) (3.4)

[0°¢(v) || :== min{[|{]l« : & € Od(v)}
it was proved in [AGS05, Prop. 1.4.4] that
|0¢|(v) = [|0°d(v)]]« for all v € D(¢). (3.5)
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It now follows from (3.5) and from the strong-weak closedness of the graph of d¢ that
the map v — |9¢|(v) is lower semicontinuous, so that |d¢| = |07 ¢|. Finally, the chain
rule for convex functionals

if we HY0,T;B), € € L*(0,T;8'), £(t) € d¢(u(t)) for a.a. te (0,7T)

then ¢oue AC([0,T]), Go(u(t)) = (£(t),u'(t)) for a.a. t € (0,T).

ensures that |0¢| = |0T¢| is a strong upper gradient. Exploiting (3.4), in [AGS05,
Prop. 1.4.1] it was shown that a curve u € ACP([0, T; B) is an energy solution if and only
if it fulfills

Jp(u' () + 0°d(u(t)) 20 in B foraa. te(0,T),

i.e. Jp(u/(t)) complies with the minimal section principle.

3.2. Generalized solutions of the Stefan-Gibbs-Thomson and the Mullins-
Sekerka flows.

The Stefan-Gibbs-Thomson problem. The Stefan problem coupled with the Gibbs-
Thomson law describes the melting and solidification of a solid-liquid system, and also
takes into account surface tension effects by imposing that the temperature is equal to
the mean curvature at the phase interface. We denote by ¥ the relative temperature
of the system, occupying a bounded domain © C R¢, and by x € {=1,1} the phase
parameter, so that the phases at time t € (0,7) are

Eft) ={zeQ: x(@t)=1}, E(#)={zecQ: x(z,t) =1},

and the phase interface S(t) is their common essential boundary. Neglecting external
heat sources, the related PDE system is given by the energy balance

(O +X)+A9=0 in HYQ) foraa. te(0,7), (3.6)

(A denoting the realization of the Laplace operator with homogeneous Dirichlet boundary
conditions), and by the Gibbs-Thomson condition at the phase interface, which formally
reads

H(.,t) =9(,t)v(t)  on S(b), (3.7)
H(-,t) being the mean curvature vector of S(t) and v(t) : S(t) — S9! the inner measure
theoretic normal to E*(t).

In the pioneering paper [Luc90], LUCKHAUS has shown that there exist functions
¥ € L*(0,T; HL(Q)) N L>®(0,T; L*(2)) (3.8)
and

X € L=(0,T5BV(Q)),

w:=194x € H'(0,T; H (), (3:9)

X:Qx(0,T)—{-1,1}, with {

fulfilling equation (3.6) for a.a. t € (0,7), and complying with the weak formulation of
the Gibbs-Thomson law (3.7), i.e. for a.a. t € (0,7)

/(div(—yT(t)DCV(t)) d\Dx(-,t)|_/divw(-,t)g)x(-,t)dx
Q Q

for all ¢ € C?(Q;RY), ¢-n=0 ondQ,
(3.10)
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|Dx(-,t)| being the total variation measure associated with the distributional gradient
Dx(-,t). LUCKHAUS’s existence proof (see also [Vis96, Chap. VIII]), is based on a time-
discretization technique which fits into the general Minimizing Movements scheme intro-
duced in Section 2.3.1. In fact, (the initial-boundary value problem for) system (3.6, 3.7)
has a natural gradient flow structure with respect to the functional ¢sie : H 1(Q) —
(—o0, +00] given by

1
Pste(u) = XeanV(Q){/Q (2’” X"+ I 1,1}(X)) T+ Q| XI} if u Q)

400 otherwise,
(3.11)
I;_; 1y denoting the indicator function of the set {—1,1}.

This gradient structure was later exploited in [RoSa06], where it was shown that the
Minimizing Movements scheme in H~1(Q), driven by ¢gte and starting from an initial
datum ug € D(¢) = L*(Q)

U2 .= g, Ul € Argmin {21!21 - Uf71||?{—1(9) + ¢Ste(v)} : (3.12)

veH-1(Q) 27
(i.e. the variational approximation scheme (2.18), for p = 2 and constant time-step
7 > 0), admits a solution {U’},en and in fact coincides with the approximation al-
gorithm constructed in [Luc90] (see [RoSa06, Rmk. 2.7]). Furthermore, it was proved
(see [RoSa06, Thm. 2.5] and Section 8.1 later on) that, for every initial datum ug € L?(2),
every u € GMM(@ste, ug) (cf. with Definition 2.9) gives raise to a solution (19, X) of (3.6)
and (3.10), complying with (3.8) and (3.9), and fulfilling the Lyapunov inequality for all
t € [0,7] and for almost all s € (0,¢)

[ (Gluet) = x(a.0F + 11y (x(2.0)) da
+/Q]Dx(t)]—|—/st/Q|V19(x,r)]2dx ar (3.13)
< [ (Glutes) = XG@s) + Iy (xGos)) da+ [ 1DX()-

In Section 8.1, we shall recover the gradient flow approach of [RoSa06]. First of
all, we shall make precise the setting in which the (Generalized) Minimizing Movement
associated with the functional ¢gqe yields solutions to the weak formulation (3.6, 3.10) of
the Stefan-Gibbs-Thomson problem, see Corollary 8.3. On the other hand, on account of
Theorem 4.2 later on, the Minimizing Movement solutions constructed in [RoSa06] (i.e.
the solutions arising from the time-incremental scheme (3.12)), are in fact generalized
solutions (in the sense of Definition 2.10), driven by the functional ¢ste (3.11). Using
this fact, in Theorem 8.5 we shall obtain the existence of the global attractor for the
Minimizing Movements solutions of the Stefan-Gibbs-Thomson problem.

The Mullins-Sekerka flow. The Mullins-Sekerka flow is a variant of the Stefan problem
with the Gibbs-Thomson condition, modeling solid-liquid phase transitions in thermal
systems with a negligible specific heat. In this setting, instead of (3.6) the internal energy
balance reads

X+ AV =0 in H4(Q) fora.a. te (0,T), (3.14)

coupled with the Gibbs-Thomson condition in the weak form (3.10).
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The global existence of solutions (¥, X) to the Cauchy problem for the weak formulation
of the Mullins-Sekerka system, with ¥ € L°(0,T; H}(Q) and x € L*®(0,T;BV(2)) N
HY(0,T; H71(£2)), was first obtained in [LuSt95]. The proof was carried out by passing
to the limit in the following variational approximation scheme: starting from an initial
datum Xxo € BV(€Q;{—1,1}), for a fixed time-step 7 > 0 the discrete solutions {X” }nen
are constructed via XQ := Xpo and, for n > 1,

1
X7 € Argmin {2/ (A7 (x =) (X—X?1)+f{—1,1}(><))dﬂf+/ IDXI}
XeH-1(Q)) L4T Ja Q

. 1 n—
= Argmin {3 e + [ Tin(ode+ [ (o}
XeH-1(Q)) LT Q Q

Indeed, the above scheme (cf. with (2.18)) reveals that problem (3.14, 3.10) has a gradient
flow structure w.r.t. the functional ¢ng : H~1(Q2) — [0, +00)

[ 1cmda+ [ DY it x e BY(@s(-1.1),

+o00 otherwise.

dms(X) = (3.15)

In fact, the existence result in [LuSt95] was conditioned to the validity of the convergence
of the energy ¢ns along the approximate solutions. Such condition excludes a loss of sur-
face area for the phase interfaces in the passage to the limit in the time-discrete problem.
However, this convergence requirement, akin to our continuity assumption (CONT), is
not, in general, fulfilled, as observed in [Rog06]. Therein, by use of refined techniques
from the theory of integral varifolds, the author could dispense with the additional con-
dition of [LuSt95], however at the price of obtaining in the limit the weak formulation of
the Gibbs-Thomson law (3.10) in a generalized, varifold form.

Since ¢nig does neither fulfill the chain rule nor the conditional continuity, the Mini-
mizing Movements solutions of the Mullins-Sekerka problem only give raise to generalized
solutions of the gradient flow driven by ¢ns. In Section 8.2 we shall initiate some analysis
in this direction. However, proving the existence of the global attractor for the (Mini-
mizing Movements solutions of the) Mullins-Sekerka problem remains an open problem.

4. MAIN RESULTS
4.1. Statement of the main assumptions.
Topological assumptions.

(U,d) is a complete metric space. (A1)

o is a Hausdorff topology on U compatible with d (A2a)

The latter compatibility means that ¢ is weaker than the topology induced by d and d
is sequentially o-lower semicontinuous, namely
(tn,vp) = (u,v) = liminf d(up,v,) > d(u,v).
n—-—+00
An example of a choice for o complying with (A2a) is of course that of o being the

topology induced by d. We shall however keep these two topologies distinct for the sake
of later applications.
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We also require that

there exists a distance d, on U such that for all {u,}, u e U
(A2D)

g
Up = U = do(u,un) — 0 asn — oo
Namely, the topology induced by d, is globally weaker than o.
Assumptions on the functional ¢. Let p € (1,00). We shall ask for the following

(Lower semicontinuity)

¢ 1is sequentially o-lower semicontinuous. (A3)
(Compactness)
the sublevels of ¢ are relatively o-sequentially compact. (A4)

Remark 4.1. It can be easily checked that (A3) and (A4) entail that
¢ is bounded from below on U. (4.1)

Existence and approximation of generalized solutions. Under the above assump-
tions, we have the following crucial statement, which subsumes [AGS05, Cor. 3.3.4]
and [AGS05, Thm. 2.3.1].

Proposition 4.2 (Generalized Minimizing Movements are generalized solutions). As-
sume (A1)—(A4) and let a family A of partitions of [0, +00) be given with infrep |7| = 0.
Then, GMM(¢;ug) # 0. Further, every u € GMM(¢;ug) is in AC} ([0,+00);U) and
there exists a non-increasing function ¢ : [0,4+00) — R such that, {T}} being a sequence

with |t — 0 fulfilling (2.20), there holds
olt) = Tim 6(Tr, (1)) > o(u(t)) Jor all 10, o(0) = 6(u(0)) = 6(u)
and the pair (u, ) is a generalized solution in the sense of Definition 2.10.

Remark 4.3. Note that no restriction on the diameter of the partitions is needed for
the above convergence statement. Moreover, in [AGS05] a slightly more general class
of functionals was considered and the compactness condition (A4) was in fact required
only on d-bounded subsets of sublevels of ¢. Indeed, the stronger (A4) is needed for the
purposes of the present long-time analysis.

4.2. Statement of the main results.

4.2.1. Global attractor for generalized solutions. We refer the reader to Section A
for the main definitions and results of the theory of global attractors for generalized
semiflows, closely following J.M. BALL [Bal97].

We shall apply the theory of generalized semiflows in the framework of the metric
phase space

X ={(u,p) € D(¢p) xR: ¢ >¢(u)}, endowed with the distance
dx((u, ), (u', @) = do(u,u) + |0 = ¢| V(u, ), (v, ¢)) € X.

Our candidate generalized semiflow is the set

(4.2)

S = {(u, ) :[0,400] = U xR : (u,p) is a generalized Solution}.
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All of the following results shall be proved in Section 5.

Theorem 4.4 (Generalized solutions form a generalized semiflow). Assume (A1)—(A4).
Then, S is a semiflow on (X,dx) and complies with the continuity property (CO).

The following Proposition sheds light on the properties of the semiflow S.
Proposition 4.5. Assume (Al)—(A4). Then,

(1) S is asymptotically compact;
(2) S admits a Lyapunov function;
(3) the set Z(S) of the rest points for S is given by

Z(S) ={(u,¢) € X : |07¢|(a,p) =0}. (4.3)

Theorem 4.6 (Global attractor for generalized solutions). Under assumptions (Al)—
(A4), suppose further that

the set Z(S) of the rest points of S is bounded in (X, dy). (A5)
Then, the semiflow S admits a global attractor A. Moreover, w(u,p) C Z(S) for every
tragectory (u,p) € S.
4.2.2. Global attractor for energy solutions. Throughout this section, we further
assume that
¢ complies with the conditional continuity property (CONT), (A6)
|07 ¢| is a strong upper gradient. (A7)
Proposition 2.14 and (A6) yield that
S= {(u, ¢) generalized solution, with ¢(t) = ¢(u(t)) a.e. on (0, —i—oo)}.

Hence, it is not difficult to check that the set of rest points of S (4.3) reduces to

Z(8) ={(u,¢) € X: ¢=9¢(a), [07¢|(a)=0}. (4.4)
Hereafter, we shall use the following notation
& :={ueAC ([0,+00);U) : u is an energy solution} . (4.5)

Thanks to Proposition 2.14, assumption (A7) gives that m1(S) = &€ (m; denoting the
projection on the first component).

We now aim to study the long-time behavior of energy solutions in the phase space
(D(¢),dy), with dg(u,u’) := dy(u,u) +[p(u) — p(u')] for all u,u’ € D(¢). (4.6)

We shall denote by e, the Hausdorff semidistance associated with the metric dg, namely,
for all non-empty sets A, B C D(¢), we have e4(A, B) = sup,¢ 4 infpep dg(a, b). Similarly,
we denote by ey the Hausdorff semidistance associated with the metric dy. Let us
introduce the lifting operator

U:D(p)— X U(u) == (u,p(u)) for all u € D(¢p)
and remark that U(m(E)) C E for all E C X and
E CcU(D(¢)) = E=U(m(E)). (4.7)
Furthermore, the metric dx restricted to the set U(D(¢)) coincides with dy, namely
dx(U(ur),U(ug)) = dg(u1,uz) for all wy,us € D(¢). (4.8)
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The following result (which is in fact a corollary of Theorems 4.4 and 4.6) states that
all information on the long-time behavior of energy solutions is encoded in the set 71 (A),
A being the global attractor for generalized solutions.

Theorem 4.7 (Global attractor for energy solutions). Assume (Al)—(A4) and (A5)-
(AT7). Then,

1) the set & from (4.5) is a generalized semiflow in the phase space (D(¢$),dy) defined
by (4.6), and fulfills the continuity properties (C0)—(C3) (cf. Definition A.1),
2) the set

m1(A) is the global attractor for &, (4.9)

while 71 (Z(8S)) is the set of its rest points.
4.2.3. Convergence to equilibrium for energy solutions in the (), p)-geodesically
convex case. The following enhanced result on the convergence to equilibrium for energy

solutions is the doubly nonlinear counterpart to [AGS05, Thm. 2.4.14], which was proved
for gradient flows in the (), 2)-geodesically convex case.

Theorem 4.8 (Exponential decay to equilibrium). Assume (A1l)—(A4), and suppose
further that

¢ fulfills the (X, p)-geodesic convexity condition (2.14) with X > 0. (AR)

Let u € D(¢) be the unique minimizer of ¢. Then, every energy solution fulfills for all
to > 0 the exponential decay to equilibrium estimate

> (u(t).0) < 9(u(t) ~ 0(n) < (Olu(to)) ~ o)) exp(~Np'(t ~t0)) for allt = to
(4.10)
Hence, for allu € &
dy(u(t),u) -0 ast— +oo, (4.11)

and the global attractor of the generalized semiflow € is the singleton Z(E) = {u}.

Notice that the (A, p)-geodesic assumption (A8) has replaced (A5)—(A7). Although the
proof is an adaptation of the argument for [AGS05, Thm. 2.4.14], for the reader’s con-
venience we shall develop it at the end of Section 5.2.

5. PROOFS

5.1. Proof of Theorem 4.6.

Proof of Theorem 4.4. In order to check (H1), we fix (ug, o) € (X,dy). It follows
from Theorem 4.2 that there exists a generalized solution (u, ) fulfilling u(0) = up and
©(0) = ¢(up). We let

- p(t) fort >0,

B(1) = { o fort

wo fort=0.

Clearly, the pair (u, ¢) still complies with (2.22)-(2.23) and starts from (ug, @) as desired.
It can be easily checked that S fulfills the translation and concatenation properties. What

we are left with is the proof of the upper semicontinuity (H4). To this end, we fix a
sequence {(ug, ()} C X with dy(uf,uo) + | — ¢o| — 0 and we consider a sequence
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{(un,pn)} C S such that u,(0) = uf and ¢,(0) = ¢f. Inequality (2.22) reads for all
neN

;/: \u;p(ﬂdm;, /: 107 B (un (1), on(r))dr+on(t) < @n(s) forall 0<s <t (5.1)

Since

on(t) > dp(up(t)) Yt>0 VYneN, (5.2)
using inequality (5.1) for s = 0 and (4.1), we deduce that

/ P (r)dr, / 070 (un(r), on(r))dr, ou(t), B(un(t))
0 0

are bounded uniformly with respect to n and ¢t > 0.

(5.3)

In view of (A4), we conclude that there exists a o-sequentially compact set K C U such
that u,(t) € K for all n € N and ¢ > 0. Then, by exploiting a suitably refined version of
Ascoli’s theorem (see [AGS05, Prop. 3.3.1, p. 69]), we find a subsequence {u,} (which

we do not relabel), a curve u € ACY, ([0,4+00);U), and a function A € L} ([0,+00))
such that, also recalling (A3) and (5.3), one has
un(t) 5 u(t) forall t>0, u(0) = u, .
liminf o(u, (1)) > o(u(t) forall ¢>0, §(u(0) = H(uo). (5.5)
lup,| = A in L} _([0,400)), A>|u/| ae. in (0,+00). (5.6)

In particular, (A2b) yields that for all t > 0
do(u(t), un(t)) — 0 as n — 00,

On the other hand, since, for all n € N, the function ¢, is non-increasing, thanks to
Helly’s compactness theorem (see, e.g., [AGS05, Lemma 3.3.3, p. 70]) and to the a priori
estimate (5.3), there exists a (non-relabeled) subsequence of {¢,} and a non-increasing
map ¢ : [0, +00) — [0, +00) such that

o(t) = HILH;O on(t) > hnniio%f d(un(t)) > od(u(t)) for all ¢ >0,

where the second inequality is due to (5.2) whereas the latter one to (A3). Hence,
©(0) = 9. We are now in the position of passing to the limit as n — oo in the energy
inequality (5.1). Relying on (5.4)-(5.5) and (2.5), and exploiting Fatou’s Lemma, we
conclude that the limit pair (u, ¢) fulfills (2.22) for all 0 < s < ¢, and (H4) follows. O

Proof of Proposition 4.5. We fix a sequence {(u;,;)} C S with {(u;(0),¢;(0))} dx-
bounded and a sequence t; — +o0o. Inequality (2.22) for s = 0 and ¢ = t; yields that
there exists a constant C' > 0 such that

d(uj(ty)) < @j(t;) < ¢;(0) <C VjeN. (5.7)
Thanks to (A4) we conclude that there exists a o-sequentially compact set K’ C U such
that u;(t;) € K’ for all j € N. On the other hand, using (5.7) and recalling that ¢
is bounded from below (cf. with (4.1)), we find that sup; |¢;(t;)| < +oco. Hence, the
sequence {(u;(t;),¢;(t;))} admits a dy-converging subsequence.
The projection on the second component ms : X — R is a Lyapunov function for the
semiflow S. Indeed, 7y is clearly continuous and decreases along the elements of S since
for all (u,p) € S the map ¢ is non-increasing. Moreover, let (v,1)) be a complete orbit
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such that there exists ¢ € R with ma(v(t),1(t)) = ¥ (t) = 1 for all t € R. Then, (2.22)
yields

p/w’ dr—l—/]@ Slw(r), Dydr <0 Vs <t

Hence, by the properties of the metric derivative we easily conclude that there exists
v € D(¢) such that v(t) = v for all t € R, so that (v,) is a stationary orbit.

Finally, the check that the set Z(S) in (4.3) is the set of rest points is immediate. O
The proof of Theorem 4.6 follows from Theorem A.6 and Proposition 4.5.

5.2. Proof of Theorem 4.7. [Ad 1).] Since § complies with (H1), so does & = m1(S)
thanks to Proposition 2.14. Properties (H2) and (H3) can be trivially checked too. We
also note that, in view of Definition 2.2, any energy solution u is continuous on [0, +00)
with values in the space (D(¢),dy). In particular (C0), (C1), and (C3) hold.

In order to prove (H4), we fix a sequence {u,} C m1(S) such that dg(u,(0),up) — 0
for some ug € D(¢). This entails that the lifted sequence {(uy(0),¢(u,(0)))} fulfills
dx(U(un(0)),U(up)) — 0 as n — +o0o. Thanks to Theorem 4.4, there exists (u,p) € S
with «(0) = up and ¢(0) = ¢(up), and a subsequence {ny} such that for all ¢ > 0
dx (U (un, (), (u(t),o(t))) — 0. In view of Propositions 2.14 and2.15, the curve u is an
energy solution and ¢(t) = ¢(u(t)) for all ¢ > 0, so that

dg (uny, (£), u(t)) = do (un, (£),u(t)) + |¢(un, () — d(u(t))] — 0
as k — oo for all ¢ >0,
and the proof of (H4) is completed. The check of (C2) follows easily from the same
arguments as in the proof of Theorem 4.4. In particular, as long as one restricts to

energy solutions, it is easy to establish estimate (5.3) and Ascoli’s Theorem [AGS05,
Prop. 3.3.1, p. 69] in metric spaces entails the desired convergence.

[Ad 2).] We shall prove that m1(A) is compact in the phase space (D(¢),ds) and that it
is invariant and attracting for £. To this aim, for every ¢ > 0, we denote by 7 (t) (T1(¢),
resp.) the operator associated with the semiflow S (with &, resp.) by formula (A.1). It
follows from Proposition 2.14 that, for all ¢ > 0, 7(¢)X C U(D(¢)). Hence U(D(¢)) is
positively invariant for the semiflow S, i.e.

T UD(9))) CUD($))  for all ¢ >0, (5.8)

As a consequence, the global attractor A of S fulfills A C U(D(¢)). Hence, by (4.7) we
have

A=U(m(A)). (5.9)
Moreover, as the projection operator is continuous from (U(D(¢)),dx) to (D(¢),dy), we
conclude that the set 71 (A) is compact as well. Again using Proposition 2.14, it is not
difficult to check that the operators 7 (t) and T7(t) are related in the following way:

Ti(t)(B) = m (7T (t)(U(B))) for all B C D(¢) forall ¢t > 0. (5.10)
Hence, thanks to (5.9) and using that A is invariant for the semiflow S we have
Ti(t)(m1(A)) = m(T () (U(m1(A)))) = m(T ()(A)) = m(A) Vi =0,

so that 7 (A) is itself invariant for £. Finally, we fix a bounded set B C (D(¢),ds).
Recalling (4.8), we deduce that the lifted set

U(B) is bounded in (X, dy). (5.11)
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Hence,
Jim eg(T1(6)(B), mi(4)) = lim ey (m (T ()(U(B))), m1(4))
= lim_ex@(m(TOUBNUMA)  (5.12)
= lim ex(T(t)U(B)),A) =0

where the first identity follows from (5.10), the second one from (4.8), the third one
from (4.7), (5.8), and the last one from the fact that A attracts the bounded sets of
(X,dx) and from (5.11). By (5.12), m1(A) has the same attracting property in (D(¢), dg),
and (4.9) follows. O

Proof of Theorem 4.8. Notice that (A3) and (A4) guarantee that ¢ has at least a
minimizer @ € U, which is unique by the (), p)-geodesic convexity (A8). Furthermore,
the set of the rest points of the semiflow &£ is given by

Z(&) =A{u}. (5.13)
Indeed, there holds
0 < o(w)—o(u) <0 for all w € Z(€),

where the first inequality ensues from the fact that @ is the minimizer of ¢, while the
second one follows from (2.17) and |01 ¢|(w) = 0, being w a rest point. Then, ¢(w) =
¢(u), whence w = u by (A8).

To check (4.10) one argues along the very same lines as in the proof of [AGS05,
Thm. 2.4.14]. Namely, for every u € £ and all ¢ > 0 one sets A(t) := ¢(u(t)) — ¢(a),
noticing that

A'(t) = |0t o[ (u(t))  for a.a. t e (0,+00),
cf. with (2.8). Combining this with (2.17), one obtains the differential inequality
A'(t) < =ApA(t)  for a.a. t € (0,+00),
)

whence the second inequality in (4.10). The first one ensues from the first of (2.17).
Then, (4.11) is a trivial consequence of (4.10) via (A2a). Clearly, (5.13) and (4.11) yield
that the attractor for & is given by {u}. m|

6. APPLICATIONS TO DOUBLY NONLINEAR EQUATIONS IN BANACH SPACES

Hereafter, we shall denote by

B a (separable) reflexive Banach space, with norm || - |.
6.1. Doubly nonlinear evolutions driven by nonconvex energies. Let ¢ : B —
(—00, +00] be a proper functional complying with (A3)—(A4) in the ambient space

U = B, with d(u,v) = ||v — u|| and o the strong topology (6.1)

(see the following Sec. 6.2 for a different choice). In this framework, we shall extend the
discussion of Section 3.1 to the doubly nonlinear differential inclusion

Jp(u' (8)) + Oegp(u(t)) 20 in B foraa. te (0,7), (6.2)

which features the limiting subdifferential Oy of ¢ (cf. with (6.3)), a generalized gradient
notion related to the strong-weak closure of the Fréchet subdifferential (3.3) of ¢.
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Literature on gradient flows with limiting subdifferentials. Being ¢ nonconvex,
the Fréchet subdifferential is not, in general, strongly-weakly closed in B x B’ in the sense
of graphs. It is hence meaningful to consider its strong-weak closure (along sequences
with bounded energy) dy¢, defined at some u € D(¢) by

Ju, € B, &, € B with &, € 0é(uy,) for all n € N,
§€0p(u) < Up — v, & — & asn — +00, sup@(u,) < +00. (6.3)
In analogy with (3.4), for u € D(¢) we shall use the notation
1056wl = inf €]l : € € Bf(u)} 6.0
9¢p(u) = Argmin {[|¢[|. = € € Fpp(u)} -

Notice that, in general, the latter set may be empty. The limiting subdifferential, first
introduced in [KrMo80, Mor84|, was proposed as a replacement of the Fréchet subd-
ifferential for gradient flow equations in Hilbert spaces, driven by nonconvex energy
functionals, in the paper [RoSa06]. Therein, existence and approximation results for the
gradient flow equation

u'(t) + Opp(u(t)) 20 inH fora.a. te(0,7T), (6.5)

(corresponding to p = 2 and to B = H, H a separable Hilbert space, in (6.2)) were
obtained, and applications to various PDEs were developed, under the standing assump-
tions (A3)—(A4), the hypothesis that ¢ satisfies the continuity property

un — u; - SUp (19 P(un)l, (un)) < +00 = lun) — ¢(u), (6.6)

and that the chain rule w.r.t. 9y¢ holds, which we already state in the general (p, p’)-case
if we ACP([0,T];B), € € LP(0,T;B'), £(t) € Opp(u(t)) for a.a. t e (0,T) 67)
then ¢owu e AC([0,T7), %gb(u(t)) = (£(t),u'(t)) for a.a. t € (0,T). '

The subsequent paper [RSS08] addressed the long-time behavior of a slightly less general
version of equation (6.5) (see (6.9) below), in which dy¢ was replaced by a strengthened
variant, the strong limiting subdifferential Os¢, defined at some u € D(¢) by

Ju, € B,&, € B' with &, € 0¢(u,) for all n € N,

Up, — v, & — §asn — oo, ¢(Un)_>¢(v)

£€0:p(u) « {

In fact, it was shown in [RSS08, Lemma 1] that dp¢ is the (sequential) strong-weak closure
of 0s¢ along sequences with bounded energy, namely for all u € D(¢)

up — u, § — &, sup ¢(uy) < +00,
k

E€op(u) < Ju,eB, &eB
& € 0s¢(uy) for all k € N.

(6.8)

Assuming (A3)—(A4) and (6.6)—(6.7), the existence of the global attractor for the semiflow
associated with

u'(t) + 0sp(u(t)) 20  inH foraa. te(0,T), (6.9)
was proved in [RSS08] under the further condition that the set of the rest points
{u e D(¢) : 0€ dsp(u)} is bounded in the phase space (4.6).
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Existence of the global attractor for (6.2) via energy solutions. Following the
outline of Section 3.1, we shall analyze (6.2) from a metric point of view. Namely, in
Proposition 6.2 below we shall prove that the energy solutions of the metric p-gradient
flow of ¢, in the ambient space (6.1), yield solutions to (6.2). Further, we shall show that,
if ¢ is in addition (), ¢)-convex, namely if (2.15) holds for some A € R and ¢q € (1,0), then
energy solutions in fact exhaust the set of solutions to (6.2). Hence, we shall deduce from
Theorem 4.7 a result on the long-time behavior of the solutions of (6.2), see Theorem 6.4
later on.

Our starting point is the following key proposition.

Proposition 6.1. In the setting of (6.1), suppose that ¢ : B — (—o0,+00] complies
with (A3)—(A4).

(1) Then,
107 o(u)llx <107 ¢l(u)  for all u € D(|0%¢)). (6.10)
(2) If, in addition, ¢ is (X, q)-convex for some X € R and q € (1,00), then for all
u € D(¢)
9p(u) = Dsp(u) = Opp(u), |07 ¢|(u) = 9| (u), (6.11a)
10°0(u) [l = 07 p(w) ||+ = |07 ¢ (u) = [0¢|(u) - (6.11b)

Furthermore, the local slope |0¢| is a strong upper gradient.

Proof. Preliminarily, we recall that, being reflexive, B has a renorm which is Fréchet
differentiable off the origin. Therefore, up to switching to an equivalent norm, we may
suppose that the map

1
veB— §Hv||2 is Fréchet differentiable on B (6.12)

(however, in the Appendix we are going to present a proof which does not use (6.12)).
Proof of (6.10). It is not restrictive to suppose that |07 ¢|(u) < +oo: hence, (up to
further extractions) we can select a sequence {uy} C B such that

up = u, Blug) = du),  [00](ur) — 07| (u). (6.13)

Now, we invoke [AGS05, Lemma 3.1.5], which provides a duality formula for the local
slope |0¢|: for every k € N, there exists a sequence {r;?}j, with 7';? | 0asj — o0, and a
selection

2F € Argmin M + ¢(v) (6.14)
I 2t | |
J
such that
2 I — | k.
0¢|°(ug) = lim —L———, and 2§ — uy as j — oc. (6.15)
j=oo (r7)?

Notice that (6.14) yields qﬁ(zf) < @(ug) for all j € N, whereas, by the convergence of
{ﬁjk}] in (6.15) and the lower semicontinuity of ¢, we gather lim inf; qb(z;?) > ¢(ug), so
that

¢(z]k) — P(ug) as j — oo. (6.16)
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Furthermore, (6.12) ensures that there holds the following sum rule for the Fréchet sub-

differential
. —_— 2 Pppe—
30 ?H+@:b< ﬁ)aw
2r J r;

Hence, we may conclude that for all j € N z;“ fulfills the Euler equation

z’?—uk
J2< L )+8¢(z§‘)90,

"j
namely
2% — uyp,
Jwk € Jy ( L ) N (_aqs(zf)) . (6.17)
J
Thus, in view of (6.15) and the definition of Jg,
(1061(ur))* = Jim, [ (6.18)

By a diagonalization procedure, collecting (6.15), (6.16), and (6.18), we may extract
subsequences {w;?k}, {z]’“k} ({wg}, {zx} for short) such that for all £k € N

(1ol — 1001a)] + Nzt — il + [6(z1) — S(up)]) < 7. (6.19)

Thus, in view of (6.13) we find that z — u, ¢(z) — ¢(u) and that there exists w € B*
such that, up the extraction of a further non-relabeled subsequence, w; — w in B*. We
readily conclude from (6.17) and from the definition of dy¢ that

—w € Opp(u). (6.20)
On the other hand, with (6.19) and (6.13) we find
lwlls- < liminf wgl. = lim inf [0¢] (uy) = [07 | (u) (6.21)

Combining (6.20) with (6.21) we arrive at (6.10).

Proof of (6.11). Relations (6.11) have been proved in [RMS08, Prop. 5.6] for A-
convex functionals. Mimicking the proof of [RMS08, Prop. 5.6] and taking into account
Proposition 2.7, it is easy to extend (6.11) to the (), ¢)-convex case. In the same way,
the last statement follows from the very same arguments as in the proof of [RMS08,
Prop. 5.11]. O

Proposition 6.2. In the setting of (6.1), suppose that ¢ : B — (—o0,+00| complies
with (A3)—-(A4).
(1) If ¢ also fulfills the chain rule (6.7) with respect to Oy and
dyp(u) #0 for all u € D(0y9), (6.22)
then
|07 ¢| is a strong upper gradient. (6.23)

Further, any energy solution u € ACP([0,T); B) of the metric p-gradient flow of ¢
is also a solution of the doubly nonlinear equation (6.2) and fulfills the minimal
section principle

—07p(u(t)) C Jp(u'(¢)) for a.a. t€ (0,T). (6.24)
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(2) In addition, if ¢ fulfills (2.15) for some A € R and ¢ € (1,00), a curve u €
ACP([0,T7]; B) is an energy solution if and only if the map t — ¢(u(t)) is absolutely
continuous on (0,T) and w fulfills (6.24).

Proof. Property (6.23) is a straightforward consequence of the chain rule (6.7) and of
inequality (6.10). The proof of the subsequent statement relies on the same argument
as [AGS05, Prop. 1.4.1]: we shall however sketch it for the reader’s convenience. It follows
from (2.10) and (6.10) that any energy solution u € ACP([0,T7; B) fulfills (note that w is
almost everywhere differentiable, hence [v/|(-) = ||«/(+)]] a.e. in (0,T))

t— [|076(u(t))]« € L (0,T),

1 1, : 6.25
(o' (t) < (0] - LIS oraa t€(0.T) (029
On the other hand, arguing in the same way as in the proof of [RoSa06, Lemma 3.4]
and also exploiting (6.22) and the first of (6.25), we find that there exists a selection
Emin € LP'(0,T;B*) in the multi-valued map ¢ ~ 9é(u(t)). The chain rule (6.7) yields
(pou) = (Emin,u’) a.e. in (0,7). Combining this with the inequality in (6.25), we
conclude (6.24).
The converse implication may be proved in the (A, g)-convex case by a completely
analogous argument, relying on identity (6.11b). O

Remark 6.3. On behalf of the above result, we are entitled to refer to the energy
solutions of the metric p-gradient flow of ¢ as the metric solutions of (6.2). It follows
from the proof of Proposition 6.2 that a curve uw € ACP([0,T]; B) is a metric solution
of (6.2) if and only if

—(pou)'(t) =W/ O07 ¢l (u(t) = ' )07 d(u())]l+ for aa. t € (0,T).

The following result is a direct consequence of Theorem 4.7 and the previous Proposi-
tion 6.2.

Theorem 6.4. In the setting of (6.1), suppose that ¢ : B — (—o0,+00] complies
with (A3)—(A4), with the conditional continuity (CONT), and with (A5). Then,

(1) if ¢ also complies with (6.22) and
the set of the rest points {u € D(¢) : 0 € Opp(u)}

6.26
is bounded in the phase space (4.6), (6:26)

then the semiflow associated with the metric solutions of equation (6.2) (cf. with
Remark 6.3) admits a global attractor;

(2) if ¢ is (N, q)-convex for some A € R and q € (1,00) and complies with (6.26), the
semiflow generated by the whole set of solutions to (6.2) admits a global attractor.

6.2. Outlook to quasivariational doubly nonlinear equations. Finally, we show
how our results can be applied to the study of the long-time behavior of a class of doubly
nonlinear equations of the form

oW (u(t),u'(t)) + Opp(u(t)) 0  in B foraa. te(0,T), (6.27)

where the dissipation functional ¥ : B x B — [0, +00) also depends on the state variable
u and which are often referred to as quasivariational, cf. [RMS08] and the references
therein.
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In particular, following [RMS08], where the metric approach was applied to prove the
existence of solutions to the Cauchy problem for (6.27), we shall focus on the case the
functional ¥ is given by

(V)P
p
{Nu}tues a family of norms on B, such that

IK>0 Vu,veB: K| <nu(v) <Ko

and the dependence u — 7, is continuous in the sense of M0OSsco-convergence (see, e.g.,
[Att86, Sec. 3.3, p. 295]), namely

U(u,v) = for all u, v € B, with 1 < p < oo and (6.28)

(6.29)

Up, = u, v, —v inB = liminfn,, (v,) > n.(v), (6.30a)
n—oo
Up —u, veEB = Fu,—v: lim ny, (v,) = nu(v). (6.30b)
n—oo

For all u € B, we shall denote by 7, the related dual norm on B'.

Within this framework, the metric approach to (6.27) may be developed by endowing
the ambient space

U = B with the Finsler distance induced by {n }ues, i.e.

1
dy(v,w) = inf {/0 Ny (W (t))dt = uwe AC([0,1]; B), u(0) = v, u(l) = w}

for all v, w € B. Then, we have the analogue of Proposition 6.2 (see [RMS08, Prop. 8.2]
for the proof).

(6.31)

Proposition 6.5. In the setting of (6.29)—(6.31), suppose that ¢ : B — (—o0,+0o0]
complies with (A3)—(A4), that ¢ fulfills the chain rule (6.7) with respect to Oy, and that
(6.22) holds.

Then, any energy solution u € ACP([0,T]; B) of the metric p-gradient flow of ¢ is also
a solution of the doubly nonlinear equation (6.27) with ¥ given by (6.28), and fulfills the
minimal section principle

O (u(t),u'(t)) > Argmin {nu(t)*(_g) Lt 8g(u(t))} for a.a. t€(0,T). (6.32)

Conversely, if ¢ fulfills (2.15) for some A € R and q € (1,00), a curve u € ACP([0,T]; B)
is an energy solution if and only if the map t — ¢(u(t)) is absolutely continuous on
(0,7), and u fulfills (6.32).

Hence, we derive from our general Theorem 4.7 the quasivariational counterpart to The-
orem 6.4. To avoid overburdening this paper, we prefer to omit the statement that,
under the assumptions of Proposition 6.5 and the boundedness of the set of the rest
points (6.26), the generalized semiflow associated with the metric solutions to (6.27)
admits a global attractor.

Example 6.6. Our results apply to the following generalized Allen-Cahn equation
p(u) [ug|P~2uy — div(B(Vu)) + W (u) =0 in Q x (0,T), (6.33)

with Q C R? a bounded domain with sufficiently smooth boundary, p : R — (0, +00)
a continuous function, bounded from below and from above by positive constants, 3 :
R? — R? the gradient of some smooth function j on R%, and W : R — R a differentiable
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function. For simplicity, we supplement (6.33) with homogeneous Dirichlet boundary
conditions for u.
The boundary value problem for (6.33) can be recast in the general form (6.27) in the
Banach space
B = LP(),

with the choices

1/p
Nu(v) := (/Q p(u(:c))\v($)|pdx> for all u, v € LP(Q), (6.34)

/Q(j(Vu(x)) + W(u(z))) dz  if u € HL(Q), 5(Vu) + W(u) € L1(Q),

o(u) = (6.35)

+00 otherwise.

We refer to [RMS08, Sec. 8.2] for the proof of the fact that the family of norms {#,} (6.34)
fulfills (6.29)—(6.30b), and for the precise statement of the assumptions on the nonlin-
earities j and W, under which the functional ¢ (6.35) complies with the assumptions
of Proposition 6.5. Let us just mention that, in particular, the classical double-well

potential W(r) = % fits into the frame of such assumptions.

7. APPLICATION TO CURVES OF MAXIMAL SLOPE IN WASSERSTEIN SPACES

In this section, we aim to apply our general Theorem 4.7 to the long-time analysis of the
class of diffusion equations in R%, d > 1, mentioned in the Introduction (cf. with (1.12)).
We shall systematically follow the metric approach to evolutions in Wasserstein spaces
developed in [AGS05]. In order to make the paper as self-contained as possible, we
recall some preliminary definitions and results on gradient flows in Wasserstein spaces in
Sec. 7.1 below, referring to [AGS05] for more details and all the proofs.

7.1. Setup in Wasserstein spaces. Hereafter, we shall denote by .Z¢ the d-dimensional
Lebesgue measure and by 7¢ : R x R — R%, § = 1,2, the projection on the i-component.

In the following, we shall work in the space of probability measures in R% with finite
p-moment, i.e. we shall take U to be

U=2,RY = {u € ZRY) : /}Rd lzPdu(x) < —1—00} , (7.1)

endowed with the p-Wasserstein distance

1/p
Wp(p1, pr2) = min { (/Rded |z — yPdy(z, y)) Py € F(ul,m)} (7.2)

for all py, po € Z,(R?), where I'(u1, po) is the set of probability measures v € 2 (R4xR?)
fulfilling the push-forward relations w;ﬂ = p1 and wify = p2 (namely, for all Borel subset
B Cc RY and i = 1,2 p;(B) = v((z")~Y(B)) ). We shall denote by T'o(u1, u12) the class
of the measures v € I'(p11, p12) attaining the minimum in the definition of W),. It follows
from [AGS05, Prop. 7.1.5] that the metric space (#,(R%),W,) is complete, so that (A1)
is fulfilled. In this setting,

o is the topology of narrow convergence. (7.3)
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We recall that a sequence (u,) C Z(R?) narrowly converges to some pu € 2(R?) if for
all f € CY(R?) (the space of continuous and bounded functions on R?) there holds

lim [ f()dpn(z) = /R F@)du(a).

n—oo [pd

The narrow topology complies with (A2a) thanks to [AGS05, Lemma 7.1.4], while prop-
erty (A2b) ensues from [AGS05, Rem. 5.1.1].

A remarkable property of absolutely continuous curves with values in @p(Rd) is

that they can be characterized as solutions of the continuity equation. More precisely
(see [AGS05, Thm. 8.3.1]), with any p € ACP([0,T]; Z2,(R9)) we can associate a Borel

vector field v : (z,t) € R? x (0,T) — v¢(z) € R? such that for a.a. t € (0,7T)

1/p
e DR, and 110 = ol = ([ @l am@) . @)
and g, v fulfill the continuity equation
Opr + div(vgg) =0 in RY x (0,7) (7.5)

in the sense of distributions. In fact, the velocity field v; turns out to be unique in some
suitable sense, see [AGS05, Chap. 8].

Finally, we recall that it is possible to introduce a subdifferential notion intrinsic to
the Wasserstein framework. In fact, for the sake of simplicity we shall not recall [AGS05,
Def. 10.3.1] in its general form, but in a particular case.

Definition 7.1. Let ¢ : Z,(R%) — (—o0,+00] be a proper and lower semicontinuous
functional and let u € D(¢). Given a Borel vector field ¢ : R — RY, we say that &
belongs to the (extended) Fréchet subdifferential of ¢ at u, and write & € OP(u), if

e Lp/(,u;]Rd), and, as v — [ in @p(Rd),

o) =0 = _int [ (e(w)y—a)drien) +o (W)

In agreement with notation (6.4), we define

Haoqﬁ(ﬂ)”m’(ﬂ;ﬁgd) = inf{HfHL,,/(#;Rd) 1 £€0o(p)}
8°¢ () := Argmin{[|€] s () © € € BD(1)} -

Gradient flows in Wasserstein spaces. Hereafter, we shall focus on proper and lower
semicontinuous functionals ¢ : &,(R%) — (—o0, +oc], fulfilling some coercivity condition
which we do not specify, for it is implied by our general lower semicontinuity /compactness
conditions (A3)—(A4), and such that ¢ is regular, i.e. for all (u,) C Z,(RY), with
on = O(j1n) and &, € D(i1y), there holds

fin — p in P,(RY),

P = ¢, . {5 € o(p),

7.6
5D 3y <+ oo, 9

(i % &n)pin — (i x €)ygp narrowly in Z2(R? x RY),

(i : R? — R? denoting the identity map). Notice that (7.6) is in the same spirit as the
conditional continuity (CONT).
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Using this (extended) Fréchet subdifferential notion, in [AGS05, Chap. 11] a formula-
tion of gradient flows intrinsic to the Wasserstein framework has been proposed: accord-
ing to [AGS05, Def. 11.1.1], we say that a curve p € ACP([0,T]; 2,(R%)) is a solution
of the p-gradient flow equation driven by ¢ if its velocity field v, (7.4)—(7.5) satisfies the
inclusion

Jp(vy) € —8h(pue) for a.a. t € (0,7), (7.7)

(where J,, : LP(us; RY) — L' (ug; RY) denotes the duality map) and complies with the
minimal section principle

Jp(vy) = —0¢° () for a.a. t € (0,7T). (7.8)

Under the assumptions that ¢ is lower semicontinuous, coercive, and regular in the
sense of (7.6), [AGS05, Thm. 11.1.3] provides the crucial link between curves of maximal
slope and gradient flows in Wasserstein spaces: it states that

1€ ACP([0,T); Z,(RY)) is a p-curve of maximal slope w.r.t. the local slope |3¢|
if and only if y; is a solution of the gradient flow equation (7.8)
and the map t — ¢(u) is a.e. equal to a function of bounded variation.

Relying on this result and on our Theorem 4.7, we shall prove the existence of the global
attractor for the solutions of the gradient flow equation (7.7), driven by a functional ¢
which is the sum of the internal, potential, and interaction energy, cf. with (7.12) below.

7.2. The sum of the internal, potential, and interaction energy. As in [AGS05,
Sec. 10.4.7] (cf. also [CmCV03, CmCVO06]), we consider the following functions

ViR (—00,400] proper, lower semicontinuous, such that V1)
its proper domain D(V) has a non-empty interior O C R,

F :]0,4+00) — R convex, differentiable, with F'(0) = 0,
and satisfying the doubling condition (F1)
3Cr >0 Vz,we[0,400) : F(z4+w) <Crp(1+ F(2)+ F(w)) ,
W :R? — [0, +00) convex, Gateaux differentiable, even,
and satisfying the doubling condition (W1)
ICw >0 Yo,ye R W(r+y) <Cw (1+W(z)+W(y),

which induce the following functionals on Z2,(R9):

V(p) = y V(z)du(x) (potential energy), (7.9)
F dz if p = p2*
Fp) = /]Rd (pla))dw it p=p2, (internal energy), (7.10)
400 otherwise,
1
W(p) == 5 /Rd y W(z,y)d(p @ p)(x,y) (interaction energy). (7.11)
X

Hence, for given constants ¢; € (0,+00) and ¢z, c3 € [0, +00) we define ¢ : Z,(R?) —
(_007 +OO] by
P(p) := c1V(p) + coF (1) + caW(p) - (7.12)
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We further assume that the function V is p-coercive, i.e.

v
lim sup () _ +o00, (V2)
|| ——+o0 ‘x|p

and that (cf. with condition [Agu03, (2)])

V is (A, p)-convex on R? for some A € R. (V3)

Notice that (V3) yields that V' is Gateaux-differentiable in O. As for F', we require that

F
F has a superlinear growth at infinity, i.e. lim sup (5) = +o00, and
e 7 (F2)
. F(s)
liminf —= > —oo for some a > —— |
sl0 s d+p
and finally that
the map s — s?F(s9) is convex and non-increasing in (0, +00). (F3)

We associate with F' the function L : [0,4+00) — [0,400) given by
Lp(r)=rF'(r) — F(r) for all » > 0.
Remark 7.2. We point out that (F2) yields
3C1,Co>0Vr>0: F(r)>—-Cy —Cyr®, (7.13)

(F'~ being the negative part of F'), and refer to [AGS05, Chap. 9] for further details on
the above conditions. We shall just mention (see [AGS05, Rem. 9.3.10]) that examples
of functionals complying with (F1, F2, F3) are

the entropy functional F(s) = slog(s),
(7.14)

the power functional F(s) = 1sm , form > 1.
m —_—

(in fact, the case 1 — 1/d < m < 1 can also be treated, see [AGS05, Rem. 9.3.10]).
Remark 7.3 ((\, p)-geodesic convexity of ¢). It follows from [AGS05, Props. 9.3.5, 9.3.9]
that, thanks to (W1) and (F3), the functionals W and F are convex along geodesics in
2,(R%). On the other hand, arguing as in the proof of [AGS05, Prop. 9.3.2], one verifies
that the potential energy V is (), p)-geodesically convex in Z,(R%). We thus conclude
that

¢ from (7.12) is (), p)-geodesically convex in Z2,(R%).

The following proposition collects the main properties of ¢. We shall just sketch its
proof for the reader’s convenience.

Proposition 7.4. In the setting of (7.1)-(7.3), assume (V1)—~(F3). Then, the functional
¢ : Pp(RY) — (o0, +o0] defined by (7.12) fulfills (A3)—(A4) and (A6)—(AT); ¢ is reqular
in the sense of (7.6), there holds

106l (1) = 107 6|(1e)  for all p € D(9), (7.15)
and the (extended) Fréchet subdifferential 8¢ of ¢(n) admits the following characteriza-
tion at every u € D(¢):

£€0p(n) if and only if & € 4 (1;RY)  and for all v € P, (R?)

A
o) = o) = int [ (e(o)y—a)dr(en) + W),

(7.16)
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Furthermore, if p € ACY ([0,4+00); Z,(R%)) is an energy solution (in the sense of

loc

Definition 2.2), then there exists p : t € [0, +00) +— p; € L*(R?) such that

/ pe(z)de =1, / |z[Ppi(z)de < 400, pp = pe?? for all t € [0, 400),
R4 R4

LF(p) € Llloc(()? ~+00; Wl’l(o))a

loc
VLr(pt)
Pt

the map t — ||c1VV + co + sV % py € L} .(0,400),
LP' (p;R)

(where * denotes the convolution product), satisfying the drift-diffusion equation with
nonlocal term

VL
Opr — div (ptjp/ <01VV + 62/1:(Pt) +c3VIW % pt>> =0 (7.17)
¢
in P'(R x (0,400)) (jy(r) := |r|P'~2r), and the energy identity for all 0 < s <t
t \va# ” p
/ aVV + czw + csVW % p, dr + é(u) = p(us) - (7.18)
s Pr LY (uriRY)

Proof. Tt follows from [AGS05, Lemma 5.1.7, Example 9.3.1, Rmk. 9.3.8] that the func-
tional ¢ is sequentially lower semicontinuous w.r.t. the narrow convergence. In order
to prove (A4) in the case c2 > 0 (the proof for ca = 0 being analogous), let us consider
a sequence {u, = pn-Zy} C Z,(R?) fulfilling sup,, ¢(un) < +oo. Using that W takes
nonnegative values and the coercivity (V2) of V, one finds that

sup </ coF (pp(z)) dz + Ml/ |z|P pr () d:c> < 400, (7.19)
n Ra Rd
for some M; > 0. On the other hand, being (ap)/(1 — a) > d by (F2), one has
K = / (1+ \x|)_% do < 400,
Rd
and Holder’s inequality yields
[ p@de= [ @) o)1+ fal) 7 ds
R4 R4

< ([ @ +lelras) &

Therefore, from (7.13) we infer that
[ Flonande=~Ci=Cs [ pita)da
R4 R4

> —C) — CoK 01 (1 +/ pn(2)|z[P dx> (7.20)
R4

Vv

—C1 — Chyy (1 + / pn(2)|x|P dx) -C,
R4

the last passage following from a trivial application of the Young inequality with a suitable
constant Cpys, > 0 depending on M; and to be specified later. Combining (7.19) and
(7.20), and choosing Cj, in such a way that coChyy, < M;/2, we conclude that
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M
sup <21 /Rd |z|P pr () dx) < 400. (7.21)

n

Thus, the integral condition for tightness is satisfied and, by the Prokhorov theorem,
{pn} admits a narrowly converging subsequence. Furthermore, it follows from (7.21)
that for all € > 0 {u,} has uniformly integrable (p — €)-moments so that, by [AGS05,
Prop. 7.1.5], it is W),_.-relatively compact.

It follows from Remark 7.3 and from Proposition 2.7 that the local slope |0¢] is a strong
upper gradient. Furthermore, arguing as in the proof of [AGS05, Lemma 10.3.8] one easily
checks that, by (A, p)-geodesic convexity, the functional ¢ is also regular, and (7.16) can
be shown by repeating the calculations of [AGS05, Thm. 10.3.6]. Property (7.15) is
proved in [AGS05, Prop. 10.4.14]. In view of [AGS05, Thms. 10.3.11, 10.4.13], we have
that for a given measure p € Z,(R%)

00| (1) = [0F | (1) < 400 if and only if Lr(p) € W1 (0), there exists

loc
a unique w € L (1 RY) 5.t ([l sty = 18°600) Lo ey = 1061 (1),
and there holds
pw = c1pVV 4+ oV Lp(p) + csp(VW) x p p—ae. in RY. (7.23)

Thus, the conditional continuity (CONT) follows from combining (7.22) with the regu-
larity property (7.6).

Finally, let u € ACP([0,T]; Z,(R%)) be a p-curve of maximal slope: collecting (7.8),
(7.22), and (7.23), we conclude that its velocity field satisfies for a.a. ¢ € (0,7)

VL
—Jp(vr) =1 VV + CQZ(pt) + s VW % py e — a.e. in R,
t
Joint with the continuity equation (7.5), the latter relation yields (7.17). Then, the
energy identity (7.18) ensues from (7.4) and (2.9). O

Remark 7.5 (An alternative convexity assumption). Instead of the (A, p)-convexity con-
dition (V3) for V, one could impose the standard A-convexity on V', with A having a
different sign depending on p, namely

V' A-convex on Rd, with A>0ifp<2o0r A<0if p>2. (V3)

It is proved in [AGSO05, Prop. 9.3.2] that, under (V3’), the functional V is (), 2)-geodesically
convex on Z(R%), and so is ¢ given by (7.12). It is not difficult to verify that the proof
of Proposition 7.4 goes through upon replacing (V3) with (V3’).

7.3. Global attractor for drift-diffusion equations with nonlocal terms.

Remark 7.6 (Reduction to the (), p)-geodesically convex case, with A < 0). In view
of Proposition 7.4 and Theorem 4.8, if ¢ from (7.12) is (A, p)-geodesically convex with
A > 0 (which is implied by V' being (), p)-convex with A > 0), then the global attractor
for the semiflow of the energy solutions of the gradient flow associated with ¢ reduces to
the unique minimum point of ¢, to which all trajectories converge as t — +o0o with an
exponential rate.

Therefore, henceforth we shall focus on the case in which

V is (\, p)-convex on RY, for some A < 0.
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The following result provides the last ingredient for the proof of the existence of the
global attractor for the drift-diffusion equation (7.17).

Lemma 7.7. In the setting of (7.1)—~(7.3), assume (V1)—(F3), and that (V3) holds with
A <0. Then, the set of the rest points

2(6) = {i € ZyRY 1 0€ do()}

) o n=pZa Lr(p) € Wi (O),
=S e ZpRY) : VLr(p)

c1tVV 4+ ¢ +esVWxp=0 fi— ae. inR?

is bounded in the phase space (D(¢),dy), dg being as in (4.6).

Proof. We suppose that co > 0, referring to the following Example 7.9 for some ideas on
the case ca = 0. Due to (7.16), for every i = pZ; € ¥(¢) there holds in particular

o) — 6(1) > 2W5(ﬂ,u)

for all o = p.%,; € sz(Rd), with 5 € C*°(R?) compactly supported.

(7.24)

Let t : R* — R? be the unique (by [AGS05, Thm. 6.2.4]) optimal transport map between
i and fi, so that

/ [t(x) — z[Pdp(x) < 2P~ 1/ |t(x)|Pda(x) + 2P~ 1/ |z|P di(z

Hence, it follows from (7.24) (recalling that A < 0 and that i is compactly supported)
that

o) + == [ el di(e) < 0) — = [ @l ap@) < o)+ €. (729)

Exploiting now (V2) and (F2) and repeating the calculations developed throughout (7.19)—
(7.21) in the proof of Proposition 7.4, it is not difficult to infer from (7.25) that

A2r—1 2P~ 1

_ _ o(p) < C,
3C >0 Ve (o) : — 7.26
@) { WEGo, i) < fpa lePda() <0, 20
0o denoting the Dirac mass centered at 0, which concludes the proof. (I

On behalf of Theorem 4.7, Proposition 7.4, and Lemma 7.7, we thus conclude

Theorem 7.8. In the setting of (7.1)~(7.3), assume (V1)~(F3), and that (V3) holds
with A < 0.

Then, the generalized semiflow generated by the energy solutions of the gradient flow
driven by ¢ from (7.12) admits a global attractor.

Example 7.9. In the case co = c3 = 0, the set of the rest points ¥(¢) consists of the
measures i € Z,(R?) satisfying

AR\ S) =0, with S= {x eRe: VV(z) = o} . (7.27)

The boundedness of ¥(¢) follows from (V1), (V2), and (V3) (with A < 0). Indeed, the
latter condition and (7.27) yield that for every fixed y € O there holds

A
V@2V + lg-af  forp-aaze R?,
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whence, also using (V2), we find that for all My > 0 there exists Cz, > 0 with

A2p—1 A2p—1 Vi) 1 2P Chr
V(g) — ylP >V P> —(My+ — ||z — =2
0 =22l 2 v + 22 el 2 T 4 5 (v 22 fap -
for fi-a.a. € R?. Choosing My > —\2P/p and taking into account that V is bounded
from below, one immediately deduces (7.26). An analogous argument can be developed
in the case V is A-convex in the standard sense.

Example 7.10. In the case ¢ # 0 and ¢35 = 0, V fulfills (V1), (V2), and (V3) (with
A <0), and F is either the entropy or the power functional (cf. with (7.14)), then X(¢)
reduces to a singleton. In fact, when F(s) = slog(s) the stationary equation defining the
set of the rest points of ¢ becomes

aVV + czv—_p =0 i=pZL%ae. in RY,
p

leading to
1
ﬂ = Ee_vgd )
(where Z = [pq e~V dz). Similar calculations may be developed in the case of the
power functional.

8. APPLICATION TO PHASE TRANSITION EVOLUTIONS DRIVEN BY MEAN CURVATURE

Throughout this section, we shall assume that
Q is a C!, connected, and open set, (8.1)
and take as ambient space

U= H '), o being the norm topology (8.2)

8.1. The Stefan-Gibbs-Thomson problem. It is straightforward to check that, in
the setting of (8.2), the functional ¢sie : H1(2) — [0, +00]

1
inf Slu— P+ I d / D it u e L2(Q).
Pste(u) == Xe}an\/(g){/g <2|u X7+ I 1,1}(X)> z + Q| X!} if u ()

400 otherwise

complies with (A3)-(A4). Given u € D(¢sie) = L*(Q2), we denote by M (u) the non-
empty set of the x’s in BV(£2;{—1,1}) attaining the minimum in the definition of ¢gte,
and by Og¢ste its Fréchet subdifferential with respect to the topology of H~1(Q) (which
we identify with its dual). Therefore, the limiting subdifferential dy¢gte is given at every
u € L?(Q) by

Ju, € H1(Q), & € H Q) with

&n € Odste(uy,) for all n € N|

-1 .
Ordste(u) = (€€ HT (D) ) win HHQ), & — € in HH(Q),
sup dste(un) < 00
n

It was proved (cf. with [RoSa06, Thm. 2.5]) that, for every initial datum ug € L?(Q),
every u € GMM(¢ste, ug) (which is a non-empty set thanks to Theorem 4.2) fulfills the
Cauchy problem for the gradient flow equation

u'(t) + Opdsie(u(t)) 20  in H1(Q) foraa. te(0,7).
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The following result sheds some light on the properties of Jy¢ste.
Proposition 8.1. The functional ¢sie fulfills the continuity property (CONT) and
for all uw € L*(Q) there exists a unique X, € BV(Q) such that
Xu € M(u) and u — X, € H}(Q).

Further, let u € L*(Q) fulfill |0 ¢ste|(u) < +o00. Then, Oypsie(u) is non-empty and,
more precisely,

(8.3)

a€¢Ste(u> = {A(’U, - Xu)}v (84)
(A being the Laplace operator with homogeneous Dirichlet boundary conditions) with ¥ :=
u — Xy fulfilling the weak form of the Gibbs-Thomson law, i.e. for all { € C%(Q;R?) with
¢-n=0 on 02 there holds

/ (div¢ —v" D¢v) d|DXy| = / div(9¢) X, dz, (8.5)
Q Q
oo o d(DXu) | .
where the Radon-Nikodym derivative v = dDx 18 the measure-theoretic inner normal
to the boundary of the phase {x € Q : X,(x) = 1}. Finally, there holds
0% Pstel (w) = | A(u — X) l-1() = V(1 = Xu)ll 20 - (8.6)

Remark 8.2. In view of the conditional continuity (CONT) and of Proposition 2.14, for
any generalized solution (u, ) of the metric gradient flow of ¢ge there holds ¢ = ¢ o w.
Hence we shall simply refer to any generalized solution (u, ) as u.

Proof. Property (8.3) (which is somehow underlying some of the arguments in [Luc90])
is explicitly proved in [RoSa06, Sec. 5.2]. It is shown in [RoSa06, Prop. 5.3] that, if
Odste(u) # 0, then Opsie(u) = {A(u—Xy)}. It is straightforward to prove that there also
holds

|0dstel(u) < |A(u = Xu)llH-1(0)- (8.7)
On the other hand, we fix w € L?(f2) and notice that
(Pste () — Pte(u + hw))™

A(u,w) : = limsup

h10 hllwl -1
1 N ~ 1 o A\ *
Sl =Xullzz) + | [VXul = Slluthw = Xullf2 @) = [ VXl
> lim sup Q Q
K10 hllw|l g-1(q)
h? o N\ _
(_QHUJHLQ(Q) +h/ w(U—Xu)> / w(u — Xy)
= lim sup Q — JQ )
h10 hllw|l g-1(q) |l g-1(0)

Being [0¢ste|(u) > supyer2(q) Alu, w), by a density argument we easily conclude that
|0dste|(w) > |lu— )ZUHH(%(Q), so that, also in view of (8.7), with a slight abuse of notation
we may write

|0¢ste|(u) = [|0dste(u) | m-1(2) = llu = Xull 3 () - (8.8)
Using (8.8) and arguing as in [RoSa06, Prop. 5.3] it is not difficult to check the conditional
continuity (CONT), and that (8.4) holds. The latter yields (8.6) through the general
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inequality (6.10). Finally, the weak Gibbs-Thomson law (8.5) has been proved in [RoSa06,
Lemma 5.10]. O

Corollary 8.3. Under the above assumptions, for every u € GMM(¢gte,up) (which
is in particular a genmeralized solution of the metric gradient flow of ¢ste), and every
Xu € M(u) the pair (¥ = u — Xu, Xu) i a solution of the weak formulation (3.6, 3.10) of
the Stefan-Gibbs-Thomson Problem, fulfilling the Lyapunov inequality (3.13).

Remark 8.4 (Lyapunov inequality). Indeed, through inequality (8.6), the energy in-
equality (2.22) for generalized solutions translates into the Lyapunov inequality (3.13).
We may observe that, since in this case |07 ¢ge| is not an upper gradient (from another
viewpoint, the chain rule (6.7) w.r.t. Opdste does not hold), inequality (3.13) yields the
most exhaustive energetic information on solutions of the Stefan-Gibbs-Thomson prob-
lem.

Existence of the global attractor. We deduce from Theorem 4.6 for generalized so-
lutions the following result, which in particular yields information on the long-time be-
havior of the Minimizing Movements solutions of the Stefan problem with the (weak)
Gibbs-Thomson law.

Theorem 8.5. Under the above assumptions, the semiflow of the generalized solutions of
the metric gradient flow driven by the functional ¢ste from (3.11) admits a global attractor
in the phase space D(¢ste) = L*(Q), endowed with the distance dg,, from (4.2).

Proof. Since ¢gie complies with (A3)—(A4), in order to apply Theorem 4.6 it remains to
check that the set of the rest points is bounded in the space (L%(2),dpg,.). Indeed, it
follows from the conditional continuity (CONT) (cf. with (4.4)) and from inequality (8.6)
that for every rest point u of the semiflow generated by ¢sie there holds

u=Xg € M(a).

Thus, |a| =1 a.e. in §2, and

_ 1
sl = [ 1V5al < 3 [ 17 < 20,
Q Q

where the second inequality ensues from choosing X = 1 in the minimization which defines
¢ste. This concludes the proof. O

8.2. Some partial results for the Mullins-Sekerka problem. The functional ¢yg :
H=1(Q) — [0, +oq]

[ 1cin0ode+ [ DY it e BV (-1L1))
Q Q
+00 if x € H1(Q)\BV(Q;{-1,1})

complies with (A3)—(A4) (cf. with [LuSt95, Lemma 3.1]). On account of Theorem 4.6,
the next step towards the existence of the global attractor for the generalized solutions
(X, ) driven by ¢ns would be the proof of the boundedness of the rest points set in the
phase space (4.2). In this direction, we present the following result on properties of the
local and weak relaxed slopes of ¢ng, which we believe to have an independent interest.

Pms(X) ==
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Proposition 8.6. In the present setting, for every

¢ e C*(RY with ¢-n=0 on N (8.9)
there exists a constant C¢ > 0, depending on ||Clly1.00(qura), such that the following
inequalities hold for all X € D(¢ms) and ¢ € R with ¢ > éms(X):

s () > Ce /Q (div¢ —v” DCv)d|Dx|: (8.10)

0~ duisl(x, 9) > C: /Q (div¢ — o7 DCw)d|DX| (8.11)

Proof. We start by proving (8.10) for a fixed field ¢ as in (8.9). Arguing as in the proof
of [RoSa06, Lemma 5.10], for s € R we introduce the flow X, : Q — Q associated with
¢ via the ODE system

4 X (z) = (X)),
ds
{ ;(0(37) = for all (373:) €ERxQ. (8.12)

Since € is regular (cf. with (8.1)) and (-n =0 on 99, X4(Q) = Q for all s € R. Further,
the map x € Q +— X () is a C? diffeomorphism, with inverse X _, : Q — Q. Setting

Ds(z) := Dy X s(x), Js(x) :=detDs(x) forall z €€,
it is immediate to check that

L Jy(x) = div (((X(2))) Js(2),
ds
{ Jolz) =1 for all (s,z) € R x Q. (8.13)

It follows from (8.12) that (recall that i : R? — R? denotes the identity map)
1X's = il oo (aray < I]lIC]Low02) - (8.14)
In the same way, (8.13) and the Gronwall lemma yield for all s € [—1,1]

15| 2o (0) < exp([s]lldiv(¢)l|zee (o)),

. . (8.15)
[Js = | poe(e) < 1div(C) ]| oo () exp(]s]l[div(C) | o< (o)) -

Then, for every fixed x € D(¢nms), we consider its perturbation xs : Q@ — {—1,1}, for
s € R, defined by

Xs(z) = x(X_s(z)) VzeQ.

Now, X, still belongs to BV (2;{—1,1}) and it can be verified that |DX;| coincides
with the (m — 1)-dimensional Hausdorff measure restricted to Sy = X 4(S) (S being the
essential boundary separating the phases). Therefore, the first variation formula for the
area functional (see, e.g., [AFP00, Thm. 7.31]) yields

£ on)..= o= ocam
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Hence, we have the following chain of inequalities

(fQ |Dx| — [q |DU|)Jr

|0pms|(x) = limsup
lo=Xll =10y —0 v =Xllz-1(0)
Dx| — [, |Dxs|) "
> lim sup (fQ| X| fQ| X |) s
=0 5 IX = Xsll 1)
S
> lim sup (/ —div¢+ v DCv de) ,
s—0 [IX = Xsllm-1(0) Q( ) dIDx|

To conclude for (8.10), we are going to show that

lim sup >Ce, (8.16)

s—0 |IX = Xsllz-1(0)

with C¢ > 0 if ¢ is not identically zero, depending on ||(|lyy 1,00 (,re)- Indeed, to evaluate
IX = Xsllg-1q) we fix v € H}(€2), and for later convenience extend it to a function
o € H'(R?). There holds

o= X ey = [ (@) = XX -o(a) v(o)do

= /QX(OE) (v(z) — v(Xs(2))[Js(x)|) dz
=L+ 1I:= / X(z) (v(z) —v(Xs(x))) dz
Q
+ [ X)X @) ola) = | (@)
where the second equality follows from the change of variable formula. Then, supposing

|s| < 1 and setting A(¢) := [[][z(q), We estimate [; by means the maximal function
My ¢y of v (see Section C). In view of Lemma C.2, there holds

(8.17)

Mo Vollisngn <CW@2) [ Vi@)Pde = CD|Veldag,  (315)
Bria)(0)

where 7 > 0 is such that Q@ C B7(0). In the same way, changing variables we have
2 2
| 1M (Ve X @) de = [ Mo (Fo)f ()l

< exp(|s|[|div(¢)l £ (@) C(d, 2) | Vo7 2 (g -

the latter inequality from the first of (8.15). Using (8.14), Lemma C.3 and (8.18)—(8.19),
we thus have

L] < C(d) /Q X4 (2) — | (Mo (Vo(@)) + My (Vo(X () da

(8.19)

. 1 :
< 20D X, = il oz [Tl (14 xp( ol lavOll=co)

1 .
< Call¢] o (o) <1 + eXP(2|3|||d1V(C)||L°o(Q))> [stlvll e »
(8.20)
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the constant Cy > 0 only depending on the dimension. As for Iy we have
2| < [[vllz2(@)llJs = o) < (1div(Q)l| zoc (o) exp(Is]l|div(¢) | oo (o)) vl 2() - (8:21)

Collecting (8.17) and (8.20)—(8.21), we immediately infer (8.16).

In order to prove (8.11) for all x € D(¢ms) and ¢ > ¢ums(X), we argue in the following
way: according to the definition of |0~ ¢ns| we fix a sequence {Xx} C D(¢ms) converging
to x in H~1(Q) and such that

|- <

It follows from the latter inequality and [AFP00, Thm. 1.5.9] that {Dxy} has a weakly*
converging subsequence in the sense of measures. Therefore, Dx; —* DX and, thanks
to Reshetnyak Theorem [AFP00, Thm. 2.38], there holds

(8.22)

w\»—‘
w\»—t

||0dMs|(Xk) — 0~ dus| (X, »)

lim inf (/ (div(—yTDgz/)d!DXM) 2/ (div¢ —v" D¢v)d|Dx|
Q Q

k—o0

Thus, using the first of (8.22) we can pass to the limit in (8.10) as & — +oo and
conclude (8.11). O

Remark 8.7. As a consequence of Proposition 8.6, for every rest point (X, @) of the
semiflow of the generalized solutions driven by the functlonal ¢ms there holds

/ (div¢ — 7" D¢p)d|DX| =0 for all ¢ € C*(RY) with (-n=00n09Q (8.23)
Q

(7 = 429

d|DX|
{X = 1}). This suggests that a way to prove that the generalized semiflow associated
with ¢yg complies with condition (A5) could be to deduce from condition (8.23) some
universal bound for every rest point xy. However, this presently remains an open problem.

being the measure-theoretic inner normal to the boundary of the phase

APPENDIX A. GENERALIZED SEMIFLOWS

In the following, we shall denote by (X, dy) a (not necessarily complete) metric space.
We recall that the Hausdorff semidistance or ezcess ex (A, B) of two non-empty subsets
A,B C X is given by ex(A, B) := sup,c 4 infpep dx(a,b). For all € > 0, we also denote
by B(0,¢) the ball B(0,¢) :={x € X : dx(z,0) < e}, and by N.(A) := A+ B(0,¢) the
e-neighborhood of a subset A.
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Definition A.1 (Generalized semiflow). A generalized semiflow G on X is a family of
maps g : [0,+00) — X (referred to as solutions), satisfying:

(Existence)

For any gy € X there exists at least one g € G with g(0) = go. (H1)

(Translates of solutions are solutions)

For any g € G and T > 0, the map ¢ (t) :=g(t + 1), t € [0, +00),

belongs to G. (H2)
(Concatenation)

For any g, h € G and t > 0 with h(0) = g(t), then z € G, z being

the map defined by z(1) = g(7) if 0 <7 <+, and h(T — ) if t < T. (H3)

(Upper semicontinuity with respect to initial data)
If {gn} C G and gn(0) — go, then there exist a subsequence {gn,} of
{gn} and g € G such that g(0) = go and gy, (t) — g(t) for allt > 0. (H4)

Furthermore, a generalized semifiow G may fulfill the following measurability and
continuity properties:

(CO) Each g € G is strongly measurable on (0,400), i.e. there exists a sequence {f;}
of measurable countably valued maps converging to g a.e. on (0,+00).

(C1) Each g € G is continuous on (0, +00).

(C2) For any {gn} C G with g,(0) — go, there exist a subsequence {gn, } of {gn} and
g € G such that g(0) = go and gn, — g uniformly in compact subsets of (0, 400).

(C3) Each g € G is continuous on [0, 4+00).

(C4) For any {gn} C G with gn(0) — go, there exists a subsequence {gn, } of {gn} and
g € G such that g(0) = go and gn, — g uniformly in compact subsets of [0, 400).

w-limits and attractors. Given a generalized semiflow GG on X', we introduce for every
t > 0 the operator T'(t) : 2% — 2% defined by

T(E = {g(t) : g€ G with g(0) e E}, ECX. (A1)

The family of operators {T(t)}¢>0 defines a semigroup on 2%, i.e., it fulfills the following
property
Tt+s)B=T(t)T(s)B Vs,t >0 VB CAX.

Given a solution g € G, we introduce its w-limit w(g) by
w(g) ={x e X : Ht,}, tn — +oo, such that g(t,) — z}.

We say that w: R — X is a complete orbit if, for any s € R, the translate map w® € G
(cf. (H2)). Finally, the w-limit of E is defined as

w(E):={z e X : I{gn} C G such that {g,(0)} C E,
{9n(0)} is bounded, and 3t,, — 400 with g, (t,) — z}.
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Given subsets F, E C X, we say that F' attracts E if
ex(T(t)E,F) — 0 as t — +o0.

Moreover, we say that F' is positively invariant if T(t)F C F for every t > 0, that F
is quasi-invariant if for any v € F there exists a complete orbit w with w(0) = v and
w(t) € F for all t € R, and finally that F' is invariant if T(t)F = F for every t > 0
(equivalently, if it is both positively and quasi-invariant).

Definition A.2 (Global Attractor). Let G be a generalized semiflow. We say that a
non-empty set A is a global attractor for G if it is compact, invariant, and attracts all
bounded sets of X.

Definition A.3 (Point dissipative, asymptotically compact). Let G be a generalized
semiflow. We say that G is point dissipative if there exists a bounded set By C X such
that for any g € G there exists T > 0 such that g(t) € By for all t > 7. Moreover, G is
asymptotically compact if for any sequence {g,} C G such that {g,(0)} is bounded and
for any sequence t, — +oo, the sequence {gn(t,)} admits a convergent subsequence.

Lyapunov function. We say that a complete orbit g € G is stationary if there exists
x € X such that g(t) = z for all t € R. Such z is then called a rest point. Note that the
set of rest points of G, denoted by Z(G), is closed in view of (H4).

Definition A.4 (Lyapunov function). V : X — R is a Lyapunov function for G if: V
is continuous, V(g(t)) < V(g(s)) for all g € G and 0 < s < t (i.e., V decreases along
solutions), and, whenever the map t — V(g(t)) is constant for some complete orbit g,
then g is a stationary orbit.

We say that a global attractor A for G is Lyapunov stable if for any € > 0 there exists
0 > 0 such that for any £ C X with ex(F,A) <, then ex(T(t)E, A) < ¢ for all t > 0.

Finally, we recall the following two results, providing necessary and sufficient conditions
for a semiflow to admit a global attractor, cf. [Bal97, Thms. 3.3, 5.1, 6.1].

Theorem A.5. A generalized semiflow G has a global attractor if and only if it is point
dissipative and asymptotically compact. Moreover, the attractor A is unique, it is the
mazimal compact invariant subset of X, and it can be characterized as

A=U{w(B) : BCX, bounded} = w(X).
Besides, if G complies with (C1) and (C4), then A is Lyapunov stable.

Theorem A.6. Assume that G is asymptotically compact, admits a Lyapunov function
V', and that the sets of its rest points Z(G) is bounded. Then, G is also point dissipative,
and thus admits a global attractor A. Moreover,

w(u) C Z(G)  for all trajectories u € G.
APPENDIX B. THE PROOF OF PROPOSITION 6.1 REVISITED

Preliminarily, we state and prove the following
Lemma B.1. Under the assumptions of Proposition 6.1, let zf fulfill
_ 2
zf € Argmin {Hvllij + <Z>(v)} . (B.1)

veB T
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Then,
2K —u
Js ( M) 1o, 30, (B.2)
rh
J
Proof. To check (6.17) we notice that, thanks to [Mor06, Lemma 2.32, p. 214],
lzg = 251l + llz5 — 25 <,
Vn>0 Elz% eB, z% € D(¢) : ]Hz}] — uk\|2 — Hz;c — ukH2\ < 2777“;?, .
[6(z5) — ¢(=)] <1,
and
Z77 — Uk 2 *
Jwy € Jo B 3& € 8¢(zn), 3¢, € B, HCWH* <n, st wy+&+G=0.
J

Choosing n = 1/n, we find sequences {z}}, {22}, {wy,}, {&:.}, and {¢,} fulfilling

Cn— 0 in B*,
zb — zj’-C in B, (B.3)
2

zh — ij in B, with ¢(22) — qb(zf)

Furthermore, being w, € Ja((2) — uk)/rf), thanks to the second of (B.3), we have
sup,, ||wy |« < C, for a positive constant C' only depending on ||ug| and Hzf” Thus,
there exists w € B* such that, up to a subsequence, w,, —* w in B* as n — oco. By the
strong-weak™ closedness of Jo, we find that w € Jg((zf - uk)/rf) On the other hand, by
the definition of Jo and again by the second of (B.3),

1 k _
2y — U _ R T ug _
HwnHz = <wn7 nr’? > - <w= 2 ok > = Hw‘ﬁ?
J J

so that we ultimately deduce that w, — w in B* as n — oco. By the first of (B.3), we
conclude that &, — —w in B*. Combining the latter information with the third of (B.3),
we find from the definition of strong limiting subdifferential that —w € 38¢)(z§€), so that
(6.17) ensues. O

Proof of Proposition 6.1. To prove (6.10), like in Section 6 we exhibit a sequence
{ur} C B for which (6.13) holds and, correspondingly, sequences {r;?}j and zf asin (B.1),
fulfilling (6.15). The only difference with respect to the argument developed in Section 6
is that, without (6.12), the Euler equation corresponding to (B.1) is (B.2), so that

k_
Elwétc € Jy (Zj TkUk> N (—Q@(Zf)) (B.4)
J

which also fulfills |9¢|?(ug) = limj_eo ||w;“||z Then, again with a diagonalization pro-
cedure we find a subsequence wy with w, —* w in B*. Using (B.4) and the closure

formula (6.8), we again arrive at
—Ww € 8g¢>(u) s

and conclude the proof of (6.10) along the very same lines as in the proof of Proposi-
tion 6.1. o
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APPENDIX C. MAXIMAL FUNCTIONS

We recall the definition of the local maximal function of a locally finite measure and
two related results, referring e.g. to [Ste70] for all details.

Definition C.1. Let p be a (vector-valued) locally finite measure. For every X\ > 0 the
local maximal function Myu of v is defined by

[l (Br(x)) d
Myu(zx) := sup ———% or all © € R”.
() 0<rex LBy () I
In particular, when p = L% for some f € Llloc(]Rd;Rd), we shall use the notation My f.

Lemma C.2. For all 1 < p < oo there exists a constant C(d,p) > 0 such that for every
f € LP(R% R?) there holds

/ M), f(2)|Pde < C(d,p)/ |f(2)]4da for all r > 0.
B (0)

Br42(0)

Lemma C.3. There exists a constant C(d) > 0 such that for every X > 0 and v € BV (R%)
there holds

[v(z) —v(y)| < Cld)|z — y| (M \Vo(z) + MA\Vo(y))
for all z,y € R4\ N, (with N, C R? a negligible set) with | —y| < \.
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